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Preface

Overview	and	Goals
Soft	computing	is	an	emerging	methodology	for	robust	and	cost-effective	problem	solving
involving	uncertain	environments.	The	different	features	of	soft	computing	facilitate	real-
time	 information	processing	 in	 the	presence	of	such	environments.	Thus,	 several	 solution
techniques,	such	as	fuzzy	logic,	ant	colony	optimization,	particle	swarm	optimization,	and
genetic	 algorithms,	 have	major	 impacts	 in	 solving	 problems	where	 precise	mathematical
models	are	unavailable.

Concurrently,	 sensor	 networking	 is	 popular	 for	 real-time	monitoring	 involving	 remote
sensing,	ubiquitous	health	monitoring,	target	tracking,	and	localization.	A	sensor	network	is
an	integration	of	typically	heterogeneous	sensors	(hardware)	with	wireless	communication
infrastructure,	middleware,	 and	 software	 tools.	The	general	 problem	can	be	 broken	down
into	several	steps,	including	channel	access,	routing,	data	aggregation,	location	estimation,
and	target	tracking,	while	sensor	nodes	are	known	as	energy	constraint	devices.

Recently,	 soft	 computing	 methodologies,	 such	 as	 fuzzy	 logic	 and	 ant	 colony
optimization,	 are	 demonstrated	 to	 be	 promising	 for	 solving	 different	 problems	 in	 sensor
networks	 such	 as	 efficient	 learning	 and	 uncertainty	 handling.	 Several	 conference	 and
journal	papers	on	applying	soft	computing	techniques	in	sensor	networking	have	appeared
in	the	past	few	years.	They	describe	various	challenging	issues	related	to	sensor	networking
using	 soft	 computing	 techniques.	 Moreover,	 different	 researchers	 address	 the	 problems
from	 different	 perspectives.	 Therefore,	 there	 has	 been	 a	 need	 for	 a	 book	 describing	 in	 a
consolidated	manner	 the	major	 recent	 trends	of	soft	computing	 to	provide	comprehensive
information	to	researchers,	applied	scientists,	and	practitioners.

This	 handbook	 is	 written	 by	 worldwide	 experts,	 with	 the	 aim	 of	 bringing	 together
research	 works	 describing	 soft	 computing	 approaches	 in	 sensor	 networking,	 while
investigating	 the	novel	solutions	and	discussing	 the	 future	 trends	 in	 this	 field.	 It	 includes
tutorials	 and	 new	 material	 that	 describe	 basic	 concepts,	 theory,	 and	 algorithms	 that
demonstrate	why	and	how	soft	computing	techniques	can	be	used	for	sensor	networking	in
different	 disciplines.	 All	 the	 chapters	 provide	 a	 balanced	 mixture	 of	 methodologies	 and
applications.	 After	 a	 brief	 tutorial-style	 introduction,	 each	 chapter	 contains	 a
comprehensive	 description	 of	 the	 developments	 in	 its	 respective	 area,	 and	 is	 written	 to
blend	well	with	the	other	chapters.

This	 book	 is	 useful	 to	 graduate	 students,	 researchers,	 and	 practitioners	 working	 in
different	fields	spanning	computer	science,	system	science,	and	information	technology,	as
a	reference	book	and	as	a	text	book.



Organization	and	Features
The	 book	 is	 broadly	 divided	 into	 three	 parts.	 Part	 I	 consists	 of	 two	 chapters.	 Chapter	 1
presents	 preliminary	 concepts	 of	 sensor	 networks.	 Chapter	 2	 is	 dedicated	 to	 the	 recent
advances	 in	 soft	 computing.	 Part	 II,	 comprised	 of	 five	 chapters,	 focuses	 on	 the	 recent
advances	 in	 soft	 computing	 applications	 in	 sensor	 networks.	 Chapter	 3	 discusses	 the
evolution	of	soft	computing	in	sensor	networks	in	different	application	scenarios.	Chapters
4	and	5	discuss	routing	mechanisms	in	sensor	networks	using	soft	computing	applications.
Chapter	6	describes	game	theoretic	aspects	in	wireless	sensor	networks.

Chapter	 7	 is	 dedicated	 to	 energy	 efficiency	 and	 bounded	 hop	 data	 delivery	 in	 sensor
networks	using	a	multi-objective	optimization	approach.	Part	III	consists	of	four	chapters,
and	is	dedicated	to	the	advanced	topics	in	sensor	networks	in	which	different	problems	can
be	potentially	solved	using	soft	computing	applications.	Chapter	8	discusses	context	aware
services	in	sensor	networks.	Chapter	9	presents	energy-aware	wireless	body	area	networks
(WBANs)	for	critical	health	care	information	delivery,	while	presenting	different	aspects	of
soft	 computing	 applications	 in	WBANs.	Chapter	10	 is	 dedicated	 to	 the	 complex	 network
entropy	 in	 the	 context	 of	 sensor	 networks.	 Finally,	 Chapter	 11	 discusses	 challenges	 and
possibilities	of	soft	computing	approaches	which	are	applicable	for	ad	hoc	sensor	networks
specifically	for	vehicular	networks	(VANETs).

We	list	some	of	the	important	features	of	this	book,	which,	we	believe	make	this	book	a
valuable	resource	to	our	readers.

•	 	Most	 chapters	are	written	by	prominent	academicians,	 researchers,	 and	practitioners
working	in	respective	topical	areas	for	several	years	and	have	thorough	understanding
of	the	concepts.

•	 	Most	 chapters	 focus	 on	 future	 research	directions	 and	 target	 researchers	working	 in
these	 areas.	 They	 provide	 insight	 to	 researchers	 about	 some	 of	 the	 current	 research
issues.

•	 	 The	 authors	 represent	 diverse	 nationalities.	 This	 diversity	 enriches	 the	 book	 by
including	ideas	from	different	parts	of	the	world.

•		At	the	end	of	each	chapter,	we	included	additional	literature,	which	readers	can	use	to
enhance	their	knowledge.

Target	Audience
This	book	is	written	for	the	student	community	at	all	levels	from	those	new	to	the	field	to



undergraduates	and	postgraduates.	It	is	designed	to	be	useful	at	all	learning	levels.
The	 secondary	 audiences	 for	 this	 book	 are	 the	 research	 communities	 in	 both	 academia

and	 industry.	To	meet	 the	 specific	 needs	 to	 these	 groups,	most	 chapters	 include	 sections
discussing	directions	of	future	research.

Finally,	we	have	considered	the	needs	of	readers	from	the	industries	who	seek	practical
insights,	 for	 example,	 how	 soft	 computing	 applications	 are	 useful	 in	 real-life	 sensor
networks.
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1.1		Introduction
Wireless	sensor	networks	(WSNs)	are	relatively	new	technologies	used	in	different	civilian
and	military	 applications.	 Typically,	 a	WSN	 consists	 of	 several	 (hundreds	 or	 thousands)
sensor	nodes,	and	each	node	 is	dedicated	 to	monitor	some	predefined	physical	parameter.
The	sensor	nodes	can	be	activated	or	deactivated	dynamically	based	on	 the	 requirements.
Figure	1.1	shows	a	WSN	comprising	different	sensor	nodes,	access	points	(i.e.,	gateways),
base	 station,	 and	 servers.	 A	 sensor	 network	 consists	 of	 homogeneous	 sensors	 or
heterogeneous	sensors.	 In	homogeneous	sensors,	physical	properties	of	all	 the	sensors	are
the	 same	 and	 dedicated	 to	monitor	 a	 particular	 task.	 In	 contrast,	 a	 heterogeneous	 sensor
network	 consists	 of	 different	 sensor	 nodes	 having	 different	 physical	 properties	 and
dedicated	 to	 perform	 different	 tasks	 in	 a	 region.	 The	 sensor	 nodes	 can	 be	 dedicated	 to
perform	 entity	 monitoring,	 area	 monitoring,	 and	 entity-area	 monitoring.	 Additionally,	 a
sensor	network	can	perform	different	tasks	in	a	hierarchical	manner,	as	shown	in	Figure	1.1.
All	sensor	nodes	are	homogeneous	in	nature	and	send	the	sensed	information	directly	to	the
gateways.	Similarly,	in	case	of	single-tier	and	heterogeneous	sensor	nodes,	the	sensors	are
heterogeneous	 and	 send	 the	 sensed	 information	 directly	 to	 the	 gateways.	 In	 contrast,	 in
multi-tier	sensor	networks,	the	sensed	information	is	sent	to	the	gateways	in	a	hierarchical
manner,	i.e.,	from	one	sub-network	to	another	sub-network	and	eventually,	to	the	gateways.
After	 collecting	 the	 sensed	 information	 from	 the	 WSN	 nodes,	 the	 gateways	 relay	 the
information	 to	 the	 base	 stations	 based	 on	 some	 intelligence.	 At	 the	 server	 side,	 the
information	 is	 computed	 and	 processed,	 and	 adequate	 decisions	 are	 taken	 to	 perform	 the
monitoring	 task	 efficiently.	 The	 sensor	 nodes	 can	 also	 communicate	with	 one	 another	 to
perform	the	given	task	in	a	structured	and	collaborative	manner.	Target	tracking	 is	one	of
the	 applications	 of	 sensor	 networks	 in	 which	 a	 task	 is	 performed	 in	 a	 structured	 and
collaborative	manner.



1.2		Classification	of	WSNs
A	 WSN	 is	 categorized	 into	 multiple	 domains	 based	 on	 the	 attributes	 of	 application,
transmission	media,	 types	of	sensor	nodes,	and	type	of	network	as	depicted	in	Figure	1.2.
Wireless	sensor	networks	are	used	 in	different	applications	such	as	military,	environment
monitoring,	health	condition	monitoring,	industrial	(e.g.,	monitoring	health	of	a	structure),
agricultural	 (e.g.,	 soil	moisture	 and	 soil	 temperature),	 and	 vehicular	 networks.	Typically,
the	 transmission	 medium	 used	 for	 communication	 in	 a	 sensor	 network	 is	 either	 radio
frequency	 or	 acoustic.	 On	 the	 other	 hand,	 sensor	 nodes	 can	 be	 static	 or	 mobile.
Additionally,	a	sensor	node	can	sense	multiple	things	simultaneously.	The	sensor	nodes	can
perform	their	tasks	in	a	structured	or	unstructured	manner.	Each	of	the	sub-components	is
shown	below.

FIGURE	1.1:		Network	architecture	of	wireless	sensor	network

FIGURE	1.2:		Classification	of	wireless	sensor	networks



1.2.1		Specific	Applications
The	main	objective	of	the	wireless	sensor	network	is	to	monitor	some	applications	such	as
temperature,	pressure,	speed,	and	detecting	fire.	Based	on	the	applications,	the	WSN	can	be
categorized	 into	 multiple	 domains	 —	 military	 applications,	 environmental,	 health	 care,
industrial,	agricultural,	vehicular	networks,	and	smart	homes.	 Initially,	 the	deployment	of
sensor	networks	started	with	the	military	applications,	and	then	attracted	interest	from	other
domains	 due	 to	 its	 features.	 Consequently,	 sensor	 networks	 are	 widely	 used	 in	 different
sectors	to	monitor	different	tasks	efficiently.

1.2.2		Transmission	Media:	Radio	Frequency,	Acoustic,	and	Others
We	 already	 mentioned	 in	 Section	 1.1	 that	 the	 sensor	 nodes	 can	 communicate	 with	 one
another	to	exchange	information	among	them.	The	major	communication	medium	used	in
sensor	network	is	radio	frequency	(RF).	The	RF	communication	method	is	widely	used	for
terrestrial	applications.	On	the	other	hand,	acoustic	communication	is	useful	in	underwater
surveillance	 systems	 as	 RF	 communications	 cannot	 be	 used	 in	 such	 cases.	 Some	 sensor
networks	 use	 both	 the	RF	 and	 acoustic	 communication	modes,	where	 both	 the	 terrestrial
and	underwater	surveillance	are	present.	Further,	different	researchers	proposed	other	types
of	 communication	 methods	 in	 adverse	 environments,	 where	 both	 the	 RF	 and	 acoustic
communication	may	not	work.

1.2.3		Types	of	Nodes:	Static,	Mobile,	and	Multimedia
The	sensor	nodes	in	a	WSN	can	be	static	or	mobile	or	both	based	on	the	requirements.	In
case	 of	 static	WSNs,	 the	 sensor	 nodes	 cannot	 change	 their	 positions;	 they	 remain	 fixed
according	to	their	initial	deployment.	On	the	other	hand,	sensor	nodes	are	mobile	in	mobile
WSNs.	In	such	WSNs,	the	sensor	nodes	can	adjust	their	positions	to	monitor	the	dedicated
task	in	an	efficient	manner.	Additionally,	both	the	static	and	mobile	WSNs	can	be	used	for
multimedia	 applications.	 In	 some	cases,	 the	 sensor	nodes	only	monitor	 scalar	parameters
such	as	temperature	and	pressure.	However,	currently,	sensor	networks	are	also	widely	used
to	monitor	vector	parameters	such	as	video	surveillance.	 In	such	systems,	both	 the	scalar
and	vector	sensors	are	deployed,	and	they	are	activated	dynamically	based	on	the	reported
information	from	the	sensor	nodes.	However,	the	WSNs	are	very	expensive	for	multimedia
applications	rather	than	for	monitoring	scalar	parameters.

1.2.4		Types	of	Networks
We	see	that	the	sensor	networks	can	monitor	different	applications	as	mentioned	in	Section
1.2.1.	 Therefore,	 the	 sensor	 nodes	 are	 required	 to	 perform	 a	 given	 task	 in	 a	 structured
manner.	However,	in	some	cases,	the	nodes	can	perform	the	task	in	an	unstructured	manner.
In	the	structured	monitoring	applications,	the	sensor	nodes	need	to	form	a	group	to	perform



a	particular	task,	and	thereby	need	some	intelligence	to	perform	this.	On	the	other	hand,	the
sensor	 nodes	 can	 perform	 dedicated	 tasks	 independently	 and	may	 not	 necessarily	 form	 a
structure.

FIGURE	1.3:		Intruder	detection	at	border	of	region

FIGURE	1.4:		Tracking	target	on	battlefield

1.3		Applications	of	WSNs

1.3.1		Military
Wireless	sensor	networks	are	widely	used	in	military	applications	such	as	border	security
monitoring	 and	 target	 tracking.	 In	Figure	1.3,	 the	 intruder	 detection	 system	 is	 presented.
The	 sensor	 nodes	 are	 deployed	 at	 the	 border	 region	 to	 track	 any	 intruder	who	 intends	 to
cross	the	border.	On	detecting	such	an	intruder,	sensor	nodes	send	their	information	to	the
nearest	 base	 station,	 and	 authorized	 persons	 can	 take	 necessary	measures	 to	 disrupt	 any
irregular	 activities.	 Similarly,	 sensor	 networks	 can	 be	 used	 to	 track	 a	 particular	 target,	 a
process	 known	 as	 target	 tracking.	 Figure	 1.4	 shows	 an	 example	 of	 target	 tracking	 using
sensor	networks.	The	sensor	nodes	are	deployed	at	a	region	to	track	different	objects.	Thus,
the	 sensor	 nodes	 detect	 the	movement	 of	 the	 objects	 and	 report	 to	 the	 base	 station.	 The
sensor	 can	 also	 be	 activated	 based	 on	 the	 movement	 of	 the	 objects	 to	 track	 them	 in	 an
efficient	manner.

1.3.2		Environmental



Environment	 monitoring	 is	 another	 important	 use	 of	 sensor	 networks.	 Different
applications	of	sensor	networks	are	fire	monitoring,	CO2	level	monitoring,	and	wild-animal
monitoring.	The	 sensor	nodes	 are	deployed	 in	 forests	 and	 form	a	network	 to	monitor	 the
above	mentioned	parameters.

1.3.3		Health	Care
Online	patient	monitoring	is	an	emerging	application	of	sensor	networks.	Different	sensor
nodes	(such	as	temperature,	pressure,	ECG,	and	glucose)	are	placed	on	the	patient’s	body	to
monitor	 different	 parameters.	 The	 sensed	 data	 are	 sent	 to	 the	 medical	 server	 through
gateways.	 From	 the	 server,	 doctors	 can	 retrieve	 the	 data	 and	 advise	 the	 patient	 to	 take
necessary	medicines.	 In	 such	 a	 system,	 the	 patients	 always	 do	 not	 need	 to	 be	 physically
present	 with	 their	 doctors.	 Thus,	 a	 doctor	 can	 check	 multiple	 patients	 simultaneously
without	any	problem.

1.3.4		Industrial
Sensor	 networks	 are	 also	 used	 in	 industrial	 health	 condition	monitoring	 systems	 such	 as
analyzing	the	health	of	a	bridge	and	building,	and	chemical	percentage	in	a	product.	Sensor
nodes	are	deployed	at	different	places	on	a	bridge	or	in	a	building	to	continuously	monitor
the	 health	 condition	 of	 these	 structures.	 The	 sensor	 nodes	 report	 to	 the	 gateways	 on
detecting	any	unwanted	and	malicious	activities.

1.3.5		Agriculture
Recently,	sensor	networks	were	deployed	in	agricultural	fields	to	monitor	parameters	such
as	soil	temperature	and	moisture.	Figure	1.5	depicts	an	agricultural	field	with	deployment
of	 sensor	 nodes.	 Different	 sensor	 nodes	 are	 deployed	 on	 the	 field	 and	 sense	 the
corresponding	parameters.	The	sensed	data	is	forwarded	to	the	gateways	and	eventually	to
the	distributed	servers	where	the	information	is	processed	and	computed	to	enable	optimal
decisions.	 According	 to	 the	 processed	 information,	 remote	 users	 are	 alerted	 to	 take
necessary	steps	(e.g.,	supply	water).	Thus,	a	precision	agriculture	system	can	be	deployed
using	wireless	sensor	networks.

1.3.6		Vehicular	Networks
WSNs	 play	 a	 key	 role	 to	 enable	 intelligent	 transportation	 systems	 (ITS)	 where	 vehicles
form	a	network	and	exchange	information.	The	vehicles	upload	their	collected	information
to	 the	 road	 side	 units	 (RSUs)	 and	 download	 information	 from	 the	 RSUs	 to	 get	 recent
updates	 from	 the	 server.	 The	 collected	 information	 is	 transferred	 to	 the	 base	 station	 for
computation	and	processing.	In	Figure	1.6,	a	vehicular	network	is	presented	where	vehicles



communicate	with	each	other	and	exchange	information	to	ensure	better	driving.

FIGURE	1.5:		Wireless	sensor	network	in	agriculture

FIGURE	1.6:		Vehicular	network

1.3.7		Smart	Homes
Due	 to	 the	 growing	 concerns	 about	 the	 energy	 crisis,	 people	 are	 looking	 for	 digitized
automated	energy	supply	systems	[2].	Sensor	networks	are	widely	used	 in	building	 smart
homes,	 where	 all	 appliances	 are	 equipped	 with	 different	 sensor	 nodes	 to	 monitor	 light,
temperature	 and	 pressure,	 as	 shown	 in	 Figure	 1.7.	 The	 sensors	 automatically	 control	 the
appliances,	 and	 save	 energy	 consumption.	 Thus,	 cost-effective	 and	 reliable	 energy
consumption	systems	are	deployed	using	the	advantages	of	sensor	networks.



FIGURE	1.7:		Smart	home	equipped	with	different	sensors

FIGURE	1.8:		Sensor	node

1.4		Key	Factors

1.4.1		System	Requirements
Sensor	nodes	have	 (i)	 sensing,	 (ii)	 computation,	 and	 (iii)	 communication	 capabilities.	To
support	such	capabilities,	the	nodes	are	equipped	with	(i)	microcontroller,	(ii)	transceiver,
(iii)	 memory,	 (iv)	 sensor(s),	 (v)	 actuator(s),	 and	 (vi)	 energy	 sources.	 A	 schematic
representation	is	illustrated	by	Figure	1.8	[8].	One	noticeable	aspect	of	the	sensor	nodes	is
their	resource-constrained	nature.	Most	of	 the	existing	hardware	platforms	or	motes,	such
as	Iris	[CT]	and	MICAz	[CT],	have	limited	capabilities	with	respect	to	communication	and
computation.	 However,	 some	 high-end	 sensor	 platforms	 also	 exist,	 for	 example,	 Imote2
[CT]	 motes.	 A	 brief	 comparison	 of	 motes	 is	 shown	 in	 Table	 1.1	 [1].	 One	 inadequate
resource	for	sensor	nodes	is	 their	power	source.	Most	nodes	are	powered	by	a	pair	of	AA
batteries.	However,	 renewable	 energy	 sources	 now	draw	much	 attention	 from	 researchers
[16].

TABLE	1.1:		Mote	Hardware	Specifications



1.4.2		Categories	of	WSNs
WSNs	 can	 be	 categorized	 on	 the	 basis	 of	 several	 factors,	 such	 as	 the	 deployment
environment,	 types	of	 the	nodes,	and	node	mobility.	Considering	 these	factors,	WSNs	are
broadly	 categorized	 as	 wireless	 terrestrial	 sensor	 networks,	 wireless	 underwater	 sensor
networks,	wireless	underground	sensor	networks,	wireless	multimedia	sensor	networks,	and
wireless	 mobile	 sensor	 networks.	 Next,	 a	 short	 description	 of	 each	 category	 is	 provided
except	for	wireless	terrestrial	sensor	networks,	the	most	common	WSNs.

Wireless	 underwater	 sensor	 networks:	 Advancement	 of	 wireless	 underwater	 sensor
networks	(WUSNs)	generates	new	opportunities	of	exploring	the	flora	and	fauna	of	oceanic
environments.	 Moreover,	 WUSNs	 are	 helpful	 to	 monitor	 underwater	 resources	 and
structures,	 such	 as	 oil	 rigs.	One	of	 the	 key	distinctions	 of	WUSNs	 is	 the	 use	 of	 acoustic
signal	 as	 the	 mode	 of	 communication	 instead	 of	 radio	 signal	 [7].	 Due	 to	 the	 high
attenuation	 of	 radio	 signal	 in	 underwater	 environments,	 the	 acoustic	 signal	 is	 a	 better
choice	 than	 the	 radio	 signal.	 However,	 packet	 communication	 suffers	 from	 large
propagation	delay,	and	low	link	capacity.	Other	challenging	issues	are	the	inherent	mobility
of	 the	 nodes	 of	 a	 WUSN,	 sparse	 deployment	 of	 costly	 nodes,	 and	 node	 failure	 due	 to
environmental	conditions	[7].

Wireless	 underground	 sensor	 networks:	 The	 potential	 applications	 of	 wireless
underground	 sensor	 networks	 (WUGNs)	 includes	 intelligent	 agriculture	 and	 irrigation,
monitoring	soil	quality,	infrastructure,	border	patrol,	and	many	more	[15].	The	underground
nodes	 communicate	with	 the	 aboveground	nodes,	 and	both	 electromagnetic	 and	magnetic
induction	 are	 used	 as	 the	 communication	 medium	 [10].	 However,	 factors,	 like	 soil
temperature,	moisture,	 composition,	 and	 depth	 affect	 the	 quality	 of	 communication	 [10].
The	communication	range	and	transmission	data	rate	are	smaller	with	respect	to	terrestrial
WSNs.	 As	 an	 example,	 the	 maximum	 communication	 range	 is	 around	 4.5	 m	 when	 soil



moisture	is	high	and	the	burial	depth	of	the	nodes	is	35	cm	[15].

Wireless	multimedia	sensor	networks:	The	nodes	of	a	multimedia	WSN	(WMSN)	are
equipped	 with	 low	 cost	 CMOS	 cameras	 and	 microphones	 [6].	 The	 multimedia	 nodes
communicate	the	monitored	or	surveillance	data	in	the	form	of	video,	audio,	and/or	image
data.	One	significant	difference	of	WMSNs	is	that	the	multimedia	nodes	are	deployed	in	a
pre-planned	 manner	 instead	 of	 random	 deployment	 for	 providing	 target	 coverage.
Generally,	 the	 communicated	 multimedia	 data	 is	 voluminous,	 and	 faces	 variable	 delay
constraints.	As	 a	 consequence,	 the	 nodes	 of	 a	WMSN	have	 high	 bandwidth	 requirement,
high	energy	consumption,	and	stricter	requirements	of	quality	of	services.

Wireless	mobile	 sensor	networks:	 Traditionally,	WSNs	 consisted	 of	 static	 nodes	 that
were	densely	deployed.	Those	 static	nodes	 communicate	with	 the	 sink	 through	multi-hop
communication.	Recently,	mobile	entities	used	as	sinks	and	also	nodes	were	employed	 to
reduce	 the	 communication	 overhead	 of	 the	 static	 nodes	 [4].	Mobility	 helps	 the	 nodes	 to
improve	 connectivity,	 reliability,	 and	 energy	 efficiency.	 On	 the	 other	 hand,	 mobility
introduces	 some	 challenges	 such	 as	 mobility	 management,	 mobility	 aware	 transmission
power	control,	timely	detection	of	mobile	entities,	and	data	transfer.

1.4.3		Protocol	Stack	of	WSNs
Successful	 communication	 of	 sensed	 data	 is	 an	 important	 issue	 in	WSNs.	 The	 protocol
stack	 used	 for	 successful	 communication	 in	 WSNs	 is	 similar	 to	 the	 traditional	 TCP/IP
protocol	 stack:	 application	 layer,	 transport	 layer,	 network	 layer,	 data	 link	 layer,	 and
physical	 layer.	 However,	 successful	 communication	 depends	 on	 other	 network	 related
issues,	 such	as	 topology	of	 the	network,	 locations,	 and	 transmission	power	control	of	 the
nodes.	As	the	network	topology	changes	over	time	due	to	node	mobility	and	node	failure,
nodes	 should	 accommodate	 those	 issues	 at	 the	 time	of	 routing	of	 the	 packets.	Moreover,
nodes	 aggregate	 the	 data	 before	 forwarding	 to	 save	 their	 energy.	A	 representation	 of	 the
relationship	between	the	communication	protocol	and	other	factors	is	illustrated	by	Figure
1.9	[17].

1.4.4		Topology	Management
The	 objective	 of	 topology	management	 is	 to	 connect	 the	 nodes	 of	 a	WSN	 in	 an	 energy-
efficient	 manner.	 Topology	 management	 can	 be	 viewed	 as	 utilizing	 the	 physical
connections	or	logical	relationships	among	the	nodes	of	a	WSN.	The	resource	constrained
nodes	 of	WSNs	 communicate	with	 the	 sink	 through	multi-hop	 communication	 instead	of
direct	 communication	 to	 save	 their	 energy.	 As	 a	 consequence,	 energy-efficient	 topology
management	plays	a	vital	role	for	enhancing	the	network	efficiency.	The	proposed	approach
for	 topology	management	for	WSNs	can	be	classified	as	(i)	 topology	discovery,	 (ii)	sleep
cycle	management,	and	(iii)	clustering	[18].



FIGURE	1.9:		Protocol	stack	of	WSN

Figure	 1.10	 illustrates	 examples	 of	 different	 topologies.	 For	 the	 sake	 of	 clarity	 of	 the
figure,	 the	communication	 link	between	a	member	node	and	cluster-head	 is	not	 shown	 in
Figure	 1.10(b).	 A	 sink	 or	 any	 other	 node	 determines	 the	 topology	 of	 the	 network	 by
initiating	the	topology	discovery	process.

For	determining	topology,	the	initiator	disseminates	a	topology	discovery	request.	After
receiving	 such	 a	 request,	 a	 node	may	 reply	with	 its	 own	 information	 as	 a	 response	or	 an
aggregated	 response	 including	 the	 replies	 from	all	of	 its	descendants.	After	 receiving	 the
responses	from	the	nodes,	the	initiator	creates	and	retains	a	topology	map	of	the	network.

One	noticeable	aspect	of	 the	WSNs	is	 that	 the	resource	constrained	nodes	are	deployed
densely.	Those	sensor	nodes	follow	an	active-sleep	cycle	to	save	their	energy.	By	managing
the	 active-sleep	 cycle	 properly,	 the	nodes	 rotate	 different	 network	 related	 functionalities,
such	 as	 sensing	 and	 relaying	 data,	 and	 also	 reduce	 redundancy.	 Some	 approaches,	 e.g.,
sparse	topology	and	energy	management	[14],	use	dual	radios,	one	for	data	communication,
and	other,	a	low	energy	radio	for	waking	the	neighbors.

The	sensor	nodes	also	form	clusters	 to	 reduce	 the	number	of	 the	nodes	participating	 in
the	 data	 transmission	 process.	 In	 clustering	 approaches,	 sensor	 nodes	 arrange	 themselves
into	 clusters.	 A	 cluster	 consists	 of	 one	 cluster	 head	 and	 multiple	 member	 nodes.	 The
member	nodes	directly	communicate	with	 the	cluster	head.	On	the	other	hand,	 the	cluster
heads	communicate	with	the	sink	directly	or	by	multi-hop	communication.	The	number	of
clusters	is	dependent	on	the	total	number	of	nodes,	and	the	size	of	the	clusters	may	or	may
not	be	dependent	on	the	distance	between	the	sink	and	the	cluster	heads	[28].



FIGURE	1.10:		Examples	of	different	topologies

1.4.5		Coverage
The	coverage	of	an	area	of	interest	by	the	nodes	of	WSNs	can	be	specified	as	the	percentage
of	that	area	covered	or	sensed	by	the	nodes.	The	primary	objective	of	the	sensor	coverage
problem	 is	 the	 estimation	 of	 the	minimum	 number	 of	 the	 sensors	 for	 providing	 the	 full



coverage	of	the	area	of	interest.	Another	type	is	k-coverage.	If	all	the	crossing	points	within
an	area	are	k-covered,	that	area	is	also	k-covered.	It	is	assumed	that	the	sensing	area	of	the
sensors	is	a	perfect	disk,	and	crossing	points	are	the	intersection	points	between	the	sensing
areas	of	the	neighboring	sensor	nodes	or	the	intersection	points	between	the	sensing	areas
of	the	sensor	nodes	and	the	boundary	of	the	area.	Figure	1.11	illustrates	the	different	types
of	coverage.	The	coverage	of	an	area	is	dependent	on	the	following	factors:	(i)	deployments
of	nodes,	(ii)	node	mobility,	(iii)	sensing	models	of	 the	nodes,	(iv)	monitored	region,	and
(v)	attributes	of	the	application	[13].

Sensor	 nodes	 may	 be	 deployed	 randomly	 or	 deterministically.	 Moreover,	 they	 can	 be
deployed	 densely	 or	 sparsely	 on	 the	 basis	 of	 the	 application-specific	 and	 other
requirements.	The	 coverage	 of	 a	WSN	 is	 also	 affected	 by	 the	mobility	 of	 the	 nodes.	 For
static	nodes,	the	coverage	area	is	fixed.	However,	the	mobile	nodes	can	change	the	covered
area	with	time	and	also	according	to	the	requirements.	Moreover,	mobile	nodes	can	enhance
the	degree	of	coverage,	in	case	of	random	deployment,	by	collaborating	among	themselves.

As	already	mentioned	and	shown	by	Figure	1.11,	the	sensed	region	of	the	scalar	sensors
is	assumed	to	be	a	circular	disk.	On	the	other	hand,	the	field	of	view	of	the	camera	sensors
is	not	a	disk	but	a	funnel-shaped	region	in	two-dimensional	space.	The	type	of	the	sensing
of	a	node	may	be	binary	or	probabilistic.	In	binary	model,	a	node	may	sense	an	event	or	not,
i.e.,	the	sensed	value	is	either	1	or	0.	On	the	other	hand,	the	range	of	the	sensed	value	in	the
probabilistic	model	 is	 between	 1	 and	 0.	 The	 coverage	 in	WSNs	 can	 also	 be	 partitioned,
depending	on	 the	covered	area,	 into	 the	 following	categories:	 (i)	area	coverage,	 (ii)	point
coverage,	 and	 (iii)	 barrier	 coverage	 [13].	 Further,	 the	 coverage	 is	 also	 dependent	 on	 the
application.	 Target-tracking	 application	 can	 be	 considered	 as	 an	 example.	 The	 coverage
parameters	of	such	an	application	are	determined	by	the	types	of	the	targets,	number	of	the
targets,	and	velocity	of	the	targets	[13].

FIGURE	1.11:		Different	types	of	coverage	within	area

1.4.6		Important	Factors	Related	to	Communication
In	this	section,	a	list	of	the	important	factors	affecting	communication	is	illustrated.

Data	Delivery	Model:	 In	WSNs,	 the	 sensor	 nodes	 communicate	 their	 sensed	 data	 by



using	one	of	the	following	four	data	delivery	models:	periodic,	event-driven,	query-based,
and	 hybrid	 [11].	 In	 case	 of	 periodic	 data	 delivery,	 sensor	 nodes	 sense	 their	 surrounding
environments	periodically,	and	communicate	that	data	to	the	sink.	The	presence	of	an	event
of	interest	initiates	the	communication	process	in	event-driven	data	delivery.	On	the	other
hand,	 a	 sink	 triggers	 the	 transmission	 by	 the	 sensors	 by	 disseminating	 a	 query	 into	 the
network.	In	the	hybrid	data	delivery	model,	nodes	follow	any	combination	of	the	other	three
data	delivery	models.

Deployment	 of	 Sensor	 Nodes:	 Sensor	 nodes	 of	 WSNs	 can	 be	 deployed	 randomly	 or
deterministically.	 As	 an	 example,	 nodes	 are	 deployed	 deterministically	 and	 linearly	 in
tunnel	monitoring	applications,	whereas	nodes	of	a	pollution	monitoring	application	can	be
deployed	 randomly	 within	 the	 area	 of	 interest.	 Node	 deployment	 affects	 the	 network
architecture	and	eventually	the	communication	of	the	nodes.

Type	 of	 Routing:	 A	 sensor	 node	 may	 unicast,	 multicast,	 broadcast,	 or	 anycast	 its
transmitted	packets	based	on	the	types	of	the	packets,	number	of	sink	nodes,	requirements
of	 quality	 of	 service,	 and	 other	 factors.	A	 node	 unicasts	 its	 packets	 in	 the	 presence	 of	 a
single	 sink,	 or	 can	 multicast	 the	 same	 in	 the	 presence	 of	 multiple	 sinks.	 Nodes	 also
broadcast	query	or	control	packets.	A	source	node	considers	different	routing	strategies	on
the	basis	of	the	location	and	mobility	of	the	target	nodes.

Connectivity:	Successful	communication	between	two	sensor	nodes	depends	on	several
factors	 such	 as	 node	 mobility,	 link	 quality,	 heterogeneity	 of	 the	 nodes,	 and	 network
dynamism	[11].	The	communication	between	two	mobile	nodes	is	totally	different	from	the
communication	among	the	static	ones.	As	an	example,	the	data	collection	procedure	by	the
mobile	 sinks	 is	 different	 from	 that	 of	 the	 static	 ones.	 Link	 quality	 is	 another	 important
factor	 in	 communication,	 and	 the	 quality	 of	 the	 links	 differs	 due	 to	 environmental
conditions.	The	presence	of	an	object,	such	as	a	tree	or	house,	affects	the	link	quality,	and
hence	 the	 communication.	Network	 dynamism	 and	 the	 presence	 of	 heterogeneous	 nodes,
e.g.,	a	powerful	node	in	terms	of	communication	and	battery	power,	also	affect	the	network
architecture	and	communication	between	a	pair	of	sensor	nodes.

Quality	 of	 Service:	 The	 requirements	 of	 QoS	 in	WSNs	 are	 application	 specific.	 The
requirements	 of	 a	multimedia	WSN	 or	 a	WSN	 deployed	 for	 health	 care	 applications	 are
totally	different	from	those	of	scalar	WSNs.	The	parameters	related	to	QoS	are	as	follows:
priority	of	the	data,	end-to-end	delay,	jitter,	throughput,	reliability,	periodicity	of	the	data,
reaction	 time,	 and	 packet	 loss	 ratio	 [3].	Considering	 the	 hybrid	 data	 delivery	model,	 the
priority	 of	 the	 event-driven	 or	 query-driven	 data	 is	 more	 than	 the	 data	 communicated
periodically.	Event-driven	and	query-driven	data	also	have	higher	QoS	 requirements	 than
the	data	communicated	periodically.	The	data	communicated	by	multimedia	sensor	nodes
have	lower	requirements	for	end-to-end	delay	and	throughput	than	the	scalar	sensors.	Other
parameters	have	also	their	own	specifications,	and	are	regulated	accordingly.

1.4.7		Fault	Tolerance



Sensor	 nodes	 are	 prone	 to	 failures	 due	 to	 any	 malfunctioning	 of	 the	 components	 of	 the
physical,	hardware,	middleware,	system	software,	and	application	layer.	The	fault	tolerance
approaches	designed	for	WSNs	can	be	partitioned	on	the	basis	of	their	focused	layers,	i.e.,
hardware,	 software,	communication,	and	application.	Sensor	nodes	are	equipped	with	 low
quality	 components	 to	 remain	 cost	 effective.	 As	 a	 consequence,	 sensor	 nodes	may	 show
faulty	 behavior	 due	 to	 malfunctioning	 of	 low	 quality	 hardware	 components	 such	 as
memory,	battery,	microcontroller,	 sensing	units,	and	communication	radio.	Moreover,	 the
limited	 battery	 power	 of	 the	 nodes	 poses	 a	 constraint	 on	 the	 reliable	 performance	 of	 the
nodes.

Another	 noticeable	 factor	 is	 that	 the	 WSNs	 are	 generally	 deployed	 in	 harsh
environments,	 and	 the	 environmental	 conditions	 such	 as	moisture,	 dust,	 and	heat	 hamper
the	 performance	 of	 the	 sensor	 nodes.	 Further,	 the	 sensor	 nodes	 may	 not	 able	 to
communicate	 in	 the	 presence	 of	 any	 failure	 of	 hardware	 components	 or	 link	 failure.	The
link	 failure	may	 be	 caused	 by	 the	 environmental	 conditions	 or	 interference	 by	 the	 other
nodes.	 On	 the	 other	 hand,	 software	 bugs	 are	 the	 most	 common	 sources	 of	 faults	 in	 the
software	layer.	One	interesting	factor	is	that	the	fault	tolerance	approaches	addressed	at	the
application	layer	are	application	specific	[5].

Generally,	 there	 exist	 two	 kinds	 of	 fault	 detection	 approaches:	 self-diagnosis	 and
cooperative	 diagnosis.	As	 an	 example,	 a	 node	may	 easily	 detect	 failure	 of	 any	 particular
link	if	that	link	cannot	be	employed	for	successful	communication	within	a	predetermined
time	interval.	On	the	other	hand,	collaboration	of	neighboring	nodes	is	required	to	identify
a	 faulty	 node.	 In	 some	 cases,	 the	 fusion	 center	 detects	 the	 faulty	 observations	 or	 nodes
before	aggregating	the	received	data.	In	case	of	data	intensive	fault	detection	mechanisms,
various	machine	learning	based	approaches,	such	as	support	vector	machine	and	Bayesian
approaches,	are	applied	[9].

The	most	common	approach	for	ensuring	fault	tolerance	at	network	level	is	redundancy.
Multiple	 source	 nodes	 can	 be	 activated	 for	 fault-tolerant	 event	 detection	 and	 event
monitoring.	 Multiple	 disjoint	 routing	 paths	 can	 be	 exploited	 for	 providing	 reliability.
However,	redundancy	increases	the	energy	consumption	of	the	nodes,	and	also	the	overhead
of	 the	 protocols.	 Another	 way	 to	 provide	 fault	 tolerance	 is	 the	 use	 of	 appropriate	 fault
models.	Developing	appropriate	and	realistic	fault	models	is	a	challenging	task	because	of
the	 types	 of	 the	 sensors,	 application-specific	 requirements,	 and	 the	 characteristics	 of	 the
deployed	environment.	Heterogeneity,	especially	at	node	level,	is	also	employed	to	ensure
fault	tolerance	[14].

1.4.8		Security
WSNs	are	susceptible	to	various	types	of	vulnerabilities	and	attacks.	Generally,	WSNs	are
deployed	in	open	and	remote	environments	and	have	no	or	very	limited	physical	security.
An	adversary	can	easily	capture	and	 tamper	with	nodes	of	such	WSNs.	As	 the	nodes	of	a
WSN	 are	 collaborative	 in	 nature,	 a	 few	 compromised	 nodes	 can	 affect	 the	 other



uncompromised	nodes,	and	also	disrupt	 the	functionalities	of	 the	whole	network.	Another
factor	 is	 the	 inherent	 broadcast	 nature	 of	 the	 wireless	 communication.	 Adversaries	 can
easily	eavesdrop	on	communicated	packets	and	inject	false	data	or	control	packets	[12].

The	 primary	 security	 concerns	 for	WSNs	 are	 protecting	 communications	 and	 avoiding
any	 kind	 of	 intrusion.	 The	 nodes	 of	 WSNs	 have	 limited	 storage,	 communication,	 and
computational	 capabilities.	 As	 a	 consequence,	 the	 traditional	 security	 measures	 such	 as
public-key	encryption	are	 too	 resource-expensive	 for	WSNs,	and	are	not	 suitable	options.
As	 an	 example,	most	 of	 the	 existing	 sensor	motes,	 such	 as	MICA	motes,	 do	 not	 support
frequency	hopping	or	spread	spectrum	to	save	their	battery	power,	and	they	are	vulnerable
to	 jamming	 attack.	 In	 WSNs,	 the	 security	 requirements	 are	 application	 specific.
Considering	 that	 fact	 and	 other	 appropriate	 context	 information,	 e.g.,	 location	 and	 time,
different	levels	of	security	solutions	can	be	provided	to	mitigate	the	threats	in	a	resource-
efficient	manner.	A	brief	list	of	common	attacks	in	WSNs	is	catalogued	in	Table	1.2.

TABLE	1.2:		Common	Attacks	in	Wireless	Sensor	Networks

Layer Type	of	Attack Probable	Protection	Scheme
Application Replica	attack Distinct	pair-wise	keys

Transport Flooding Limiting	number	of	connections

Network Sinkhole,	selective	forwarding,	Sybil
attack,	HELLO	flooding,	false	routing
information

Authentication,	redundancy,	probing,	and	encryption

Data	Link Collision,	exhaustion Error	control,	restriction	of	communication	rate	physical	and	tampering,
jamming	and	efficient	key	management,	tamper-proofing,	and	spread
spectrum	scheme

1.5		Concluding	Remarks
In	 this	 chapter,	 we	 discussed	 different	 aspects	 of	 wireless	 sensor	 networks	 and	 their
different	 applications.	 The	 layered	 architecture	 of	 the	 sensor	 networks	 is	 also	 presented.
Finally,	 we	 discussed	 hardware	 platforms	which	 are	 required	 to	 support	 different	 sensor
network-based	applications.
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2.1		Introduction
In	 the	 recent	 past,	 soft	 computing	 (SC)	 techniques	 were	 applied	 to	 complex	 and
computationally	 intensive	 problems	 that	 have	 customarily	 proved	 intractable	 for
conventional	mathematical	methods.	Because	of	 its	 proven	 strength	 in	 treating	 imprecise
information	 and	 discovering	 novel	 solutions	 to	 hard	 problems,	 SC	 is	 a	 topic	 of	 interest
amongst	 researchers	 in	 various	 fields	 of	 science	 and	 engineering.	 Some	 popular	 SC
paradigms	include	fuzzy	computing	[1],	neural	computing	[6],	and	evolutionary	computing
[7].	 In	 general,	 SC	 intends	 to	 generate	 computing	 mechanisms	 that	 demonstrate	 useful
properties,	 that	 is,	 formulating	 inference	with	 vague	 and/or	 ambiguous	 data,	 adapting	 to
dynamic	environments,	learning	from	noisy	and/or	incomplete	information,	and	reasoning
with	uncertainties.

FIGURE	2.1:		Concept	of	computing

Application	 of	 SC	 to	 real-world	 problems	 is,	 however,	 complicated,	 as	 it	 associates
several	key	issues	(i.e.,	learning	models,	knowledge	representation,	evaluation	criteria,	etc.)
requiring	 crucial	 options	 among	 several	 approaches	 proposed	 in	 this	 domain.	 Further,
results	and	 lessons	 learnt	 from	the	application	of	SC	to	real-world	problems	are	of	major
significance	for	methodological	research	with	the	intention	of	refining	the	existing	methods
or	devising	new	techniques.

The	overall	aim	of	 this	chapter	 is	 to	compile	 the	recent	advances	 in	 the	field	of	SC.	In
particular,	 parallel	 and	 hybrid	 SC	 approaches	 are	 entertained	 and	 the	 chapter	 mainly
focuses	on	the	following.

1.	 	Architectural	 design	 and	 development	 of	 fuzzy	 logic,	 neural	 networks,	 evolutionary
computation

2.		Comparative	theoretical	and	empirical	studies	on	SC	techniques

3.		Applications	of	SC	techniques

2.1.1		Basic	Concept	of	Soft	Computing



In	 essence,	 the	 concept	 of	 soft	 computing	 implies	mapping	 an	 input	 (x)	 to	 an	 output	 (y)
given	the	mapping	function	y	=	f(x)	(also	see	Fig.	2.1).	Here,	input,	output	and	mapping	are
called	antecedent,	consequent	and	control	action,	respectively.	The	characteristics	of	such	a
computing	are

1.		It	should	provide	a	precise	solution.

2.		The	control	action	should	be	unambiguous	and	accurate.

FIGURE	2.2:		Concept	of	hybrid	computing

3.	 	 It	 is	 suitable	 for	 problems	 that	 are	 easy	 to	 model	 mathematically.	 That	 is,	 control
actions	can	be	mathematically	modeled.

The	characteristics	as	mentioned	above	were	initially	proposed	by	L.	A.	Zadeh	in	1965.	He
called	 them	 “hard	 computing”	 instead	 of	 simple	 computing.	 Some	 examples	 of	 hard
computing	are:	solving	numerical	problems	(e.g.,	finding	roots	of	a	polynomial),	searching
and	 sorting	 of	 data,	 and	 computational	 geometry	 (e.g.,	 finding	 area	 of	 any	 geometrical
shape).	 One	 can	 easily	 argue	 that	 for	 computing	 such	 problems,	 precise	 results	 are
guaranteed	and	control	actions	are	unambiguous	and	can	be	modeled	mathematically.

In	contrast	to	hard	computing,	Zadeh	coined	the	term	“soft	computing”	for	a	system	that
does	 not	 satisfy	 any	 one	 or	more	 characteristic(s)	 of	 hard	 computing.	 Some	 examples	 of
soft	 computing	 are:	 medical	 diagnosis,	 person	 identification	 vis-a-vis	 computer	 vision,
hand	 written	 character	 recognition,	 pattern	 recognition,	 anomaly	 detection,	 machine
intelligence,	weather	 forecasting,	 layout	 optimization	 and	 floor	 planning	 in	VLSI	 design,
network	optimization,	etc.	The	soft	computing	does	not	require	any	mathematical	modeling
of	 problem	 solving.	 It	 may	 not	 yield	 guaranteed	 precise	 solutions.	 Control	 actions	 are
adaptive	(i.e.,	can	adjust	to	the	change	of	dynamic	environment).	In	general,	control	actions
are	conceived	with	some	biological	inspired	methodologies	such	as	genetics,	evolution,	and
ant	behaviors.

2.1.2		Hybrid	Computing



It	is	a	combination	of	the	conventional	hard	computing	and	emerging	soft	computing	(see
Fig.	 2.2).	 Hybrid	 systems	 that	 combine	 several	 soft	 computing	 techniques	 are	 needed	 to
solve	complex	problems.	Hybrid	intelligent	systems	can	have	different	architectures,	which
have	an	impact	on	the	efficiency	and	accuracy	of	complex	systems	to	achieve	the	ultimate
goal	of	higher	accuracy.

2.2		Fuzzy	Logic
The	human	thought	and	decision-making	process	is	 linguistic.	Our	brains	have	evolved	in
such	a	way	that	if	someone	giving	you	directions	says	“the	theater	is	a	little	further	ahead	to
your	 left,”	 you	 will	 automatically	 grasp	 and	 decipher	 the	 meaning	 of	 “a	 little	 further
ahead.”	The	person	giving	you	directions	doesn’t	need	to	say:	“it’s	31	meters	left	and	then
29.4	meters	from	your	current	location.”

Therefore,	not	only	does	an	 intelligent	 system	need	 to	be	able	 to	handle	uncertainty,	 it
should	be	able	to	interpret	linguistic	variables.	Fuzzy	logic	gives	a	beautifully	intuitive	way
to	achieve	this.

2.2.1		Basic	Concept	of	Fuzzy	Logic
The	 concept	 of	 fuzzy	 logic	 was	 proposed	 by	 L.	 A.	 Zadeh	 (1965).	 Using	 the	 fuzzy	 logic
concept,	truth	value	of	a	parameter	can	be	mathematically	represented	by	any	real	number
between	0	and	1,	 instead	of	only	0	or	1.	Therefore,	 this	concept	 is	widely	used	where	 the
truth	value	of	a	parameter	is	neither	completely	true	nor	completely	false.	There	are	some
other	mathematical	languages,	for	example,

1.		Relational	algebra	(deals	with	manipulation	of	sets)

2.		Boolean	algebra	(defines	operations	on	Boolean	variables)

3.	 	 Predicate	 logic	 (operations	 on	 well	 formed	 formulae	 (wff),	 also	 called	 predicate
proposition)

In	a	similar	manner	fuzzy	logic	deals	with	fuzzy	elements	and	fuzzy	sets.	We	may	note	that
the	 dictionary	meaning	 of	 “fuzzy”	 is	 “unclear”	 or	 “uncertain.”	 Its	meaning	 can	 be	 better
understood	from	its	antonym,	that	is,	“crisp.”

We	 have	 already	mentioned	 that	 fuzzy	 logic	 deals	 with	 fuzzy	 sets.	 To	 understand	 the

concept	of	fuzzy	set	it	is	better	to	describe	crisp	set.	Let	X	=	the	entire	population	of	India,
H	=	all	Hindu	population	and	M	=	all	Muslim	population	(Fig.	2.3).	H	=	{h1,	h2,	h3,	…,	hL},

M	=	{m1,	m2,	m3,	…,	mN}.	All	are	sets	of	 finite	numbers	of	 individuals.	Here,	H	=	{h	 |	h
follows	all	customs	of	Hindu	religion}.	Such	a	set	 is	called	crisp	set.	Now,	 let	us	discuss



about	fuzzy	Set.	X	=	all	students	in	a	class.	S	=	all	Good	students,	S	=	{(s,	g)	|	s	€	X}	and
g(s)	is	a	measurement	of	goodness	of	the	student	s.

FIGURE	2.3:		Universe	of	discourse

Example:	S	=	{(Rajat,	0.8),	(Kabita,	0.7),	(Salman,	0.1),	(Ankit,	0.9)}.

Note:	In	case	of	a	crisp	set,	the	elements	are	with	extreme	values	of	degree	of	membership,
namely	either	1	or	0.	On	the	other	hand,	the	values	of	degree	of	memberships	for	a	fuzzy
element	are	within	0	and	1,	both	inclusive.

2.2.2		Fuzzy	Logic	Controller
Fuzzy	logic	can	be	applied	to	many	applications,	such	as	fuzzy	reasoning,	fuzzy	clustering,
and	 fuzzy	 programming.	 Amongst	 these	 applications,	 fuzzy	 reasoning,	 also	 called	 fuzzy
logic	 controller	 (FLC),	 is	 an	 important	 application.	 Fuzzy	 logic	 controllers	 are	 special
expert	systems.	In	general,	a	FLC	employs	a	knowledge	base	expressed	in	terms	of	a	fuzzy
inference	 rules	 and	 a	 fuzzy	 inference	 engine	 to	 solve	 a	 problem.	We	 use	 FLC	where	 an
exact	 mathematical	 formulation	 of	 a	 problem	 is	 not	 possible	 or	 very	 difficult.	 These
difficulties	 are	 due	 to	 non-linearities,	 time-varying	 nature	 of	 the	 process,	 large
unpredictable	 environment	 disturbances,	 etc.	 A	 general	 fuzzy	 controller	 consists	 of	 four
modules:	 a	 fuzzy	 rule	 base,	 a	 fuzzy	 inference	 engine,	 and	 the	 fuzzification	 and
defuzzification	modules	(see	Fig.	2.4).	A	general	scheme	of	a	fuzzy	controller	is	shown	in
Fig.	2.4.	As	 shown	 in	 the	 figure,	 a	 fuzzy	 controller	 operates	 by	 repeating	 a	 cycle	 of	 the
following	four	steps:



FIGURE	2.4:		Fuzzy	logic	controller

FIGURE	2.5:		Navigation	of	robot

1.		Measurements	(inputs)	are	taken	of	all	variables	that	represent	relevant	conditions	of
the	controller	process.

2.		These	measurements	are	converted	into	appropriate	fuzzy	sets	to	express	measurement
uncertainties.	This	step	is	called	fuzzification.

3.	 	 The	 fuzzified	 measurements	 are	 then	 used	 by	 the	 inference	 engine	 to	 evaluate	 the
control	rules	stored	in	the	fuzzy	rule	base.	The	result	of	this	evaluation	is	a	fuzzy	set
(or	several	fuzzy	sets)	defined	on	the	universe	of	possible	actions.

4.	 	 This	 output	 fuzzy	 set	 is	 then	 converted	 into	 a	 single	 (crisp)	 value	 (or	 a	 vector	 of
values).	This	is	the	final	step	called	defuzzification.	The	defuzzified	values	represent
actions	to	be	taken	by	the	fuzzy	contoller.



Example	of	fuzzy	logic	controller:	Consider	the	control	of	navigation	of	a	robot	(Fig.	2.5),
in	the	presence	of	a	number	of	moving	objects.	To	make	the	problem	simple,	consider	only
four	moving	objects,	each	of	equal	size	and	moving	with	the	same	speed.	A	typical	scenario
is	 shown	 in	 Fig.	 2.5.	We	 consider	 two	 parameters:	D,	 the	 distance	 from	 the	 robot	 to	 an
object;	θ	the	angle	of	motion	of	an	object	with	respect	to	the	most	critical	object	will	decide
an	 output	 called	 deviation	 (δ).	We	 assume	 the	 range	 of	 values	 of	D	 is	 [0.1,	….	 2.2]	 in
meters	 and	 θ	 is	 [−90,	…,	 0,	…	 90]	 in	 degrees.	 After	 identifying	 the	 relevant	 input	 and
output	variables	of	the	controller	and	their	range	of	values,	the	Mamdani	approach	to	select
some	meaningful	 states	 called	 “linguistic	 states”	 for	 each	 variable	 and	 express	 them	 by
appropriate	fuzzy	sets.	For	the	current	example,	we	consider	the	following	linguistic	states
for	the	three	parameters.

Linguistic	states:	Distance	is	represented	by	four	linguistic	states:	VN	=	very	near;	NR	=
near;	 VF	 =	 very	 far;	 and	 FR	 =	 far.	 Angles	 for	 directions	 (θ)	 and	 deviation	 (δ)	 are
represented	by	five	linguistic	states:	LT	=	left;	AL	=	ahead	left;	AR	=	ahead	right;	and	RT	=
right.	Three	fuzzy	sets	for	the	three	parameters	are	given	in	Fig.	2.6.

FIGURE	2.6:		Fuzzification	of	inputs

Fuzzy	rule	base:	Once	the	fuzzy	sets	of	all	parameters	are	worked	out,	our	next	step	in	FLC
design	 is	 to	 decide	 the	 fuzzy	 rule	 base	of	 the	FLC.	The	 rule	 base	 for	 the	FLC	of	mobile
robot	is	shown	in	the	form	of	a	table	below.

Fuzzy	rule	base	for	mobile	robot:	Note	that	this	rule	base	defines	20	rules	for	all	possible
instances.	These	rules	are	simple	and	in	the	following	form.

Rule	1:	If	(distance	is	VN)	and	(angle	is	LT),	(deviation	is	AA).

Rule	13:	If	(distance	is	FR)	and	(angle	is	AA),	(deviation	is	AR).

Rule	20:	If	(distance	is	VF)	and	(angle	is	RT),	(deviation	is	AA).



2.2.2.1		Fuzzification

The	next	step	is	the	fuzzification	of	inputs.	Let	us	consider	at	any	instant,	the	object	O3	is

critical	to	the	mobile	robot	and	distance	D	=	1.04m	and	angle	θ	=	30	degrees	(see	Fig.	2.6).
For	this	input,	we	are	to	decide	the	deviation	δ	of	the	robot	as	output.	From	the	given	fuzzy
sets	 and	 input	 parameter	 values,	we	 say	 that	 the	 distance	D	 =	 1.04	m	may	 be	 called	NR
(near)	or	FR	(far).	Similarly,	the	input	angle	θ	=	30	degrees	can	be	declared	as	either	AA
(ahead)	or	AR	(ahead	right).
Hence,	 we	 are	 to	 determine	 the	 membership	 values	 corresponding	 to	 these	 values	 as
follows:	x	=	1.04	m,	µNR	 (x)	 =	 0.6571,	µFR(x)	 =	 0.3429,	 y	 =	 30	degrees,	µAA(y)	 =	 0.3333,
µAR(y)	=	0.6667.

FIGURE	2.7:		Fuzzy	output

Rule	strength	computation:	There	are	many	rules	in	the	rule	base	and	not	all	rules	may	be
applicable.	For	the	given	x	=	1.04	and	θ	=	30	degrees,	only	the	following	four	rules	out	of
20	rules	are	possible.

R1:	If	(distance	is	NR)	and	(angle	is	AA),	(deviation	is	RT).
R2:	If	(distance	is	NR)	and	(angle	is	AR),	(deviation	is	AA).
R3:	If	(distance	is	FR)	and	(angle	is	AA),	(deviation	is	AR).
R4:	If	(distance	is	FR)	and	(angle	is	AR),	(deviation	is	AA).

The	strength	(also	called	α	values)	of	the	firable	rules	are	calculated	as	follows.

α(R1)	=	min(µNR(x),	µAA(y))	=	min(0.6571,	0.3333)	=	0.3333
α(R2)	=	min(µNR(x),	µAR(y))	=	min(0.6571,	0.6667)	=	0.6571
α(R3)	=	min(µFR(x),	µAA(y))	=	min(0.3429,	0.3333)	=	0.3333
α(R4)	=	min(µFR(x),	µAR(y))	=	min(0.3429,	0.6667)	=	0.3429



Fuzzy	output:	The	next	step	is	to	determine	the	fuzzified	outputs	corresponding	to	all	fired
rules.	 The	 working	 principle	 is	 first	 discussed	 and	 then	 we	 illustrate	 with	 a	 running
example.	Suppose	only	two	fuzzy	rules	apply	as	below.

R1:	IF	(s1	is	A1)	AND	(s2	is	B1),	(f	is	C1).

R2:	IF	(s1	is	A2)	AND	(s2	is	B2),	(f	is	C2).

Suppose	 	and	 	are	the	inputs	for	fuzzy	variables	s1	and	s2.	µA1,	µA2,	µB1,	µB2,	µC1	and

µC2	 are	 the	membership	values	 for	different	 fuzzy	sets.	This	 is	graphically	 shown	 in	Fig.
2.7.

FIGURE	2.8:		Combined	fuzzified	output	for	all	four	red	rules

We	take	min	of	membership	function	values	for	each	rule.	Output	membership	function	is
obtained	 by	 aggregating	 the	membership	 function	 of	 result	 of	 each	 rule.	 Fuzzy	 output	 is
nothing	but	fuzzy	OR	of	all	outputs	of	rules.

2.2.2.2		Defuzzification
The	fuzzy	output	needs	 to	be	defuzzified	and	 its	crisp	value	has	 to	be	determined	for	 the
output	to	make	a	decision.	From	the	combined	fuzzified	output	for	all	four	fired	rules	(Fig.
2.8),	 we	 get	 the	 crisp	 value	 using	 the	 center	 of	 sum	 method	 as	 follows:	

   

Conclusion:	The	robot	should	deviate	by	19.58089	degrees	toward	the	right	with	respect
to	the	line	joining	the	move	of	direction	to	avoid	collision	with	the	obstacle	O3.



2.3		Artificial	Neural	Networks
An	artificial	 neural	 network	 (ANN)	 is	 an	 interconnected	group	of	nodes,	 akin	 to	 the	vast
network	 of	 neurons	 in	 a	 brain.	 In	 machine	 learning	 and	 cognitive	 science,	 ANNs	 are	 a
family	 of	 statistical	 learning	 models	 inspired	 by	 biological	 neural	 networks	 (the	 central
nervous	systems	of	animals,	in	particular	the	brain)	and	are	used	to	approximate	functions
that	can	depend	on	a	 large	number	of	 inputs	and	are	generally	unknown.	Artificial	neural
networks	are	generally	presented	as	systems	of	interconnected	neurons	that	send	messages
to	each	other.	The	connections	have	numeric	weights	that	can	be	tuned	based	on	experience,
making	neural	nets	adaptive	to	inputs	and	capable	of	learning.	This	section	introduces	the
underlying	concepts	and	workings	of	ANNs.

FIGURE	2.9:		Human	brain

2.3.1		Basic	Concepts
A	biological	nervous	system	is	an	important	component	of	most	living	things,	in	particular
humans.	A	human	brain	(Fig.	2.9)	is	at	the	center	of	the	human	nervous	system.	In	fact,	any
biological	 nervous	 system	 consists	 of	 a	 large	 number	 of	 interconnected	 processing	 units
called	neurons.	Each	neuron	is	approximately	10	µm	long	and	they	can	operate	in	parallel.

Typically,	a	human	brain	consists	of	approximately	1011	neurons	communicating	with	each
other	with	the	help	of	electrical	impulses.	Figure	2.10	shows	a	biological	neuron.	There	are

different	parts:	dendrite,	soma,	axon,	and	synapse.	Dendrite:	bush	of	very	thin	fibre,	axon:
long	cylindrical	fibre,	soma:	also	called	a	cell	body,	and	acts	like	a	cell	nucleus,	synapse:	a
junction	where	axon	makes	contact	with	the	dendrites	of	neighboring	dendrites.

There	is	a	chemical	in	each	neuron	called	a	neurotransmitter.	A	signal	(also	called	sense)



is	transmitted	across	neurons	by	this	chemical.	That	is,	all	inputs	from	other	neuron	arrive
to	 a	 neuron	 through	 dendrites.	Unlike	 dendrite	 links,	 the	 action	 is	 electrically	 active	 and
serves	 as	 an	output	 channel.	An	action	may	produce	 an	 electrical	 impulse,	which	usually
lasts	for	about	a	millisecond.	Note	that	this	pulse	is	generated	by	an	incoming	signal	and	a
signal	may	not	produce	pulses	in	an	axon	unless	it	crosses	a	threshold	value.

We	may	note	that	a	neutron	is	a	part	of	an	interconnected	network	of	a	nervous	system
and	provides	services	such	as	input	signals,	transportation	of	signals	(at	a	very	high	speed),
storage	of	information,	perception,	and	automatic	training	and	learning.

FIGURE	2.10:		Artificial	neuron	and	its	input

In	 fact,	 the	 human	 brain	 is	 a	 highly	 complex	 structure	 viewed	 as	 a	 massive,	 highly

interconnected	 network	 of	 simple	 processing	 elements	 called	 neurons.	 Artificial	 neural
networks	(ANNs)	or	simply	neural	networks	(NNs),	are	simplified	models	of	the	biological
nervous	system,	and	can	imitate	the	kind	of	computing	performed	by	the	human	brain.

The	behavior	of	a	neuron	can	be	captured	by	a	simple	model	as	shown	in	Fig.	2.10.	Also,
we	 can	 see	 the	 analogy	between	 the	 biological	 neuron	 and	 artificial	 neuron.	Truly,	 every
component	of	the	model	(i.e.,	artificial	neuron)	bears	a	direct	analogy	to	that	of	a	biological
neuron.	It	is	this	model	which	forms	the	basis	of	a	neural	network.	In	Fig.	2.10,	x1,	x2,	…,	xn
are	the	n	inputs	to	the	artificial	neuron.	The	w1,	w2,	…,	wn	are	weights	attached	to	the	input
links.	Note	 that,	 a	biological	neuron	 receives	all	 inputs	 through	 the	dendrites,	 sums	 them
and	produces	an	output	 if	 the	sum	is	greater	 than	a	 threshold	value.	The	input	signals	are
passed	on	to	the	cell	body	through	the	synapse,	which	may	accelerate	or	retard	an	arriving

signal.	This	acceleration	or	retardation	of	the	input	signals	is	modeled	by	the	weights.	An
effective	 synapse	 which	 transmits	 a	 stronger	 signal	 will	 have	 correspondingly	 larger
weights	while	a	weak	synapse	will	have	smaller	weights.	Thus,	weights	are	multiplicative
factors	 of	 the	 inputs	 to	 account	 for	 the	 strength	 of	 the	 synapse.	 Hence,	 the	 total	 input	 I



received	by	the	soma	of	the	artificial	neuron	is

   
   
   
   
 

(2.1)

To	 generate	 the	 final	 output	 y,	 the	 sum	 is	 passed	 to	 a	 filter	ϕ	 called	 a	 transfer	 function,
which	releases	the	output.	That	is,

  
  

(2.2)

A	common	transfer	function	is	the	thresholding	function.	A	sum	(i.e.,	I)	is	compared	with
a	 threshold	value	θ.	 If	 the	value	of	 I	 is	greater	 than	θ,	 the	output	 is	1	or	0	 (like	a	simple
linear	filter).	In	other	words,

  
  

(2.3)

where	      
       
     

	 Such	 a	 Φ	 is	 called	 step	 function	 (also	 known	 as	 a

Heaviside	function).	Fig.	2.11	illustrates	the	thresholding	function.

FIGURE	2.11:		Thresholding	functions

Other	transformation	functions	include:

Hard-limit	 transfer	 function:	 The	 transformation	 we	 have	 just	 discussed	 is	 called	 the



hard-limit	transfer	function.	It	is	generally	used	in	perception	neurons.
Linear	 transfer	 function:	 The	 output	 of	 the	 transfer	 function	 is	made	 equal	 to	 its	 input
(normalized)	 and	 lies	 in	 the	 range	 of	 −1.0	 to	 +1.0.	 It	 is	 also	 known	 as	 the	 signum	 or
quantizer	function	and	it	is	defined	as

  
  

   
   
   
 

(2.4)

Sigmoid	transfer	function:	This	 function	 is	continuous	and	varies	gradually	between	 the
asymptotic	values	0	and	1	(called	log-sigmoid)	or	−1	and	+1	(called	tan-sigmoid)	threshold
functions	as	given	by

  

 
 

(2.5)

   
 

     

(2.6)

where	α	is	the	coefficient	of	transfer	function.	Such	transfer	function	(Fig.	2.12)	is	used	in
back	propagation	neural	networks	(BPNNs).

FIGURE	2.12:		Other	thresholding	functions

Advantages	of	Artificial	Neural	Networks:



•	 	 ANNs	 exhibit	 mapping	 capabilities,	 that	 is,	 they	 can	 map	 input	 patterns	 to	 their
associated	output	pattern.

•	 	 ANNs	 learn	 by	 examples.	 Thus,	 an	ANN	 architecture	 can	 be	 trained	with	 a	 known
example	of	a	problem	before	it	 is	 tested	for	its	 inference	capabilities	on	an	unknown
problem.	In	other	words,	ANNs	can	identify	new	objects	without	training.

•		ANNs	possess	the	capability	to	generalize.	This	is	the	power	to	apply	a	solution	where
an	exact	mathematical	model	is	not	possible.

•	 	 ANNs	 are	 robust	 and	 fault	 tolerant.	 They	 can,	 therefore,	 recall	 full	 patterns	 from
incomplete,	partial	or	noisy	patterns.

•		ANNs	can	process	information	in	parallel,	at	high	speed	and	in	a	distributed	manner.
Thus	a	massively	parallel	distributed	processing	system	made	of	highly	interconnected
(artificial)	neural	computing	elements	having	ability	to	learn	and	acquire	knowledge	is
possible.

2.3.2		Neural	Network	Architecture
There	are	three	fundamental	classes	of	ANN	architectures.

•		Single	layer	feed	forward	architecture

•		Multilayer	feed	forward	architecture

•		Recurrent	network	architecture

•		Multilayer	feed	forward	architecture

•		Recurrent	network	architecture

Before	 we	 discuss	 all	 these	 architecture,	 we	 first	 explain	 the	 mathematical	 details	 of	 a
neuron	at	a	single	level.	To	do	this,	let	us	first	consider	the	AND	problem	and	its	possible
solution	 with	 a	 neural	 network.	 The	 simple	 Boolean	 AND	 operation	 with	 two	 input
variables	x1	and	x2	is	shown	in	the	truth	table	(Table	2.1).	Here,	we	have	four	input	patterns:
00,	01,	10	and	11.	For	the	first	three	patterns,	output	is	0	and	for	the	last	pattern	output	is	1.

TABLE	2.1:		Boolean	AND	Operation

Inputs
Output

x1 x2
0 0 0
0 1 0
1 0 0



1 1 1

Alternatively,	the	AND	problem	can	be	thought	as	a	perception	problem	where	we	have
to	 receive	 four	 different	 patterns	 as	 input	 and	 perceive	 the	 results	 as	 0	 or	 1.	 A	 possible
neuron	specification	to	solve	the	AND	problem	is	given	in	Fig.	2.13.	In	this	solution	when
the	input	is	11,	the	weight	sum	exceeds	the	threshold	(θ	=	0.9)	leading	to	the	output	1	or	0.
Here,	           

FIGURE	2.13:		Sample	neuron

and	w1	=	0.5,	w2	=	0.5	and	θ	=	0.9.	The	concept	of	the	AND	problem	and	its	solution	with	a

single	neuron	can	be	extended	to	multiple	neurons.	A	layer	of	n	neurons	 is	shown	in	Fig.
2.13.	This	shows	a	single	 layer	neural	network.	Note	 that	 the	 input	 layer	and	output	 layer
which	 receive	 input	 signals	 and	 transmit	 output	 signals	 are	 called	 layers	 but	 they	 are
actually	 boundaries	 of	 the	 architecture	 and	hence	 truly	not	 layers.	The	only	 layers	 in	 the
architecture	 are	 the	 synaptic	 links	 carrying	 the	 weights	 that	 connect	 every	 input	 to	 the
output	neuron.

In	a	single	 layer	neural	network,	 the	 inputs	x1,x2,	…,	xm	 are	connected	 to	 the	 layers	of

neurons	through	the	weight	matrix	W.	The	weight	matrix

Wm	×	n	can	be	represented	as	follows.

  
 

    

(2.7)

The	output	of	any	k-th	neuron	can	be	determined	as	follows.

(2.8)



 
 

     

where	k	=	1,	2,	3,	…,	n	and	θk	denotes	the	threshold	value	of	the	k-th	neuron.	This	network
is	feed	forward	in	type	or	acyclic	in	nature	and	hence	the	name.

Multilayer	feed	forward	neural	networks:	This	network,	as	its	name	indicates,	is	made	of
multiple	layers.	Thus	architectures	of	this	class	besides	processing	an	input	and	an	output
layer	also	have	one	or	more	intermediary	layers	called	hidden	layers.	The	hidden	layers	aid
in	 performing	 useful	 intermediary	 computation	 before	 directing	 the	 input	 to	 the	 output
layer.	A	multilayer	feed	forward	network	with	one	input	neurons	(number	of	neuron	at	the
first	layer),	m1,	m2,	…,	mp)	neurons	at	i-th	hidden	layer	(i	=	1,2,	…,	p)	and	n	neurons	at	the

last	layers	(output	layer)	is	written	as	l	–	m1	–	m2	–	…	–	mp	–	n.

Multilayer	feed	forward	neural	networks:	Figure	2.14	shows	a	multilayer	 feed	 forward
neural	 network	 with	 a	 configuration	 of	 l	 –	 m	 –	 n.	 Here	 the	 input	 first	 layer	 contains	 l
numbers	of	neurons,	the	only	hidden	layer	contains	m	number	of	neurons	and	the	(output)
last	layer	contains	n	number	of	neurons.	The	inputs	x1,	x2,	…..	xp	are	fed	to	the	first	layer
and	the	weight	between	the	first	and	the	hidden	layer	and	those	between	hidden	and	the	last

layer	are	denoted	as	W1,	W2,	and	W3,	 respectively.	Further,	consider	 that	 f1,	 f2,	and	 f3	are
the	 transfer	 functions	 of	 neurons	 lying	 on	 the	 first,	 hidden,	 and	 last	 layers	 respectively.
Likewise,	 the	 threshold	 value	 of	 any	 i-th	 neuron	 in	 the	 j-th	 layer	 is	 denoted	 by	 .
Moreover,	 the	 output	 of	 i-th,	 j-th,	 and	 k-th	 neurons	 in	 any	 l-th	 layer	 is	 represented	 by	

          ,	where	Xl	is	the	input	vector	to	the	l-th	layer.

Recurrent	 neural	 network	 architecture:	 The	 networks	 differ	 from	 feedback	 network
architectures	in	the	sense	that	there	is	at	least	one	“feedback	loop.”	Thus,	in	these	networks,
for	example,	there	could	exist	one	layer	with	feedback	connections	as	shown	in	Fig.	2.14.
There	could	also	be	neurons	with	self-feedback	links,	that	is,	the	output	of	a	neuron	is	fed
back	into	itself	as	input.	Depending	on	different	types	of	feedback	loops,	several	recurrent
neural	networks	are	known	such	as	Hopfield	network,	Boltzmann	machine	network	etc.



FIGURE	2.14:		Recurrent	neural	network	architecture

Why	different	types	of	neural	network	architecture?	To	give	the	answer	to	this	question,
let	us	 first	 consider	 the	case	of	a	 single	neural	network	with	 two	 inputs	as	 shown	 in	Fig.
2.15.	Note	that	f	=	b0	+	w1x1	+	w2x2	denotes	a	straight	line	in	the	plane	of	x1−x2	(as	shown	at

right).	Now,	depending	on	 the	values	of	values	of	w1	and	w2,	we	have	a	 set	of	points	 for

different	values	of	x1	 and	x2.	We	 then	 say	 that	 these	 points	 are	 linearly	 separable,	 if	 the
straight	line	f	separates	these	points	into	two	classes.	Linearly	separable	and	non-separable
points	are	further	illustrated	in	Figure	2.15.

FIGURE	2.15:		Linearly	separable	and	non-separable	points



FIGURE	2.16:		Classification	of	learning	techniques

2.3.3		ANN	Training	and	Learning
Learning	is	an	important	feature	of	human	computational	ability.	Learning	may	be	viewed
as	the	change	in	behavior	acquired	due	to	practice	or	experience,	and	it	lasts	for	a	relatively
long	 time.	As	 learning	occurs,	 the	effective	coupling	between	 the	neurons	 is	modified.	 In
case	of	artificial	neural	networks,	it	is	a	process	of	modifying	the	network	by	updating	its
weights,	 biases	 and	 other	 parameters,	 if	 any.	 During	 the	 learning,	 the	 parameters	 of	 the
networks	are	optimized	and	as	a	result	undergo	curve	fitting.	It	is	then	said	that	the	network
has	passed	through	a	learning	phase.

2.3.3.1		Types	of	Learning
There	 are	 several	 learning	 techniques.	A	 taxonomy	of	well	 known	 learning	 techniques	 is
shown	in	Fig.	2.16.	In	the	following,	we	discuss	these	learning	techniques.

Supervised	 learning:	 Every	 input	 pattern	 that	 is	 used	 to	 train	 the	 network	 is	 associated
with	an	output	pattern.	This	is	the	“training	set	of	data.”	Thus,	in	this	form	of	learning,	the
input-output	relationships	of	the	training	scenarios	are	available.	The	output	of	a	network	is
compared	with	 the	 corresponding	 target	 value	 and	 the	 error	 is	 determined.	 It	 is	 then	 fed
back	to	the	network	for	updating.	This	results	in	an	improvement.	This	type	of	training	is
called	learning	with	the	help	of	a	teacher.

Unsupervised	learning:	If	the	target	output	is	not	available,	the	error	in	prediction	cannot
be	 determined	 and	 in	 such	 a	 situation,	 the	 system	 learns	 on	 its	 own	 by	 discovering	 and
adapting	to	structural	features	in	the	input	patterns.	This	type	of	training	is	called	learning
without	a	teacher.



Reinforced	 learning:	 Although	 a	 teacher	 is	 available,	 it	 does	 not	 reveal	 the	 expected
answer,	but	does	so	only	if	the	computed	output	is	correct	or	incorrect.	A	reward	is	given
for	a	correct	answer	computed	and	a	penalty	results	from	a	wrong	answer.	This	information
helps	the	network	in	its	learning	process.

Note:	 Supervised	 and	 unsupervised	 learnings	 are	 the	 most	 popular	 forms.	 Unsupervised
learning	 is	 very	 common	 in	 biological	 systems.	 It	 is	 also	 important	 for	 artificial	 neural
networks	because	training	data	are	not	always	available	for	the	intended	application	of	the
neural	network.	Other	useful	learning	techniques	are	described	below.

Hebbian	learning:	This	learning	is	based	on	correlative	weight	adjustment.	This	is,	in	fact,
the	 learning	 technique	 inspired	 by	 biology.	Here,	 the	 inputoutput	 pattern	 pairs	 (xi,yi)	 are
associated	with	the	weight	matrix	W.	W	is	also	known	as	the	correlation	matrix.	This	matrix
is	computed	as	follows.

 
 

(2.9)

where	 	is	the	transpose	of	the	associated	vector	yi

Gradient	descent	learning:	This	learning	technique	is	based	on	the	minimization	of	error
E	defined	in	terms	of	weights	and	the	activation	function	of	the	network.	Also,	it	is	required
that	the	activation	function	employed	by	the	network	is	differentiable,	as	the	weight	update
is	dependent	on	the	gradient	of	the	error	E.	Thus,	if	ΔWij	denoted	the	weight	update	of	the
link	connecting	the	i-th	and	j-th	neuron	of	the	two	neighboring	layers	then

Δ  

  

(2.10)

where	η	is	the	learning	rate	parameter	and	 	is	the	error	gradient	with	reference	to	the

weight	Wij.	The	least	mean	square	and	back	propagation	are	two	variations	of	this	learning
technique.

Competitive	 learning:	 The	 neurons	 which	 respond	 strongly	 to	 input	 stimuli	 have	 their
weights	updated.	When	an	input	pattern	is	presented,	all	neurons	in	the	layer	compete	and
the	winning	neuron	undergoes	weight	adjustment.	This	is	why	it	is	called	a	winner-takes-all
strategy.

Stochastic	learning:	Weights	are	adjusted	 in	a	probabilistic	fashion.	Simulated	annealing



is	an	example	of	such	learning	(proposed	by	Boltzmann	and	Cauchy).	In	the	following,	we
discuss	a	generalized	approach	to	train	different	types	of	neural	network	architectures.

2.3.3.2		Single	Layer	Feed	Forward	NN	Training
We	know	that	several	neurons	are	arranged	in	one	layer	with	inputs	and	weights	connect	to
every	neuron.	Learning	in	such	a	network	occurs	by	adjusting	the	weights	associated	with
the	 inputs	 so	 that	 the	 network	 can	 classify	 the	 input	 patterns.	A	 single	 neuron	 in	 such	 a
neural	network	is	called	a	perceptron.	The	algorithm	to	train	a	perceptron	is	stated	below.
Consider	a	perceptron	with	(n	+	1)	inputs	x0,x1,x2,	…,xn	where	x0	=	1	is	the	bias	input.	Let	f

denote	the	transfer	function	of	the	neuron.	Suppose,	 	and	 	denote	the	input	and	output
vectors	as	a	training	data	set.	 	denotes	the	weights	vector.

With	 this	 input-output	 relationship	 pattern	 and	 configuration	 of	 a	 perceptron,	 the
algorithm	to	train	the	perceptron	is	stated	below.

1.		Initialize	 	=	w0,	w1,	…,	wn	to	some	random	weights.

2.		For	each	input	pattern	x	 	X

•		Compute	     .

•		Compute	observed	output	y

         
     
   

     

3.		If	the	desired	output	 	matches	the	observed	output	 ,	output	 	and	exit.

4.		Otherwise,	update	the	weight	matrix	 	as	follows:

•		For	each	output	y	 	   :

•		If	the	observed	out	y	is	1	instead	of	0,	then	wi	=	wi	–	α	–	xi,	(i	=	1,	2,	…	n).

•		If	the	observed	out	y	is	0	instead	of	1,	then	wi	=	wi	+	α	–	xi,	(i	=	1,	2,	…	n).

5.		Go	to	step	2.

In	 the	above	algorithm,	α	 is	 the	 learning	parameter	 and	 is	 a	 constant	decided	by	 some
empirical	studies.



Note:	The	training	perceptron	algorithm	is	based	on	supervisory	learning	techniques.	An
alternate	 term	 for	 perceptron	 is	 adaptive	 linear	 network	 element	 (ADALINE).	 If	 ten
neutrons	in	a	single	layer	forward	feed	neural	network	are	to	be	trained,	the	algorithm	must
be	iterated	for	each	perceptron	in	the	network.

As	for	a	single	 layer	 feed	forward	neural	network,	supervisory	 training	methodology	 is
followed	to	train	a	multilayer	feed	forward	neural	network.	Before	we	try	to	understand	the
training	of	such	a	neural	network,	we	redefine	some	terms.

For	simplicity,	we	assume	that	all	neurons	in	a	particular	layer	follow	the	same	transfer
function	 and	 different	 layers	 follow	 their	 respective	 transfer	 functions	 as	 shown	 in	 the
above	figure.	Let	us	consider	a	specific	neuron	in	each	layer,	say	i-th,	j-th	and	k-th	neurons
in	the	input,	hidden	and	output	layer,	respectively.	Also,	let	us	denote	the	weight	between
the	i-th	neuron	(i	=	1,	2,	…,	l)	in	the	input	layer	to	j-th	neuron	(j	=	1,	2,	…,	m)	in	the	hidden
layer	 by	 υij.	 The	 weight	 matrix	 between	 the	 input	 to	 hidden	 layer,	 say	V,	 is	 denoted	 as
follows.

(2.11)

Similarly,	Wij	represents	the	connecting	weights	between	the	j-th	neuron	(j	=	1,	2,	…,	m)	in
the	hidden	layer	and	k-th	neuron	(k	=	1,	2,	…	n)	in	the	output	layer	as	follows.

(2.12)

Input	layer	computation:	Let	<	T0,	TI	>	be	the	training	set	of	size	|T	|.	Let	us	consider	an

input	 training	 data	 at	 any	 instant	 to	 be	       	 where	 II	 	 TI.

Consider	 the	 outputs	 of	 the	 neurons	 lying	 on	 the	 input	 layer	 are	 the	 same	 as	 the
corresponding	inputs.	That	is,

 
 

  
 

(2.13)



Output	 of	 the	 input	 layer:	 The	 input	 of	 the	 j-th	 neuron	 in	 the	 hidden	 layer	 can	 be
calculated	as	follows.

 

              

(2.14)

where	j	=	1,	2,	…	m.

Calculation	of	input	of	each	node	in	the	hidden	layer:
In	the	matrix	representation	form,	we	can	write

 
   
 
  
  
  
     
 

(2.15)

Hidden	layer	computation:	Let	us	consider	any	j-th	neuron	in	the	hidden	layer.	Since	the
outputs	of	 the	 input	 layer’s	neurons	are	 the	 inputs	 to	 the	 j-th	neuron	and	 the	 j-th	neurons
follow	the	log-sigmoid	transfer	function,	we	have

 

  
 

 

(2.16)

where	j	=	1,	2,	…,	m	and	αH	is	the	constant	co-efficient	of	the	transfer	function.
Note	 that	 all	 outputs	 of	 the	 nodes	 in	 the	 hidden	 layer	 can	 be	 expressed	 as	 a	 one-

dimensional	column	matrix.

 

 

   

(2.17)



Output	layer	computation:	Let	us	calculate	the	input	to	any	k-th	node	in	the	output	layer.
Since	outputs	of	all	nodes	in	the	hidden	layer	go	to	the	k-th	layer	with	weights	w1k,	w2k,	…,

wmk,	we	have

 
   
 

   

  
  

 

(2.18)

where	k	=	1,	2,	…,	n.	In	the	matrix	representation,	we	have

 
    

  
 
  
 
  
 

(2.19)

Now	we	estimate	 the	output	 of	 the	k-th	neuron	 in	 the	output	 layer.	We	consider	 the	 tan-
sigmoid	transfer	function.

 

 

(2.20)

for	k	=1,	2,	…,	n.	Hence,	the	output	of	the	layer’s	neurons	can	be	represented	as

(2.21)



  

  

    

The	above	discussion	explains	how	to	calculate	values	of	different	parameters	in	l	–	m	–	n
multiple	 layer	 feed	 forward	 neural	 networks.	 Next,	 we	 will	 discuss	 how	 to	 train	 such	 a
neural	network.	We	consider	the	most	popular	algorithm	called	back-propagation	which	is	a

supervised	 learning.	 The	 principle	 of	 the	 back-propagation	 algorithm	 is	 based	 on	 the

error-correction	with	the	steepest-descent	method.	We	first	discuss	the	method	of	steepest
descent	followed	by	its	use	in	the	training	algorithm.

Method	of	steepest	descent:	Supervised	learning	is,	in	fact,	error-based	learning.	In	other
words,	with	reference	to	an	external	(teacher)	signal	(i.e.,	target	output)	it	calculates	errors
by	comparing	the	target	output	and	computed	output.	Based	on	the	error	signal,	the	neural
network	should	modify	 its	configuration,	which	 includes	 synaptic	connections,	 that	 is,	 its
weight	matrices.	It	should	try	to	reach	a	state	which	yields	minimum	error.	In	other	words,
its	searches	for	suitable	values	of	parameters	minimizing	error,	given	a	 training	set.	Note
that	this	turns	out	as	an	optimization	problem.

For	 simplicity,	 let	 us	 consider	 the	 connecting	weights	 are	 the	 only	 design	 parameters.
Suppose,	V	 and	W	 are	 the	 weight	 parameters	 to	 hidden	 and	 output	 layers,	 respectively.
Thus,	given	a	training	set	of	size	N,	the	error	surface,	E	can	be	represented	as

 
  

(2.22)

where	 Ii	 is	 the	 i-th	 input	 pattern	 in	 the	 training	 set.	 Now,	 we	 will	 discuss	 the	 steepest
descent	method	of	computing	error,	given	changes	in	V	and	W	matrices.

Suppose,	A	and	B	are	two	points	on	the	error	surface.	The	vector	 	can	be	written	as

(2.23)
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The	gradient	of	 	can	be	obtained	as

 

   

   

   

 

(2.24)

Hence,	the	unit	vector	in	the	direction	of	gradient	is

 

 

 

         

(2.25)

With	this,	we	can	alternatively	represent	the	distance	vector	AB	as

 
   

 

         

(2.26)

where	     	and	k	is	a	constant.	So,	comparing	both,	we	have

Δ  

 

 Δ  

 

(2.27)



This	is	also	called	the	delta	rule	and	η	is	called	the	learning	rate.

Calculation	of	error	in	a	NN:	Let	us	consider	any	k-th	neuron	at	the	output	layer.	For	an
input	pattern	Ii	 	TI	(input	in	training)	the	target	output	TOk

	of	the	k-th	neuron	is	TOk
.	Then,

the	error	Ek	of	the	k-th	neuron	is	defined	corresponding	to	the	input	Ii	as

(2.28)

where	OOk
	denotes	the	observed	output	of	the	k-th	neuron.

For	a	training	session	with	Ii	 	TI,	the	error	in	prediction	considering	all	output	neurons
can	be	given	as

 

       

(2.29)

where	n	denotes	the	number	of	neurons	at	the	output	layer.	The	total	error	in	prediction	for
all	 output	 neurons	 can	 be	 determined	 considering	 all	 training	 session	 <	 TI,	 TO	 >	 as	

            .

Supervised	learning:	back-propagation	algorithm
The	 back-propagation	 algorithm	 can	 be	 followed	 to	 train	 a	 neural	 network	 to	 set	 its
topology,	 connecting	 weights,	 bias	 values	 and	 many	 other	 parameters.	 In	 this	 present
discussion,	 we	 will	 only	 consider	 updating	 weights.	 Thus,	 we	 can	 write	 the	 error	 E
corresponding	to	a	particular	training	scenario	T	as	a	function	of	the	variable	V	and	W.	That
is,	E	=	 f(V,W,T).	 In	backpropagation	algorithm,	 this	error	E	 is	 to	be	minimized	using	 the
gradient	 descent	 method.	 We	 know	 that	 according	 to	 the	 gradient	 descent	 method,	 the
changes	in	weight	value	can	be	given	as

Δ  
 

(2.30)

and

Δ  
 

(2.31)



Note	 that	−Ve	 sign	 is	 used	 to	 signify	 the	 fact	 that	 if	    >	0,	 then	we	have	 to

decrease	V	and	vice	versa.	Let	vij	(and	wjk)	denote	the	weights	connecting	the	i-th	neuron	(at
the	input	layer)	to	the	j-th	neuron(at	the	hidden	layer)	and	connecting	the	j-th	neuron	(at	the
hidden	layer)	to	the	k-th	neuron	(at	the	output	layer).	Also,	let	Ek	denotes	the	error	at	the	k-
th	neuron	with	observed	output	as	 	and	target	output	 	as	per	a	sample	input	I	 	TI.

It	follows	logically	that

(2.32)

and	the	weight	components	should	be	updated	as	follows,

 

  

Δ

(2.33)

where	Δ    
and

 

 

Δ

(2.34)

where	Δ   .	Here,	vij	and	wij	denote	the	previous	weights	and	 	and	 	denote

the	 updated	weights.	 Now	we	will	 learn	 the	 calculation	 	 and	 ,	 which	 is	 stated	 as
below.

Calculation	of	 :	We	can	calculate	 	using	the	chain	rule	of	differentiation	as	given

below.

 

 

(2.35)

Now,

(2.36)
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Thus,

 

 

(2.39)

(2.40)

and

(2.41)

Substituting	the	values	of	 	and	 	we	have

(2.42)



 

 
 

Again,	substituting	the	value	of	 .	We	have

Δ

 

   

 
 

(2.43)

Therefore,	the	updated	value	of	wjk	can	be	obtained	as	follows.

Δ

 
 

   

   

(2.44)

Calculation	of	 :	Like,	 ,	we	can	calculate	 	using	the	chain	rule	of	differentiation

as	follows,

(2.45)



             

Now,

(2.46)
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(2.50)

Thus



(2.51)

(2.52)

(2.53)

 
 

 

(2.54)

from	the	above	equation

 

   

  
  

  
    

    

 

(2.55)

substituting	the	value	of	 ,	we	have

(2.56)
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Therefore,	the	updated	value	of	υij	can	be	obtained	as	follows.

 
   
 

   

 
   

 

 

(2.57)

Writing	in	matrix	form	the	calculation	of	 	and	
we	have

Δ

   
 

    

 
 

(2.58)

as	the	update	for	the	k-th	neuron	receiving	the	signal	from	j-th	neuron	at	the	hidden	layer.

(2.59)
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is	the	update	for	the	j-th	neuron	at	the	hidden	layer	for	the	i-th	input	at	the	i-th	neuron	at
input	level.

Hence,

Δ         (2.60)

where

    (2.61)

where	k	=	1;	2;	…	n	Thus,	the	updated	weight	matrix	for	a	sample	input	can	be	written	as

Δ (2.62)

Similarly,	for	 	matrix,	we	can	write

(2.63)
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(2.64)

Thus,

Δ (2.65)

or

(2.66)

This	calculation	is	done	for	t	 	<	TO,	TI	>.	We	can	apply	it	in	incremental	mode	(i.e.,	one
sample	after	another)	and	after	each	training	data,	we	update	the	network	V	and	W	matrix.

Batch	mode	of	training:	A	batch	mode	of	 training	 is	generally	 implemented	 through	 the
minimization	of	mean	square	error	(MSE)	in	error	calculation.	The	MSE	for	the	k-th	neuron
at	the	output	level	is	given	by

(2.67)



 

 

where	 |T|	 denotes	 the	 total	 number	of	 training	 scenario	 and	 t	 denotes	 a	 training	 scenario,
i.e.,	t	 	<	TO,	TI	>.	In	this	case,	and	Δ 	and	Δ 	can	be	calculated	as	follows

Δ (2.68)

and

Δ (2.69)

Once	Δwjk	and	Δυij	are	calculated,	we	will	be	able	to	obtain	 	and	 .

2.4		Evolutionary	Algorithms
Evolutionary	algorithms	form	a	subset	of	evolutionary	computation	 in	 that	 they	generally
only	involve	techniques	implementing	mechanisms	inspired	by	biological	evolution	such	as
reproduction,	 mutation,	 recombination,	 natural	 selection,	 and	 survival	 of	 the	 fittest.
Candidate	 solutions	 to	 the	 optimization	 problem	 play	 the	 role	 of	 individuals	 in	 a
population,	 and	 the	 cost	 function	 determines	 the	 environment	within	which	 the	 solutions
“live.”	 Evolution	 of	 the	 population	 then	 takes	 place	 after	 the	 repeated	 application	 of	 the
above	operators.

In	 this	process,	 there	are	 two	main	 forces	 that	 form	 the	basis	of	 evolutionary	 systems:
recombination	 and	mutation	 create	 the	 necessary	 diversity	 and	 thereby	 facilitate	 novelty,
while	selection	acts	as	a	force	increasing	quality.

2.4.1		Traditional	Approaches	to	Optimization	Problems



The	traditional	approaches	to	optimization	problems	are	shown	in	Fig.	2.17.

Limitations	of	traditional	optimization	approach:

•		It	may	trap	into	local	optima.

•		It	is	computationally	expensive.

•		For	a	discontinuous	objective	function,	the	method	may	fail

(2.70)

         

•		The	method	may	not	be	suitable	for	parallel	computing.

•		Discrete	(integer)	variable	are	difficult	to	handle.

•		Methods	may	not	be	adaptive.

FIGURE	2.17:		Traditional	approaches	to	solve	optimization	problem

2.4.1.1		Evolutionary	Computing



Evolutionary	computing	 is	 the	collective	name	for	a	 range	of	problem-solving	 techniques
based	 on	 principles	 of	 biological	 evolution,	 such	 as	 natural	 selection	 and	 genetic
inheritance.	These	techniques	are	widely	applied	to	a	variety	of	problems.	These	techniques
are	shown	in	Fig.	2.18.

FIGURE	2.18:		Types	of	searching	algorithm

2.4.1.2		Genetic	Algorithm	(GA)
Genetic	entities	are	body,	cell	 chromosome	(e.g.,	mosquito,	human,	 frog,	goldfish),	gene,
offspring	(new	chromosomes),	crossover,	and	mutation	(Fig.	2.18).	The	GA	framework	(see
Fig.	 2.19)	 involves	 evolution	 by	 selecting	 the	 best	 solution.	 Evolution	 involves	 the	 four
primary	premises	listed	below.

•	 	 Information	 propagation:	 An	 offspring	 has	 many	 characteristics	 of	 its	 parents
(predecessors).

•		Population	with	diversity	leads	to:	variation	in	characteristics	in	the	next	generation.

•	 	Survival	for	existence:	only	a	small	percentage	of	the	offspring	produced	survival	to
adulthood.

•		Survival	for	best:	offspring	survival	depends	on	their	inherited	characteristics.

Definition:	GA	is	a	population-based	probabilistic	search	and	optimization	technique	based
on	 the	mechanisms	 of	 natural	 genetics	 and	 natural	 selection.	 The	 probabilistic	 search	 is
iterative,	 the	 working	 cycle	 is	 with	 or	 without	 convergence	 and	 the	 solution	 is	 not
guaranteed	 to	 be	 optimal.	 For	 an	 optimization	 problem,	 we	 require	 objective	 function,
constraints	input	parameter,	fitness	evaluation,	encoding,	and	decoding.

A	population	is	a	collection	of	individuals	that	represent	possible	candidate	solutions,	for



example,	a	set	of	fruits	of	a	certain	weight.	Inputs	are	fruits	and	weights.	Examples	of	GA
operators	are	encoding,	convergence,	mating	pool,	fitness	evaluation,	crossover,	mutation,
and	 inversion.	The	encoding	schemes	 include	binary	encoding,	 real	value	encoding,	order
encoding,	and	tree	encoding.
There	are	some	hidden	parameters:

Initial	population	size	N
Size	of	mating	pool	p%	of	N
Convergence	threshold	δ	(delta)
Mutation	μ
Inversion	η
Crossover	R	(set	of	crossover)

2.4.2		Multiobjective	Optimization

Let	 us	 consider	without	 loss	 of	 generality	 a	multiobjective	 optimization	 problem	with	 n
decision	variable	and	k	objective	function

Minimize	y	=	f	(x)	=	[y1	 	f2(x),y2	 	f2(x),	…,	yk	 	fk	(x)]



FIGURE	2.19:		Framework	of	simple	genetic	algorithm

where

                 

Here,	x	 is	called	a	decision	vector,	y	 is	called	an	objective	vector,	X	 is	called	a	parameter
space,	and	Y	is	called	an	objective	space.

About	the	solution	statement:	We	wish	to	determine	 	(called	feasible	region	in	X)
and	 any	 point	 	 (which	 satisfy	 all	 the	 constraints	 in	 each	 )	 is	 called	 a	 feasible
solution.	Also,	we	wish	 to	determine	 from	among	 the	 set	 ,	 a	particular	 solution	 	 that
yields	 the	 optimum	 values	 of	 the	 objective	 function.	 In	 other	 words,	 	 and,	

,	where	     .

Multiobjective	optimization	problem(MOOP):	An	optimization	problem	can	be	formally
stated	as	follows.



Objectives	(F)

Minimize	(maximize)	fi(x1,	x2,	…,	xn),	i	=	1,	2,	…,	m

Constraints	(S)

Subject	to	gj(x1,	x2,	…,	xn),	ROPj	Cj,	j	=	1,	2,	…,	l

Design	variables	(V)

Subject	to	xk	ROPk	dk,	k	=	1,	2,	…,	n

Note:	For	a	MOOP,	m	≥	2.	Objective	functions	are	of	both	minimization	and	maximization.

Multiobjective	optimization	problem	(MOOP):	why	solving	MOOP	is	an	issue.

•	 	 In	 a	 single-objective	 optimization	 problem,	 task	 is	 to	 find	 the	 one	 solution	 which
optimizes	the	sole	objective	function.

•		In	contrast,	in	MOOP

–		Cardinality	of	the	optimal	set	is	usually	more	than	one.
–		There	are	m	≥	2	goals	of	optimization	instead	of	one.
–		It	possess	m	≥	2	different	search	space.

•	 	 Optimizing	 each	 objective	 individually	 does	 not	 necessarily	 give	 the	 optimum
solution.

–		Possible	only	if	objective	functions	are	independent	on	their	solution	space.

•		Majority	of	real-world	MOOPs	have	a	set	of	trade-off	optimal	solutions.

–		In	a	particular	search	point	one	may	be	best	whereas	another	may	be	worst.

•		Also,	some	MOOPs	have	conflicting	objectives.

–	Optimizing	an	objective	means	compromising	other(s)	and	vice	versa.

Search	Space

Pareto	optimal	solution:	A	decision	vector	     	is	called	a	Pareto	optimal	if	for	every	

   

                



and

                              

We	 defined	 Pareto	 optimum	 for	 the	 objective	 function	 to	 be	 minimized.	 The	 definition
implies	 that	 	 is	 a	 Pareto	 optimal	 solution	 and	 there	 exists	 no	 feasible	 vector	 	 that
decreases	some	objective	function	without	causing	a	simultaneous	increase	in	at	least	one
other	 objective	 function.	 Pareto	 optimum	may	 not	 necessarily	 give	 a	 single	 solution	 but
rather	a	set	of	solutions	called	a	non-dominated	solution.	A	set	of	non-dominated	solutions
is	called	Pareto	optimal	set.	All	solutions	 in	 the	set	 lie	on	 the	boundary	(or	 in	 the	 loci	of
tangent	 points)	 of	 the	 feasible	 region.	 The	 region	 of	 points	 on	 which	 all	 non-dominated
solutions	lie	is	called	Pareto	front.

Evolutionary	 algorithm:	 GA-based	 multi-objective	 optimization	 techniques	 are	 as
follows:

1.		Naive	approach

•		Weighted	sum	approach	(single	objective	evolutionary	algorithm	(SOEA))

•		 constraint	method

•		Goal	attainment	method

2.		Non-aggregating	approach

•		Vector	evaluated	genetic	algorithm	(VEGA)

•		Game	theoretic	approach

•		Lexicographic	ordering

•		Weighted	min-max	approach

3.		Pareto-based	approach

•		Multiobjective	genetic	algorithm	(MOGA)

•		Non-dominated	sorting	genetic	algorithm	(NSGA)

•		Niched	Pareto	genetic	algorithm	(NPGA)

Pareto-based	approach:	multiobjective	optimization	genetic	algorithm	(MOGA):	There
are	two	steps:

1.		Rank	assignment



(a)		All	non-dominated	solutions	are	assigned	rank	1.

(b)		An	ith	iteration,	an	individual,	say	xi	is	dominated	by	Pi	individuals	in	the	current
population,	then	rank	of	xi	is	given	by	rank(xi)	=	1	+	Pi.

2.		Fitness	assignment

(a)		Sort	the	population	in	ascending	order	according	to	their	ranks.

(b)		Assign	fitness	to	individuals	by	interpolating	the	best	(rank	1)	to	the	worst	(rank	≤
N,	N	being	population	size)

(c)		Obtain	a	fitness	score	for	each	individual	with	a	linearizing	function.

(d)		Average	the	fitnesses	of	individuals	with	the	same	rank,	so	that	all	of	them	are
sampled	at	the	same	rate.

(e)		Select	the	N	individuals	for	reproduction.

Pareto-based	 approach:	 non-dominated	 sorting	 genetic	 algorithm	 (NSGA):	 This
approach	is	based	on	several	layers	of	classification	of	individuals.

1.		The	population	is	ranked	on	the	basis	of	non-domination.

2.		All	non-dominated	individuals	are	classified	into	one	category	(with	a	dummy	fitness
value,	 which	 is	 proportional	 to	 the	 population	 size	 to	 provide	 equal	 reproductive
potential	for	the	individual).

3.	 	To	maintain	 the	 diversity	 in	 the	 population,	 classified	 individuals	 are	matched	with
their	dummy	fitness	values.

4.		Next	another	layer	of	non-dominated	individual	is	processed.

5.		The	process	continues	until	all	individuals	in	the	population	are	classified.

The	flow	diagram	of	non-dominated	sorting	genetic	algorithm	is	shown	in	Fig.	2.20.	Fitness
sharing:

                     

        

  



FIGURE	2.20:		Non-dominated	sorting	genetic	algorithm

Here	dij	 is	 the	distance	(Euclidean	distance)	between	the	 individuals	 i	and	 j.	Tshared	 is	 the
minimum	 distance	 allowed	 between	 any	 two	 individuals	 to	 become	members	 of	 a	 same
niche.

Here,	dfi	is	the	dummy	fitness	value	assigned	to	individual	i	in	the	current	layer	and	d′fi	 is
the	shared	value.	Npop	is	the	number	of	individuals	in	the	population.

Pareto-based	 approach:	 niched	 Pareto	 genetic	 algorithm	 (NPGA)/Pareto	 dominant
tournament	selection

Input:

•		N	=	Size	of	population

•		f	=	f	(f1,f2,f3,	…,	fk)

Output:

N′	=	number	of	individuals	(dominants)	to	be	selected.



1.		i	=	1	(first	iteration).

2.		Randomly	select	any	two	candidates	C1	and	C2.

3.		Randomly	select	a	comparison	set	(CS)	of	individuals	from	the	current	population.	Let
its	size	be	N*	where	N*	=	P%N	(P	decided	by	programmer).

4.		Check	the	dominance	of	C1	and	C2	against	each	individual	in	CS.

5.		If	C1	is	dominated	by	CS,	select	C2	as	the	winner.	If	C2	is	dominated	by	CS,	select	C1

as	the	winner.	If	neither	is	dominated	use	do_sharing	procedure	to	choose	the	winner.

6.		If	i	=	N′,	exit	because	selection	is	done.	If	i	=	i	+	2,	return	to	step	2.

Procedure	for	do-sharing	(C1,	C2):

1.		j	=	1

2.	 	 Compute	 a	 normalized	 (Euclidean	 distance)	 measure	 with	 the	 individual	 xj	 in	 the
current	population	as	follows.

where	 	is	the	l-th	objective	function	of	the	i-th	individual	and	 	and	 	denote	the
upper	 and	 lower	 values	 of	 the	 l-th	 objective	 function.	 Let	 σshared	 niched	 radius
compute	the	following	sharing	value

                      

        

  

3.		Set	j	=	j	+	1,	if	j	<	N,	go	to	step	2	or	else	calculate	niched	count	for	the	candidate	as
follows

4.		Repeat	steps	1	through	4	for	C2.	Let	the	niched	count	for	C2	be	n2.

5.		If	n1	<	n2;	otherwise	choose	C2	as	the	winner	else	C1	as	the	winner.

2.4.2.2		GA-Based	Multiobjective	Optimization
Pareto-based	approach



Multiobjective	genetic	algorithm	(MOGA)
Non-dominated	sorting	genetic	algorithm	(NSGA)
Niched	Pareto	genetic	algorithm	(NPGA)

A	decision	vector	u	dominates	v	iff	u	is	better	than	v	with	respect	to	(at	least)	one	objective
and	not	worse	than	v	with	respect	to	all	other	objectives.	Here,	f1(x*)	≤	f2(x*)	≤	f1(x).

Evolutionary	 multiobjective	 optimization:	 Very	 often	 real	 world	 applications	 have
several	 multiple	 conflicting	 objectives.	 To	 solve	 such	 a	 problem,	 evolutionary
multiobjective	optimization	algorithms	have	been	proposed.

What	is	multiobjective	optimization?	In	a	single	objective	optimization,	the	search	space
is	well	defined.	On	the	other	hand,	when	there	is	a	contradicting	objective	to	be	optimized
simultaneously,	 there	 is	 no	 longer	 a	 single	 optimal	 solution	 but	 rather	 a	 whole	 set	 of
possible	solutions	of	equivalent	quality.

FIGURE	2.21:		Pareto	optimal

Pareto	 optimal:	 Let	     	 be	 a	 vector	 of	 objective	 function	 and	

    	 a	 design	 parameter.	We	 say	 that	 at	 point	     	 is	 a	 Pareto

optimal	if	for	every

       

either



          

or	there	is	at	least	one	       	such	that

   

Figure	2.21	shows	Pareto	optima	for	different	solutions.

Pareto	front:	A	point	x*	in	 	is	a	weakly	non-dominated	solution	if	there	is	no	    
such	 that	       	 for	 i	 =	 1,	 2,	 …,	 k.	 A	 point	 x*	 in	 	 is	 a	 strongly	 non-
dominated	solution	if	there	is	no	     	such	that	       	for	i	=	1,	2,	…,	k
and	for	at	least	one	value	of	           	(see	Fig.	2.22).

FIGURE	2.22:		Pareto	front

Pareto-based	approaches:

1.		Multiobjective	genetic	algorithm	(MOGA)

2.		Non-dominated	sorting	genetic	algorithm	(NSGA)

3.		Niched-Pareto	genetic	algorithm	(NPGA)

Pareto-based	 approaches:	 These	 approaches	 are	 also	 called	 evolutionary	multiobjective
optimization	 approaches.	 There	 are	 also	 a	 number	 of	 stochastic	 approaches	 such	 as
simulated	annealing,	ant-colony	optimization,	swam	particle	optimization,	and	tabu	search
that	 could	be	used	 to	 generate	 the	Pareto	 set.	A	 good	 approach	would	 be	 to	 generate	 the
solution	so	that	it	yielded	a	good	approximation	with	as	little	trade-off	as	possible.

Evolutionary	 multiobjective	 optimization:	 In	 general,	 evolutionary	 algorithms	 are
characterized	by	a	population	of	solution	candidates	and	the	reproduction	process	enables
us	 to	 combine	 existing	 solutions	 to	 generate	 new	 solutions.	 Finally,	 the	 natural	 selection



determines	which	individuals	of	the	current	population	participate	in	the	new	population.	A
flowchart	of	the	evolutionary	multiobjective	optimization	is	shown	in	Fig.	2.23.	Two	major
problems	must	be	 addressed	when	an	evolutionary	algorithm	 is	 applied	 to	multiobjective
optimization.	How	to	accomplish	fitness	assignment	and	selection,	respectively:	guide	the
search	 toward	 the	 Pareto	 optimal	 set,	 and	 to	 maintain	 a	 diverse	 population	 in	 order	 to
prevent	premature	convergence	and	achieve	a	well	distributed	tradeoff	front.

FIGURE	2.23:		Flow	chart	of	evolutionary	multiobjective	optimization

Pareto-based	approach:	The	basic	idea	is	to	use	non-domination	at	ranking	and	selection
to	move	a	population	toward	the	Pareto	front.	In	other	words,	find	the	individuals	that	are
Pareto	non-dominated	by	the	rest	of	the	population.	These	individuals	are	then	assigned	the
highest	 rank	 and	 eliminated	 from	 further	 contention.	 Next,	 another	 set	 of	 Pareto	 non-
dominated	individuals	determined	from	the	remaining	population	and	are	assigned	the	next
highest	rank.	The	process	continues	until	the	population	is	suitably	ranked.

Issues:	Devise	an	efficient	algorithm	to	check	for	non-dominance	(that	is,	Pareto	set)	in	a
set	 of	 feasible	 solutions.	Traditional	 algorithms	have	 serious	 performance	 degradation	 as
the	size	of	the	population	and	the	number	of	objectives	increase.	Next,	we	discuss	different
approaches	addressing	the	above	issues.

Multiobjective	genetic	algorithm	(MOGA):	There	are	two	steps	in	MOGA.

1.		Rank	assignment

2.		Fitness	assignment

Rank	 assignment	 (MOGA):	 Fonseca	 and	 Fleming	 (1993)	 proposed	 this	 approach.	 They
rank	an	individual	corresponding	to	the	number	of	chromosomes	in	the	current	population



by	which	it	is	dominated.	For	example,	an	individual,	say	xi	of	generation	t,	is	dominated	by

a	 	individual,	in	the	current	population.	Then,	xi’s	current	position	in	the	population	is
given	by

 

Note	1:	All	non-dominated	individuals	are	assigned	rank	1,	while	dominated	individuals	are
penalized	according	 to	 the	population	density	of	 the	corresponding	 region	of	 the	 tradeoff
surface.

Note	2:	The	rank	of	a	certain	individual	corresponds	to	the	number	of	chromosomes	in	the
current	population	by	which	it	is	dominated.	All	nondominated	individuals	are	assigned	the
highest	possible	fitness	value	(all	get	the	same	fitness,	such	that	they	can	be	sampled	at	the
same	rate),	while	dominated	ones	are	penalized	according	to	the	population	density	of	the
corresponding	 region	 to	 which	 they	 belong	 (i.e.,	 fitness	 sharing	 is	 used	 to	 verify	 how
crowded	the	region	surrounding	each	individual	is).

Note	 3:	 This	 type	 of	 blocked	 fitness	 assignment	 is	 likely	 to	 produce	 a	 large	 selection
procedure	 (i.e.,	 degree	 to	 which	 the	 better	 individuals	 are	 selected)	 that	 might	 produce
premature	convergence.	With	this	approach	it	is	possible	to	evolve	only	a	certain	region	of
the	tradeoff	surface	by	combining	Pareto	dominance	with	partial	reference	in	the	form	of	a
goal	 vector.	 If	 the	 basic	 ranking	 scheme	 remains	 unaltered	 as	 we	 perform	 a	 Pareto
comparison	of	the	individuals,	the	objective	already	achieved	will	not	be	selected.

Pareto-based	 approach:	 non-dominated	 sorting	 genetic	 algorithm	 (NSGA):	 This
approach	 was	 proposed	 by	 Srinivas	 and	 Deb	 (1993)	 and	 is	 based	 on	 several	 layers	 of
classification	of	individuals.	Before	selection,	the	population	is	ranked	on	the	basis	of	non-
domination.

1.		All	non-dominated	individuals	are	classified	into	one	category	(with	a	dummy	fitness
value,	 which	 is	 proportional	 to	 the	 population	 size	 to	 provide	 equal	 reproductive
potential	for	these	individuals).

2.		To	maintain	the	diversity	in	the	population,	classified	individuals	are	shared	with	their
dummy	fitness	values.

3.		Next,	the	group	of	classified	individuals	is	ignored	and	another	layer	of	non-dominated
individual	is	processed.

The	 process	 continues	 until	 all	 individuals	 in	 the	 population	 are	 classified.	 A	 stochastic
remainder	proportionate	selection	is	used	in	this	approach.

Since	 individuals	 in	 the	 first	 iteration	 have	 maximum	 fitness	 values,	 they	 always	 get
more	 copies	 than	 the	 rest	 of	 the	 population.	 This	 allows	 the	 search	 for	 non-dominated



regions	 and	 results	 in	 quick	 convergence	 of	 the	 population	 toward	 such	 regions.	 NSGA
efficiency	 lies	 in	 the	 way	 in	 which	 multiple	 objectives	 are	 reduced	 to	 a	 dummy	 fitness
function	 using	 a	 non-dominated	 sorting	 procedure.	 With	 this	 approach,	 any	 number	 of
objectives	 can	 be	 solved,	 and	 both	 maximization	 and	 minimization	 problems	 can	 be
handled.	A	flowchart	of	the	NSGA	is	shown	in	Fig.	2.24.

FIGURE	2.24:		Non-dominated	sorting	genetic	algorithm	(NSGA)

The	algorithm	is	similar	 to	 the	simple	GA	except	 for	 the	classification	of	non-dominated
fronts	 and	 the	 sharing	 operation.	 The	 sharing	 in	 each	 front	 is	 achieved	 by	 calculating	 a
sharing	function	value	between	two	individuals	in	the	same	front	as	follows.

                      

        

  

Here	dij	is	the	distance	(phenotype	distance)	between	the	individuals	i	and	j,	and	Tshared	 is
the	maximum	distance	allowed	between	any	two	individuals	to	become	a	member	of	a	same
niche.

The	parameter	niche	count	 	is	calculated	by	adding	the	above	sharing

function	values	for	all	 individuals	in	the	current	front.	Finally,	 the	shared	fitness	value	of
each	individual	is	calculated	by	dividing	the	dummy	fitness	value	by	its	niche	count.

Use:	 Any	 number	 of	 objectives	 can	 be	 solved,	 Both	 maximization	 and	 minimization
problems	can	be	handled.

Fitness	 sharing:	 The	 fitness	 sharing	 techniques	 aim	 at	 encouraging	 the	 formation	 and
maintenance	of	stable	sub-populations	(or	niches).	This	is	achieved	by	degrading	the	fitness



value	of	points	belonging	to	a	same	niche	in	solution	space.	Consequently,	points	that	are
very	close	will	have	their	dummy	fitness	function	values	more	degraded.	The	fitness	value
degradation	of	near	individuals	can	be	done	using	the	following.

                      

        

  

Here	parameter	dij	is	the	variable	distance	(Euclidean	distance)	between	the	individual	i	and
j.	 Tshared	 is	 the	 maximum	 distance	 allowed	 between	 any	 two	 individuals	 to	 become
members	of	a	same	niche.

Here,	dfi	is	the	dummy	fitness	value	assigned	to	individual	i	in	the	current	front	and	 .	is
the	shared	value.	Npop	is	the	number	of	individual	in	the	population.

Integration	 in	soft	computing:	We	have	 the	characteristics	of	 individual	soft	computing
tools.	 While	 their	 different	 applications	 have	 been	 demonstrated	 on	 various	 real-life
problems,	there	has	been	a	great	deal	of	research	addressing	synergistic	integration	of	these
individual	tools	since	the	late	1980s.	The	objective	is	to	obtain	application-specific	benefits
superior	to	those	of	the	existing	ones.	Such	integrations	include	neuro-fuzzy	computing	[2],
fuzzy-	 genetic	 computing	 [4],	 and	 rough-fuzzy	 computing	 [5].	 Rough-fuzzy	 computing
provides	a	stronger	paradigm	for	handling	uncertainties	arising	from	overlapping	concepts
and	granularity	in	the	domain	of	discourse.	Therefore,	soft	computing	approaches	have	also
been	widely	used	in	solving	different	problems	in	sensor	networks.
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3.1		Introduction
In	 the	 past	 decade,	 an	 evolution	 has	 been	 witnessed	 in	 some	 of	 the	 major	 information
processing	 techniques	 which	 are	 not	 all	 necessarily	 analytical	 types.	 Specifically	 fuzzy
logic,	 artificial	 neural	 networks,	 and	 evolutionary	 algorithms	 have	 witnessed	 major
transformations.	The	key	ideas	of	these	algorithms	have	their	roots	in	the	1960s.	As	years
passed,	these	algorithms	developed	based	on	the	needs	to	solve	the	problems.	In	the	1990s
the	need	of	integrating	different	algorithms	came	into	existence.	Most	importantly,	the	need
was	 to	 develop	 a	more	 powerful	 tool	which	would	 combine	 strengths	 of	 all	 the	 existing
algorithms	to	solve	high	complexity	problems.	At	this	point	of	time,	soft	computing	came
into	existence	and	was	proposed	as	a	synergically	fused	algorithms	tool	which	promised	to
yield	innovative	promising	solutions	in	the	future.

Prior	 to	1994,	 soft	 computing	was	 considered	 an	 isolated	 concept.	However,	 over	 time
soft	computing	can	be	seen	from	the	perspective	of	a	series	of	techniques	which	can	help	in
dealing	 with	 real-time	 problems	 based	 on	 intelligence,	 common	 sense,	 and	 common
analogies.	From	this	perspective,	soft	computing	can	be	understood	as	a	method	of	problem
resolution	which	makes	use	of	approximate	reasoning	and	optimization	of	problems.	When
it	comes	to	intelligent	systems,	soft	computing	would	form	the	theoretical	basis.

This	 also	 helps	 in	 understanding	 the	 difference	 between	 artificial	 intelligence	 and
intelligent	systems.	Artificial	 intelligence	is	based	on	hard	computing.	On	the	other	hand,
intelligent	systems	are	based	on	soft	computing.	Initially,	when	soft	computing	came	into
existence	 it	was	mostly	related	 to	fuzzy	 logic	and	fuzzy	systems.	However,	over	 time	the
methodologies	 evolved	 and	 other	 algorithms	 have	 also	 become	 a	 part	 of	 soft	 computing.
Initially	it	was	about	approximate	reasoning	and	its	related	methods.	It	has	been	mainly	due
to	 the	 constant	 attention	 paid	 to	 the	 development	 of	 these	 techniques	 that	 allowed	 soft
computing	 approaches	 to	 be	 applied	 to	 different	 fields	 and	 industries	 such	 as
telecommunications,	computer	science,	sensor	networks,	automation,	and	many	others.

3.2		Overview	of	Soft	Computing	and	its	Applications



3.2.1		Definition	of	Soft	Computing
“What	 is	 soft	 computing”	 is	 one	 of	 the	 important	 questions	 to	 be	 asked	 and	 answered

before	starting	to	work	on	soft	computing	and	its	techniques.	The	field	of	soft	computing	is
relatively	new	and	has	been	evolving	rapidly	and	 this	contributes	 toward	 the	difficulty	of
answering	 this	 question	 in	 a	 precise	manner.	 The	 definition	 of	 soft	 computing	 has	 been
made	in	different	ways:	 listing	its	 technologies,	defining	properties	of	 these	technologies,
and	 comparing	 it	 with	 different	 concepts	 and	 defining	 its	 use.	 This	 implies	 there	 are
multiple	definitions	from	different	perspectives.

In	 this	 section,	 we	 provide	 an	 analysis	 of	 soft	 computing	 definitions	 from	 varied
dimensions	 such	 as	 unification	 of	 different	 techniques,	 properties	 and	 others.	 Before	 we
begin,	to	discuss	definitions,	we	will	first	present	the	idea	of	soft	computing	as	it	was	in	the
beginning.	Lotfi	Zadeh	 is	 referred	 to	 as	 the	 father	 of	 soft	 computing.	When	 defining	 the
concept	 initially	 in	 1990,	 the	 hammer	 principle	 came	 across	Zadeh’s	mind.	 It	 states	 that
when	what	you	have	is	a	hammer,	everything	seems	to	be	a	nail.	Similarly	in	science,	when
we	 are	 committed	 to	 a	 particular	 type	 of	 methodology	 as	 the	 best	 answer	 which	 exists.
However,	soft	computing	is	different	and	it	rejects	the	hammer	principle	in	science.	When
elaborating	 on	 soft	 computing	 definitions	 this	 key	 aspect	 needs	 to	 be	 kept	 in	 mind
(Magdalena,	2010).

Soft	 computing	 is	 an	 evolving	 concept	 and	 is	 not	 homogeneous.	 Distinct	 methods
confirming	 its	 guiding	 principle	 come	 together	 to	 form	 the	 concept.	 There	 have	 been
changes	 in	 the	 key	 elements	 of	 soft	 computing	 applications	which	 relate	 to	 the	 evolving
nature	 of	 soft	 computing.	 The	 evolving	 nature	 of	 soft	 computing	 is	 defined	 as
amalgamation	 of	 different	 techniques	 which	 do	 not	 have	 fixed	 and	 clear	 borders.	 The
evolving	 characteristic	 of	 soft	 computing	 leads	 to	 a	 number	 of	 criticisms	 regarding	 a
certain	 technique	 in	 soft	 computing.	At	 this	 point,	 it	 is	 important	 to	 understand	 that	 soft
computing	is	not	just	a	mixture	of	different	techniques.	It	is	a	technique	which	incorporates
a	family	of	closely	 interacting	 techniques.	The	 term	hybridization	can	 then	be	considered
important	when	it	comes	to	soft	computing.

3.2.2		Soft	Computing	and	Hybridization
The	 main	 contribution	 of	 soft	 computing	 is	 the	 hybrid	 approach	 it	 has	 given	 to	 the
community	since	its	development.	Consider	the	example	of	neuro	fuzzy	systems,	which	is
an	 important	hybrid	approach	provided	by	soft	computing.	Neuro	 fuzzy	systems	combine
fuzzy	 logic	 and	neural	 network	 elements.	Hence,	 the	 element	 of	 hybridization	 is	 present.
Figure	 3.1	 presents	 the	 elements	 of	 hybridization	 in	 soft	 computing.	 Another	 way	 of
defining	soft	computing	is	through	its	essential	properties.	It	can	be	defined	as	a	computing
process	 which	 involves	 precision	 and	 allows	 the	 precision	 to	 change	 the	 result	 (either
increase	or	decrease	it).	In	such	a	scenario,	the	computing	process	is	said	to	be	included	in
the	 field	 of	 soft	 computing	 approaches.	 Hard	 computing	 approaches	 are	 computing
processes	 which	 are	 not	 flexible	 and	 are	 demanding	 computationally.	 The	 demand	 of



computationally	approaching	the	problem	in	hard	computing	problems	made	them	difficult
to	 implement	 in	 different	 problem	 scenarios.	 Hence,	 soft	 computing	 approaches	 were
developed	 and	 soft	 computing	 is	 also	 defined	 as	 the	 complement	 of	 hard	 computing
problems.

FIGURE	3.1:		Elements	of	hybridization	in	soft	computing

Hard	computing	approaches	make	use	of	a	definite	model	 to	solve	problems.	However,
soft	computing	approaches	derive	 the	model	 from	the	data	set	which	 is	available	 through
the	 problem.	 Another	 definition	 of	 soft	 computing	 calls	 it	 an	 approach	 which	 helps	 in
handling	uncertainty	and	imprecision.

When	working	on	a	problem,	there	are	times	when	the	result	may	be	noisy	or	the	data	set
is	 imprecise	 or	 the	 information	 available.	 In	 such	 scenarios,	 it	 would	 be	 difficult	 to	 get
absolute	 results.	 However,	 soft	 computing	 allows	 us	 to	 incorporate	 the	 uncomfortable
characteristics,	makes	use	of	approximate	reasoning	and	does	computing	using	perceptions.
An	 important	 point	 is	 to	 note	 that	 soft	 computing	 approaches	do	not	 target	 the	problems
with	uncertainty.	Instead,	they	solve	with	equal	efficiency.	The	inclusion	of	uncertainty	and
noise,	makes	soft	computing	applicable	to	a	large	number	of	real-world	problems.

3.2.3		Key	Elements	of	Soft	Computing
The	 main	 components	 of	 soft	 computing	 are	 neural	 computing,	 genetic	 algorithms	 and
fuzzy	 logic.	 These	 components	 function	 as	 complementary	 techniques	 under	 the	 soft
computing	 group.	 Different	 components	 of	 soft	 computing	 are	 derived	 from	 natural
phenomena.	For	instance,	the	idea	of	neural	computing	is	based	on	how	the	brain	works,	the
genetic	 algorithm	 is	 derived	 from	 Darwinian	 evolution	 and	 fuzzy	 logic	 comes	 from
uncertain	nature	of	human	speech.	Now	we	will	discuss	the	different	components	in	detail.

1.		Fuzzy	Logic	–	When	communicating	with	people	in	general,	humans	use	a	number	of



qualitative	words.	There	is	a	lot	of	imprecision	and	uncertainty	in	human	speech.	For
instance,	the	phrases	“very	young”	and	“a	little	far”	provide	a	hint	of	what	the	person
is	 saying.	 Fuzzy	 systems	 comes	 from	 stiff	 Boolean	 logic.	 Rather,	 they	 are	 a
generalization	of	the	same.	They	make	use	of	fuzzy	sets	which	come	from	crisp	sets.
Crisp	 sets	 come	 from	 classical	 set	 theory,	 as	 per	 which	 an	 element	 can	 either	 be	 a
member	of	the	set	or	not.	However,	in	fuzzy	systems	the	membership	of	an	element	is
defined	 as	 degree	 of	membership.	 The	 value	 of	membership	 in	 case	 of	 crisp	 sets	 is
either	1	or	0.	On	 the	other	hand,	 in	case	of	 fuzzy	systems,	 the	membership	 is	 in	 the
range	of	0	to	1.	In	general,	a	fuzzy	system	is	made	up	of	fuzzy	rule	base,	fuzzification
module,	 an	 inference	 engine,	 and	 defuzzification	 module.	 The	 roles	 of	 different
modules	are	as	follows:

•	 	 Fuzzification	 module	 –	 It	 pre-processes	 the	 input	 values	 which	 have	 been
provided	to	the	system.

•	 	 Inference	engine	–	The	 results	provided	by	 the	 fuzzification	module	along	with
the	 rules	defined	 in	 the	 fuzzy	 rule	base	are	used	and	 results	 are	 inferred	by	 the
inference	engine.

•		Defuzzification	module	–	This	module	provides	the	final	output	of	the	complete
fuzzy	expert	system.

The	motivation	of	development	of	fuzzy	logic	was	to	fulfill	the	need	for	a	framework
which	 dealt	 with	 concepts	 while	 handling	 uncertainty.	 The	 perspective	 of	 exact
reasoning	is	as	a	limiting	case	of	approximate	reasoning.	All	the	measurements	done
in	 fuzzy	 logic	 are	 in	 the	 form	 of	 degrees.	 Knowledge	 is	 a	 combination	 of	 flexible,
fuzzy	 constraints	 on	 a	 group	of	 variables.	The	 flexible	 constraints	 are	 propagated	 to
produce	inference	in	a	fuzzy	system.	A	system	which	involves	logic	at	some	level	can
be	fuzzified.	The	main	features	of	fuzzy	systems	(which	contribute	toward	its	efficient
performance)	 are	 its	 ability	 to	deal	with	 approximate	 reasoning	 specifically	where	 a
mathematical	model	 is	 absent	 or	 cannot	 be	 derived	 easily.	The	 estimated	 values	 are
taken	 into	 consideration	 using	 which	 decisions	 are	 made	 in	 a	 fuzzy	 system
(Chaturvedi,	2008).

2.	 	 Evolutionary	 Algorithms	 –	 Human	 genetic	 concepts	 are	 simple,	 unrestricted	 by
domain,	make	use	of	probabilistic	approach	and	are	powerful.	These	characteristics	of
human	 nature	 are	 useful	 in	 evolutionary	 algorithms.	 The	 models	 of	 evolutionary
algorithms,	make	use	of	natural	selection	which	involves	recombination	and	mutation
of	different	characteristics.

3.		Genetic	Algorithms	–	Genetic	algorithms	were	developed	on	the	principle	of	genetics
and	make	 use	 of	 a	 population	 of	 individuals	 referred	 to	 as	 the	 potential	 solution	 in
genetics.	 The	 desirable	 optimal	 solution	 is	 obtained	 when	 the	 algorithm	 converges.



Genetic	algorithms	can	be	combined	with	other	sets	of	algorithms	to	solve	a	domain-
specific	problem.	They	can	be	implemented	at	the	machine	level	to	obtain	intrusions	at
the	real	time	mode.	The	most	important	dimensions	of	genetic	algorithms	are	defining
objective	function,	defining	and	implementing	the	genetic	representation	and	defining
and	 implementing	 genetic	 operators.	 These	 dimensions	 form	 the	 basic	 components,
and	variations	can	be	designed	to	improve	performance	of	genetic	algorithms.

Suppose	we	are	given	a	function;	using	genetic	algorithms	we	can	optimize	this	function	by
making	 use	 of	 random	 search.	 Problems	 involving	 optimization	 along	with	 absence	 of	 a
priori	 information	 can	 be	 best	 approached	 using	 genetic	 algorithms.	 If	we	 look	 from	 the
perspective	of	an	optimization	method,	the	efficiency	of	genetic	algorithms	increases.	From
the	parent	generation,	genetic	algorithms	create	a	child	generation	based	on	a	defined	set	of
rules	which	mimic	the	genetic	reproduction.	In	case	of	these	algorithms,	randomness	is	an
important	 factor.	 This	 is	 mainly	 because	 the	 selection	 of	 parents	 is	 done	 randomly.
However,	 the	 parents	 who	 are	 best,	 have	 an	 increased	 probability	 of	 getting	 selected	 in
comparison	 to	 other	 parent	 populations.	 Similarly,	 the	 number	 of	 genes	 is	 a	 random
selection.	The	 components	discussed	 above	when	combined	 and	used	 in	 a	hybrid	manner
contribute	toward	the	efficiency	of	soft	computing	algorithms.

3.2.4		Significance	of	Soft	Computing
Since	the	development	of	fuzzy	logic	 in	 the	1990s,	different	methods	based	on	fuzzy	sets
have	become	an	important	part	of	all	areas	of	research.	There	has	been	a	lot	of	innovation
as	 a	 result	 of	 the	 implementation	 of	 fuzzy	 logic.	 Besides	 research,	 the	 idea	 has	 been
extended	to	implementation	in	daily	life	scenarios	of	health,	home,	banking	and	education.
Also,	 soft	 computing	 applications	 have	 helped	 us	 over	 time	 to	 understand	 and	 solve
problems	of	high	complexity.	They	help	 in	solving	both	comprehension	and	experimental
aspects	 of	 different	 problems.	The	 significance	of	 soft	 computing	 is	 not	 limited	 to	 fuzzy
logic	and	its	applications.	Evolutionary	algorithms	have	proved	to	be	of	high	significance	in
finding	solutions	to	multiple	problems.	The	important	aspect	of	evolutionary	algorithms	is
that	 they	can	be	applied	to	different	applications	and	can	be	expected	to	provide	efficient
solutions	 to	 the	 intelligent	 systems.	Over	 the	years,	 soft	 computing	has	grown	and	added
different	algorithms	which	have	contributed	toward	its	significance.

The	different	components	of	soft	computing	algorithms	can	be	used	with	each	other	 to
solve	problems	 in	an	effective	manner.	 In	some	problems	 their	combination	proves	 to	be
more	 effective	 than	 their	 exclusive	 functionality.	 Consider	 the	 example	 of	 neurofuzzy
systems.	 The	 usability	 of	 these	 systems	 increased	with	 their	 implementation	 in	 different
products	 (such	 as	 air	 conditioners,	 washing	 machines,	 photocopiers,	 camcorders).	 The
implementation	of	soft	computing	approaches	in	industrial	products	and	consumer	products
eventually	resulted	in	a	high	machine	intelligence	quotient.	The	high	machine	intelligence
quotient	contributes	toward	the	increase	in	applications	of	soft	computing	both	in	terms	of



number	 and	 variety.	 The	 logical	 framework	 of	 soft	 computing	means	 that	 the	 university
students	in	future	should	be	exposed	to	fuzzy	logic,	the	basic	components	of	soft	computing
and	also	 to	 the	related	methodologies	of	soft	computing.	For	 instance,	Berkeley	Initiative
on	 soft	 computing	 delivers	 courses	 to	 students	 with	 interest	 in	 soft	 computing.	 Such
initiatives	contribute	indirectly	toward	the	development	of	machines	with	high	intelligence
and	critical	decision	making	power.

3.2.5		Goals	of	Soft	Computing
The	aim	of	soft	computing	is	to	explore	the	imprecision	which	can	be	accommodated	in	a
particular	problem.	It	also	exploits	uncertainty	and	approximate	reasoning.	The	main	reason
behind	exploring	different	aspects	of	a	problem	is	to	understand	its	resemblance	to	human
brain	decision	making.	The	primary	goal	is	to	develop	machines	which	are	intelligent	and
to	 solve	 problems	 which	 are	 nonlinear	 and	 not	 mathematically	 modeled.	 Over	 time	 the
applications	of	soft	computing	have	shown	two	advantages.	First,	the	nonlinear	problems	in
which	 mathematical	 models	 are	 not	 available	 can	 be	 solved	 now	 with	 the	 help	 of	 soft
computing	 algorithms.	 Further,	 the	 knowledge	 imparted	 by	 the	 human	 brain	 is	 now
understood	as	different	 forms	 such	as	 recognition,	 cognition,	 learning,	understanding	and
others.	These	functions	are	now	related	and	understood	from	the	perspective	of	computing.
Intelligent	systems	can	be	built	to	be	autonomous	and	tune	themselves.

3.2.6		Applications	of	Soft	Computing
Soft	 computing	 has	 found	 applications	 in	 many	 diverse	 fields.	 It	 is	 applied	 to	 solve
business,	 industrial	 application,	 engineering	 problems,	 and	 others.	 For	 instance,	 in
engineering	 problems	 soft	 computing	 finds	 applications	 in	 restoration	 of	 damaged	 road
networks	 and	 maintenance	 planning	 of	 bridge	 structures.	 In	 other	 fields	 as	 well,	 soft
computing	is	applied	when	the	need	is	for	an	intelligent	system	that	can	learn	or	predict.

3.3		Sensor	Networks	and	Soft	Computing	Applications

3.3.1		Intrusion	Detection
Sensor	 networks	 have	 been	 widely	 applied	 to	 different	 systems.	 Their	 wide	 deployment
always	 raises	 the	 question	 of	 their	 safety	 and	 security.	 Cryptography	 has	 been	 generally
used	 to	make	 them	secure	 from	any	 type	of	unauthorized	access.	Cryptography,	 intrusion
detection	mechanisms	have	also	been	implemented	for	making	WSNs	secure.	However,	we
still	need	new	techniques	which	would	help	in	making	WSNs	systems	more	secure.	This	is



where	 soft	 computing	 is	 needed.	 The	 complementary	 nature	 of	 techniques	 of	 soft
computing	could	contribute	toward	development	of	intrusion	detection	mechanisms	which
would	protect	them	from	attacks	or	discrepancies.	For	instance,	classifiers	based	on	fuzzy
rule,	techniques	which	come	under	genetic	programming,	support	vector	machines	and	ant
colony	 systems	 can	 be	 used	 for	 developing	 intrusion	 detection	 for	 WSNs.	 A	 general
cryptography	technique	or	an	intrusion	detection	system	would	provide	a	defined	method	of
protecting	WSNs.	The	intelligence	quotient	provided	by	soft	computing	approaches	would
help	in	development	of	a	fine	protection	system	which	would	be	difficult	to	breach	as	well.
An	 important	 aspect	 of	 soft	 computing	 approaches	which	 can	 be	 useful	 in	WSNs,	 is	 the
ability	to	identify	or	at	least	track	behavioral	patterns	performed	in	a	deliberate	manner	and
those	 which	 have	 been	 performed	 involuntarily.	 The	 self-organizational	 principle	 and
probability	 values	 help	 in	 the	 development	 of	 these	 safe	 and	 secure	 systems	 for	WSNs.
Hence,	 the	 deployment	 of	 soft	 computing	 approaches	 is	 needed	 in	 WSNs	 for	 intrusion
detection.

3.3.2		Localization
In	case	of	WSNs,	it	is	important	that	the	sensor	nodes	are	localized.	This	is	mainly	because
the	general	pattern	of	placement	of	sensor	nodes	is	random	scattering.	A	region	of	interest
is	selected	and	sensor	nodes	are	placed.	The	connection	made	between	sensor	nodes	and	the
network	 is	 independent.	 The	 need	 for	 localization	 is	 in	 data	 routing,	 reduction	 in	 energy
consumption	and	handling	data	which	 is	dependent	on	 location.	A	 large	number	of	WSN
applications	demand	localization	from	the	sensor	nodes.	In	such	cases,	where	localization	is
important,	 WSNs	 can	 be	 accompanied	 by	 soft	 computing	 approaches	 such	 as	 a	 neural
network.	The	network	can	be	 trained	using	distant	noises.	The	neural	network	can	further
compensate	 for	 the	 noise	 and	 help	 in	 finding	 the	 exact	 location	 of	 the	 sensor	 node.
Accuracy	can	be	achieved	in	this	scenario.	Further,	other	components	of	soft	computing	can
also	 be	 applied	 with	 the	 same	 idea.	 Another	 important	 aspect	 to	 consider	 when
implementing	 such	 systems	 is	 to	minimize	 utilization	 of	 resources.	The	 overhead	 should
remain	 as	 low	 as	 possible.	The	 need	 is	 to	 accurately	 localize	 different	 sensor	 nodes	 in	 a
wireless	sensor	network.

3.3.3		Optimization	of	WSNs
As	 a	 result	 of	 development	 of	 micro	 electro	 mechanical	 systems,	 WSNs	 have	 also
witnessed	 tremendous	 development	 and	 popularity.	 WSNs	 connect	 to	 the	 virtual	 world
through	sensor	nodes.	Energy	remains	a	constraint	for	sensor	nodes	and	their	deployment	in
real-time	 scenarios.	Since	 they	are	battery	operated,	 it	 becomes	difficult	 to	provide	 them
with	energy	or	power	at	all	times.	Therefore,	designing	WSNs	is	a	difficult	task	concerning
this	particular	 issue.	Cross	layer	optimization	is	one	of	 the	approaches	which	can	be	used
for	increasing	the	lifetime	of	a	network	and	improve	its	functioning.	All	the	layers	can	be



allowed	 to	 interact	with	each	other.	 In	WSN,	 the	pattern	of	deployment	 is	 random	which
brings	into	picture	the	important	aspect	of	coverage	area.	For	all	the	nodes	it	is	important
that	 the	 effective	distance	 is	 adequate.	This	would	 also	have	 a	 potential	 influence	on	 the
throughput	and	the	functioning	of	the	WSNs.	To	design	WSNs	in	an	optimal	manner,	it	is
important	to	take	into	consideration	energy	issues	of	the	sensor	nodes	and	the	coverage	area
of	 the	 same.	 The	 idea	 is	 to	 use	 soft	 computing	 approaches	 to	 provide	 the	 WSNs	 with
optimal	design	parameters.	Some	of	the	very	specific	techniques	of	soft	computing	such	as
bacteria	 foraging	 algorithm,	 swarm	 intelligence,	 and	 others	 can	 be	 put	 to	 use	 in	 order	 to
design	a	WSN	which	provides	high	performance	and	 throughput,	keeping	 in	mind	energy
constraints	 and	 coverage	 area	 issues.	 By	 making	 use	 of	 soft	 computing	 approaches,
maximum	coverage	can	be	obtained	by	deploying	minimum	sensor	nodes	in	the	form	of	a
cluster	 by	 installing	 a	 transceiver	 between	 them	 to	 help	 in	 communicating	 with	 all	 the
sensors.	 For	 instance,	 consider	 a	 bacteria	 foraging	 algorithm,	 according	 to	 which	 the
animals	whose	strategies	are	weak	are	eliminated.	To	be	precise,	bacteria	foraging	natural
selection	 eliminates	 the	 animals	 whose	 strategies	 of	 foraging	 are	 weak.	 It	 favors	 the
propagation	of	animals	with	strong	foraging	strategies.	The	same	idea	can	be	put	to	use	in
sensor	 networks	 as	 it	 would	 help	 in	 designing	 a	 strong	 and	 optimum	WSN	 (Chong	 and
Kumar,	2003).

3.3.4		Applied	Systems

Machine	Health	Monitoring	and	Structure	Monitoring:	WSNs	are	deployed	in	different
fields	 among	which	 is	 health.	Wireless	 sensor	 networks	 are	 applied	 to	 a	machine	 health
monitor	consisting	of	both	hardware	and	software	and	also	possess	a	control	component	for
communication.

A	health	monitor	can	be	implemented	in	wired	or	wireless	form.	The	earliest	forms	were
wired.	 The	 absence	 of	 wires	 in	 later	 wireless	 systems	 reduced	 both	 machine	 cost	 and
operational	overhead.	Energy	is	provided	by	batteries	and	power	is	consistent.	A	sensor	in
wireless	 system	 monitors	 the	 operating	 condition	 of	 the	 machine.	 The	 recorded

maintenance	information	is	sent	to	LabVIEW1.
The	 graphical	 interface	 of	 LabVIEW	 accepts	 results	 and	 notifies	maintenance	 staff	 of

disturbances.	LabVIEW	employs	an	enery	efficient	protocol	in	transmission	of	information
to	prevent	data	collision.	The	question	is	how	soft	computing	enters	the	picture.

Notification	via	graphical	interface	takes	time.	Approaches	such	as	neural	networks	can
be	effective	for	notifying	maintenance	staff	quickly.	Use	of	soft	computing	makes	a	system
operate	faster.	It	may	also	allow	it	to	predict	future	disturbances	to	maintenance	people	and
enable	them	to	be	proactive	in	solving	problems	promptly.

WSNs	are	also	deployed	for	structure	monitoring.	They	can	inspect	damage	to	structures
such	 as	 bridges,	 buildings,	 and	 ships	 using	 an	 excitation-and-response	 scenario.	 The
structure’s	 response	 to	 excitation	 helps	 determine	 the	 location	 and	 extent	 of	 damage.	An
example	of	such	a	system	is	Wisden.	Soft	computing	approaches	are	needed	to	increase	the



machine	intelligent	quotients	of	such	systems.	Soft	computing	may	be	utilized	to	measure
other	parameters	after	a	period	of	learning	and	will	ultimately	reduce	damages	to	structures
through	effective	monitoring.

Environmental	Monitoring:	Environment	has	become	an	important	concern	recently.	The
sensing	ability	of	WSNs	have	found	application	 in	environmental	monitoring	and	may	be
extended	 to	 other	 areas	 of	 research	 as	 well.	 For	 instance,	WSNs	 have	 been	 deployed	 to
study	 the	 behavior	 of	 birds	 in	 the	 United	 States.	 The	 cluster	 formation	 of	 burrows	 was
discovered	and	sensors	are	deployed	for	studying	these	clusters.	The	aim	was	to	minimize
the	 disturbances	 from	 humans.	 To	 transmit	 information,	 the	 communication	 link	 uses
multiple	 hops	 and	 sends	 and	 receives	 information	 through	 different	 contact	 points.	 The
behavior	of	animals	and	other	aspects	of	environment	can	also	be	measured	using	WSNs,
for	example,	humidity,	temperature,	pollution,	and	others.	The	same	idea	of	monitoring	can
also	be	extended	to	the	agricultural	field.

The	 approaches	 incorporated	 in	 soft	 computing	 are	 derived	 from	 patterns	 of	 human
behavior.	It	considers	the	human	patterns	of	functioning	and	then	predicts	the	results.	The
inclusion	 of	 soft	 computing	 in	 understanding	 the	 environment	 would	 help	 from	 a	 very
important	perspective.	The	tendency	of	extracting	from	natural	behavior	can	be	correlated
and	 then	 deployed	 to	 explain	 animal	 behavior,	 agricultural,	 or	 the	 environment.	 As	 we
discussed	 above,	multiple	 hop	 transmission	 link	 is	 needed	 to	 get	 results.	The	 use	 of	 soft
computing	approaches	can	reduce	overhead	and	produce	simpler	and	cost	effective	results
at	the	same	time.

Health	Care:	WSNs	have	found	application	in	health	care.	WSNs	are	used	to	measure	and
monitor	patient	statistics	and	notify	staff	in	times	of	emergency.	They	also	help	in	detecting
certain	symptoms	which	may	be	hard	to	detect	otherwise.	For	instance,	brain	tumours	can
be	identified	by	monitoring	brain	activity	through	sensors.	Since	the	application	of	wireless
sensor	networks	 is	common	 in	health	care,	 it	 is	 important	 that	 the	measurements	are	 fast
and	 highly	 accurate.	 Soft	 computing	 algorithms	 are	 needed	 in	 such	 systems	 for	 several
reasons.	 First	 is	 to	 support	 the	wireless	 sensor	 network.	There	may	 occur	 a	 time	when	 a
sensor	 node	 is	 falling	 short	 of	 power	 or	 energy	 or	 has	 completely	 shut	 down.	 In	 such
scenarios,	soft	computing	approaches	can	support	the	network	and	help	predict	or	identify
when	 a	 failure	 has	 occurred.	 It	 can	 also	 provide	 intelligence	 to	 the	 sensor	 and	 further
enhance	the	accuracy	of	these	systems	in	health	care.

Another	benefit	from	soft	computing	is	monitoring	and	prediction.	Patient	statistics	are
monitored	at	present,	but	the	sensor	networks	of	the	future	will	allow	the	predictions	to	be
made	 based	 on	 statistics.	 Of	 course,	 accuracy	 and	 reliability	 are	 issues	 that	 must	 be
resolved	 along	with	 appropriate	 learning	 protocols.	 Research	 is	 ongoing	 to	 find	 uses	 for
sensor	networks	 in	other	areas	of	health	care.	The	 intelligence	and	sensitivity	quotient	of
soft	computing	when	applied	to	sensor	networks	would	only	enhance	the	system.	Therefore,
the	need	is	to	develop	soft	computing	along	with	sensor	networks	for	the	health	sector.



Fire	Rescue,	Humanitarian	Search	and	Rescue	Systems:	Another	application	of	wireless
sensor	 networks	 which	 demands	 accuracy	 and	 high	 speed	 response	 is	 fire	 rescue.	 The
system	 to	 be	 designed	 for	 fire	 rescue	 demands	 real-time	 monitoring,	 allocation	 of
resources,	 and	 scheduling	 done	 in	 a	 smart	 and	 intelligent	manner.	These	 systems	 require
soft	computing	approaches	to	be	included	in	their	deployment.	A	similar	pattern	applies	to
humanitarian	search	and	rescue	systems.

We	will	consider	certain	scenarios	to	validate	the	need	of	soft	computing	approaches	for
the	 wireless	 sensor	 networks.	 First	 consider	 fire	 rescue.	 In	 large	 scale	 operations,	 for
example	 in	 cities,	WSNs	must	 be	 designed	 to	 handle	 certain	 functions	 such	 as	 detecting
fires	and	notifying	the	rescue	crews	of	the	extent	of	the	fire	and	people	who	need	rescue.	A
neural	 network	 or	 machine	 learning	method	 would	 provide	 help	 in	 those	 areas	 and	 also
furnish	 helpful	 information	 to	 rescuers,	 for	 example,	 increase	 in	 temperature.
Reinforcement	 learning	or	 iterative	 learning	could	enable	 a	 system	 to	 identify	where	 fire
victims	could	be	found.

After	an	earthquake,	sensor	networks	could	help	find	missing	victims	after	they	learn	to
follow	certain	parameters.	A	system	could	use	past	searches	to	predict	where	victims	could
be	found.	The	efficiency	of	such	systems	could	be	increased	by	using	a	set	of	fuzzy	rules	to
help	them	deal	with	uncertainties.	Fuzzy	logic	would	be	effective	for	dealing	with	random
scenarios	because	no	particular	model	is	associated	with	it.

Traffic	 and	 Transportation	 Management:	 Consider	 a	 WSN	 for	 avoiding	 collisions	 at
road	 intersections.	 Traffic	 management	 is	 an	 important	 application	 area	 of	 WSN.	 For
avoiding	collisions	every	car	is	provided	with	a	radio	module	to	show	where	other	cars	are
in	the	surrounding	area.	The	need	here	is	to	improve	these	systems.	Since	sensors	are	short
ranged	 and	 limited	 in	 functionality,	 the	 car	 collisions	 can	 not	 be	 stopped	 entirely.
Therefore,	 soft	 computing	 approaches	 can	 be	 implemented	 in	 traffic	 and	 transportation
management	WSNs.	A	central	 system	can	be	developed	using	WSNs	and	 soft	 computing
approaches	 to	warn	of	possible	collisions	 in	 the	 time	 frame	of	a	human	 reflex.	There	are
other	possibilities	 that	need	 to	be	explored.	 Information	would	be	collected	 to	predict	 the
possible	 trajectories	 of	 the	 cars	 in	 the	 surrounding	 areas.	 This	would	 help	 the	 drivers	 be
aware	of	the	path	on	which	other	cars	are	already	driving.	Vehicles	carrying	goods	(such	as
medicines,	 automobiles,	 explosives,	or	other	products)	 can	be	assisted	by	WSNs	and	soft
computing	approaches	before	any	loss	happens	or	any	damage	to	the	vehicle	or	passengers
takes	place.	A	high	machine	intelligent	quotient	in	a	system	with	soft	computing	and	WSNs
would	help	resolve	different	types	of	situations	on	the	road.

Now,	 we	 understand	 the	 need	 of	 implementing	 soft	 computing	 approaches	 to	 varied
applications	 of	WSNs.	A	 lot	 of	 research	 still	 needs	 to	 be	 done	 to	 get	 effective	 results	 to
further	 improve	 these	 systems	 and	 make	 their	 functioning	 even	 better.	 The	 ability	 of	 a
system	 to	 judge,	 predict,	 make	 decisions,	 and	 control	 scenarios	 would	 greatly	 develop
existing	technologies.



3.4		Case	Studies:	Varied	Implementation	of	Soft	Computing
Applications	in	Sensor	Networks

3.4.1		Case	Study	1:	Smart	Node	Model	for	Wireless	Sensor	Network
The	main	component	of	a	smart	node	is	a	fuzzy	engine	composed	of	three	sub-components:
knowledge	 base	 (a	 set	 of	 fuzzy	 rules),	 fuzzification,	 and	 defuzzification,	 which	 changes
measurements	 in	 numerical	 form	 to	 linguistic	 form	 and	 vice	 versa.	 A	 smart	 node	 can
perform	 approximation	 on	 any	 function	 of	 input	 variables,	 e.g.,	 when	 it	 is	 difficult	 to
quantify	certain	variables,	they	can	be	calculated	by	smart	nodes	with	the	help	of	a	set	of
special	 rules	 in	 the	 knowledge	 base.	 Similarly	 these	 rules	 can	 be	 developed	 for	 other
functionalities	 such	 as	 data	 fusion	 and	 aggregation,	 wireless	 routing,	 and	 others.	 The
knowledge	 base	 of	 a	 smart	 node	 can	 be	 developed	 with	 the	 help	 of	 knowledge	 gained
through	 supervised	 neural	 network	 learning.	 The	 knowledge	 obtained	 would	 help	 in
improving	 resource	 utilization	 and	 efficiency	 of	 energy	 utilization,	 for	 instance,	 data
caching	 (done	 for	 a	 particular	 application)	 happens	 in	 intermediate	 node	 (smart	 node)
through	the	MeshNetics	TM	platform.

MeshNetics	was	developed	for	enhancement	of	M2M	applications.	It	comprises	software
components,	 algorithms,	 hardware	 designs,	 and	 solutions.	 Through	 addition	 of	 expert
systems,	 the	 needs	 and	 requirements	 of	 end	 users	 are	met	 as	 the	 expert	 systems	 help	 in
controlling,	monitoring,	and	getting	results	from	different	applications.

An	entirely	new	era	of	wireless	sensor	networks	has	come	into	existence	as	a	result	of	the
embedded	 expert	 system	 with	 complex	 algorithms	 enabling	 advanced	 tasks	 to	 happen
quickly	 and	 efficiently	 using	 neural	 networks	 and	 fuzzy	 logic	 algorithms.	 These	 expert
systems	 have	 also	 helped	 business	 to	 get	 rid	 of	 costly	 and	 static	 wired	 systems.	 The
embedded	expert	systems	are	put	on	a	base	which	permits	a	hybrid	distributive	system	in
the	 form	 of	 smart	 nodes	 in	 wireless	 sensor	 networks.	 This	 helps	 in	 data	 collection,
communication	and	also	in	fusion	of	data	along	with	data	aggregation.	Meshnetics	TM	is	a
smart	node	platform,	consisting	of	a	smart	engine	driven	by	a	number	of	variables,	such	as
pattern	 of	 rules,	 parameters,	 member	 functions,	 and	 others.	 These	 variables	 can	 be	 sent
from	one	wireless	sensor	network	to	another.	The	user	is	provided	with	the	ability	to	define
these	transmissions.	A	smart	node	can	also	define	a	transmission	on	its	own.	For	instance,
in	 the	process	of	goal	 tracking,	 the	 transmissions	can	be	achieved	with	 the	help	of	 smart
nodes	working	 in	dependence	with	other	smart	nodes.	For	making	 intelligent	decisions	 in
WSN,	the	software	environment	of	smart	nodes	is	put	to	use.	This	decision	making	ability
is	 associated	 with	 different	 research	 areas	 in	 embedded	 computer	 systems	 (with	 the
property	 of	 being	 power	 aware)	 network	 architectures	 based	 on	 applications,	 operating
systems	 which	 are	 restricted	 in	 resources,	 distributed	 algorithms,	 aggregation,	 and
processing.



3.4.1.1		Smart	Node	in	WSN	Control
When	making	use	of	knowledge	for	the	purpose	of	controlling	wireless	sensor	networks	the
paradigm	 of	 the	 active	 network	 is	 taken	 into	 consideration.	A	 number	 of	 aspects	 can	 be
realized	with	the	help	of	smart	nodes:

•		Routing	algorithms

•		Optimal	control	of	power	consumption

•		Data	traffic	control

•		QoS	control

3.4.2		Using	SN	for	Fuzzy	Data	Base	Designing
There	 exists	 a	 high	 level	 of	 similarity	 between	 sensor	 networks	 and	 distributed	 database
systems.	 Distributed	 database	 systems	 store	 environmental	 data	 and	 provide	 aperiodic
responses.	In	sensor	networks,	data	requests	can	be	registered	a	priori,	for	the	transmission
of	 data	 to	 take	 place	 only	 when	 it	 is	 needed.	 This	 would	 prevent	 any	 unnecessary
transmissions.	This	feature	is	similar	 to	the	traditional	database	in	which	data	is	searched
through	queries	which	 filter	 data.	The	 filtering	 handles	 large	 volumes	 of	 data.	 Similarly,
fuzzy	queries	also	contribute	toward	reducing	the	volume	of	raw	data.

3.4.2.1		Using	SN	for	Data	Aggregation	and	Fusion
There	 might	 be	 significant	 power	 loss	 and	 possible	 collisions	 if	 all	 the	 raw	 data	 is
forwarded	to	the	base	stations.	To	minimize	unnecessary	transmission	of	data,	intermediate
nodes	or	neighboring	nodes	can	work	together	for	filtering	and	aggregation	of	data	arriving
at	 the	 destination.	 Data	 association,	 effect	 estimation,	 and	 identity	 fusion	 are	 the	 goal-
oriented	methods	[1].

3.4.3		Case	Study	2:	Soft	Computing	Protocols	for	WSN	Routing
Energy	 is	an	 important	aspect	of	WSNs.	Both	performance	and	 lifetime	of	a	network	are
influenced	by	utilization	of	energy.	Due	to	its	importance,	the	attention	paid	to	energy	has
increased	 in	 recent	 times.	 As	 a	 result,	 power	 management	 approaches	 are	 being	 sought.
Keeping	 in	mind	 the	 constraints	 of	WSNs	and	 the	 scarcity	of	 energy	 in	 the	 sensors,	 it	 is
important	that	routing	is	done	in	the	most	effective	manner	possible	so	that	the	energy	use
is	balanced	among	all	the	nodes.	This	would	contribute	toward	increasing	the	lifetime	of	the
network	 and	 also	 ensure	 the	 coverage	 of	 the	 network.	 To	 increase	 the	 effectiveness	 of
sensor	 networks,	 the	 need	 is	 for	 smart	 techniques	 which	 intelligently	 handle	 different
operations	of	the	network.	The	paradigms	defined	in	soft	computing	contribute	to	studying



and	 examining	 optimization	 of	 routing	 in	WSNs	 along	 with	 ensuring	 energy	 efficiency.
These	applications	also	take	into	consideration	the	design	and	deployment	issues	of	WSNs
[5].	 The	 flexibility	 of	 soft	 computing	 approaches	 combined	 with	 the	 usability	 of	WSNs
have	increased	the	usability	WSNs.

3.4.3.1		Reinforcement	Learning
In	wireless	routing,	reinforcement	learning	proved	to	be	greatly	effective.	The	placement	of
sensor	nodes	in	the	network	along	with	the	distances	at	which	they	are	placed	from	the	sink
nodes	has	a	great	influence	on	the	amount	of	energy	which	is	consumed	by	each	node.	For
each	node,	it	is	crucial	to	ensure	reasonable	energy	consumption	along	with	algorithms	for
optimization.	This	helps	in	improvement	of	performance	and	preservation	of	energy	within
network.	 The	 idea	 behind	 reinforcement	 learning	 is	 to	 provide	 solutions	 for	 problems
related	 to	 routing	 approaches	 in	 sensor	 networks	 along	 with	 minimum	 computational
requirements.	 The	 adaptive	 nature	 of	 sensor	 networks	 helps	 them	 save	 energy	 in
unnecessary	 communications	 and	 also	 help	 in	 balancing	 the	 node	 in	 a	 dynamic	manner.
Research	in	this	field	has	suggested	an	important	innovation	for	this	purpose	which	is	the
Q-learning	algorithm.	Based	on	the	fact	that	the	nodes	which	are	directly	connected	have	a
lot	of	information	related	to	energy	of	the	network,	to	incorporate	reinforcement	learning	in
wireless	sensor	networks.	Self-learning	by	each	node	further	contributes	to	improvement	of
efficiency	and	overall	performance.

3.4.3.2		Swarm	Intelligence
Swarm	intelligence	has	shown	great	compatibility	with	routing	in	wireless	sensor	networks.
Due	 to	 the	match	 of	 swarm	 intelligence	 and	WSNs,	 a	 number	 of	 efficient	 techniques	 of
routing	can	be	derived.	Swarm	intelligence	takes	into	account	the	group	behavior	of	insects
which	shows	dynamic	nature	and	is	distributed	in	a	decentralized	system.	The	basic	idea	of
swarm	 intelligence	 is	 to	 optimize	 distribution	 of	 uncontrolled	 systems,	 based	 on	 which
routing	techniques	could	be	derived.	For	instance,	the	shortest	path	in	an	ant	colony	could
serve	as	a	derivation	of	routing	protocol	for	WSNs.

The	 swarming	 behaviour	 of	 ants	 led	 to	 development	 of	 a	 number	 of	 innovations,	 for
example,	 the	basic	 ant-based	 routing	 algorithm,	 the	 sensor	driven	 and	cost	 aware	 routing
algorithm,	flooded	piggybacked	ant	routing,	and	others.	The	goal	of	all	these	techniques	is
to	 find	 the	optimal	 shortest	path	between	 source	and	destination	nodes	while	 considering
energy	conservation	to	improve	network	lifetimes.

Energy	 is	 an	 issue	when	propagation	 from	one	node	 to	 another	 occurs	 along	 a	 defined
transmission	path.	After	data	is	delivered,	the	amount	of	energy	consumed	must	be	updated
during	the	return	journey	along	the	same	path.	Swarm	intelligence	exhibits	great	flexibility
in	WSN	 routing	but	 it	 faces	 the	 limitation	of	 adding	 to	 existing	 traffic.	Furthermore,	 the
forward	and	backward	routing	are	not	flexible	for	WSNs	although	they	keep	overhead	low.



3.4.3.3		Evolutionary	Algorithms
Evolutionary	 algorithms	 have	 not	 proven	 optimum	 for	 WSN	 routing.	 This	 is	 mainly
because	 the	 lifetime	 of	 a	WSN	 is	 dependent	 on	 energy	 consumption	 of	 the	 nodes,	 along
with	 selection	 of	 an	 optimized	 path	 between	 source	 and	 the	 sink	 which	 is	 the	 main
challenge.	For	finding	the	shortest	path,	we	need	to	calculate	the	cost	function	of	the	path
between	source	and	sink.	The	best	fit	of	evolutionary	algorithms	is	when	the	problems	are
unconstrained.	Research	 in	evolutionary	algorithms	found	an	optimal	path	on	 the	basis	of
genetic	algorithms	which	also	optimizes	the	cost	function.

A	very	basic	genetic	algorithm	has	been	put	to	use.	An	initial	energy	level	is	set	equal	for
all	the	nodes.	Using	an	improvised	version	of	the	elitism	concept,	the	shortest	route	(which
also	 possess	 energy	 efficient	 ability)	 is	 nominated.	The	 use	 of	 this	model	would	 provide
survival	of	the	best	individuals	in	the	next	generation	along	with	important	improvements
of	convergence.	For	 improving	network	 lifetime,	a	defined	 threshold	 is	applied	for	power
on	each	node.	The	best	energy	nodes	are	then	replaced	by	weak	energy	nodes.

On	the	basis	of	probability	calculation,	 if	 the	energy	of	 the	node	is	 less	 than	threshold,
the	node	will	be	eliminated	from	the	network.	There	would	be	 insertion	of	new	nodes	for
maintenance	of	diversity.	Because	genetic	algorithms	have	a	strong	base	for	computational
algorithms,	it	is	difficult	to	consider	them	efficient	for	WSN	routing.	The	learning	phase	is
offline	which	also	required	high	number	of	calculations	for	a	routing	tree.	Fitness	tests	are
performed	to	select	the	best	population.	A	problem	function	needs	to	be	defined	in	WSNs
for	 calculation	 of	 total	 cost	 function.	 The	 successive	 implementation	 of	 selection,
crossover,	 and	mutation	helps	 in	optimal	 selection.	The	 total	power	and	network	 lifetime
depend	 on	 the	 collected	 energy	 among	 source	 and	 sink.	 The	 relationship	 is	 inversely
proportional	which	means,	that	power	and	lifetime	will	increase	if	there	is	a	decrease	in	the
energy	collected	between	source	and	sink.

3.4.3.4		Fuzzy	Logic
Since	 the	 environment	 of	WSNs	 involves	 uncertainty,	 decision	making	 needs	 to	 be	 done
appropriately.	Procedures	contributing	to	deployment	of	routing	and	enhancement	of	 total
lifetime	 of	 network	 are	 needed.	 These	 procedures	 also	 need	 to	 be	 flexible	 for
accommodating	 variations.	 The	 implementation	 of	 fuzzy	 logic	 would	 help	 in	 providing
flexibility	when	dealing	with	 imprecision	 in	 the	network	and	it	will	also	help	 in	avoiding
complex	 mathematical	 modeling.	 A	 number	 of	 algorithms	 have	 been	 proposed	 in	 fuzzy
logic	with	the	same	idea:	fuzzy	dynamic	power	control	algorithm,	improvement	of	LEACH
protocol	by	fuzzy	logic,	and	others.

3.4.3.5		Neural	Networks
Artificial	 neural	 networks	 are	 algorithms	 which	 can	 perform	 learning	 and	 mapping	 of
complex	relations.	The	basis	of	mapping	 is	supervised	 learning	 that	 functions	 in	multiple



environments.	 The	 application	 of	 neural	 network	 algorithms	 from	 the	 perspective	 of
wireless	sensor	networks	provides	in	depth	understanding	of	many	issues	of	this	particular
environment.

The	 architectures	of	neural	 networks	 and	WSNs	are	 analogous.	The	 connections	of	 the
nodes	in	both	type	of	networks	are	the	same.	The	traditional	signal	processing	algorithms	of
WSNs	 can	 be	 replaced	 by	 the	 computational	 algorithms	 of	 artificial	 neural	 networks
(ANNs).	The	similarities	help	 reduce	 resource	use	and	promote	efficient	 implementation.
The	future	of	ANNs	in	relation	to	WSNs	is	secure	because	of	their	compatibility.

The	 applications	 of	 ANNs	 to	WSNs	 would	 predict	 and	 reduce	 the	 amounts	 of	 energy
required	for	routing.	The	need	is	to	increase	the	scalability	of	sensor	networks	along	with
decreasing	 the	 energy	 consumed.	ANNs	 could	 provide	 nodes	with	 sensing	 abilities.	 This
would	help	reduce	energy	needs	through	measurement	and	prediction.

However,	 neural	 networks	 cannot	 accommodate	 certain	 challenges.	 For	 example,	 the
frequently	changing	behaviors	of	WSNs	are	difficult	for	neural	networks	to	understand.	The
overhead	is	in	offline	learning	and	calculations	that	cannot	be	adapted	easily	to	WSNs.

3.4.3.6		Artificial	Immune	Systems
Artificial	 immune	 systems	 are	 not	widely	 applied	 to	wireless	 sensor	 networks.	Artificial
immune	 systems	 demonstrated	 the	 ability	 of	 applying	 clustering	 and	 selection	 of	 cluster
heads	in	a	network.	This	provides	a	new	research	potential	for	artificial	immune	systems	in
wireless	 sensor	 networks.	 The	 algorithms	 and	 paradigms	 defined	 in	 artificial	 immune
systems	have	been	implemented	in	different	ways	in	research.	However,	a	lot	of	work	still
needs	to	be	done	to	explain	the	operation	in	a	better	way.	The	implementation	of	artificial
immune	systems	can	be	broadened	to	different	applications	of	wireless	sensor	networks.

3.5		Future	Scope	of	Soft	Computing	Applications	in	Sensor
Networks

The	 future	 of	 sensor	 networks	 appears	 bright	 for	 implementation	 of	 soft	 computing
applications.	 The	 components	 of	 soft	 computing	 exclusively	 or	 together	 can	 be	 used	 to
solve	or	further	simplify	the	problems	of	sensor	networks	such	as	data	aggregation,	network
lifetime,	energy	consumption	and	energy	utilization,	information	processing,	and	others.	A
lot	 of	 research	 is	 in	 progress	 but	 the	 implementation	 of	 both	 soft	 computing	 and	 sensor
networks	is	limited	at	present.	It	is	important	to	take	the	research	and	its	results	further	and
implement	sensor	networks	while	making	use	of	soft	computing	applications.



3.6		Summary
The	definition	of	soft	computing	is	evolving	and	the	approach	can	be	defined	from	different
perspectives.	 In	 general,	 the	 approach	utilizes	 basic	 components	which	 can	 be	 applied	 to
many	 fields	 for	 developing	 intelligent	 systems.	 The	main	 aim	 of	 these	 approaches	 is	 to
increase	 the	 machine	 intelligence	 quotient	 of	 different	 systems.	 Witnessing	 the
developments	 taking	 place	 in	 wireless	 technology,	 wireless	 sensor	 networks	 have	 found
application	in	large	real-time	scenarios.	However,	these	wireless	sensor	networks	still	face
limitations	 due	 to	 energy	 constraints	 and	 other	 factors.	 The	 implementation	 of	 soft
computing	applications	in	wireless	sensor	networks	adds	to	network	lifetime	and	improves
processing	abilities	in	different	scenarios.
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4.1		Introduction
Standard	 telecommunication	 network	 texts	 define	 “network	 planning	 and	 design”	 as	 an
iterative	 process,	 encompassing	 topological	 design,	 network-	 synthesis,	 and	 network
realization,	 and	 is	 aimed	 at	 ensuring	 that	 a	 new	 telecommunications	 network	 or	 service
meets	 the	 needs	 of	 the	 subscriber	 and	 operator.	 It	 involves	 a	 great	 amount	 of	 traffic
engineering	 in	 it.	 Very	 soon,	 the	 design	 of	 a	 WSN	 is	 going	 to	 be	 as	 complicated	 as
designing	 a	 telecommunication	 network.	 The	 huge	 increase	 in	 mobile	 phone	 use,	 the
concept	 of	 the	 “Internet	 of	 Things,”	 and	 advancements	 in	 VLSI	 technologies	 that	 led	 to
development	of	miniature	devices	will	create	a	need	for	innovative	designs	of	WSNs.

Their	designs	will	become	more	complex	because	of	(i)	their	inherent	challenges	such	as
energy	 constraints	 and	 (ii)	 the	 abilities	 of	 networks	 to	 scale	 up	 to	 demands.	 The	 first
challenge	can	be	dealt	with;	many	 textbooks	have	covered	WSN	designs.	Scalability	 is	 a
challenge	because	installation	of	dedicated	WSNs	is	not	possible.	Every	node	must	handle
multiple	 networks	 simultaneously,	 for	 example,	 a	 mobile	 phone	 may	 be	 part	 of	 a
telecommunications	network	and	part	of	a	WSN.

In	order	to	make	the	WSN	design	simpler,	soft	computing	paradigms	can	be	brought	into
play.	 Soft	 computing	 techniques	 were	 developed	 for	 fields,	 but	 surprisingly	 find	 many
applications	 in	WSNs.	Almost	 every	WSN	 design	 decision,	 especially	 routing	 decisions,
can	 be	 assisted	 by	 the	 soft	 computing	 approach,	 discussed	 in	 the	 later	 sections	 in	 this
chapter.

This	chapter	 is	organized	into	six	sections.	Section	4.2	presents	an	overview	of	 routing
protocols.	Section	4.3	discusses	challenges.	Section	4.4	provides	a	comprehensive	overview
of	 all	 soft	 computing	 paradigms.	 Section	 4.5	 describes	 future	 research	 directions	 and
Section	4.6	covers	conclusions.

4.2		Routing	Protocols:	Classification	and	Overview
Due	 to	 the	 limitations	on	energy	 resources	 in	a	WSN,	prolonging	 the	network	 lifetime	 is
considered	 a	 challenge.	 Although	 network	 lifetime	 is	 affected	 by	 the	 limitations	 of	 the
battery	powered	devices,	the	length	of	traveling	path	balancing	the	load	on	a	specific	path
and	the	reliability	of	this	path	will	also	greatly	affect	the	lifetime	of	a	WSN.	Data	in	a	WSN
travels	a	route	from	the	source	node	to	a	selected	successor	node.	It	repeats	this	movement
based	on	specific	selection	methods	until	reaching	the	sink	node.	Routing	in	a	WSN	can	be
classified	on	network	structure	or	protocol	operation.	Below	are	a	few	explanations	for	the
routing	protocols.



4.2.1		Routing	Protocols	Based	on	Network	Structure
In	 this	 section	 we	 survey	 the	 state-of-the-art	 routing	 protocols	 for	 WSNs.	 In	 general,
routing	can	be	classified	as	flat-based	routing	where	every	node	plays	the	same	role	in	the
network,	hierarchical-based	routing	where	the	nodes	play	different	roles,	and	location-based
routing	 where	 data	 are	 routed	 according	 to	 node	 positions	 depending	 on	 the	 network
structure	[15].

Flat-based	routing:	Equal	roles	and	funtionalities	are	assigned	to	all	nodes	in	a	network
but	 the	 nodes	 do	 not	 follow	 a	 structural	 distribution.	 They	 communicate	 directly	 and
indirectly	with	a	base	station	that	handles	communications	for	 large	numbers	of	nodes.	A
node	 senses	 its	 nearest	 neighbor	nodes	 and	 transfers	 data	based	on	 a	data-centric	 routing
mode.	 The	 main	 advantages	 of	 flat	 routing	 are	 simplicity	 (no	 overhead)	 and	 scalability
based	on	interchangeability	(nodes	have	the	same	roles	and	functionalities).

The	 network	 lifetime	 is	 maximized	 by	 multi-hop	 routing	 that	 balances	 the	 loads	 by
restricting	 the	 power	 level	 at	 which	 sensor	 nodes	 communicate.	 However,	 the	 main
disadvantage	of	this	routing	protocol	is	that	fairness	among	nodes	is	not	guaranteed	and	this
may	lead	to	hotspots	when	nodes	are	uniformly	distributed.	If	there	is	only	one	sink	node	in
WSN,	the	energy	of	the	nodes	that	surround	the	sink	will	be	consumed	and	this	may	shorten
the	network	lifetime.	Flooding,	gossiping,	sensor	protocols	for	information	via	negotiation
(SPIN)	and	directed	diffusion	(DD)	are	flat	routing	protocols.	In	flooding-based	protocols,	a
node	floods	its	information	in	the	network.	Therefore,	all	the	nodes	in	the	network	receive
the	 flooded	 information	 and	 resend	 it	 again	 to	 their	 neighbors.	 Gossiping	 is	 based	 on
flooding	but	only	one	will	 randomly	be	 selected	 to	 forward	 the	data	and	 this	will	greatly
reduce	 the	 consumed	 energy.	 SPIN	 and	 directed	 diffusion	 are	 mainly	 eliminating	 the
redundant	data	and	use	data	negotiation	to	conserve	WSN	power.

Hierarchical-based	routing:	 In	 this	 routing	 protocol,	 different	 roles,	 capabilities,	 and
functionalities	 are	 assigned	 to	 all	 nodes.	 All	 nodes	 are	 playing	 different	 roles	 on	 the
network.	 The	 network	 is	 divided	 into	 a	 number	 of	 clusters.	 Each	 cluster	 consists	 of	 a
number	of	nodes	and	nominates	only	one	node	to	be	the	head	of	the	cluster.	Messages	on
the	 network	 are	 sent	 from	 nodes	 only	 to	 the	 cluster	 head	 and	 hence	 the	 cluster	 head
forwards	this	message	to	the	sink.	Cluster	heads	are	responsible	for	managing,	collecting,
aggregating,	 and	 retransmitting	 data	 from	 cluster	 nodes	 to	 the	 base	 station.	 Cluster
preservation	depends	on	intelligence	of	detection	and	recovery	determining	the	survival	of
the	cluster	head.

The	cluster	head	 is	 selected	and	assigned	periodically	 in	order	 to	 eliminate	 the	overall
consumed	energy	of	the	network	and	to	prolong	the	network	life	time.	The	tackled	problem
of	 this	protocol	 is	massive	power	consumption	 in	 the	cluster	head.	Therefore	 it	 is	always
recommended	 to	periodically	 rotate	 the	cluster	heads	among	 the	nodes	 to	ensure	uniform
energy	 consumption	 and	 to	 prevent	 energy	 hotspots.	 Energy	 conservation	 in	 clustering
greatly	contributes	to	overall	system	scalability	and	lifetime	and	energy	efficiency.

The	main	advantage	of	hierarchical-based	routing	is	 the	data	aggregation	as	the	data	of



the	node	in	the	cluster	can	be	combined	with	the	cluster	head	and	this	will	reduce	the	data
redundancy.	However	 hierarchical-based	 routing	has	many	disadvantages	 such	 as	 being	 a
hotspot	as	a	result	of	cluster	head	election,	the	need	of	excessive	energy	of	the	cluster	head,
the	 deployment	 complexity	 in	 order	 to	 balance	 power	 consumption,	 and	 the	 lack	 of
scalability	 that	 increases	 the	 messages’	 overhead	 in	 clusters.	 Some	 examples	 of
hierarchical-based	 routing	 are	 low-energy	 adaptive	 clustering	 hierarchy	 (LEACH),
threshold	 sensitive	 energy	 efficient	 sensor	 network	 protocol	 (TEEN),	 adaptive	 threshold
sensitive	energy	efficient	sensor	network	protocol	(APTEEN),	power	efficient	gathering	in
sensor	 information	 systems	 (PEGASIS),	 and	 minimum	 energy	 consumption	 network
(MECN).

LEACH	forms	clusters	of	the	sensor	nodes	based	on	the	received	signal	strength	and	uses
the	 local	 cluster	 heads	 as	 gateway	 to	 the	 base	 station.	 TEEN	 is	 a	 hierarchical	 protocol
designed	 to	 be	 responsive	 to	 sudden	 and	 drastic	 changes	 in	 the	 sensed	 attributes	 such	 as
temperature,	pressure,	rainfall,	etc.	APTEEN	aims	at	capturing	periodic	data	collections	and
reacting	to	time-critical	events.	PEGASIS	forms	chains	of	sensor	nodes	so	that	each	node
transmits	and	receives,	and	only	one	node	is	selected	from	that	chain	to	transmit	to	the	base
station	rather	than	forming	multiple	clusters.	MECN	finds	a	sub	network	of	the	WSN	with
fewer	nodes	and	finds	the	minimum	global	energy	required	for	data	transfer.

Location-based	routing:	The	positions	of	sensor	nodes’	 route	data	 in	 the	network.	All
nodes	 in	 the	 network	 are	 addressed	 by	 their	 locations.	 Location	 information	 used	 to
investigate,	select	and	maintain	the	optimal	route	to	forward	the	data	packets.	It	is	based	on
the	 frequent	 calculations	 of	 distances	 between	 nodes	 and	 the	 estimation	 of	 consumed
energy	 level.	 This	 depends	 on	 the	 frequent	 updates	 of	 the	 nodes’	 location	 information.
Power	 management	 approaches	 are	 used	 to	 reduce	 energy	 consumption	 and	 prolong
network	lifetime	by	setting	some	nodes	into	sleep	mode	in	its	deactivation	status.

Routing	protocols	mainly	depend	on	area	partitioning	schemes	and	location	information.
The	advantage	of	using	location	information-based	routing	is	the	ease	and	optimization	to
manage	the	network	as	well	as	reducing	the	control	overhead	of	the	network.	However,	the
main	 disadvantage	 is	 the	 complexity	 in	 designing	 the	 sleep	mode	 of	 nodes.	Examples	 of
location-based	 routing	 are	 geographical	 and	 energy-aware	 routing	 (GEAR)	 and	 greedy
perimeter	 stateless	 routing	 (GPSR).	 GEAR	 mainly	 focuses	 on	 optimizing	 power
consumption	 by	 using	 energy	 awareness,	 and	 neighbor	 location	 information	 to	 set	 the
forwarding	route.	GPSR	uses	the	perimeter	of	the	planar	graph	to	find	the	optimal	route	for
sending	the	packets.	This	requires	a	location	service	to	map	locations	and	node	identifiers.

4.2.2		Routing	Protocols	Based	on	Protocol	Operation
These	routing	protocols	are	based	on	the	protocol	operation.	Different	routing	functionality
can	 be	 applied	 according	 to	 the	 variation	 of	 the	 approach	 used	 in	 the	 protocol.	 The
taxonomies	of	different	protocol	operations-based	routing	are	discussed	below.

Negotiation-based	 routing:	 This	 is	 based	 on	 exchanging	 a	 number	 of	 negotiation



messages	 between	 interconnected	 nodes.	 The	 advantage	 is	 that	 it	 works	 to	 reduce	 data
redundancy	and	prevent	information	duplication.	An	example	of	negotiation-based	routing
is	sensor	protocols	for	information	via	negotiation	(SPIN)	that	uses	negotiations	to	address
all	 problems	 of	 flooding	 by	 utilizing	 meta-data	 to	 succinctly	 and	 completely	 describe
sensor	data.	Sequential	 assignment	 routing	 (SAR)	creates	multiple	 trees,	 each	 rooted	at	 a
one-hop	 of	 the	 sink,	 to	 establish	 multiple	 paths	 from	 each	 node	 to	 the	 sink.	 Directed
diffusion	 (DD)	 uses	 flooding-based	 query	 mechanisms	 for	 continuous	 and	 aggregate
queries.

Multipath-based	 routing:	 This	 protocol	 is	 based	 on	 finding	 better	 paths	 between
sources	 and	 sinks	 to	 increase	 routing	 efficiency	 and	 reduce	 power	 consumption.	 The
advantage	 of	 this	 protocol	 lies	 on	 reserving	 the	 level	 of	 consumed	 power	 prolongs	 the
network	lifetime.	It	also	helps	with	fault	tolerance	and	quick	recovery	from	broken	routes.
The	network	performance	will	efficiently	increase	by	reducing	the	transmission	delay	and
reliability	 will	 be	 guaranteed	 due	 to	 lower	 overheads.	 However,	 the	 disadvantage	 is	 the
great	amount	of	overhead	and	energy	consumption	as	a	result	of	sending	periodic	messages
to	 keep	 the	 network	 paths	 alive.	 Establishing	 and	maintaining	 all	 trees	 is	 expensive.	 An
example	of	 this	protocol	 is	multi	path	and	multi	SPEED	(MMSPEED)	 that	provides	QoS
differentiation	in	terms	of	timeliness	and	reliability,	while	minimizing	protocol	overhead.
SPIN	 uses	 negotiations	 to	 address	 all	 problems	 of	 flooding	 as	 it	 uses	 meta-data	 to
succinctly	and	completely	describe	sensor	data.

Query-based	routing:	This	 routing	protocol	 is	based	on	a	series	of	propagated	queries
between	 the	 sources	 and	 sink	 node	 that	 sense	 the	 traveling	 paths.	 The	 destination	 node
sends	the	query	of	interest	from	a	node	through	the	network	and	the	node	with	this	interest
matches	 the	 query	 and	 reports	 back	 to	 the	 node	 which	 initiated	 the	 query.	 The	 query
normally	 uses	 high-level	 languages.	 The	 best	 route	 is	 discovered	 and	 constructed	 by	 the
updated	 information	 related	 to	 each	 route	 in	 the	 network	 nodes.	 The	 advantage	 of	 this
routing	 protocol	 is	 that	 it	 eliminates	 redundancy	 and	 reduces	 number	 of	 transmissions
across	the	network.	The	disadvantage	is	that	this	protocol	may	not	be	the	best	solution	for
networks	with	a	need	for	continuous	data	 transfers	such	as	environmental	monitoring.	An
example	of	query-based	routing	is	the	SPIN	that	uses	negotiations	to	address	all	problems
of	flooding	utilizing	meta-data	to	succinctly	and	completely	describe	sensor	data.	DD	uses
flooding-based	query	mechanisms	for	continuous	and	aggregate	queries.

QoS-based	 routing:	 This	 routing	 protocol	 is	 based	 on	 balancing	 all	 the	 network
constraints	to	satisfy	all	the	QoS	metrics	such	as	energy	consumption,	data	quality,	delay,
priority	 level,	and	bandwidth.	The	disadvantage	is	 the	delay	to	meet	 the	QoS	metrics	 that
consumes	massive	network	energy.	It	is	expensive	to	establish	and	maintain	all	trees	on	the
network.	 SAR	 creates	 multiple	 trees,	 each	 rooted	 at	 a	 one-hop	 neighbor	 of	 the	 sink	 to
establish	 multiple	 paths	 from	 each	 node	 to	 the	 sink.	 This	 will	 minimize	 the	 average
weighted	 QoS	 metric	 over	 the	 lifetime	 of	 the	 network.	 MMSPEED	 provides	 QoS
differentiation	in	terms	of	timeliness	and	reliability,	while	minimizing	protocol	overhead.

Coherent-based	routing:	This	 routing	protocol	 is	 based	on	 coherent	 and	non-coherent



processing	 techniques.	 Energy	 efficient	 routes	 will	 be	 selected	 based	 on	 the	 amount	 of
processing.	 Coherent	 routing	 forwards	 data	 after	 minimum	 processing	 to	 reduce	 the
consumed	energy.	Non-coherent	routing	sends	data	after	local	processing	in	each	node.	The
advantage	of	coherent	data	processing	routing	is	the	energy	efficiency	due	to	pre-processing
of	 data	 and	 data	 aggregation.	 Non-coherent	 processing	 involves	 target	 detection	 as	 data
collection	 and	 pre-processing	 take	 place.	 Neighboring	 nodes	must	 be	 aware	 of	 the	 local
network	 topology.	 Finally,	 select	 central	 nodes	 refine	 information	 processing.	 The
disadvantage	 is	 that	 central	 nodes	 must	 have	 enough	 energy	 resources	 and	 computation
abilities.

4.3		Challenges
WSN	design	poses	inherent	challenges	such	as	energy	available	for	nodes	during	operation,
maintaining	QoS,	 network	 lifetime,	 time	delays,	 complexities	 of	 algorithms	 that	 find	 the
shortest	 paths,	 selecting	 cluster	 heads,	 ease	 of	 scalability,	 ease	 of	 introducing	 a	 new
protocol,	 and	 adaptanility	 to	 new	 demands	 and	 environments.	 These	 challenges	 are
explained	below.

4.3.1		Routing	Efficiency	Limitations
Routing	 strategies	 are	 designed	 to	 consider	 energy	 constraints	 of	 a	 network.	 Challenges
include	 the	mobility	 of	 sensor	 nodes,	 types	 of	 sensor	 data,	 and	 other	 control	 parameters.
The	 mobility	 of	 sensor	 nodes	 creates	 impacts	 such	 as	 the	 Doppler	 effect	 and	 multipath
fading.	Network	 design	must	 be	 intelligent	 enough	 to	 adapt	 routing	 protocols	 to	 channel
requirements.

Dynamic	 routing	 is	 easy	 in	 small	 networks.	 However,	 designing	 routing	 protocols	 for
networks	 of	 huge	 numbers	 of	 nodes	 is	 very	 difficult.	Whether	 transmitted	messages	 are
unicast	or	multicast	is	another	factor	in	designing	routing	protocols.	Controlling	overhead
is	a	difficult	process	because	of	the	complexity	required	to	manage	many	parameters.

4.3.2		Energy	Limitations
The	design	of	a	sensor	node	depends	upon	the	inherent	energy	limitations	in	WSN	design,
particularly	 the	 PHY,	 MAC,	 and	 other	 layers.	 During	 the	 creation	 of	 an	 infrastructure,
setting	up	the	routes	is	greatly	influenced	by	energy	considerations.	Since	the	transmission
power	of	a	wireless	radio	is	proportional	to	distance	squared	or	greater	in	the	presence	of
obstacles,	 multi-hop	 routing	 will	 consume	 less	 energy	 than	 direct	 communication.
However,	multi-hop	routing	introduces	significant	overhead	for	topology	management	and
medium	 access	 control.	Direct	 routing	would	 perform	well	 enough	 if	 all	 the	 nodes	were



close	 to	 the	sink.	Most	sensors	are	scattered	randomly	over	an	area	of	 interest	and	multi-
hop	routing	becomes	unavoidable.

4.3.3		Other	Factors
Other	considerations	such	as	deployment	problems	and	strategies	for	data	aggregation	and
fusion	also	influence	design.	Since	the	algorithms	for	deployment	and	data	aggregation	are
time	consuming,	it	is	important	to	choose	the	node	to	implement	the	algorithms	(generally
on	a	cluster	head).	Factors	like	cluster	head	selection	determine	the	overall	efficiency	of	the
network	design.

4.4		Soft	Computing	Based	Algorithms

4.4.1		Case	for	Soft	Computing	Algorithms	in	WSNs
All	the	challenges	listed	can	be	attributed	to	one	fact.	WSNs	face	significant	challenges	in
the	form	of	energy	resource	constraints	due	to	the	inbuilt	design	framework	which	does	not
include	 a	 centralized	 power	 supply.	 All	 the	 layers	 of	 a	 WSN	 aim	 at	 lowering	 energy
consumption.	 Energy	 consumption	 and	 power	 management	 approaches	 were	 recently
addressed	 to	 tackle	 this	 problem.	 Optimal	 routing	 and	 energy	 optimization	 significantly
affect	WSN	performance	and	guarantee	the	extension	of	the	network	lifetime.

Huge	numbers	of	nodes	are	required	in	the	design	of	a	WSN.	The	amount	of	control	data
the	 nodes	 exchange	 to	 control	 a	 network	 is	 comparable	 to	 the	 amount	 of	 sensor	 data
required;	 this	 is	 a	 fairly	 new	 finding.	 Control	 data	 accounts	 for	 significant	 energy
consumption	 that	WSNs	 cannot	 affort.	As	WSNs	 scale	 up	 to	 tens	 of	 thousands	 of	 nodes,
network	designers	face	design	challenges,	particularly	in	managing	energy	constraints.

Soft	 computing	 comes	 to	 the	 rescue.	 Soft	 computing	 approaches	 are	 very	 useful	 in
designs	 of	 intercoupled,	 very	 scalable,	 parallelized	 systems.	The	 next	 section	 covers	 soft
computing	paradigms	from	a	WSN	view.	Soft	computing	will	revolutionize	WSN	designs.

Sensor	 energy	 use	 and	 other	WSN	 constraints	 require	 smart	 routing	 to	 balance	 energy
consumption	 among	 nodes,	 thus	 prolonging	 network	 life	 and	 ensuring	 coverage.	 Smart
techniques	enhance	the	effectiveness	of	WSNs	[20].	Various	soft	computing	paradigms	for
optimizing	WSN	routing	by	reducing	power	consumption	and	designing	other	innovations
are	being	explored.

4.4.2		Different	Soft	Computing	Algorithms
The	 soft	 computing	 paradigms	 such	 as	 reinforcement	 learning	 (RL),	 swarm	 intelligence



(SI),	evolutionary	algorithms	(EAs),	fuzzy	logic	(FL),	and	neural	networks	(NNs)	have	been
applied	 to	 different	 WSN	 applications	 and	 deployment	 based	 on	 their	 different
characteristics.

Figure	4.1	shows	comparison	of	the	different	soft	computing	algorithms	for	WSNs.

4.4.2.1		Reinforcement	Learning	(RL)
Reinforcement	 learning	 (RL)	 approach	 uses	 feedback	 to	 teach	 behavior	 and	 adapt	 the
system	parameters	to	maximize	the	system	performance.	This	technique	is	used	widely	in
many	research	areas.	Many	RL	algorithms	are	related	to	dynamic	programming	techniques,
differing	 from	 classical	 techniques	 in	 that	 RL	 algorithms	 do	 not	 assume	 the	 Markov
decision	process.	Position	of	sensor	nodes	in	the	network	and	the	distance	from	sink	node
greatly	affect	the	level	of	energy	consumption	in	each	node.	Each	node	needs	an	adaptive
energy	consumption	and	optimization	algorithm	to	improve	performance	and	preserve	the
energy	of	the	network.	The	idea	behind	the	usability	of	RL	lies	in	the	Q-learning	algorithm
that	 is	 able	 to	 construct	 better	 solutions	 for	 distributing	 and	 dynamic	 problems	 such	 as
clustering	 and	 routing	 with	 minimal	 communication	 and	 computational	 requirements.
There	 are	 three	 variations	 of	 Q-learning	 approaches	 in	 the	 literature	 aiming	 at	 different
parameters	of	WSNs.

1.	 	 Delay:	 The	 original	 Q-learning	 approach	 [1]	 proposed	 in	 1994	 is	 relevant	 to	many
problems	in	WSNs.	It	offers	an	efficient	way	of	achieving	dynamic	load	balancing	by
understanding	the	transport	delay	by	the	nodes.	It	helps	articulate	the	architecture	that
leads	 to	 the	 maximum	 utilization	 of	 resources.	 One	 of	 the	 main	 criticisms	 of	 the
original	Q-routing	algorithm	concerned	 its	exploration	behavior	 in	certain	situations.
A	 novel	 varying	 Q-routing	 algorithm	 has	 been	 proposed	 [2]	 to	 overcome	 this
limitation.

2.	 	 Energy	 expenditure:	 In	 this	 variation,	 an	 RL	 algorithm	 is	 proposed	 for	 balancing
energy	 expenditure	 in	 wireless	 sensor	 networks.	 The	 approach	 is	 based	 on	 using	 a
node’s	energy	level	as	a	metric,	an	idea	first	proposed	in	the	context	of	WSNs.	These
algorithms	 [3,4]	 use	 a	 multi-sink	 scenario	 and	 each	 node	 calculates	 the	 cost	 of
complete	routes	that	service	all	sinks.

3.	 	 Reducing	 control	 payloads:	 Q-routing	 with	 compression	 [5]	 attempts	 to	 aggregate
messages	as	early	as	possible	in	the	routing	process	and	tries	to	compress	them	before
sending	 them	 to	 a	 single	 sink.	 Q-learning	 techniques	 are	 used	 to	 find	 the	 best
compression	path	toward	the	sink.	The	algorithm	is	fully	distributed	and	its	concepts
can	 be	 applied	 to	 the	 field	 of	 WSNs.	 While	 this	 work	 has	 not	 been	 used	 in	 the
experiments	presented	 in	 this	 chapter,	 applying	 some	of	 the	 techniques	 suggested	 in
this	chapter	should	be	considered	for	future	research.



FIGURE	4.1:		Comparison	of	soft	computing	algorithms

4.4.2.2		Swarm	Intelligence	(SI)



Swarm	 intelligence	 (SI)	 is	 the	 technique	 in	which	behavioral	patterns	of	 large	groups	are
analyzed	 and	 applied	 in	 the	 design	 of	 future	 systems.	 Ant	 colony	 optimization	 is	 one
example	of	 swarm	 intelligence.	After	 the	 traditional	Q	 routing	methods,	SI	 is	 the	 second
most	powerful	soft	computing	paradigm	very	much	suited	for	WSN	routing.	SI	addresses
the	 management	 of	 collective	 behaviors	 of	 highly	 dynamic	 and	 distributed	 elements	 in
decentralized	and	self-deployed	systems.	The	central	idea	is	to	optimize	the	design	patterns
of	 large	 scale	 WSNs	 by	 finding	 the	 shortest	 paths	 between	 source	 and	 destination	 in
existing	standard	routing	algorithms.	Researchers	invented	a	number	of	techniques	such	as
ant-based	routing	protocols	[7]	and	slime	mold	[6]	inspired	models.	In	[6],	two	mechanisms
of	 the	 slime	mold	 tubular	 network	 formation	 process	 were	mathematically	modeled	 and
applied	 to	 the	 routing	scenarios	 in	WSNs.	A	slime	mold	 is	a	protozoan	which	distributes
nutrients	 throughout	 its	 body	 intelligently	 along	 the	 tubes	 of	 varying	 radii	 without
centralized	control.	This	decentralization	approach	differs	SI	from	RL.	The	reachability	in
the	 large	 scale	 networks	 and	 the	 unreachable	 islands	 in	 the	 network	 pose	 significant
challenges	to	this	approach.

The	 ant	 colony	works	on	 a	dynamic	 system,	 especially	 in	 a	 changing	graph	 topologies
environment.	 Examples	 of	 such	 systems	 include	 computer	 networks	 and	 artificial
intelligence	simulations	of	workers.	 In	 [7],	 the	detailed	performance	 analysis	 of	 standard
ant-based	protocols	applied	to	WSNs	is	presented.	The	modeling	of	WSNs	as	an	ant	colony
opens	up	a	huge	scope	of	research	in	this	area.	The	parameter	under	consideration	makes	a
significant	impact.

More	efficiency	can	be	extracted	by	combining	the	techniques	intelligently.	For	instance,
where	 the	WSNs	 are	 slightly	 dynamic	 but	 very	 distant	 from	 each	 other,	 using	 the	 slime
mold	approach	for	the	entire	network	but	ant-based	approaches	in	the	island	region	would
result	in	greater	optimization	of	design	process.

4.4.2.3		Evolutionary	Algorithms	(EAs)
This	 soft	 computing	 paradigm	 is	 an	 artificial	 intelligence	 computational	 optimization
algorithm	for	population	heuristics.	Genetic	algorithm	(GA)	is	one	of	the	most	popular	EA
algorithms	 that	mimic	natural	 evolution.	Although	best	 suited	 for	 the	 route	optimization,
the	concept	of	genetic	algorithms,	applied	for	highly	dynamic	WSN	environments	does	not
lead	to	fruitful	results	in	comparison	to	RL	and	SI	techniques	since	the	genes	of	the	genetic
operator	are	mostly	from	the	individual	while	the	quality	level	of	the	individual	determines
the	efficiency	of	the	algorithm.

The	evolutionary	algorithms	as	applied	to	WSN	routing	are	active	research	areas.	In	[8],
it	 is	 shown	 that	 the	 algorithm	balances	 energy	consumption	and	extends	 the	network	 life
cycle;	 the	 network	 efficiency	 of	 WSNs	 is	 improved	 with	 EAs.	 In	 [9],	 a	 differential
evolution-based	 routing	 algorithm	 is	 designed	 for	 environmental	 monitoring	 wireless
sensor	networks.	In	[10],	genetic	algorithm	is	used	to	optimize	the	minimum	cost	function
for	calculating	the	next	best	hop	to	optimize	the	energy	wastage.



4.4.2.4		Fuzzy	Logic	(FL)
This	 soft	 computing	 paradigm	 is	 a	 flexible	 mathematical	 and	 computational	 model	 that
deals	with	fuzziness	and	uncertainty	of	data.	A	WSN	is	an	uncertain	environment	with	some
insufficient	 data	 and	 it	 needs	 special	 decision	 making.	 It	 needs	 flexible	 and	 tunable
procedures	that	deploy	routing	and	enhance	network	lifetime.	Using	fuzzy	logic	will	avoid
complex	 mathematical	 modeling	 and	 provide	 WSNs	 with	 great	 flexibility	 to	 deal	 with
uncertainty	 and	 imprecision.	The	 critical	 tradeoffs	 in	WSN	 include	minimized	 consumed
energy	versus	transmission	route,	multi-hop	versus	direct	communication,	and	computation
versus	communication.

In	[11],	parameters	such	as	closeness	of	node	 to	 the	shortest	path,	closeness	of	node	 to
the	sink,	and	degree	of	energy	balance	are	put	into	fuzzy	logic	systems.	Appropriate	cluster
head	node	election	can	drastically	reduce	energy	consumption	and	enhance	the	lifetime	of	a
network.	 In	 [12],	 a	 fuzzy	 logic	 approach	 to	 cluster	 head	 election	 is	 based	 on	 energy,
concentration,	and	centrality.

4.4.2.5		Neural	Networks	(NNs)
This	 soft	 computing	paradigm	 is	 a	 learnable	 arithmetical	 algorithm	 that	maps	 a	 complex
relation	 between	 input	 and	 output	 based	 on	 supervised	 learning	 methods	 in	 different
environments.	Applying	the	neural	network	paradigm	in	context	of	wireless	sensor	network
provides	 understanding	 of	WSN.	 The	 architectural	match	 between	 neurons	 in	ANNs	 and
sensor	 nodes	 in	 WSNs	 as	 well	 as	 the	 connectivity	 paradigm	 presents	 a	 great	 analogy
between	WSNs	and	ANNs.	Replacing	traditional	signal	processing	algorithms	in	WSNs	by
simple	computation	ANN	carries	out	efficient	implementation	as	well	as	resource	reduction
in	WSNs.

ANN	 strongly	 proved	 its	 compatibility	 in	WSNs	 and	 effectively	 ensures	 its	 prolonged
existence.	It	is	able	to	predict	and	reduce	consumed	energy	in	sensor	nodes	and	the	energy
for	each	route.	While	clustering	is	significant	to	improve	the	network	lifetime,	we	need	to
reduce	 the	 consumed	 energy	 and	 increase	 the	 scalability	 of	 the	 sensor	 network.	 Pre-
assignment	 and	 election	 of	 cluster	 heads	 can	 produce	 scalable	 sensor	 networks	 while
reducing	the	consumed	energy	can	efficiently	achieve	cluster-based	routing.	Sensing	nodes
can	 be	 developed	 using	 ANN	 and	 reduce	 energy	 through	 power	 measurements	 and
prediction.	With	the	simplicity	of	NNs,	we	cannot	strongly	agree	its	compatibility	in	WSN
routing.	NNs	have	some	challenges	that	can’t	cope	with	the	nature	and	the	frequent	changes
of	WSN	 properties.	 It	 requires	 an	 offline	 learning	 phase	 and	 too	many	 calculations	 that
can’t	easily	adopt	with	the	WSN	topology.

In	 [14],	different	NN	 techniques	have	been	employed	 to	achieve	 the	energy	efficiency.
The	 results	were	quite	 competitive	 to	 the	other	 soft	 computing	 techniques	discussed,	 and
[13]	is	one	more	application	of	NNs	in	WSN.



4.5		Research	Directions
Since	soft	computing	is	an	emerging	technology	in	the	field	of	wireless	sensor	networks,	we
suggested	the	possible	research	directions	for	students	to	explore	further.

1.		IoT:	When	the	evolution	of	wireless	sensor	networks	to	the	Internet	of	Things	(IoT)	is
taking	 place,	 there	 are	 a	 whole	 new	 set	 of	 challenges	 that	 come	 into	 play.	 Soft
computing	techniques	should	be	fine	tuned	to	meet	the	challenges.

2.	 	 WSDN:	 This	 is	 an	 emerging	 area	 that	 will	 facilitate	 the	 implementation	 of	 soft
computing	based	routing	strategies	and	open	a	plethora	of	research	opportunities.

3.	 	Cloud	computing	and	big	data:	As	the	number	of	nodes	 increases	 in	WSNs,	 the	data
exchanged	 will	 reach	 tera-bytes	 each	 day.	 In	 such	 a	 situation,	 the	 role	 of	 soft
computing	will	be	critical.

4.6		Conclusion
This	chapter	summarized	the	importance	of	soft	computing	in	routing	protocols	of	wireless
sensor	networks.
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5.1		Introduction
A	wireless	 sensor	network	 (WSN)	 is	 a	network	which	 is	 ad	hoc	and	 self-configured.	The
nodes	in	WSNs	may	be	prone	to	faulty	performance	for	many	reasons.	The	major	concern	is
how	 to	 withstand	 the	 fault-prone	 nodes	 at	 the	 protocol	 design	 level.	 Faults	 significantly
degrade	 the	 performance	 of	 WSNs	 and	 affect	 network	 survival	 time	 with	 unnecessary
energy	consumption	and	overhead.	To	make	a	network	robust	and	reliable,	fault	 tolerance
has	become	an	immediate	need	considering	energy	consumption	is	an	important	factor.	One
of	the	possible	ways	of	making	a	network	fault	tolerant	is	routing	using	alternate	paths.	In
this	chapter,	 issues	of	 fault-tolerant	 routing	are	discussed	with	a	 focus	on	soft	computing
techniques.

Devices	 equipped	 with	 sensors	 form	 a	 WSN	 by	 connecting	 sensors	 with	 each	 other
without	wires.	These	devices	are	usually	cheap	and	also	have	battery	life.	These	devices	are
referred	to	as	sensor	nodes	in	WSNs.

WSNs	can	be	formed	at	any	location	(ground,	air,	water).	Their	sensors	seize	the	required
data	and	send	it	to	the	base	station	or	server	node.	Power	resources	in	sensor	nodes	cannot
be	replaced	as	easily	or	frequently	as	they	can	in	cellular	or	ad	hoc	networks	that	presents
no	risks	from	energy	limitations.	Limited	power	is	one	of	the	main	characteristics	of	WSN
nodes	that	must	be	considered	in	designing	appropriate	protocols.

Advances	 in	 scaling	 down	 the	 dimensions	 of	 cost-effective	 electronic	 devices	 have
helped	meet	the	needs	for	smaller	devices	that	can	handle	substantial	amounts	of	data	and
mine	valuable	data	in	different	situations.	However,	designing	for	small	dimensions	limits
the	 designs	 and	 programming	 capacities	 of	 sensor	 nodes	 and	 thus	 affects	 their	 storage
capacities,	processing	abilities,	and	power	needs.	Limited	power	supply	is	one	of	the	most
important	challenges.

WSNs	must	work	 independently	 for	durations	extending	 from	days	 to	years	 [34].	 They
are	more	 vulnerable	 to	 recurrent	 and	 unpredictable	 faults	 than	 other	 networks.	Designers
face	the	tradeoff	of	extending	system	lifetime	by	limiting	the	power	of	individual	nodes	and
maintaining	reliability	by	installing	intricate	fault-tolerant	procedures.

Other	 dynamics	 such	 as	 antenna	 position,	 obstacles,	 signal	 strength,	 interference,	 and
atmospheric	 conditions	 influence	 communications	 among	 sensor	 nodes.	Sensor	 nodes	 are
also	susceptible	to	failures	of	links,	hardware,	software,	and	power	supplies.	Sensor	systems
must	tolerate	tough	natural	conditions	like	poor	weather	and	fire.	They	are	called	malicious
nodes	when	 they	 exhibit	misbehaviors	 or	 simply	 crash.	 For	 these	 reasons,	 building	 fault
tolerance	into	sensor	nodes	requires	additional	considerations	[34].

Fault	 tolerance	 is	 a	 procedure	 for	 handling	 situations	 like	 breakdowns	 and	 is	 vital	 for



systems	 that	 have	 few	 maintenance	 options.	 Fault	 tolerance	 empowers	 a	 network	 to
continue	working	appropriately	despite	a	fault	or	part	breakdown.

WSNs	require	thoughtful	designs	because	of	their	important	uses	in	military,	ecological,
social,	engineering,	and	other	vital	areas.	WSNs	can	be	considered	unique	sets	of	wireless
ad	hoc	networks.	A	fault-tolerant	system	must	perform	adequately	even	when	faults	such	as
node	failures	occur	[5].	Widespread	research	continues	in	this	area.

Adaptation	to	non-critical	failure	at	different	stages	has	been	studied	[10].	Failures	can
occur	 in	 any	 one	 of	 four	 levels:	 hardware,	 network	 coomunication,	 software,	 and
application	[14].	A	failure	of	a	CPU,	battery,	memory,	interface,	or	detecting	component	is
a	 fault	 at	 the	 hardware	 level.	 The	 two	 kinds	 of	 software	 in	 a	 sensor	 node	 are	 system
software	(operating	system)	and	middleware	(communications,	accumulation,	and	routing).
Any	 problem	 with	 these	 components	 is	 considered	 a	 system	 software	 level	 fault.	 Link
damage	is	a	network	layer	fault.

Environment	and	radio	interface	are	the	main	causes	of	damage	to	links	in	SNs,	assuming
no	 faults	 occurred	 at	 hardware	 level.	 Aggressive	 techniques	 for	 rectifying	 faults	 and
retransmitting	 data	 are	 essential	 for	 maintaining	 communication	 quality	 in	 WSNs,	 but
correcting	 faults	 may	 cause	 delay.	 The	 designer	 must	 consider	 a	 tradeoff	 between
effectiveness	and	adaptions	to	non-critical	failures.

Finding	 another	 path	 in	 the	 event	 of	 a	 failure	 in	 an	 existing	 path	 is	 considered	 an
application	 layer	 fault	 tolerance	 mechanism.	 the	 mechanism	 is	 not	 adaptable	 to	 diverse
situations	so	fault	tolerance	on	the	application	layer	must	be	handled	individually	for	each
application.

WSNs	 typically	 utilize	 hundreds	 of	 unmanned	 battery-powered	 sensor	 nodes	 arranged
according	 to	 plan	 or	 arbitrarily	 to	 perform	 certain	 tasks	 or	 gather	 data	 from	 their
environment	 [3]	 [21].	 WSNs	 attract	 researchers	 from	 interdisciplinary	 fields	 because	 of
overwhelming	 demands	 from	 industry,	 government,	 and	 academia	 for	 carrying	 out	 their
tasks	with	precision	in	hostile	environments.	The	result	has	been	the	extensive	deployment
of	small	low-cost	sensor	nodes	in	large	networks	installed	to	monitor	events	and	gather	data
in	remote	areas.	The	data	is	transmitted	to	a	base	station	for	analysis	and	to	enable	decision
making.	 WSNs	 are	 suitable	 for	 many	 applications	 because	 the	 number	 of	 sensors	 they
contain	 can	 work	 together	 to	 sense	 large	 areas	 and	 collect	 information	 about	 events	 of
interest.	WSNs	have	 improved	our	ability	 to	monitor	conditions	on	difficult	and	complex
terrains.

Sensors	 are	 self-monitored;	 they	 have	 limited	 storage	 space	 and	 power	 for	 processing
data	from	other	nodes.	They	consist	of	miniscule,	inexpensive	complementary	metal	oxide
semiconductor	 (CMOS)	 components.	 CMOS	 devices	 replace	 the	 older
microelectromechanical	system	(MEMS)	devices	and	one	advantage	is	that	CMOSs	do	not
require	human	intervention.

Because	 of	 their	 low	 deployment	 cost	 and	 advanced	 components,	 WSNs	 are	 used	 in
multimedia	 applications	 and	 monitoring	 of	 ecological	 conditions	 (temperature,	 sound,
vibration,	 atmospheric	 pressure,	 pollutant	 levels,	 and	 animal	 movements).	 They	 can



function	 in	 hostile	 environments	 like	 battlefields,	 high	 altitudes,	 and	 deep	 sea	 trenches
where	humans	cannot	collect	data.

WSNs	are	self-configured	ad	hoc	networks.	They	are	fault-prone	at	 the	protocol	design
stage	and	 this	 is	 a	point	of	 concern.	Faults	degrade	performance,	 influence	node	 survival
time,	increase	energy	consumption,	and	computational	overhead.	Fault	tolerance	that	does
not	impact	energy	consumption	is	an	immediate	requirement	for	WSN	designs.

5.2		Learning	Automata-Based	Fault-Tolerant	Routing
Protocol

5.2.1		Learning	Automata

5.2.1.1		Introduction
The	 learning	 component	 of	 Learning	 Automata	 (LA)	 [35]	 means	 attaining	 information
while	 a	 mechanism/program	 (automaton)	 is	 utilized	 and	 determining	 activities	 to	 be
performed	based	 on	 the	 knowledge	 attained.	The	 three	modules	 of	 the	LA	model	 are	 the
automaton,	 the	 environment,	 and	 the	 reward,	 or	 penalty	 structure.	 The	 automaton	 is	 the
system	 by	which	 a	 process	 learns	 from	 its	 past.	 The	 environment	 is	 the	 place	where	 the
automaton	operates	and	the	environment	reacts	progressively	or	adversely	to	movements	of
the	automaton.	The	responses	determine	whether	the	automaton	is	rewarded	or	penalized.

After	the	automaton	performs	learning	for	a	certain	period,	it	will	be	able	to	determine
which	actions	are	optimal	and	can	be	executed	on	the	environment.	LAs	have	been	studied
extensively	[22]	[27].	Various	applications	of	LA	to	networks	have	also	been	reported	[16]
[17]	[19]	[26].

5.2.1.2		Automaton

The	quintuple	used	to	characterize	learning	automaton	is	{Q,	A,	B,	F,	H},	where

•	 	Q{q1,	 q2,	 q3,	…,	 qn}	 is	 the	 finite	 set	 of	 internal	 states	where	qn	 is	 the	 state	 of	 the

automaton	at	instant	n.

•		A{α1,	α2,	…,αn}	is	a	finite	set	of	actions	performed	by	the	automaton	where	n	is	the

action	performed	by	the	automaton	at	instant	n.

•		B{β1,	β2,	β3,	…,	βn}	is	a	finite	set	of	responses	from	the	environment	to	the	automaton



where	n	is	the	response	from	the	environment	at	an	instant	n.

•		F	is	a	function	that	maps	the	current	state	and	input	of	the	automaton	or	the	response
from	the	environment	to	the	next	state	of	the	automaton.	Q	×	B	→	Q.

•	 	H	 is	 a	 function	 that	 maps	 the	 current	 state	 and	 response	 from	 the	 environment	 to
determine	the	next	action	to	be	performed.	Q	×	B	→	A.

5.2.1.3		Environment
The	 environment	 is	 the	 medium	 in	 which	 the	 automaton	 operates.	 Scientifically,	 an
environment	can	be	represented	by	a	 triple	{A,	B,	C}.	A	and	B	have	already	been	defined
above.	 C	 =	 {c1,	 c2,	 …,	 cr}	 is	 a	 set	 of	 penalty	 probabilities,	 where	 element	 ci	 	 C

corresponds	to	an	input	action	αi.

5.2.2		Cross	Layer	Design
Wireless	 systems	are	broadcast	media	 and	 thus	 the	 information	 sent	by	one	node	will	 be
heard	by	all	the	other	nodes.	This	is	an	important	point	for	protocol	designers	of	both	wired
and	wireless	networks	to	consider.

Layered	architectures	like	the	seven-layer	open	systems	interconnect	(OSI)	model	define
the	hierarchy	of	services	provided	by	individual	layers.	This	means	that	each	layer	delivers
certain	 services	 that	 can	 communicate	 only	 with	 services	 in	 neighboring	 layers.	 For
example,	a	service	is	defined	in	layer	2	can	interact	only	with	services	in	layers	1	and	3	via
ports	and	cannot	 interact	with	services	 in	other	 layers.	Layered	architectures	 like	OSI	are
not	 adaptable	 to	 some	 networks	 because	 of	 broadcast	 nature	 of	 wireless	 communication
channels	 and	 stringent	 real-time	 requirements	 [4]	 [11]	 [12]	 [29].	 Functionalities	 of	 the
various	layers	are	strictly	coupled	due	to	the	shared	nature	of	the	wireless	communication
channel.

A	 cross	 layer	 architecture	 [4]	 [11]	 [12]	 [29]	 would	 be	 effective	 for	 delivering	 the
necessary	flexibility	and	meeting	the	limitations	of	wireless	networks.	Cross	layer	systems
adapt	protocols	 to	 a	wireless	 context	by	 sharing	network	 status	among	 layers	 and	overall
optimization	instead	of	optimization	at	different	layers.	This	avoids	duplication	of	effort	in
collecting	internal	information	and	results	in	a	more	efficient	design.

Cross	 layer	 design	 is	 intended	 to	 utilize	 the	 interactions	 among	 system	 parameters	 in
various	 layers	 to	 achieve	 optimal	 performance	 for	 time-varying	 WSNs.	 Cross	 layer
transmission	 of	 data	 in	 WSNs	 is	 thus	 an	 optimization	 issue.	 Cross	 layer	 design	 allows
services	defined	in	one	layer	to	communicate	with	those	defined	in	other	layers	via	specific
interfaces.	The	cross	 layer	design	chosen	depends	on	 the	 type	of	network	application	and
performance	gain	required.	The	literature	[4]	[7]	[11]	[12]	[29]	[31]	shows	many	examples
of	current	work	in	cross	layer	design.



To	 facilitate	 cross	 layer	 interaction	 [11],	 several	 approaches	 such	 as	 design	 of	 new
interface	among	layers	and	use	of	shared	data	structures	among	layers	can	be	used.	Cross
layer	 design	 is	 effective	 for	 networks,	 particularly	 for	 communication	 architecture.
Performance	gains	achieved	by	cross	layer	design	should	exceed	the	cost	of	modular	system
architecture	but	a	protocol	designer	should	not	overlook	the	costs	of	cross	layer	designs.

5.2.3		Dynamic	Sleep	Scheduled	Cross	Layered	Learning	Automata-Based
Approach	to	Prevent	DoS	Attacks

This	 section	 discusses	 a	 dynamic	 sleep	 scheduled	 cross	 layered	 learning-based	 fault-
tolerant	routing	(DCLFR)	protocol	for	WSNs.	The	design	helps	route	data	efficiently	across
a	network	even	 if	 faults	occur	by	maintaining	multiple	paths	between	pairs	of	source	and
sink	nodes	based	on	certain	parameters.	Learning	automata	 (LA)	 in	 the	 system	minimize
network	 overhead	 through	multipath	 routing	 and	 cross	 layer	 design	 that	 saves	 energy	 by
controlling	 the	 node	 sleep	 schedules.	 This	 section	 also	 describes	 an	 approach	 for
minimizing	overhead	and	enhancing	energy	efficiency.

5.2.3.1		Network	Model
A	wireless	network	consists	of	a	source,	sink,	and	intermediate	sensor	nodes.	The	sink	node
is	 assumed	 to	 have	 unlimited	 energy;	 the	 energy	 levels	 of	 other	 sensor	 nodes	 vary.	 The
many-to-one	network	model	is	based	on	sending	data	gathered	from	multiple	sources	to	the
sink.

An	ad	hoc	sensor	network	is	represented	using	a	graph	W	=	(V,	E),	where	V	is	the	set	of
vertices	and	E	 the	set	of	edges.	Vertices	of	the	graph	represent	nodes	and	edges	represent
the	 links	 between	 the	 nodes.	 A	 path	 is	 a	 set	 of	 vertices	 connected	 to	 each	 other	 from	 a
vertex	(which	can	also	be	a	source)	 to	a	destination	(sink).	Faults	may	arise	arbitrarily	 in
any	node	in	the	network.	All	the	edges	in	the	graph	are	assumed	to	be	bidirectional,	i.e.,	if
(υi,	υi+1)	→	ei,	 then	(υi+1,	υi)	→ei	also	exists	where	υi,	υi+1	 	V	and	ei	 	E.	There	are	 two

modules	 called	 routing	 module	 and	 LA	 module	 in	 each	 node	 υi	 	 V.	 A	 table	 with	 LA
information	 in	 the	 routing	module	 is	 updated	 and	 shared	 among	 neighboring	 nodes	 [18].
The	LA	module	in	each	node	is	autonomously	operated.	The	communication	between	two
neighboring	nodes	in	the	network	is	shown	in	Figure	5.1.

The	 cross	 layer	 architecture	 presented	 involves	 the	 physical	 layer,	 MAC	 layer,	 and
network	layer.	The	routing	and	scheduling	information	is	shared	by	the	network	and	MAC
layers	 and	 the	 routing	 and	 energy	 level	 details	 are	 shared	 between	 network	 and	 physical
layers	of	the	node.	DCLFR	is	independent	of	the	network	topology.

5.2.3.2		Learning	Automaton	Model



An	automaton	is	placed	at	each	node	in	the	sensor	network.	The	learning	automata	model
used	 here	 is	 taken	 from	 Misra	 et	 al.	 [18].	 Every	 forwarding	 node	 receives	 an
acknowledgment	 for	 every	 successful	packet	delivery	 and	updating	 is	 applied	 to	 the	path
over	which	the	acknowledgment	is	sent.	An	S-model	variant	of	LA	is	used	here.

Need	for	learning	system	to	design	fault-tolerant	routing	protocol:	A	proficient	fault-
tolerant	 routing	 algorithm	 is	 NP-hard	 [18]	 as	 details	 regarding	 the	 path	 are	 missing.
Therefore,	it	is	challenging	to	design	an	efficient	fault-tolerant	routing	algorithm	for	ad	hoc
networks.	Due	 to	 the	 continuously	 changing	 nature	 of	 these	 networks,	 there	 is	 a	 need	 to
minimize	 the	 number	 of	 iterations	 needed	 for	 the	 network	 to	 choose	 a	 path	 after
reorganization	 and	 simultaneously	 decrease	 the	 overhead	 (redundant	 packets)	 in	 the
network.	This	 is	 similar	 to	 the	0	or	1	knapsack	problem	[18].	On	one	hand,	 the	overhead
need	 is	 to	be	 reduced	so	 that	network	 resources	are	not	overused	with	 redundant	packets,
and	 on	 the	 other	 hand,	 with	 a	 high	 packet	 delivery	 rate	 a	 node	 can	 be	 ensured	 without
significantly	increasing	the	overhead	in	the	network.	An	efficient	solution	to	this	problem
may	be	a	learning	mechanism	based	on	the	packet	delivery	rate,	where	a	node	can	choose
the	best	path,	and	which	does	not	introduce	large	overhead	in	the	network.	The	mechanism
should	be	scalable	and	self-learning,	so	that	a	large	number	of	nodes	can	be	accommodated.

FIGURE	5.1:		Interactions	of	components	of	node	and	neighboring	node

Need	for	cross	layer	design	of	fault-tolerant	routing	protocol:	Faults	in	a	network	[7]
[31]	degrade	 the	performance	of	 the	 routing	protocols.	There	 is	 an	 immediate	need	 for	 a
fault-tolerant	routing	protocol	which	can	deliver	packets	at	a	guaranteed	delivery	rate	even
in	 case	 of	 node	 failure	 and	 node	 reorganization,	 without	 significantly	 affecting	 the
performance	of	 the	application	running	on	top	of	 it.	Energy	limitation	[7]	 [31]	 is	a	major
constraint	for	any	protocol	in	wireless	sensor	networks.	Sleep	scheduling	using	cross	layer
interactions	among	layers	of	a	network	can	reduce	energy	consumption	of	sensor	nodes.	For



example,	a	network	layer	can	use	physical	layer	information	in	making	routing	decision	to
route	data	via	paths	with	greater	available	energy	[11].

5.2.3.3		Algorithm
Generally,	a	routing	algorithm	in	an	ad	hoc	network	begins	with	path	discovery.	Obviously,
it	 would	 be	 difficult	 to	 route	 data	 without	 sufficient	 information	 about	 path	 availability
between	the	source	and	destination.	The	route	discovery	mechanism	of	DCLFR	is	similar	to
that	for	AODV,	but	DCLFR	uses	a	strategy	to	reduce	control	packets	in	the	network.

An	automaton	is	stationed	on	each	node	to	update	the	goodness	value	of	the	node	based
on	 a	 reward	 or	 penalty	 scheme	 [18].	 When	 the	 goodness	 value	 of	 a	 path	 exceeds	 the
threshold	 value,	 the	 path	 is	 considered	 optimal	 for	 transmitting	 data	 and	 the	 remaining
paths	 are	 put	 to	 sleep.	 During	 sleep,	 nodes	 switch	 their	 transmitters	 off	 and	 only	 their
receivers	are	active.	As	a	result,	their	energy	is	saved	and	network	lifetime	is	increased.

The	path	with	the	highest	goodness	value	is	selected	for	transmitting	data;	the	energy	of
other	paths	is	reduced	to	10%	[18].	If	no	path	has	goodness	value	higher	than	the	threshold
value,	multiple	paths	are	used	for	data	transmission.	That	increases	energy	consumption	but
provides	better	connectivity.

5.2.3.4		Strategy	to	Reduce	Control	Packet	Overhead
The	key	 idea	of	 reducing	overhead	 is	 that	 an	 intermediate	node	does	not	 forward	a	 route
request	(RREQ)	packet	initiated	by	a	particular	source	for	a	specific	destination	more	than
once.	 This	 will	 ultimately	 reduce	 the	 overhead	 and	 thus	 make	 a	 network	 more	 energy
efficient.	The	new	path	will	be	determined	using	the	route	discovery	mechanism	when	there
is	no	path	between	source	and	destination.	A	route	discovery	mechanism	similar	to	AODV
is	employed	for	path	discovery	but	route	discovery	intermediate	nodes	do	not	forward	route
request	(RREQ)	packets	destined	to	a	particular	node	from	the	same	source	more	than	once.

During	 the	 route	 discovery	 a	 source	 node	 will	 send	 route	 request	 packets	 to	 all	 its
neighbors	 if	 no	 path	 exists	 between	 source	 and	 destination.	 Each	 intermediate	 node	 then
sends	 route	 request	 packets	 to	 all	 its	 neighbors.	 The	 process	 is	 repeated	 until	 the	RREQ
packet	does	not	reach	the	destination.	Intermediate	nodes	in	ad	hoc	networks	send	multiple
route	requests	via	different	paths	from	source	 to	destination.	 In	DCLFR,	such	packets	are
forwarded	only	once;	later	packets	coming	from	neighbor	nodes	are	discarded.

A	packet	is	forwarded	as	soon	as	it	emits	from	one	of	the	neighboring	nodes.	Its	sequence
number	is	stored	on	a	list	maintained	at	the	node.	Intermediate	nodes	maintain	lists	of	all
discarded	packets.

For	example,	in	Figure	5.2	if	the	route	request	packet	from	source	A	for	destination	H	via
route	A	to	B	to	D	reaches	to	E	before	route	A	to	C	then	only	that	packet	will	be	forwarded.
Making	an	entry	in	the	list	at	E	will	silently	drop	the	route	request	packet	coming	from	A	to
C.	But,	whenever	a	route	reply	comes	from	H	to	E,	E	will	send	a	reply	via	both	D	to	B	to	A



and	C	 to	A	 by	 checking	 the	 list	 of	 discarded	 RREQ	 packets	 at	 E.	 In	 this	 way,	 DCLFR
prevents	 flooding	of	 a	network	by	control	packets,	which	 reduces	energy	consumption	 of
the	network.	However,	during	 selection	of	packets	coming	 from	such	a	path,	 the	 selected
path	may	not	be	the	shortest	path	(as	in	above	example).	Hence,	while	forwarding	packets
from	source	 to	destination,	 the	 least	congested	path	 is	selected.	Therefore,	such	a	scheme
will	reduce	end-to-end	delays	in	the	network.

FIGURE	5.2:		System	strategy	for	control	packet	overhead

5.2.3.5		Learning	Phase
During	the	learning	phase,	automata	stationed	at	nodes	update	the	goodness	values	of	nodes
and	paths	 in	 the	network.	A	node	 is	penalized	 if	 the	packet	 is	not	delivered	successfully;
otherwise	it	is	rewarded.	The	data	structures	of	LAFTRA	[18]	such	as	goodness	value	table,
goodness	 update	 message,	 reward	 and	 penalty	 structure	 are	 used	 in	 implementing	 the
learning	phase	of	DCLFR.	The	LA	component	maintains	a	goodness	table	at	each	node	that
contains	goodness	value	of	all	paths	from	the	node	to	the	destination	node	[18].	The	 table
consists	of	the	entries	such	as	node	identification,	next	hop,	update	sequence	number,	and
path	goodness.	The	entry	node	shows	the	destination	node.	Next	hop	indicates	the	neighbour
node,	which	is	part	of	the	path	with	highest	goodness	value	to	the	destination	node	from	the
entry	node.	Update	sequence	number	is	used	to	track	the	updates	in	the	table.	The	table	is
updated	 only	 if	 an	 update	 message	 with	 higher	 update	 sequence	 number	 arrives.	 Path
goodness	 denotes	 the	 goodness	 value	 of	 the	 best	 path	 from	 the	 current	 node	 to	 the
destination	 calculated	 on	 the	 basis	 of	 the	 reward	 and	 penalty	 scheme	 [18].	 The	 update
message	 sent	 by	 the	 neighboring	 nodes	 about	 the	 goodness	 value	 of	 the	 path	 should	 be
short,	in	order	to	minimize	the	network	overhead,	and	should	be	sent	on	a	regular	basis	to
avoid	redundant	entries.

When	a	packet	is	transmitted	successfully	the	reward	scheme	of	LA	is	invoked	at	every
sensor	node	[18].	The	main	difference	in	the	reward	scheme	of	DCLFR	when	compared	to



LAFTRA	[18]	is	that	the	energy	factor	of	the	node	is	taken	into	account	while	calculating
reward	parameter	for	a	node.

Algorithm	1	Reward	function

G	=	G	+	R	×	E
If	current	node	=	destination
				Y	=	G
else	if	Y	=	T
				Y	=	η	×	G	+	(1	−	η)	×	Yn−1

	

Algorithm	2	Penalty	function

G	=	G	×	P	×	E
If	current	node	=	destination
				Y	=	G
else	if	Y	<	=	T
				Y	=	η	×	G	+	(1	−	η)	×	Yn−1

In	the	reward	scheme	given	above,	G	is	the	goodness	value	of	the	node,	R	 is	the	reward
constant,	E	 is	 the	 energy	 factor,	Y	 is	 the	 goodness	 value	 of	 the	 path,	T	 is	 the	 threshold
goodness	 value	 of	 the	 path,	 and	 η	 is	 a	 constant	 which	 is	 introduced	 to	 estimate	 the
weightage	 of	 goodness	 value	 of	 current	 node	 in	 selected	 path.	 The	 reward	 and	 penalty
functions	are	shown	above.

Higher	value	of	η	will	give	more	weight	 to	a	current	node	in	the	goodness	value	of	 the
path.	The	energy	of	the	node	affects	the	rewarding	scheme.	If	the	energy	of	node	is	low,	the
reward	will	be	 less	and	 the	goodness	value	of	 the	node	will	 increase	slowly.	 If	 there	 is	a
path	with	high	goodness	value	but	nodes	in	the	path	have	low	energy,	such	a	path	will	be
given	lesser	preference	as	compared	to	a	path	consisting	of	nodes	with	high	energy	because
there	are	more	chances	of	faults	where	energy	is	very	low	as	nodes	may	run	out	of	power.
The	multiple	paths	will	converge	into	single	path	with	a	greater	speed	if	the	value	of	R	is
high.	The	single	path	obtained	with	fast	convergence	is	not	sufficiently	robust	whereas	the
path	obtained	with	slow	convergence	because	of	lower	value	of	R	is	more	robust.

The	reason	for	the	path	with	slow	convergence	to	be	more	robust	is	because	this	path	is
determined	after	many	cycles	of	learning	which	obviously	makes	it	better.	Ideally,	R	should
be	around	0.1	which	will	ensure	a	robust	and	optimal	path	selection	without	much	lowering
of	convergence	rate.

If	 the	 packet	 is	 not	 transmitted	 successfully,	 the	 node	 will	 be	 penalized	 by	 the	 LA
module.	At	the	same	time,	the	complete	path,	 i.e.,	all	 the	nodes	in	the	path	are	penalized.



Sensor	 nodes	make	 up	 the	 environment.	 LA	 at	 each	 node	 rewards	 or	 penalizes	 the	 node
based	on	packet	delivery.	If	P	is	chosen	to	have	too	low	value,	the	path	which	is	penalized
is	selected	even	after	a	fault	in	the	network.	The	packet	failures	which	happen	unexpectedly
and	without	any	fault	in	the	network	cannot	be	tolerated	by	the	network	when	the	P	is	too
high	[18].

5.2.3.6		Sleep	Scheduling
Cross	 layer	 interaction	for	DCLFR	protocol	 is	done	by	merging	MAC	and	network	 layers
which	 helps	 sleep	 scheduling	 of	 nodes	 in	 the	 network	 [6]	 [15]	 [24]	 [25]	 [28]	 [32]	 [33].
When	the	goodness	value	of	a	particular	path	crosses	the	threshold	value,	that	path	is	used
for	data	transmission	and	nodes	in	remaining	paths	switch	to	sleep	mode.	This	is	done	when
nodes	in	alternate	paths	do	not	sense	any	data	or	control	packets	addressed	to	them	for	some
threshold	time,	TI.	If	a	node	does	not	receive	any	RTS	packets	for	TI	time	and	the	goodness
value	 of	 path	 is	 below	 threshold	 value,	 the	 node	 in	 the	 path	 will	 switch	 to	 sleep	mode.
However,	 this	 can	 lead	 to	 a	 situation	 when	 goodness	 values	 of	 all	 paths	 are	 below	 the
threshold	 value	 and	 multipath	 transmission	 is	 being	 used	 for	 transmitting	 data	 between
source	and	destination.	During	this	multipath	transmission,	if	there	is	no	data	to	send	from
source	 to	 destination,	 all	 the	 paths	will	 go	 to	 sleep.	This	will	 increase	 the	 end-end	delay
while	 transmitting	 the	 next	 packet.	 Unlike	 S-MAC	 [32]	 [33],	 nodes	 in	 a	 proposed	 sleep
scheduling	algorithm	undergo	sleep	and	wake	up	depending	on	the	goodness	value	of	a	path
(Y),	 hence	 reducing	 collisions	 by	 unnecessarily	 waking	 up	 the	 senor	 nodes	 of	 the	 path
which	is	inefficient	to	transfer	data	to	the	sink	node.	When	a	node	wants	to	transmit	a	data
packet,	it	first	tries	to	acquire	the	channel	for	transmission.	This	happens	in	asynchronous
mode	in	the	following	manner.

Procedure	for	occupying	channel	for	transmission:

1.		Listen	to	channel	transmitting	the	data.

2.		Transmit	preamble	to	occupy	the	channel.

3.		Send	the	RTS	packet.

4.		Wait	for	the	CTS	packet	from	receiver.

Once	the	neighboring	nodes	receive	a	request	to	send	(RTS)	packet,	they	send	a	clear-to-
send	(CTS)	packet	to	qualify	as	a	receiver	and	confirm	the	sender	to	send	data	packet.	This
happens	in	the	following	manner.

Procedure	for	qualifying	as	receiver:

1.		Listen	to	channel	for	data	transmission.

2.		After	receiving	the	RTS	packet,	send	the	CTS	packet	to	sender.



However,	there	may	be	a	case	when	multiple	nodes	reply	with	a	CTS	packet.	This	leads
to	collisions	and	will	reduce	the	efficiency	of	the	algorithm.	DCLFR	is	tested	for	(a)	sleep
mode,	 where	 only	 the	 sensor	 nodes	 present	 in	 the	 optimum	 path	 are	 used	 for	 data
transmission,	and	nodes	in	remaining	paths	are	put	to	sleep,	with	sleep	scheduling,	and	(b)
nosleep	mode,	which	does	not	utilize	sleep	scheduling.	The	DCLFR’s	performance	results
using	both	modes	have	been	compared	with	ENFAT-AODV	and	AODV	[8].

5.3		Ant	Colony-Based	Fault-Tolerance	Routing
In	1992	Marco	Doringo	proposed	the	first	algorithm	based	on	the	behavior	of	ants	searching
for	 food	 [36].	 The	 basic	 idea	 was	 later	 improved	 to	 resolve	 issues	 that	 arose	 from
applications	 in	various	 fields.	This	section	discusses	a	 routing	based	on	 the	 improved	ant
colony	optimization	(ACO)	technique	and	cross	 layer	design.	It	also	explains	how	the	ant
colony	routing	can	be	made	fault	tolerant.

The	 cross	 layer	 component	 of	 the	 algorithm	 places	 communication	 functions	 in	 the
physical,	MAC,	and	the	network	layers	so	that	the	optimal	forwarding	node	can	be	chosen.
The	parameters	 communicated	 among	 the	 layers	via	 cross	 layer	 are	 available	 energy	 and
time	stamp.	The	dynamic	duty	cycle	is	implemented	at	the	MAC	layer	to	reduce	congestion
and	conserve	energy.	The	duty	cycle	changes	based	on	time	needed	to	transmit	[1].

The	 traditional	 ACO	 algorithm	 chooses	 the	 optimal	 path	 but	 also	 increases	 network
traffic,	overhead,	and	energy	consumption	as	the	node	information	is	carried	by	virtual	ants
from	 the	 source	 node	 to	 the	 destination.	 The	 improved	 ACO	 protocol	 utilizes	 two	 ants
designated	data	ant	and	search	ant.

When	a	node	has	a	packet	to	transmit,	data	ant	is	called	to	transfer	the	packets.	The	data
ant	 verifies	 the	 pheromone	 value	 in	 the	 neighboring	 table.	 The	 best	 value	 is	 selected	 to
determine	 the	 next	 forwarding	 node.	 If	 the	 data	 does	 not	 have	 sufficient	 information	 to
calculate	the	best	pheromone	value,	the	search	ant	is	called	to	collect	the	required	data	from
neighbors	and	update	the	neighboring	table.

To	improve	this	process	through	fault	tolerance,	the	network	must	maintain	an	alternate
forwarding	 node	 displaying	 the	 second	 highest	 pheromone	 value	 in	 readiness	 instead	 of
recalculating	the	original	pheromone	value.	Maintaining	an	alternate	node	does	not	require
extra	time;	the	highest	and	second	highest	pheromone	values	can	be	determined	at	the	same
time.

5.4		Neural	Network-Based	Fault-Tolerant	Routing



Algorithms
A	 neural	 network	 (NN)	 is	 an	 expansive	 framework	 comprising	 parallel	 or	 distributed
processing	 segments	 called	 neurons	 associated	 in	 a	 graph	 topology.	 The	 weights	 are
associated	with	the	links	among	these	neurons.	The	weight	vectors	are	called	synapses.	The
input	layer	is	connected	to	the	output	layer	using	these	synapses.	In	fact,	the	information	of
NNs	 is	 stored	 on	 weights	 of	 its	 associations	 because	 they	 have	 no	 memories.	 Artificial
neural	 networks	 can	 characterize	 the	 input	 data	 indirectly,	 or	 the	 training	 makes	 the
arithmetic	algorithms	of	neural	network	study	the	confounded	mappings	between	input	and
output.	 The	 learning	 in	 neural	 networks	 takes	 place	 with	 the	 help	 of	 examples	 in	 many
cases.	The	set	of	correct	input	and	output	data	is	fed	to	the	network	which	learns	by	these
examples	and	returns	correct	solutions.

5.4.1		Neural	Network	Approach	for	Fault	Tolerance
This	 section	 describes	 an	 approach	 [13]	 based	 on	 neural	 networks	 to	 attain	 reliable	 and
fault-tolerant	 transmission	 (NNFT-BAM).	 This	 approach	 is	 also	 based	 on	 bi-directional
associative	memory	(BAM).	In	the	processing	of	developing	procedures	which	are	energy
efficient	 for	 WSNs,	 there	 is	 benefit	 from	 use	 of	 neural	 networks.	 The	 neural	 networks
minimize	size	to	make	the	communication	process	inexpensive	and	conserve	energy.	At	the
same	 time,	 the	 similarity	 between	 WSNs	 and	 ANNs	 is	 another	 cause	 for	 using	 neural
networks	in	WSNs	[23].	The	following	are	the	reasons	for	which	the	cooperative	ARQ	may
fail	in	transmitting	packets	successfully	to	the	destination:

•	 	 Noise	 interruption	 even	 though	 there	 are	 required	 numbers	 of	 forwarding	 nodes
between	the	source	and	destination.

•		There	is	no	possibility	of	forwarding	the	packet	further	toward	the	destination.

NNFT-BAM	resolves	both	the	above	issues.	The	application	of	NNFTBAM	is	where	the
next	action	going	to	take	place	is	based	on	a	known	set	of	actions.	The	packet	size	is	chosen
appropriately	 if	 the	 packet	 size	 is	 small,	 more	 transmissions	 are	 required	 or	 there	 is	 a
chance	 of	 packet	 drop.	 There	 are	 two	ways	 in	which	 the	 reliable	 packet	 delivery	 can	 be
achieved.	They	are:

•	 	 If	 a	 packet	 size	 is	 large,	 it	 is	 compressed	 and	 transmitted.	As	 the	 size	 reduces,	 the
packet	can	be	transmitted	easily	with	less	bandwidth	and	less	time	and	less	probability
of	packet	drop.

•		The	packet	is	converted	into	a	vector	which	is	small	when	compared	to	the	size	of	the
original	packet.	This	vector	 is	 transmitted	and	 the	original	packet	 is	obtained	by	 the
destination	node	by	the	reverse	process.



In	 the	 second	 approach	 used	 in	 NNFT-BAM,	 the	 associations	 are	 encoded	 using	 the
discrete	BAM	neural	network.	BAM	comprises	two	layers.	There	are	x	units	in	layer	1	and	y
units	in	layer	2.	Every	unit	of	layer	1	is	connected	to	every	unit	of	layer	2	and	vice	versa	to
form	a	fully	connected	directed	network.	The	link	between	the	unit	of	 layer	1	and	unit	of
layer	 2	 is	 associated	with	 a	 particular	 weight.	 The	 weight	matrix	 or	WM	 is	 constructed
considering	the	links	from	layer	1	to	layer	2.	Then	the	weight	matrix	of	links	from	layer	2
to	layer	1	can	be	obtained	as	a	transpose	of	WM	provided	that	weights	of	the	corresponding
links	are	the	same.	The	BAM	architecture	is	shown	in	Figure	5.3.	The	links	from	layer	1	to
layer	2	are	shown	as	solid	lines	and	the	reverse	links	are	shown	as	dotted	lines.

FIGURE	5.3:		BAM	architecture

The	BAM	is	installed	in	every	source	and	destination	node	according	to	the	NNFT-BAM.
The	associated	vector	Vi	is	obtained	by	passing	the	packet	through	the	BAM	network	along
with	the	weight	matrix	WM	before	transmitting	by	the	source	node.	This	associated	vector
is	 transmitted	by	 the	forwarding	nodes	until	 the	destination	receives	 the	vector	Vi.	At	 the
destination	node,	 the	vector	Vi	 is	 passed	 through	 the	BAM	network	 again	 along	with	 the
transpose	matrix	 of	WM	 to	 obtain	 the	 packet.	BAM	 is	 highly	 fault	 tolerant	 of	 corrupted
data	because	of	missing	bits	rather	than	mistaken	bits.

5.4.1.1		Illustration
Let	the	original	packets	be



and	the	associate	packet	for	transmission	be
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5.4.2		Convergecast	Routing	Algorithm
In	 this	 section,	 the	 convergecast	 routing	 algorithm	 [30]	 based	 on	 neural	 networks	 is
presented.	The	Hopfield	neural	network	(HNN)	is	used	to	determine	the	convergecast	route
and	helps	in	reducing	energy	consumption	and	delay	and	enhances	bandwidth	efficiency	in
the	network.

HNN	is	a	form	of	recurrent	artificial	neural	network	invented	by	John	Hopfield	in	1982.
It	 can	 be	 perceived	 as	 a	 fully	 connected	 single	 layer	 auto-associative	 network.	 Hopfield
networks	 work	 as	 content-addressable	 memory	 systems	 with	 binary	 threshold	 nodes.
Artificial	neurons	are	used	 in	development	of	Hopfield	networks.	There	are	X	 inputs	and
each	is	associated	with	a	particular	weight	for	artificial	neurons.	The	result	is	retained	until
the	neuron	 is	updated.	The	weights	between	nodes	are	 symmetric.	The	selection	of	nodes
takes	place	in	a	random	fashion.	There	are	no	hidden	nodes	or	hidden	layers.	Convergecast
is	 the	 accumulation	 of	 all	 the	 data	 gathered	 from	different	 nodes	 in	 the	 network	moving
toward	 the	 destination	 node.	 Convergecast	 may	 precede	 or	 work	 in	 or	 parallel	 with	 the
broadcast	operation.

The	 aim	 of	 the	 algorithm	 presented	 in	 this	 section	 is	 to	 construct	 a	 convergecast	 tree
where	 all	 convergecast	 group	 members	 connect.	 There	 are	 three	 steps	 in	 convergecast
routing	based	on	the	neural	network.

•	 	 The	WSN	 is	 divided	 into	 clusters	 and	 a	 selection	 of	 a	 cluster	 head	 occurs	 in	 each
cluster.

•		Reliable	paths	are	determined.

•		The	convergecast	tree	is	built	using	HNN	and	the	reliable	paths	determined	in	step	2.

5.4.2.1		Selection	of	Cluster	Head
Clustering	is	based	on	the	Kohonen	self-organizing	neural	network	(KNN)	using	the	system
parameters	 and	 the	 needs	 of	 the	 application.	 Kohonen	 self-organizing	maps	 (SOMs)	 are
types	 of	 neural	 networks.	 Tuevo	 Kohonen	 developed	 SOM	 in	 1982.	 He	 is	 a	 professor
emeritus	of	the	Academy	of	Finland.	Supervision	is	not	required.	SOMs	have	a	capacity	for
self-learning	 using	 unsupervised	 competitive	 learning.	 Weights	 are	 mapped	 to	 the
associated	inputs,	maps	are	 included	in	 the	SOM.	The	topological	associations	among	the
inputs	are	conserved	precisely	[8].	KNN	is	used	to	form	clusters	with	nodes	of	similar	input



patterns.	 The	 adjacency	matrix	 rows	 are	 the	 input	 patterns	 and	 are	 used	 for	 training	 the
KNN.	Random	weights	are	given	to	the	links.

•		Choose	an	input	pattern	and	feed	it	as	an	input	to	the	KNN.

•		Identify	the	winner	output	pattern.

•	 	 Keep	 changing	 the	 weights	 of	 the	 links	 associated	 with	 the	 winner	 output	 by
accomplishing	a	learning	step.

•		Repeat	the	process	until	there	are	no	changes	in	the	weights.

The	final	winner	output	is	the	cluster	head.

5.4.2.2		Determination	of	Reliable	Paths
Path	is	said	to	be	reliable	when	the	reliable	nodes	are	involved	in	the	path.	The	reliable	path
is	 determined	 from	 the	 source	 node	 to	 the	 destination	 node	 via	 the	 cluster	 head	 node.
Directed	diffusion	[9]	is	utilized	to	determine	all	the	possible	sets	of	paths	between	all	the
possible	pairs	of	nodes.	After	determining	all	 the	possible	paths	among	all	 the	nodes,	 the
reliable	 path	 of	 length	N	 hops	 are	 determined	 as	 follows	 for	 one	 destination	 to	 all	 other
nodes.

•	 	 The	 destination	 node	 transmits	 an	 initial	 packet	 which	 may	 include	 data	 such	 as
reliability	of	a	particular	node,	number	of	hops	etc.

•	 	The	forwarding	node	keeps	a	copy	of	this	 initial	packet,	adds	necessary	information,
and	forwards	to	its	neighbouring	nodes.

•		Once	the	source	node	receives	the	initial	packet,	it	replies	with	an	investigative	packet
toward	the	destination	node.

•	 	 The	 possible	 paths	 between	 the	 source	 and	 destination	 are	 determined	 after	 the
destination	node	receives	the	investigative	packet	sent	by	the	source	node.

5.4.2.3		Construction	of	Convergecast	Tree
A	 single	 path	 is	 chosen	 among	 all	 the	 possible	 paths	 between	 each	 pair	 of	 source	 and
destination	 nodes.	 Then	 a	 convergecast	 tree	 is	 built	 using	 the	 set	 of	 chosen	 paths	 to	 the
destination	node.

5.4.2.4		Illustration
Consider	the	WSN	depicted	in	Figure	5.4.



FIGURE	5.4:		Sample	WSN

Let	power	in	the	nodes	{1,	2,	3,	4,	5,	6}	be	{4,	7,	6,	5,	6,	4}	represented	as	pi.	Let	{1,	3,	4,
6}	 be	 a	 convergecast	 group	 and	 its	 size	 =	 4.	 Concergecast	 group	 indicates	 the	 group	 of
nodes	{1,	3,	4}	are	 ready	 to	 transfer	data	 to	destination	node	6.	The	set	of	possible	pairs
with	node	6	=	{	(1,	6)1,	(3,	6)2,	(4,	6)3}.

Let	the	number	of	paths	of	the	ith	pair	be	denoted	as	NP	(i).	Pij	represents	the	j
th	possible

path	for	the	ith	pair	and	number	of	hops	in	a	particular	path	Pij	is	represented	as	NHij.
The	possible	paths	from	node	1	to	node	6:

P11:	1	→	2	→	3	→	6	NH11:	3

P12:	→	1	2	→	4	→	5	→	6	NH12:	4

P13:	1	→	2	→	4	→	3	→	6	NH13:	4

P14:	1	→	4	→	5	→	6	NH14:	3

P15:	1	→	4	→	5	→	3	→	6	NH15:	4

P11:	1	→	4	→	3	→	6	NH16:	3

The	possible	paths	from	node	3	to	node	6:
P21:	3	→	6	NH21:	1

The	possible	paths	from	node	4	to	node	6:
P31:	4	→	5	→	6	NH31:	2

P32:	4	→	3	→	6	NH32:	2

P33:	4	→	5	→	3	→	6	NH33:	3

Therefore,	NP	(1)	=	6,	NP	(2)	=	1,	NP	(3)	=	3	with	maximum	hop	count	as	4.
The	paths	P14,	P21	and	P31	are	selected	on	the	basis	of	the	objective	function	defined	in

[30].



Then	the	convergecast	tree	constructed	is	as	shown	in	Figure	5.5.

FIGURE	5.5:		BAM	architecture

In	the	procedure	to	construct	a	convergecast	tree,	HNN	is	utilized.

5.4.2.5		Construction	of	Convergecast	Tree	Using	HNN

•		Determine	the	cluster	head	for	the	nodes	in	the	convergecast	group	using	KNN.

•		Identify	the	path	with	maximum	N	hops	between	every	pair	of	nodes	and	forward	to
the	cluster	node.

•		HNN	model:

–		Select	the	starting	input	to	neurons	in	a	random	fashion,	count	=	0.

–		The	output	of	the	neuron	is	obtained	using	the	energy	function	and	sigmoid
function	of	HNN.

–		The	above	step	is	repeated	until	it	converges.

–		Using	the	chosen	reliable	path,	the	reliable	convergecast	tree	is	built.

Fault	 tolerance	 can	 be	 incorporated	 into	 this	 algorithm	by	maintaining	 the	 path	whose
objective	function	value	is	second	least	in	the	buffer.	If	the	selected	path	with	the	minimum
objective	function	value	becomes	faulty	for	any	reason,	the	path	in	the	buffer	can	be	used	to
proceed	with	the	transmission.	While	the	transmission	is	continuing,	an	alternate	path	can
be	identified	and	kept	in	a	buffer	or	the	faulty	path	may	be	repaired.



5.5		Conclusions
In	 wireless	 sensor	 networks,	 the	 sensor	 nodes	 may	 to	 prone	 to	 faults;	 many	 challenges
surround	design	of	these	network	protocols.	Fault	tolerance	is	a	major	concern	in	WSNs	and
it	can	indirectly	make	a	system	energy	efficient.	This	chapter	described	four	fault-tolerant
routing	 algorithms.	 Learning	 automata,	 cross	 layer	 design,	 ant	 colony	 optimization,	 and
other	neural	network	techniques	are	used.	In	all	the	algorithms,	reliable	paths	that	present
fewer	 chances	 of	 failure	 are	 identified	 and	 temporary	 paths	 are	 maintained	 in	 a	 buffer.
Automatic	correction	of	data	is	incorporated	in	the	algorithm	based	on	BAM.	The	study	of
these	 algorithms	 clearly	 demonstrates	 that	 learning	 procedures	 and	 soft	 computing
techniques	improve	system	performance.
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6.1		Introduction
A	wireless	sensor	network	(WSN)	is	a	set	of	sensors	spatially	distributed	to	autonomously
monitor	 some	 environmental	 conditions.	 They	 form	 a	 network	 so	 as	 to	 forward	 their
collected	 data	 to	 a	 central	 location	 [4].	 The	 number	 of	 sensor	 nodes	 can	 vary	 for	 each
network,	from	a	few	hundred	to	several	thousands.	Thus,	a	sensor	network	may	form	a	one-
hop	 star	 network	 or	 large	 networks	 may	 form	 multi-hop	 networks	 requiring	 the	 use	 of
sophisticated	 routing	 algorithms	 [9]	 [37].	 Though	 originally	 developed	 for	 military
surveillance	operations,	WSNs	today	have	found	their	way	to	civilian	applications	as	well.
Typically	powered	by	batteries	or	from	energy	harvesting	capabilities,	a	sensor	node	often
tends	 to	be	 energy	constrained	 and	have	 limited	 capabilities.	The	wireless	nature,	 energy
constrained	 operation	 and	widespread	 uses	 of	 such	 networks	 open	 new	 challenges	 in	 the
realms	 of	 efficient	 and	 robust	 networking	 with	 these	 nodes.	 A	 proper	 framework	 for
analysis	of	the	behavior	of	sensor	nodes	in	terms	of	their	network	operation	is	an	absolute
requirement	for	developing	efficient	networking	protocols.	In	this	chapter	we	will	look	into
a	mathematical	analytical	tool	called	game	theory,	which	has	been	used	with	considerable
success	 in	 the	 field	 of	wireless	 sensor	 networks.	We	will	 provide	 a	 short	 introduction	 to
game	theory	and	its	essential	concepts	before	looking	into	some	of	the	important	advances
made	in	the	field	using	game	theory.

Wireless	 sensor	 networks	 present	 a	 plethora	 of	 problems	 at	 the	 physical,	 link,	 and
medium	access	layers.	On	top	of	these	layers,	network	and	transport	layer	are	there.	Besides
these	 layers,	 there	 are	 issues	 or	 problems	 specific	 to	 WSNs	 such	 as	 topology	 control,
coverage,	 localization,	 time	 synchronization,	 etc.	 Algorithms	 and	 protocols	 for	 these
specific	activities	are	sometimes	referred	to	as	helper	protocols.

Finally,	security	in	wireless	networks	is	a	bigger	challenge	compared	to	wired	networks
due	to	the	inherent	shortcomings	of	the	wireless	media.	No	application	running	on	wireless
sensor	networks	can	be	complete	without	a	proper	security	analysis.	We	have	chosen	some
relevant	topics	or	important	problems.	We	show	how	game	theoretic	framework	has	helped



us	in	obtaining	good	solutions	for	those	problems.
In	 Section	 6.2	 below,	 a	 brief	 introduction	 to	 game	 theory	 and	 the	 associated	 concepts

have	 been	 given.	 Section	 6.3	 presents	 the	 problem	 of	 channel	 contention	 control	 at	 the
medium	access	layer	and	discusses	various	game	theoretic	solutions.	This	is	followed	by	a
discussion	on	the	formation	of	clusters	in	hierarchical	wireless	networks	in	Section	6.4.	The
solutions	 offered	 through	 game	 theory	 are	 also	 discussed.	 Section	 6.5	 deals	 with	 the
deployment	 of	 sensor	 nodes	 using	 game	 theoretic	 approach	 for	 countering	 coverage	 and
connection	 problems.	 Jamming,	 selective	 forwarding,	 and	 other	 standard	 security	 and
reliability	issues	are	covered	in	Section	6.6	along	with	the	game	theoretic	solution.

6.2		Game	Theory:	A	Short	Introduction
Game	theory,	also	known	as	 interactive	decision	 theory,	 is	 the	study	of	strategic	decision
making.	According	 to	 Roger	 B	Myerson	 [6],	 game	 theory	 is	 “the	 study	 of	mathematical
models	of	conflict	and	cooperation	between	intelligent	rational	decision-makers.”	Note	the
use	of	 the	 term	 rational	decision	makers,	which	 is	one	of	 the	 fundamental	 assumption	 in
game	theory,	A	participant	of	a	game	is	considered	rational	in	the	sense	that	his	decision	to
cooperate	with	 similarly	 rational	participant	depends	 solely	on	 the	gain	 to	be	made	 from
their	action.	The	player	and	participant	terms	are	used	interchangeably.

Game	 theory	 has	 been	 found	 useful	 in	 the	 fields	 of	 economics	 and	 political	 science
whose	 participants	 are	 deemed	 to	 be	 motivated	 only	 by	 increasing	 their	 gains.	 More
recently,	 game	 theory	 has	 been	 found	 valuable	 for	 modelling	 problems	 in	 biology	 and
computer	science.	This	section	briefly	introduces	game	theory	and	the	important	concepts
of:	Nash	equilibrium	[24]	[25]	and	Pareto	optimality	[11].

6.2.1		Game	Theory	in	Brief
A	game	consists	of	a	set	of	players,	all	of	whom	are	deemed	rational.	The	game	is	played
based	on	rules	which	dictate	the	game.	The	players	compete	to	maximize	their	own	profit,
which	in	game	theory	terminology	is	known	as	the	payoff.	The	set	of	actions	available	to
the	player	from	which	an	action	could	be	chosen	to	maximize	his	profit	is	called	the	action
set.	The	actions	are	strategies	chosen	by	the	players.	The	utility	is	a	measure	of	preferences
for	some	set	of	actions	over	the	others.

There	are	many	classifications	of	games.	Some	relevant	ones	are	given	in	the	following.

6.2.1.1		Cooperative	and	Non-Cooperative	Game
Cooperative	games	allow	players	to	communicate	amongst	themselves	and	form	coalitions.
Non-cooperative	games	are	played	between	individuals	who	do	not	form	coalitions.



6.2.1.2		Zero	Sum	and	Non-Zero	Sum	Game
A	game	in	which	the	gain	(or	loss)	incurred	by	one	player	is	balanced	by	the	loss	(or	gain)
by	all	other	players	is	known	as	a	zero	sum	game.

6.2.1.3		Repeated	Games
A	repeated	game	is	played	in	multiple	stages,	where	the	action	of	a	player	in	previous	steps
has	an	impact	on	his	current	and	future	actions.	A	game	played	in	a	single	stage	is	called	a
non-repeated	game.

6.2.1.4		Complete	and	Incomplete	Information	Game
If	 each	 player	 is	 aware	 of	 the	 possible	 payoffs	 for	 all	 possible	 strategies	 of	 every	 other
player,	 they	 are	 playing	 a	 complete	 information	 game.	 The	 prisoners’	 dilemma,	 detailed
below,	is	an	example	of	a	complete	information	game,	where	the	prisoner	(player)	is	aware
of	 the	 possible	 reward	 or	 punishment	 the	 other	 prisoner	 will	 receive	 for	 his	 action.	 An
incomplete	 game	 is	 one	 where	 possible	 payoff	 information	 for	 other	 players	 is	 not
available.

6.2.2		Prisoner’s	Dilemma
Prisoner’s	dilemma	[2]	is	a	standard	example	of	a	non-cooperative	game	which	models	the
situation	where	two	rational	individuals	might	not	cooperate	even	if	cooperation	is	in	their
best	 interest.	 The	 game	 originally	 framed	 by	 Merrill	 Flood	 and	 Melvin	 Dresher	 was
formalized	and	named	by	Albert	W.	Tucker.

Two	prisoners	have	committed	a	grave	crime	and	are	kept	in	separate	prison	cells	where
they	cannot	communicate.	The	police	tries	to	extract	a	confession	from	any	one	or	both	of
them	to	ease	their	investigation.	The	police	interrogates	them	separately	and	asks	them	to
cooperate	 with	 the	 investigation	 by	 confessing	 to	 their	 crime.	 As	 a	 reward	 for	 their
cooperation,	 the	 police	 agrees	 to	 a	 reduced	 sentence	 to	 the	 confessing	 prisoner	 as	 his
reward.	 Thus,	 if	 both	 prisoners	 confess,	 both	 get	 a	 lighter	 sentence.	 If	 only	 one	 of	 the
prisoners	 cooperates,	 the	 confessing	prisoner	gets	 the	 reward	of	 reduced	 sentence	but	 the
other	prisoner	gets	a	much	harsher	sentence.	If	neither	cooperates,	police	must	let	both	the
prisoners	walk	free	due	to	lack	of	evidence.	Because	of	its	simplicity,	prisoner’s	dilemma	is
used	to	introduce	many	concepts	in	game	theory.

6.2.3		Nash	Equilibrium
A	Nash	equilibrium	is	a	set	of	strategic	choices	made	by	players	and	 their	corresponding
payoffs	in	a	non-cooperative	game.	A	player	will	not	gain	anything	by	changing	his	strategy
when	 other	 players	 in	 the	 game	 do	 not	 change	 their	 strategy.	 There	 is	 no	 guarantee	 that



Nash	equilibrium	will	exist	for	every	game	and	a	Nash	equilibrium	does	not	guarantee	that
it	is	the	most	desirable	outcome	of	the	game,	which	is	decided	by	the	Pareto	optimality.	In
the	 prisoner’s	 dilemma	 game,	 Nash	 equilibrium	 is	 the	 strategy	 when	 both	 the	 prisoners
confess	to	their	crime.

6.2.4		Pareto	Optimality
Pareto	optimality	is	the	allocation	of	resources	such	that	it	is	not	possible	to	make	one	of
the	 player	 well	 off	 without	 leaving	 the	 other	 competing	 player	 worse	 off.	 A	 Pareto
improvement	is	the	allocation	made	after	an	initial	distribution	of	resources,	such	that	one
participant	 can	be	made	well	 off	without	having	 to	 leave	 the	other	participant	worse	off.
When	no	further	Pareto	improvement	is	possible,	allocations	are	defined	as	Pareto	optimal.

6.2.5		Use	in	Computer	Science
Game	theory	has	found	increasing	use	in	Computer	science	and	Logic	since	logical	theories
were	 found	 to	 have	basis	 in	 game	 semantics.	 Some	of	 the	 key	 areas	 are	 like	 algorithmic
game	theory	[26],	algorithmic	mechanism	design	[27]	and	design	and	analysis	of	complex
system	with	economic	theory	[12].

6.3		Application	of	Game	Theory	in	Channel	Contention
Control

The	medium	access	 control	 layer	 of	 any	network	 is	 associated	with	 sensing	 the	 common
medium	(the	wireless	channel	in	case	of	wireless	network)	to	determine	whether	it	is	in	use
by	 any	 other	 node	 sharing	 the	 medium.	 The	 data	 transmission	 follows	 only	 when	 the
channel	is	sensed	as	free	and	the	node	“acquires”	the	medium.	While	IEEE	802.11	[1]	is	the
industry	standard	in	case	of	wireless	networks	and	IEEE	802.15.4	[36]	 is	 targeted	for	 low
data	 rate,	 low	 power	 consumption	 and	 low	 cost	 networking,	 several	 modifications	 have
been	 proposed	 in	 this	 area.	 We	 will	 briefly	 look	 into	 the	 three	 sub-areas	 of	 channel
assignment,	 energy	 efficiency,	 and	 contention	 delay	 minimization,	 reviewing	 a	 few
interesting	proposals.

The	multi-channel	assignment	problem	has	been	addressed	in	the	work	of	Qing	yu	et	al.
[44]	using	a	game	based	channel	 assignment	 algorithm	 in	which	each	player	 chooses	 the
channel	 that	 maximizes	 its	 payoff	 in	 accordance	 with	 the	 choice	 of	 channels	 by	 other
players,	 a	 strategy	 termed	 best	 response.	 The	 work	 by	 D.	 Yang	 et	 al.	 [42]	 proposes	 a
solution	 to	 the	multi-radio,	multi-channel	 scenario	where	multiple	 collision	 domains	 are
possible	 by	 formulating	 a	 strategic	 game	 modeled	 on	 the	 problem.	 Another	 recent	 but



interesting	 work	 was	 [13].	 The	 aim	 of	 the	 work	 is	 to	 reduce	 power	 consumption	 and
wireless	 sensor	 network	 interference	 by	modeling	 a	 non-cooperative	 game	 and	 finding	 a
MAC	algorithm	to	achieve	the	objectives.

Energy	 efficiency	 is	 an	 important	 domain	 in	 wireless	 sensor	 networks	 because	 of	 the
resource	constrained	nature	of	wireless	sensor	nodes.	Another	paper	by	[32]	also	uses	non-
cooperative	games	to	optimize	performance	for	protocols	using	the	contention	prone	MAC
in	WSNs.	The	work	of	Zhao	et	al.	[46]	and	Mehta	et	al.	[21]	deserve	special	mention.

Another	interesting	field	is	contention	delay	minimization.	Contention	is	the	process	in
which	 a	 node	 tries	 to	 acquire	 the	 channel	 on	which	 to	 send	 its	 data.	Network	 efficiency
improves	 when	 delays	 from	 contention	 is	 as	 minimum	 as	 possible.	 Moreover,	 certain
applications	of	WSNs	require	nodes	to	send	messages	on	a	priority	basis.	Contention	needs
to	be	as	low	as	possible	for	them.	The	work	of	Francesco	Chiti	et	al.	[7]	depicts	an	example
of	 a	 wireless	 body	 area	 network	 requiring	 contention	 delay	minimization.	 A	 similar	 but
improved	proposal	presented	by	Misra	et	al.	[22]	uses	a	constant	model	hawk-dove	game	to
prioritize	energy	data	 reporting	critical	 scenarios.	Other	works	 [8]	 [31]	 [32]	 [33]	 propose
non-cooperative	 games	 to	 optimize	 protocol	 performance	 of	 shared	 media	 using	 the
contention	method.	The	games	 cited	 ensure	 that	 a	unique	non-trivial	Nash	 equilibrium	 is
present.

6.3.1		Game-Based	Energy	Efficient	MAC	Protocol	(G-ConOpt)
In	 the	 context	 of	 wireless	 sensor	 networks,	 energy	 efficiency	 assumes	 the	 primary
optimization	 goal	 that	 surpasses	 the	 traditional	 performance	 goals	 like	 throughput	 and
delay.	Considering	the	importance	of	energy	efficiency,	the	work	of	[46]	presents	an	energy
efficient	MAC	protocol.	 [46]	 uses	 an	 incompletely	 cooperative	 game	 theory	 to	 provide	 a
simplified	game	theoretic	constraint	optimization	scheme	called	G-ConOpt,	which	aims	to
improve	performance	at	the	MAC	level	while	not	sacrificing	energy	efficiency.

Game	theoretic	analysis:	For	a	node,	the	game	starts	with	the	arrival	of	a	packet	and	lasts
until	 it	moves	out	 of	 its	 buffer	 due	 to	 successful	 transmission	or	 is	 discarded.	The	game
process	is	divided	into	different	time	slots.	During	each	time	slot,	each	player	estimates	its
present	game	state	according	 to	 its	 earliest	history	of	 the	game	states.	Depending	on	 this
game	 state,	 each	 player	 adjusts	 its	 strategy	 which	 in	 this	 case	 is	 to	 tune	 its	 contention
parameters.	 Although	 the	 player	 is	 not	 aware	 of	 the	 current	 strategy	 of	 its	 opponents,	 a
prediction	can	be	made	from	the	history.

In	the	context	of	this	game	two	players	are	considered	and	the	node	in	question	and	the
rest	 of	 the	 nodes	 are	 considered	 as	 opponents.	 The	 present	 work	 has	 taken	 a	 different
approach	 to	 reduce	 the	 complexity	 that	would	 arise	 from	 having	more	 than	 two	 players.
Each	 player	 chooses	 a	 strategy	 that	 maximizes	 the	 utility	 function	 of	 the	 other	 player.
However	there	are	limits	to	the	optimal	utility	gained	by	the	players.	This	leads	to	what	is
known	as	a	constrained	game.

The	node	being	considered,	called	player	1,	can	choose	 from	three	strategies:	 transmit,



listen	or	sleep.	These	correspond	to	the	three	contention	states	for	 the	node.	For	player	2,
the	 strategies	 include	successful	 transmission,	 failed	 transmission,	 listening	and	sleeping.
Each	 node	 has	 different	 payoffs	 for	 sleeping,	 listening,	 successful	 transmission	 or	 failed
transmission.	The	strategies	for	the	players	can	be	devised	from	these	payoffs,	transmission
probabilities,	 probability	 that	 the	 node	 is	 sleeping,	 and	 probability	 that	 a	 collision	 will
occur.

The	 simplified	 game-theoretical	 constraint	 optimization	 scheme:	 The	 detailed	 strategy
available	 from	 the	 theoretic	 formulation	 above	 is	 unfortunately	 a	 computationally
intractable	 problem	 and	 is	 inefficient.	 Thus,	 a	 simplified	 version	 named	 G-ConOpt	 was
presented	in	[46]	to	optimize	performance	in	limited	energy	consumption	scenarios.

Under	this	scheme,	time	is	divided	into	super	frames,	which	are	further	subdivided	into
active	 and	 sleeping	 parts.	While	 in	 the	 active	 part,	 the	 node	 contends	 for	 the	 channel	 in
terms	of	the	incompletely	cooperative	game.	While	in	the	sleeping	duration,	the	node	turns
off	its	radio	to	preserve	energy.	These	two	durations	are	determined	according	to	the	game
state.

The	game	first	estimates	the	current	state,	based	on	which	a	frame	collision	probability
could	be	computed.	Second,	the	node	adjusts	the	minimum	contention	window	according	to
the	number	of	opponents	by	multiplying	 the	number	of	opponents	with	a	 random	number
generated.	After	 the	 end	 of	 each	 game	 process,	 the	minimum	 contention	window	 can	 be
determined.	 If	 the	 last	 transmission	was	 successful,	 the	maximum	 of	 nominal	minimum
contention	and	half	of	the	final	contention	window	used	is	selected.	If	the	last	transmission
was	unsuccessful,	the	maximum	contention	window	is	selected.

In	 IEEE	 802.11,	 the	 contention	 process	 always	 begins	 with	 the	 nominal	 minimum
contention	window;	 this	 tends	 to	 increase	 collision	 in	 a	 busy	 network	when	 the	 value	 of
contention	window	is	increased.	G-ConOpt,	recognizes	this	drawback	and	improves	upon	it
by	using	the	strategy	outlined	above.	Another	adjustment	that	G-ConOpt	makes	is	to	change
the	 duration	 of	 active	 part	 and	 the	 sleeping	part.	This	 is	 accomplished	by	 comparing	 the
number	of	competing	nodes	to	a	predetermined	value.	If	many	nodes	have	frames	to	send,
and	the	active	part	is	doubled	but	not	exceeding	a	limit	and	thereby	halving	the	sleep	part
not	going	below	a	lower	bound.	If	number	of	competing	nodes	is	less	than	a	predetermined
value,	it	is	assumed	that	few	nodes	have	frames	to	send	and	sleep	period	is	doubled	up	to	an
upper	bound,	and	subsequently	the	active	period	is	reduced	by	half	but	not	below	a	lower
bound.

The	performance	of	 the	protocol	proposed	was	compared	through	simulation	against	S-
MAC	and	CSMA/CA	MAC	protocols.	The	results	are	as	follow.
System	 throughput:	 G-ConOpt	 showed	 a	 steady	 rise	 in	 throughput	 as	 time	 progressed,

levelling	out	at	25	seconds.	CSMA/CA	rose	at	almost	the	same	rate	only	to	level	out	at	20
seconds	 instead	 of	 rising	 to	 25	 seconds.	 For	 S-MAC,	 rise	 levelled	 out	 at	 10	 seconds.	 In
terms	of	delay,	G-ConOpt	 fared	better,	with	 the	CSMA/CA	performing	similarly	until	22
seconds,	 at	 which	 time	 the	 delay	 began	 to	 rise	 more	 than	 G-ConOpt.	 S-MAC	 delay
remained	consistently	higher	 than	 those	of	G-ConOpt	 and	CSMA/CA.	 In	 terms	of	packet



loss	rate,	the	rate	is	almost	zero	for	G-ConOpt	and	CSMA/CA,	which	is	lower	than	that	of
SMAC.	S-MAC	performs	better	in	terms	of	power	consumption	that	is	almost	half	of	that
of	CSMA/CA.	Both	 these	 protocols	 exhibit	 almost	 steady	 power	 consumption	 over	 time.
For	G-ConOpt,	power	consumption	starts	at	a	 low	point	and	 increases	steadily	over	 time.
However,	 power	 consumption	 remains	 lower	 than	 CSMA/CA	 at	 all	 times.	 In	 terms	 of
energy	 efficiency,	 i.e.,	 ratio	 of	 nth	 rate	 of	 successfully	 transmitted	 bit	 rate	 to	 power
consumption,	G-ConOpt	fares	better	than	both	S-MAC	and	CSMA/CA.	S-MAC	starts	with
better	 energy	 efficiency	 over	CSMA/CA;	 however,	 over	 time	 its	 energy	 efficiency	 drops
and	becomes	almost	equal	due	to	increase	in	traffic	load	over	time.

6.3.2		Game	Theory-Based	Improved	Backoff	Algorithm	for	Energy
Efficient	MAC	Protocol

Another	work	worth	mentioning	in	the	domain	of	energy	efficiency	at	the	MAC	level	using
game	 theory	 is	 [21],	 which	 achieved	 this	 objective	 by	 the	 use	 of	 an	 improved	 backoff
algorithm	developed	from	an	incompletely	cooperative	game	theoretic	analysis.
Game	formulation:	The	incomplete	game	in	this	case	is	similar	to	the	one	described	in	G-

ConOpt	 [46].	 The	 payoffs,	 strategies,	 and	 utilities	 in	 this	 case	 are	 defined	 in	 a	 similar
manner.	The	approach	in	[46]	was	to	adjust	the	contention	window	based	on	game	theory.
The	 algorithm	 was	 found	 to	 be	 computationally	 non-optimal	 and	 had	 to	 be	 simplified
greatly	 to	 make	 the	 algorithm	 tractable.	 Other	 similar	 approaches	 were	 found	 to	 be
computationally	inefficient.

The	 present	 work	 tries	 a	 different	 approach.	 It	 introduces	 an	 improved	 back-off
mechanism	in	MAC	for	energy	efficient	operation.	The	work	advocates	the	use	of	a	fixed
size	contention	window	but	the	transmitting	probability	is	non-uniform	and	should	exhibit
geometric	increase	instead	of	the	CSMA/CA	binary	exponential	back-off	procedure.	In	the
improved	back-off	 (IB)	 scheme	proposed,	 the	contention	window	 is	kept	 fixed	at	 a	 small
value.	 The	 nodes	 are	 allowed	 to	 choose	 a	 transmission	 slot	 anywhere	 between	 1	 and	 the
value	of	contention	window	in	a	non-uniform,	geometrically	increasing	manner.

It	is	worth	noting	that	a	higher	slot	number	has	a	better	probability	of	being	selected	in
this	scheme.	The	nodes	begin	by	selecting	higher	slots	in	their	contention	window	and	starts
sensing	 the	 channel.	 If	 a	 starting	 slot	 has	 no	 transmitting	 nodes,	 each	 node	 adjusts	 its
estimation	of	competing	nodes	by	multiplicatively	 increasing	 its	 transmission	probability
in	 the	 next	 slot	 selection.	 The	 process	 gets	 repeated	 and	 this	 tends	 to	make	 competition
occur	 at	 geometrically	decreasing	values	of	 an	 active	node	number	within	 the	 contention
window	considered.	Unlike	IEEE	802.11,	which	uses	timer	suspension,	the	present	method
has	no	such	mechanism	to	meet	 the	objectives	of	energy	savings	and	latency	reduction	in
case	 of	 collision.	 This	 may	 be	 unfair	 to	 the	 node	 in	 question,	 but	 the	 overall	 aim	 is	 to
improve	performance	of	the	entire	network	rather	than	a	node.	Moreover,	in	an	unsaturated
traffic	conditions,	not	all	nodes	have	data	to	send	at	all	times.

The	 improved	 back-off	 procedure	 is	 compared	with	 the	 normal	MAC	 protocol	 and	 an



incomplete	game	protocol	 in	 terms	of	channel	 efficiency,	 energy	efficiency,	 and	medium

access	delay	in	MATLAB®.	For	channel	efficiency,	normal	MAC	exhibits	better	throughput
when	the	number	of	nodes	is	low.	However,	channel	throughput	decreases	with	increase	in
number	of	nodes.	The	improved	back-off	MAC	maintains	high	channel	efficiency	due	to	its
approach	 to	 collision	 avoidance.	 In	 the	 incomplete	 games	 version,	 channel	 efficiency
remains	almost	constant	after	30	nodes.	In	case	of	medium	access	delay,	delay	for	normal
MAC	 is	more	 than	 the	other	 two	as	more	collision	occurs.	This	 is	 followed	by	 improved
back-off	 method.	 The	 incomplete	 game	 performance	 was	 the	 best.	 In	 terms	 of	 energy
efficiency,	the	authors	claimed	that	normal	MAC	wastes	more	energy	due	to	collision	and
retransmission	 attempts.	 The	 incomplete	 game	MAC	 and	 improved	 back-off	 mechanism
performed	better,	giving	almost	comparative	performances.

6.3.3		Game	Theory-Based	Efficient	Wireless	Body	Area	Network
A	wireless	 body	 area	 network	 (WBAN)	 is	 a	 network	 of	 sensor	 nodes	 utilized	 to	monitor
different	health	parameters	of	the	human	body	and	communicate	with	a	central	processing
entity	 for	 data	 aggregation	 and	 processing.	 Such	 networks,	 on	 sensing	 some	 critical
scenario,	 need	 to	 immediately	 communicate	 with	 their	 central	 processing	 entity	 for
necessary	 action.	 Undoubtedly,	 minimizing	 message	 delivery	 latency	 is	 of	 paramount
importance.	 The	 work	 presented	 in	 [7]	 considers	 an	 improvement	 of	 the	 CSMA/CA
protocol	with	the	help	of	game	theory	to	minimize	message	delivery	latency.

We	 are	 aware	 that	 game	 theory	 finds	 its	 use	 in	 the	 analysis	 of	 scenarios	 where
participants	are	deemed	rational.	An	interesting	trait	of	rational	entities	is	that	they	tend	to
act	 selfishly	 by	 obstructing	 the	 rights	 of	 others	 to	 maximize	 their	 own	 gain.	 The	 idea
facilitating	one	node	by	depriving	others	is	the	backbone	of	this	work.	The	node	which	has
sensed	a	critical	scenario	and	needs	to	send	messages	fast	is	allowed	to	deviate	from	normal
CSMA/CA	operation.	 It	 is	permitted	 to	keep	 its	back-off	exponent	 to	 the	minimum	value
while	others	increment	that	parameter.	This	is	called	single	cheater	node	scenario	and	the
node	getting	preferential	treatment	is	the	cheater	node.	In	the	single	cheater	node	scenario,
delay	is	reduced	for	the	cheater	node	but	there	is	no	variation	in	delay	of	other	nodes.	Also,
collision	probability	remains	unchanged	and	there	is	no	effect	on	the	access	probability	of
the	 cheater	 node	 and	 other	 normal	 nodes.	 Thus,	 in	 the	 single	 cheater	model,	 the	 goal	 is
accomplished.	 The	 proposed	 protocol	 advocates	 only	 one	 node	 to	 behave	 deviantly.	 The
effect	of	allowing	more	than	one	cheater	node	at	the	same	time	can	be	analyzed	using	the
multiple	cheater	model.

We	define	each	node	 in	 the	network	as	a	player	executing	a	 strategy	which	consists	of
choosing	 the	 contention	 window	 between	 1	 to	 maximum	 window	 size.	 The	 average
throughput	 is	 considered	 as	 the	 utility	 function	 and	 access	 probability	 of	 each	 player	 is
considered.	Among	the	players,	 i.e.,	nodes	in	the	network,	more	than	one	of	them	may	be
cheater	node	and	compete	for	preferential	treatment.

A	strategy	profile	is	maintained	consisting	of	the	strategy	chosen	by	all	the	players.	Two



different	 access	 probabilities	 are	 defined:	 access	 probability	 for	 the	 normal	 nodes	 and
access	profile	for	the	cheater	nodes.	From	the	analysis,	given	a	generic	Nash	equilibrium,
we	can	conclude	that	 there	exists	at	 least	one	player	with	a	contention	window	equal	 to	1
while	others’	contention	windows	are	greater	than	1.	The	analysis	proves	that	delivery	delay
gets	unbounded	causing	overall	throughput	to	drop	in	a	multiple	cheater	model.

All	 theoretical	 claims	 have	 been	 also	 demonstrated	 through	 simulation	 analysis,	 using
the	 OMNeT++	mobility	 framework	 tool.	 Both	 saturated	 and	 low	 loaded	 conditions	 have
been	 investigated.	 In	 terms	 of	 average	 delay,	 the	 cheater	 nodes	 have	 been	 shown	 to
experience	marked	reduction	in	latency	irrespective	of	the	number	of	nodes.	Cheater	nodes
were	found	to	have	further	low	latency	with	increases	in	load	factor.	In	terms	of	dropping
probability,	 there	 is	 an	 overall	 increase	 but	 in	 low	 loads	 there	 does	 not	 seem	 to	 be	 any
advantage	to	 the	cheater	nodes	over	other	nodes.	As	load	reaches	saturation,	cheater	node
shows	gains	over	other	nodes.	Moreover,	 the	 theoretical	 and	 simulated	value	of	dropping
probability	has	been	compared	and	reported	to	be	in	close	agreement.

6.4		Application	of	Game	Theory	in	a	Clustered	WSN
Clustering	 is	 the	process	 in	which	a	group	of	nodes	organizes	 into	groups	called	clusters
and	elects	a	node	known	as	cluster	head	 that	has	 special	 responsibilities.	The	non-cluster
head	nodes	send	all	their	data	to	the	cluster	head	node	instead	of	communicating	directly	to
the	 base	 station.	The	 cluster	 head	 aggregates	 all	 data	 and	 sends	 the	 summary	data	 to	 the
base	station	in	fixed	intervals.

Cluster	heads	have	extra	duties	and	perform	more	work	than	other	nodes;	as	a	result,	they
expend	more	energy.	Nodes	have	selfish	interest	and	may	not	wish	to	become	cluster	heads.
A	 network	must	 enforce	 the	 cluster	 head	 requirements	 strictly	 so	 that	 it	 can	 continue	 to
function.	 However,	 a	 network	 must	 ensure	 cluster	 heads	 are	 not	 overburdened	 with
responsibilities	and	are	not	selected	repeatedly.	Fair	and	equitable	distribution	of	the	cluster
head	 responsibility	 is	 critical	 and	 a	 network	must	 include	 energy	 efficiency	measures	 to
ensure	equitable	load	distribution.

This	section	reviews	some	of	the	work	in	the	field	of	cluster	head	selection	and	equitable
load	 distribution	 in	 cluster-based	 WSNs.	 Koltsidas	 and	 Pavlidou	 [16]	 proposed	 a
mechanism	 that	 uses	 game	 theory	 to	 manage	 cluster	 head	 selection	 because	 nodes	 acts
selfishly	and	would	resist	selection	as	cluster	heads	unless	forced	to	do	so.	A	refinement	to
this	 work	 [40]	 utilized	 local	 considerations	 instead	 of	 global	 methodology	 [16]	 and	 the
approach	proved	more	effective.	Both	techniques	ensure	that	cluster	head	responsibility	is
evenly	distributed	across	all	nodes.

Other	 works	 [10]	 [38]	 are	 also	 worth	 mentioning.	 A	 repeated	 game	 model	 has	 been
developed	along	with	a	limited	punishment	mechanism	to	discourage	nodes	from	behaving
selfishly	[38].	The	other	study	[10]	presents	a	game	 theoretic	optimization	algorithm	that



considers	the	distance	from	node	being	selected	as	a	cluster	head	from	other	nodes	and	the
remaining	energy	of	the	selected	node.

Xu	 et	 al.	 [41]	 suggest	 a	 similar	 solution	 with	 a	 different	 method.	 All	 these	 proposals
consider	 energy	 efficiency	 as	 a	 component	 of	 cluster	 head	 selection.	 Lin	 and	Wang	 [35]
suggest	 a	 game	 that	 balances	 energy	 of	 a	 node	 by	 modelling	 packet	 transmission.	 The
mechanism	 includes	 the	 imposition	 of	 penalties	 to	 discourage	 node	 selfishness;	 it	 also
satisfies	delivery	 rate	 and	delay	constraints.	 Jing	and	Aida	 [15]	provide	another	 solution.
These	techniques	consider	the	effects	of	energy	efficiency	on	cluster	head	selection.	Tushar
et	 al.	 [39]	 studied	 power	 control	 in	 a	 game	 theoretic	 framework.	 The	 game	 allows	 each
sensor	 node	 to	 choose	 its	 transmission	 power	 independently	 to	 attain	 a	 target	 signal-to-
noise	ratio	at	the	receiving	cluster.

Hotspots	 (locations	where	nodes	die	off	quickly	due	 to	overload)	are	problems	 in	most
wireless	 network;	 the	most	 catastrophic	 hotspot	 is	 network	 partitioning.	Yang	 et	 al.	 [43]
divised	a	distributed	clustering	approach	using	game	theory	to	balance	energy	consumption
throughout	a	network	and	avoid	hotspots.	Their	algorithm	also	adapts	cluster	size	based	on
the	game	theory.	Salim	et	al.	[30]	used	the	cost	and	reward	mechanism	of	game	theory	to
achieve	cluster	head	selection.

6.4.1		Game	to	Detect	Selfishness	in	Clusters	(CROSS)
One	work	[16]	 concentrated	on	 the	 clustering	problem	 in	 the	 framework	of	 game	 theory.
The	analysis	 is	based	on	 the	non-cooperative	game	approach,	which	models	 the	nature	of
sensor	nodes	that	behave	selfishly	to	conserve	their	energy.	The	game	theoretic	study	and
analysis	were	used	to	formulate	a	clustering	mechanism	called	CROSS	that	can	be	applied
to	WSN	in	practice.

The	clustering	game	consists	of	sets	of	players	and	strategies	and	a	utility	function.	The
players	are	nodes	in	the	sensor	network.	The	players	choose	from	two	strategies:	declaring
themselves	to	be	cluster	heads	(CHs)	or	not.	The	payoffs	are:

1.		If	a	node	does	not	declare	and	no	other	declares,	payoff	is	zero.

2.		If	a	node	does	not	declare	and	some	nodes	declare,	the	payoff	is	a	gain	value	v.

3.		If	a	node	declares	to	be	CH:	the	payoff	is	v	–	c,	where	c	is	the	cost	incurred	to	be	a	CH.

These	 three	 conditions	 define	 the	 utility	 function.	 The	 following	 propositions	 can	 be
made:

•		Proposition	1:	For	a	symmetrical	clustering	game,	Nash	equilibrium	does	not	exist	for
the	strategy	that	all	nodes	declare	as	CHs.

•		Proposition	2:	For	a	symmetrical	clustering	game,	Nash	equilibrium	does	not	exist	for



the	strategy	that	all	nodes	do	not	declare	as	CHs.

•		Proposition	3:	Nash	equilibrium	exists	 for	 the	strategy	where	a	single	node	declares
itself	to	be	non-CH	while	all	other	nodes	declare	themselves	as	CHs.	Thus,	their	Nash
equilibrium	is	equal	to	the	number	of	nodes	in	the	network.

•		Proposition	4:	For	a	symmetrical	clustering	game,	no	symmetric	pure	strategy	Nash
equilibrium	exists.

•		Theorem	1:	For	a	symmetrical	clustering	game,	a	symmetrical	mixed	strategy	Nash
equilibrium	exists	and	 the	equilibrium	probability	 that	 the	player	declares	 itself	as	a
cluster	head	depends	on	the	cost	incurred	to	be	declared	CH	and	the	gain	value.

The	clustering	mechanism	is	based	on	the	game	theoretic	study	and	the	natural	incentive	or
cooperation	 as	 analyzed	 previously.	 The	 sensor	 nodes	 announce	 their	 existence	 in	 the
network.	 Since	 the	 cost	 incurred	 to	 be	 the	 cluster	 head	 and	 the	 gain	 value	 are	 known	 to
every	node,	 the	probability	 to	become	cluster	 head	 could	be	 computed	 at	 the	 first	 round.
This	 random	 procedure	 ensures	 some	 nodes	 declare	 themselves	 as	 CHs	 and	 send	 such
beacons.	 The	 nodes	 choose	 proximity	 conditions	 and	 normal	 data	 transfer	 operations
according	to	clustering	protocol.	In	the	second	round,	the	nodes	that	have	not	served	as	CHs
are	considered	for	the	responsibility,	following	the	zero	probability	rule.	This	round-based
sequence	is	a	repeated	game.	When	all	the	nodes	have	served	as	CHs,	the	game	resets	to	its
initial	condition.	Nodes	whose	energy	is	depleted	are	excluded.	The	clustering	mechanism
is	known	as	clustered	routing	of	selfish	sensors	(CROSS).

CROSS	 performance	was	 analyzed	 by	 a	 comparison	with	 LEACH	 protocol.	 Regarding
network	 lifetime,	 LEACH	 protocol	 performs	 consistently	 regardless	 of	 the	 cost-to-value
(c/v)	ratio	to	become	CH.	The	network	lifetime	using	the	CROSS	protocol	is	shorter	when
the	c/v	is	0.05.	The	lifetime	is	better	than	that	of	LEACH	at	c/v	of	0.1	and	increases	until	it
reaches	0.5.	Lifetime	decreases	at	0.7	through	0.9	but	is	still	significanly	better	than	that	of
LEACH.	 The	 maximum	 node	 lifetime	 is	 constant	 for	 LEACH	 systems.	 CROSS	 values
decrease	at	an	almost	constant	rate	with	increase	in	c/v	and	are	always	lower	than	those	of
LEACH.

LEACH	also	demonstrates	constant	number	of	clusters.	CROSS	values	decrease	steeply
at	 c/v	 values	 of	 0.05,	 0.1,	 and	 0.3,	 then	 decrease	 consistently.	 CROSS	 always	 has	 fewer
clusters	than	LEACH.

The	number	of	live	nodes	based	on	the	number	of	rounds	decreases	steadily	in	LEACH
systems.	The	CROSS	algorithm	at	c/v	exceeds	that	of	LEACH	until	it	reaches	2250	rounds,
after	 which	 its	 c/v	 is	 less	 than	 that	 of	 LEACH.	 The	 CROSS	 algorithm	 with	 c/v	 at	 0.9
exhibits	 stable	 behavior	 to	 2000	 rounds.	 The	 c/v	 drops	 slightly	 at	 2100	 rounds	 but	 still
remains	higher	than	the	LEACH	value	of	0.1.

However,	at	2100,	it	exhibits	sharp	decline	going	below	CROSS	(c/v=0.1)	at	2200	rounds.
LEACH	 also	 shows	 decline	 after	 a	 few	 rounds.	 CROSS	 algorithm	 with	 computed
probability	 that	 maximizes	 the	 expected	 payoff	 is	 denoted	 as	 CROSS2.	 When	 network



lifetime	is	compared	with	number	of	nodes,	CROSS2	has	less	network	lifetime	as	compared
to	LEACH	for	smaller	number	of	nodes.	With	rise	in	the	number	of	nodes,	network	lifetime
improves	 for	CROSS	and	CROSS2.	At	high	communication	 range,	 it	has	been	 found	 that
network	lifetime	for	CROSS	algorithm	equals	that	of	LEACH.

6.4.2		Local	Game-Based	Selfishness	Detection	in	Clustering	(LGCA)
The	CROSS	algorithm	uses	a	game	theoretic	approach	to	determine	cluster	heads	in	WSNs.
This	 algorithm	 needs	 global	 information	 on	 the	 number	 of	 nodes	 in	 the	 network.	Global
information	 is	 difficult	 to	 get	 and	 it	 involves	 sending	more	 packets	 and	 consumes	more
energy.	The	scheme	proposed	by	[40]	improves	upon	the	CROSS	mechanism	to	formulate	a
localized	game	theoretical	cluster	algorithm	(LGCA).

The	assumption	made	in	CROSS	that	every	sensor	node	can	hear	transmission	from	every
other	 sensor	 is	 unrealistic	 since	 every	 node	 has	 limits	 to	 its	 transmission	 distance.	 Also
larger	 communication	 range	 means	 spending	 more	 energy.	 Another	 problem	 is	 with
equilibrium	 probability.	 The	 probability	 is	 calculated	 as	 an	 exponentially	 decreasing
function	of	N	 (number	of	 nodes)	 and	hence	 requires	 large	value	of	N.	This	 results	 in	 the
sensor	nodes	having	very	low	probability	to	become	a	cluster	head,	a	factor	not	taken	into
account	 by	 CROSS.	 The	 last	 problem	 observed	 by	 the	 authors	 is	 that	 the	 equilibrium
average	payoff	is	less	than	the	optimal	average	payoff.

The	LGCA	approach	consists	of	an	initialization	phase	followed	by	many	game	rounds.
Each	game	round	has	a	set-up	phase	and	a	steady	state	phase.

1.		Initialization	phase:	 It	 is	assumed	 that	maximum	power	 level	of	each	node	 is	 large
enough	 to	 transfer	packets	 to	 the	base	 station.	Another	 assumption	 is	 that	nodes	can
adjust	 their	power	 level	up	 to	a	 certain	communication	distance.	 In	 this	phase,	 local
neighbor	information	is	collected.

2.		Set-up	phase:

(a)		Potential	CH	election:	The	probability	formula	of	CROSS	is	used	after
replacement	of	N	number	of	nodes	by	Nn(i),	the	number	of	local	nodes.	Based	on
the	probability	value	using	the	same	mechanism	as	CROSS,	the	nodes	contend	to
be	CH,	though	the	node	selected	is	marked	as	a	potential	CH	and	has	to	contend
with	other	potential	CHs	to	be	selected	as	the	real	CH.	Similar	zero	probability
rule,	as	in	CROSS	algorithm,	applies.

(b)		Real	CH	contention:	The	decision	on	which	a	potential	CH	will	be	made	real	CH
is	determined	by	the	CSMA/CA	protocol.	The	potential	CHs	contend	for	channel
acquisition	based	on	CSMA/CA	and	the	one	that	acquires	the	physical	medium	is
chosen	as	the	real	CH	and	others	relinquish	their	claims	as	CH.



(c)		Cluster	formation:	When	all	the	CHs	have	been	decided,	the	CHs	broadcast	their
selection	message.	The	remaining	nodes	join	the	nearest	CH	to	form	clusters.	The
nodes	then	wait	for	the	CHs	to	allot	time	slots	to	them	and	accordingly	utilize	the
channel.

3.	 	 Steady	 state	 phase:	 Similar	 to	 data	 collection,	 aggregation,	 and	 their	 onward
transmission	 to	 the	 base	 station,	 this	 phase	 is	 like	 steady	 state	 phase	 of	 any	 other
cluster	algorithm	in	WSNs.

The	 performance	 analysis	 was	 performed	 in	MATLAB®.	 LGCA	 was	 compared	 with	 the
CROSS	and	LEACH	protocols.	In	the	case	of	network	lifetime,	LGCA	outperforms	LEACH
and	 CROSS.	 With	 increase	 in	 c/v	 value	 (defined	 in	 CROSS),	 both	 CROSS	 and	 LGCA
experience	drops;	for	CROSS	the	drop	is	very	steep.	Network	lifetime	has	been	compared	in
terms	of	maximum	node	lifetime	and	corresponding	number	of	nodes	alive	at	each	round.
LEACH	achieves	maximum	node	lifetime.	However,	its	energy	consumption	rate	is	uneven.
The	 result	was	 confirmed	 in	 a	 comparison	 of	 live	 nodes	 versus	 rounds.	 LGCA	 exhibited
uniform	energy	expenditures	and	 its	maximum	node	 lifetimes	exceeded	 those	of	CROSS.
The	average	number	of	cluster	heads	in	CROSS	systems	decreased	sharply	as	c/v	increased.
LEACH	maintained	constant	number	of	clusters.	LGCA	numbers	were	 relatively	constant
but	 displayed	 slight	 deviations.	 So,	 we	 can	 conclude	 that	 c/v	 had	 little	 impact	 on
performance	of	the	LGCA	protocol.

6.4.3		Game	for	Cluster	Head	Selection
Xu	 et	 al.	 [41]	 proposed	 a	 game	 theoretic	 approach	 which	 aims	 to	 restrict	 the	 selfish
behavior	of	nodes	and	promote	efficient	cluster	head	selection.
Game	 theoretic	model:	 A	 CH	 should	 be	 chosen	 based	 on	 the	 highest	 residual	 energy.

However,	 a	 selfish	 node	may	 dishonestly	 report	 its	 residual	 energy	 value	 to	 avoid	 being
selected	 as	 a	CH	node.	Thus,	 the	 selfish	 activity	 of	 the	 node	 and	 choice	 of	 a	CH	 can	 be
modeled	as	a	game	using	sensor	nodes	as	the	players	choosing	between	either	declaring	to
be	 CH	 or	 refusing	 to	 declare.	 The	 cost	 for	 each	 strategy	 is	 computed	 by	 comparing	 the
energy	lost	by	declaring	to	the	energy	saved	by	not	declaring.	The	utility	is	the	difference
between	payoff	and	the	cost	of	declaring	or	not	declaring.	If	no	node	declares	to	be	CH,	the
utility	for	all	nodes	is	zero.	However,	studies	show	that	at	least	one	node	will	declare	itself
as	CH.

Cluster	heads	are	important	network	elements	and	redundancy	is	maintained	to	improve
reliability.	 Apart	 from	 the	 current	 CH,	 another	 node	 is	 selected	 as	 a	 candidate	 CH.	 The
candidate	CH	replicates	data	of	the	current	CH	and	acts	as	a	backup	for	the	sink	should	the
CH	fail.	To	encourage	nodes	to	be	candidates,	extra	payoff	 is	given	if	a	node	has	a	direct
communication	link	with	sink.

The	 game	 theoretic	 concepts	 are	 used	 to	 encourage	 the	 nodes	 to	 receive	 the	 enhanced



payoffs	and	serve	as	candidates.	However,	data	replication	and	added	communication	cost
must	 be	 considered.	 As	 these	 costs	 tend	 to	 drain	 energy	 from	 nodes,	 residual	 energy
becomes	an	important	factor.	Thus,	the	candidate	nodes	must	be	the	least	costly	in	terms	of
communication	and	data	replication	cost,	but	also	should	have	highest	residual	energy.

Simulation	was	carried	out	in	NS-2	to	ascertain	performance	of	the	proposed	approach.
The	simulation	used	100	nodes	in	an	area	of	500	×	500.	Throughput	was	measured.	In	case
of	no	data	 replication	 the	 throughput	dropped	 to	zero	after	 the	 link	between	CH	and	sink
dropped.	However,	with	data	replication,	the	throughput	resumed	its	earlier	value	after	the
CH	sink	link	goes	down	and	data	transmission	occured	through	the	candidate-sink	link.

6.4.4		Game	for	Energy	Efficient	Clustering
A	 cooperative	 game	 theoretic	 clustering	 algorithm	 for	 WSNs	 helps	 to	 balance	 energy
consumption	and	improve	network	lifetime.	Jing	and	Aida	[15]	proposed	a	game	theoretic
model	of	a	clustering	algorithm	(CGC)	for	feasibly	allocating	energy	cost	to	nodes.

The	basis	of	 the	cooperative	game	 theoretic	approach	 is	 that	a	sensor	node	(SN)	 trades
off	individual	node	costs	to	the	cost	of	the	entire	network.	A	candidate	cluster	head	(CCH)
cooperates	with	other	capable	SNs	to	form	a	cluster	head	coalition.	The	parameters	to	keep
in	 mind	 are	 the	 number	 of	 SNs	 in	 a	 cluster,	 redundancy,	 and	 transmission	 energy.	 The
following	conditions	apply	to	the	algorithm	(described	later).

1.	 	 Cooperate	 with	 another	 SN	 which	 is	 capable	 of	 forming	 coalition	 with	 redundant
energy.

2.		The	system	energy	consumption	is	greater	than	the	total	cost	allocation	for	CCH	node
and	CCH	node	with	redundant	energy.

3.		Cooperate	with	SN	in	long	distance.

4.	 	The	system	energy	consumption	is	greater	 than	the	total	cost	allocation	for	 the	CCH
node	and	the	CH	node	with	a	distance	from	CCH.

The	algorithm	functions	as	follows

1.	 	 At	 the	 beginning	 of	 round	 r,	 each	 SN	 elects	 itself	 to	 be	 a	 CCH	with	 a	 probability
calculated	by	considering	the	residual	and	initial	energy	among	other	parameters.

2.	 	 The	CCH	broadcasts	 an	 advertisement	message	 via	 the	CSMA	MAC	protocol.	 This
allows	other	SNs	to	choose	the	optimum	cluster	as	per	the	received	signal	strength.

3.	 	Each	non-CCH	node	sends	a	 join	message	which	 includes	 its	 identification,	 residual
energy,	and	distance	from	CCH.



4.		After	receiving	the	join	messages	of	non-CCH	nodes	in	the	clusters,	the	CCH	adjusts
the	final	coalition	according	to	the	conditions	mentioned	above.

5.		The	CCH	broadcasts	identifications	of	CHs.	The	other	SNs	listen	for	the	CH	coalition
message.

6.		The	selected	CH	broadcasts	the	decision	to	other	SNs	in	the	network.

7.		The	non-CHs	wait	for	CH	announcements	and	choose	optimum	clusters.

8.		Each	non-CH	sends	a	join	message	to	the	CH	chosen	through	received	signal	strength.

9.		After	all	join	messages	are	received,	a	TDMA	schedule	is	allocated	to	each	node	in	the
cluster	by	the	CH.

10.		The	schedule	is	sent	to	each	constituent	node	in	the	cluster	and	followed	by	SNs	while
transmitting	the	data.

11.	 	The	CH	collects	 individual	data	from	each	non-CH	and	sends	a	summary	to	the	base
station.

The	performance	of	the	proposed	CGC	algorithm	was	compared	with	LEACH	and	EEDBC
protocol	 using	 the	 NS-2	 simulator.	 The	 scenario	 utilizes	 the	 simplex	 energy,	 random,
lattice,	 semi-lattice,	 and	 normal	 positional	 distribution.	 Results	 of	 statistical	 analysis	 of
network	lifetime	and	energy	efficiency	used	a	confidence	interval	of	0.975.	The	simulation
results	 show	 that	 CGC	 and	 EEDBC	 prolonged	 network	 lifetime	 by	 25%.	 The	 present
algorithm	also	outperformed	LEACH	and	EEDBC	by	24.5%	and	21.6%	respectively.	CGC
also	reduced	data	transmission	latency;	the	simulation	also	demonstrated	that	CGC	was	the
most	 efficient	 scheme	 for	 data	 transmission	 per	 unit	 of	 energy.	 CGC	 improved	 network
lifetime	 and	 data	 transmission	 capacity	 by	 up	 to	 5.8%	 and	 35.9%,	 respectively.	 The
simulation	 results	 show	 that	 the	CGC	 routing	 in	WSNs	extends	 the	network	 life,	 reduces
transmission	time,	and	regulates	clustering	to	achieve	energy	efficiency.

6.5		Application	of	Game	Theory	in	Connection	and	Coverage
Problem

Considering	 the	 resource	 constrained	 nature	 of	 the	 sensor	 nodes	 in	 wireless	 sensor
networks,	maximizing	 the	coverage	of	nodes	and	maintaining	connectivity	 is	not	a	 trivial
problem.	 The	 coverage	 area	 of	 nodes	 in	 such	 cases	 could	 be	 analyzed	 and	 effective
algorithms	 could	 be	 developed	 using	 a	 game	 theoretic	 framework.	 The	 survey	 below



describes	 some	 of	 the	 work	 where	 game	 theory	 has	 been	 applied	 to	 improve	 network
coverage	and	ensure	connectivity	in	wireless	sensor	networks.

The	 work	 of	 Zhang	 et	 al.	 [45]	 will	 be	 described	 later.	 Senturk	 et	 al.	 [34]	 describe
restoration	 of	 connectivity	 by	 positioning	 relay	 nodes	 to	 mitigate	 network	 partitioning
caused	by	node	failures.	For	the	strategy	to	work,	the	number	of	partitions,	damaged	area,
and	 locations	 of	 remaining	 nodes	 must	 be	 known.	 Coverage	 control	 is	 the	 concept	 of
prolonging	network	lifetime	while	meeting	user’s	objectives.	The	K-cover	algorithm	is	an
accepted	 solution.	 It	 has	 the	 usual	 disadvantages	 of	 centralized	 systems	 [14]	 but	 uses	 a
game	theoretic	model	to	achieve	the	dual	objective	of	network	lifetime	maximization	and
widest	coverage.

6.5.1		Network	Coverage	Game
The	algorithm	proposed	by	Zhang	et	al.	[45]	aims	to	 improve	network	coverage	in	WSNs
using	game	theoretic	concepts.

Game	formulation:	A	repeated	game	model	has	been	developed.	The	set	of	nodes	in	the
network	 represents	 the	 set	 of	 players	 in	 the	 game	 which	 may	 adopt	 the	 strategy	 of
increasing,	decreasing	or	following	their	energy	cover	area.	A	player	can	revise	its	strategy
until	 the	final	stage.	The	energy	coverage	area	achieved	is	 the	final	solution.	The	optimal
solution	 to	 the	 game	 is	 linked	 to	 finding	 its	 payoff.	 Certain	 definitions	 of	 payoff	 are
important.

Coverage:	Coverage	is	the	ratio	of	the	actual	cover	area	to	the	required	cover	area.
Coverage	 level:	Coverage	 level	 is	 the	 number	 of	 nodes	 in	 the	whole	 network	 that	 can

cover	a	concerned	node.
Now,	we	can	define	the	payoff	of	every	node	by	considering	the	following:

1.	 	When	the	value	of	complete	coverage	is	1,	complete	coverage	is	 the	most	 important
factor	for	all	nodes.

2.	 	When	 the	 value	 of	 a	 node’s	 energy	 cover	 area	 is	 determined	 by	 the	 product	 of	 the
square	 of	 inductive	 radius	 and	 a	 negative	 of	 the	 small	 value	 deciding	 the	 value	 of
energy	consumption,	we	can	infer	that	small	energy	cover	areas	are	preferred.

3.	 	The	value	of	 the	node’s	 inductive	area	edge	 location	 is	dependent	on	 the	product	of
level	 efficiency	 of	 coverage	 level	 and	 a	 small	 parameter	 whose	 value	 decides	 the
importance	 of	 coverage	 level	 to	 be	 considered	 during	 a	 node’s	 decision.	 Coverage
level	of	all	nodes	in	the	circle	must	be	considered.	If	the	efficiency	value	is	increased
in	a	position,	it	means	the	covered	position	is	not	important	and	the	overall	efficiency
decreases	and	vice	versa.

Thus,	the	whole	network’s	payoff	is	the	sum	of	payoff	of	all	the	nodes	in	the	network.	That



is,	 payoff	 is	 the	 sum	of	 the	 three	 formulations	 described	 above.	 The	 algorithm	works	 as
follows:

1.		Initialize	the	game	number	and	number	of	nodes	to	zero	and	begin	iteration.

2.		For	each	game	follow	the	steps	below	until	all	game	stages	are	played.

3.		For	all	nodes:

(a)		Play	the	game

(b)		Choose	strategy

(c)		Choose	action

4.		At	the	end	of	each	game,	change	the	network.

5.		At	the	end	of	all	the	games,	confirm	the	network	set-up.

Further	 improvement	 can	 be	 brought	 about	 by	 the	 use	 of	 anticipant	 nodes.	 A	 node	 in	 a
position	is	the	anticipant	node.	In	the	previous	algorithm,	every	node	considers	the	use	of
minimal	energy	and	covers	neighbor	position.	In	this	improved	scheme,	we	decide	whether
nodes	should	consider	this	position	or	the	anticipant	nodes	in	a	position.	When	a	position	is
out	of	consideration,	efficiency	of	coverage	level	is	decreased	and	vice	versa.

The	proposed	mechanism	and	its	 improvement	are	simulated	in	VC++	to	measure	their
effectiveness.	There	are	100	nodes	distributed	randomly	in	an	area	of	100×100	sq.	meters.
When	only	GCC	is	evaluated	with	repeated	game,	inductive	areas	are	adjusted	and	network
coverage	comes	to	100%	with	many	sleeping	nodes.	An	evaluation	of	improved	GCC	shows
more	 sleeping	 nodes	 and	 complete	 coverage	 is	 obtained.	 On	 comparative	 performance
evaluation,	 we	 see	 an	 optimization	 of	 40%	 in	 the	 use	 of	 improved	 GCC.	 Thus,	 with	 a
change	of	payoff,	huge	optimization	is	possible.

6.6		Application	of	Game	Theory	in	Security	and	Reliability	of
WSNs

A	wireless	node	in	a	wireless	sensor	network	is	always	resource	constrained.	Thus,	a	selfish
behavior	 is	 the	 natural	 rational	 choice	 for	 such	 nodes.	 However,	 selfish	 behavior	 and
resulting	non-cooperation	 result	 in	adverse	 impact	on	network	performance.	Game	 theory
finds	widespread	application	in	resolving	such	issues	arising	from	selfish	behavior	of	nodes
and	helps	in	proper	functioning	of	the	network.

Outright	 malicious	 behavior	 like	 jamming,	 selective	 forwarding,	 and	 active	 denial	 of



service	can	also	be	tackled	by	the	application	of	game	theoretic	analysis	as	we	will	see	in
the	 following	 text.	Amongst	 the	works	 focusing	on	malicious	behavior	of	nodes,	 [3]	 [19]
[28]	are	described	later.	Refs.	[18]	and	[20]	deserve	mention	in	this	category.	The	work	in
[20]	 considers	 a	 situation	 where	 a	 malicious	 node	 may	 jam	 the	 network	 by	 sending	 an
abnormal	data	packet	to	another	node	to	block	the	channel	from	doing	anything	useful.

The	 remedial	 approach	 proposed	 in	 the	 work	 is	 what	 is	 known	 as	 the	 pairwise
simultaneous	game,	where	a	game	is	played	between	 two	nodes	 in	 the	network.	The	node
pair	may	be	normal-normal,	normal-malicious,	or	malicious-malicious.	The	nodes	do	not
know	each	other’s	identity,	i.e,	whether	malicious	or	normal.	Ref.	[18]	considers	a	situation
where	a	malicious	node	broadcasts	a	jamming	signal	to	interfere	the	working	of	a	wireless
smart	grid	network.

In	 this	 case,	 the	 problem	 of	 jamming	 and	 the	 solution	 of	 anti-jamming	 have	 been
modeled	 as	 a	 zero	 sum	 stochastic	 game.	 The	 Nash	 equilibrium	 strategy	 is	 analyzed,	 as
claimed	in	the	paper,	to	provide	better	performance.	Amongst	the	works	about	selfishness
in	WSNs,	apart	 from	 the	work	by	 [5]	detailed	 later,	 the	works	of	 [17]	 [23]	 [29]	 and	 [47]
deserve	mention.	Ref.	[29]	considers	the	wireless	random	access	of	non-cooperative	selfish
transmitting	 nodes.	 The	 authors	 formulated	 a	 non-cooperative	 random	 access	 game	 in
which	 transmission	strategies	 in	non-cooperative	Nash	equilibrium	are	derived	depending
on	 the	 parameters	 of	 rewards	 attained	 through	 throughput,	 cost	 incurred	 in	 delay	 and
energy.	This	analysis	was	used	 to	 formulate	optimal	strategies	 to	block	random	access	of
selfish	nodes.	Also,	a	strategy	concerning	optimal	defense	against	denial	of	service	attack
has	been	devised.	Mukherjee	et	al.	[23]	address	the	problem	of	selfish	behavior	of	nodes	in
terms	 of	 non-cooperative	 game	 theory.	 The	 nodes	 choose	 to	 forward	 a	 packet	 or	 not,	 a
characteristic	 which	 is	 analyzed	 through	 the	 game.	 The	 authors	 went	 on	 to	 prove	 the
existence	of	Nash	equilibrium	which	gives	a	solution	for	the	game.	Zheng’s	work	[47]	uses
a	 game	 theoretic	 approach	 to	 find	 a	 balance	 between	 resource	 constraints	 and	 reliability
through	cooperation	enforcement.	Another	method	[17]	uses	evolutionary	game	theory	and
a	 genetic	 algorithm	 over	 AODV	 known	 as	 GA-AODV	 to	 model	 the	 behavior	 of	 selfish
nodes	and	propose	solutions.

6.6.1		DoS	Game
Denial	of	service	(DoS)	attack	is	one	of	the	most	notorious	type	of	attacks	on	any	network
system.	 WSNs	 are	 no	 exception.	 Different	 protocols	 have	 been	 proposed	 for	 network
systems	 to	 cope	with	 this	menace.	A	DoS	 attack	 lends	 itself	 to	 be	 easily	 described	 as	 a
game	between	the	attacker	and	the	intrusion	detection	system	(IDS).	This	concept	forms	the
basis	of	a	work	embodied	in	[3],	which	proposes	to	prevent	a	passive	DoS	attack	in	a	WSN
by	the	use	of	repeated	games.

The	Agah	and	Das	[3]	proposal	is	modeled	as	a	non-cooperative	N	player	game	between
normal	 and	malicious	 nodes.	The	 IDS	 residing	 at	 the	 base	 station	 or	 sink	monitors	 node
collaborations	 and	 rate	 all	 nodes	 based	 on	 their	 contributions	 to	 total	 network	 activity.



Positively	rated	nodes	are	rewarded.
The	game	involves	players	(nodes	in	a	network),	a	set	of	actions	(forwarding	or	dropping

packets),	 and	 past	 histories	 of	 nodes.	 The	 IDS	 tracks	 game	 history	 and	 alerts	 nodes	 of
malicious	nodes	 in	 their	neighborhood.	The	von	Neumann-Morgenstern	utility	 function	 is
considered	for	each	node	during	each	game.	Payoff	is	calculated	as	the	difference	between
reputation	of	a	node	and	the	cost	of	transmitting	a	packet.

The	 nodes	 respond	 by	 cooperating	 (forwarding	 packets)	 or	 not	 cooperating.	 The	 IDS
responds	 by	 catching	 or	 missing	 malicious	 behavior.	 Four	 possibilities	 result	 from
combining	the	responses	of	the	nodes	and	the	IDS:	(1)	least	damage;	(2)	false	positive;	(3)
false	 negative,	 and	 (4)	 best	 choice	 for	 IDS.	 The	 four	 possibilities	 have	 different	 utility
values.	 The	 IDS	 initially	 considers	 all	 nodes	 to	 act	 normally.	 If	 malicious	 activity	 is
detected,	the	IDS	assumes	the	affected	nodes	will	remain	malicious	for	the	rest	of	the	game.
The	IDS	builds	node	reputations	over	 time	by	monitoring	 their	activities.	The	reputations
are	 used	 to	 assess	 the	 trustworthiness	 of	 the	 nodes	 and	 predict	 their	 future	 behaviors.	A
node	collaborates	only	with	trustworthy	nodes	whose	reputations	are	used	and	their	values
in	the	network	are	based	on	their	reputations.	The	protocol	steps	are	as	follows.

1.		A	node	sends	a	Route_request	message.

2.		All	nodes	receiving	the	message	compute	their	utility.

3.	 	 If	no	previous	Route_request	 is	 received,	 the	nodes	place	 themselves	 in	 the	source
route	and	forward	the	Route_request	to	their	neighbors.

4.	 	 If	 a	destination	 is	 reached	or	 a	 route	 to	destination	 is	 available,	 the	Route_request
message	is	not	propagated	further	and	a	reply	is	sent.

5.		After	receiving	the	replies,	the	source	selects	the	route	with	highest	utility	because	it
has	the	highest	number	of	trustworthy	nodes.

6.	 	 Once	 a	 route	 request	 reaches	 a	 destination,	 the	 path	 that	 the	 request	 has	 taken	 is
reversed	and	sent	back	to	the	sender.

7.		When	a	destination	notifies	the	base	station	about	the	receipt	of	the	packet,	the	IDS	is
informed	and	subsequently	increases	the	reputation	of	every	node	on	the	path.	The	new
reputation	value	is	broadcast	to	the	nodes.

8.		As	each	node	is	aware	of	its	neighbors,	it	will	update	the	reputation	table.

The	simulation	was	carried	out	with	the	following	assumptions.

1.		Sensor	nodes	are	scattered	in	the	field.



2.		Each	node	starts	with	the	same	power.

3.		Two	sensor	nodes	are	able	to	communicate	if	they	are	within	the	transmission	range	of
each	other.

4.		Sensors	perform	their	task	and	periodically	report	to	base	stations.

5.		IDS	is	present	in	the	base	stations	and	constantly	monitors	all	nodes	for	maliciousness.

6.		Some	malicious	nodes	are	present	and	may	launch	DoS	attack.

The	 simulation	 shows	 that	 in	 absence	 of	 any	 attacker	 the	 nodes	 are	 able	 to	 transmit
successfully	60%	of	the	time.	With	10%	malicious	nodes	present	throughput	drops	to	52%
and	 with	 20%	 attacking	 nodes,	 throughput	 drops	 to	 35%.	 Without	 attack,	 a	 packet	 is
received	over	a	mean	average	hop	length	of	7.	Long	routes	are	preferred	for	nodes	without
attacks.	However,	with	attacks	 the	 tendency	 is	 to	send	 through	shorter	 routes.	 It	has	been
found	that	the	average	throughput	of	a	malicious	node	decreases	with	time.

Overall,	 the	 simulation	 concludes	 that	 lower	 the	 number	 of	 malicious	 nodes	 in	 the
network,	 the	better	 its	detection	ability.	With	more	malicious	nodes	present,	 the	IDS	gets
cautious	about	its	own	utility	which	is	decreased	with	false	positives	and	false	negatives.	It
misses	some	of	 the	malicious	nodes	 to	avoid	 losing	utility	because	of	 false	positives	and
false	negatives.

6.6.2		Jamming	Game
The	use	of	IDS	is	an	effective	strategy	for	preventing	attacks	 in	WSNs.	While	mitigating
attacks	 in	WSNs	 improves	system	efficiency	and	 reduces	system	cost,	 IDS	 is	costly	as	 it
uses	system	resources.	Thus,	it	is	desirable	that	IDS	is	used	only	when	need	arises.	Ma	et	al.
[19]	 propose	 a	 solution	 in	 which	 the	 IDS	 need	 not	 be	 kept	 ON	 always.	 Using	 a	 non-
cooperative	game	theoretic	framework,	it	helps	cluster	head	nodes	decide	the	probability	of
starting	the	IDS	service.

Game	model:	A	non-cooperative	game	is	played	with	two	strategies	for	the	cluster	head
to	start	the	IDS	or	not	to	start	the	IDS.	The	attacker	has	three	strategies.	The	attacker	can
attack	 the	 cluster	 head	 in	 question	 which	 invokes	 the	 reaction	 from	 the	 cluster	 head	 of
starting	the	IDS	or	not	starting	the	IDS.	The	attacker	can	alternately	do	nothing	but	wait	or
it	can	attack	another	cluster	head.	There	is	no	strategy	of	Nash	equilibrium	in	the	game.	On
analyzing	 the	 game	 theoretic	 model,	 the	 model	 was	 found	 suitable	 in	 saving	 system
resources	used	by	IDS	to	monitor	attacks.

The	 performance	 of	 the	 proposed	 scheme	 was	 analyzed	 using	 the	 GloMoSim	 testing
platform.	 A	 jamming	 attack	 was	 used	 to	 simulate	 the	 attack	 condition.	 The	 simulation
result	 shows	 that	 the	 scheme	 proposed	 was	 able	 to	 detect	 70%	 to	 85%	 of	 attacks	 after
attaining	stability.	The	number	of	nodes	failing	to	always	monitor	condition	was	attained	at



237	rounds,	while	for	the	game	model	proposed	the	all-node-death	condition	was	attained	at
541	rounds.

6.6.3		Malicious	Node	Detection	Using	Zero	Sum	Game
Because	of	the	autonomous	nature	and	limited	resources	of	WSNs,	security	is	a	major	issue.
Malicious	 node	 detection	 is	 one	 of	 the	 primary	 security	 concerns	 in	 such	 networks.	 A
framework	for	malicious	node	detection	using	zero	sum	game	approach	and	selective	node
acknowledgement	in	the	forwarding	path	was	proposed	[28].

In	a	typical	WSN	topology,	malicious	nodes	responsible	for	selective	forwarding	attack
are	scattered	amongst	the	normal	ones.	In	a	sensor	network	the	aim	is	to	transfer	data	to	the
base	 station.	 The	 hacker	 tries	 to	 take	 control	 of	 the	 routing	 layer	 of	 nodes,	 thereby
disrupting	the	data	flow.	In	case	of	cluster	formation,	the	cluster	heads	are	targeted.

Game	theoretic	formulaion:	The	consideration	is	that	the	IDS	responsible	for	defending
against	 the	 attack	 is	 at	 the	 cluster	head	and	monitors	 the	data	 transfer.	The	 attacker	may
attack	 any	 node	 including	 the	 cluster	 head.	 Two	 terms	 were	 defined:	 Ea,	 energy	 of	 the
attacker,	and	Ec,	energy	of	the	IDS	node.

The	following	conditions	determine	whether	an	attack	will	succeed:

1.		Ea>Ec:	The	attack	will	succeed.

2.		Ea	=	Ec:	The	attack	may	or	may	not	succeed.

3.		Ea	=	0:	There	is	no	attack.

The	payoff	in	the	IDS	is	its	utility	function	U	which	is	the	difference	between	energy	of	the
IDS	node	and	energy	of	the	attacking	node.

Based	on	game	 theory-based	analysis	 the	following	 important	 theorems	and	definitions
are	discussed.

Definition	1:	If	the	zero-sum	game	is	Pareto	optimal,	it	is	called	a	conflict	game.

Definition	2:	A	game	is	zero-sum	if	for	all	outcomes	the	sum	of	payoffs	of	all	nodes	is
zero.

Definition	3:	 In	a	zero-sum	game	of	cost	of	an	attack	on	a	node	is	equal	 to	the	cost	of
defending	it.	The	payoff	of	a	successful	attack	by	an	intruder	equals	the	loss	(in	energy)	by
the	IDS	of	a	cluster.

Theorem	1:	A	zero	sum	game	has	no	pure	Nash	equilibrium.

Definition	4:	The	total	cost	to	successfully	attack	a	node	(or	a	cluster	of	nodes)	depends
on	the	number	of	attacks.

Definition	5:	The	IDS	defends	many	intruder	attacks.	For	a	zero	sum	game,	the	cost	of
the	 intruder’s	 success	 and	 failure	 attacks	 equals	 the	 cost	 of	 success	 and	 failures	 of



defending	the	nodes.

Theorem	2:	Total	cost	to	defend	(energy	required)	a	cluster	is	constant.	In	other	words,
the	zero-sum	game	reaches	Nash	equilibrium	when	an	intruder	attacks	 the	cluster	and	the
IDS	defends	it.

Important	corollary:	The	zero-sum	game	reaches	Nash	equilibrium	at	a	malicious	node.
The	detection	mechanism:	Ideal	radio	condition	is	assumed.	Thus,	packet	drops	are	due	to

malicious	 activity	 by	 nodes.	 Assume	 that	m	 nodes	 are	 malicious	 out	 of	 n	 nodes	 in	 the
forwarding	path.	Let	q	 be	 the	 number	 of	 non-malicious	 nodes,	 k,	 the	 number	 of	 selected
acknowledgement	points,	and	a	be	the	percent	of	nodes	randomly	selected	as	checkpoints.
The	 probability	 of	 detecting	 a	 malicious	 node	 is	 the	 probability	 of	 packets	 dropped	 by
selected	 acknowledgement	 points.	 The	 probability	 of	 packets	 being	 dropped	 between
specified	 checkpoints	 is	 the	difference	between	 the	probabilities	 of	 acknowledgements	 at
the	source	by	the	first	checkpoint	and	that	of	the	second	checkpoint.

Simulation	 results	 performance	 measurements:	 The	 simulation	 for	 performance

measurement	 was	 carried	 out	 in	 MATLAB®.	 One	 hundred	 and	 twenty	 nodes	 were
introduced	between	source	and	sink	and	malicious	nodes	were	chosen	randomly	in	the	path.
For	20	iterations	conducted,	it	was	observed	that	malicious	node	is	one	or	two	nodes	away
from	 the	 selected	 acknowledgement	 points.	 The	 detection	 of	malicious	 node	was	 always
found	between	acknowledgement	points	irrespective	of	drop	rates.

6.6.4		Selective	Forward	Prevention	Game
Asadi	 et	 al.	 [5]	 proposed	 a	 protocol	 for	 cooperation	 enforcement	 through	 a	 reward-
punishment	 scheme	 where	 a	 node	 in	 the	 sensor	 network	 rationally	 decides	 whether	 to
forward	packets	coming	from	other	nodes	to	save	its	own	power.	The	nodes	are	assisted	in
their	 rational	decision	making	with	 the	game	 theoretic	 framework,	wherein	suitable	gains
could	be	made	on	forwarding	packets	and	a	history	of	selfish	behavior	of	nodes	is	kept	to
set	them	aside	from	the	network.

Game	formulation:	Available	battery	power	of	each	node	in	the	network	is	considered	to
be	the	benefit	which	each	node	tries	 to	maximize.	Thus,	nodes	have	a	 tendency	to	refrain
from	participating	 in	 forwarding	packets	 to	conserve	 their	energy.	Appropriate	 incentives
must	 be	 given	 to	 these	 nodes	 to	 compensate	 for	 their	 loss	 of	 energy	 by	 participating	 in
packet	forwarding	process.

The	 incentive	 considered	 in	 this	 case	 is	 a	 reputation	 value,	 which	 represents	 how
trustworthy	a	node	 is.	Low	reputation	nodes	are	deemed	malicious	and	removed	from	the
network.

The	 game	 has	 three	 components:	 the	 players	 or	 the	 nodes	 in	 the	 network,	 the	 set	 of
actions	or	 strategies	 that	a	player	can	choose	 from	and	a	utility	 function.	An	equilibrium
condition	 is	 a	 state	 in	 which	 two	 players	 agree	 on	 an	 outcome	 in	 some	 set	 X,	 which	 is
feasible	division	of	reputations,	or	the	outcome	will	be	some	fixed	event	D,	which	neither



party	receives	a	positive	reputation.
The	 two	main	 goals	 are	minimizing	 battery	 usage	 and	maximizing	 cooperation	 among

the	nodes.	Thus,	partial	cooperation	does	not	lead	to	equilibrium.	So,	the	aim	is	to	devise	a
strategy	to	enforce	full	cooperation	among	the	nodes,	while	also	being	aware	of	the	power
conditions	of	the	nodes	to	avoid	energy	loss	by	nodes	attempting	to	gain	reputation	through
the	game.

The	nodes	have	von	Neumann-Morgenstern	utility	functions	defined	over	 the	outcomes
of	stages	in	a	repeated	game.	The	nodes	have	two	action	choices:	forward	the	packet	or	not
forward	 the	 packet.	 Utility	 function	 is	 defined	 as	 the	 difference	 between	 weighted
reputation	 value	 and	 the	 weighted	 cost	 incurred	 by	 node	 in	 forwarding	 the	 packet.	 The
weight	assigned	to	 the	reputation	value	 is	 the	number	of	units	of	 time	since	 the	node	last
forwarded	 a	 packet.	 The	 weight	 assigned	 to	 the	 cost	 value	 depicts	 the	 importance	 of
conserving	 energy.	 Power	 level	 decreasing	 below	 a	 certain	 threshold	means	 node	weight
value	is	 increased.	The	reputation	is	assigned	based	on	the	summation	of	ratings	awarded
by	base	stations	to	nodes.	This	is	called	subjective	reputation.
Malicious	node	detection:	The	base	station	monitors	the	node’s	behavior	and	periodically

checks	for	maliciousness	based	on	throughput.	The	current	reputation	value	of	each	node	in
the	 network	 is	 considered	 and	 an	 average	 and	 standard	 deviation	 are	 calculated.	 If	 the
reputation	 is	 lower	 than	 the	 difference	 between	 the	 average	 and	 standard	 deviation
calculated,	the	node	is	deemed	malicious.	The	base	station	informs	the	node	to	shut	down
and	close	its	radio	communication.
Network	configurations:	The	following	three	configurations	were	proposed.

•	 	 Case	 1:	 The	 sensor	 nodes	 broadcast	 to	 the	 nodes	 in	 a	 certain	 range.	 The	 nodes
receiving	the	broadcast	rebroadcast	them	to	further	nodes	in	their	range.	However,	this
creates	a	lot	of	packets	in	the	network.

•		Case	2:	Each	node	has	identifications	(IDs)	of	neighbors	recorded	in	the	neighborhood
table	selected	by	a	handshaking	protocol	at	boot	up	time.	On	receiving	a	packet	from	a
node,	 the	 ID	 is	 checked	with	 the	 neighborhood	 table.	 If	 ID	 is	 not	 found,	 no	 further
action	 is	 taken.	 If	 a	 match	 takes	 place,	 the	 node’s	 number	 of	 packets	 received	 is
incremented	and	appropriate	action	is	taken.

•		Case	3:	The	third	configuration	is	based	on	clustering.	A	cluster	head	node	is	chosen
based	on	the	battery	power	available	among	nodes.

Three	 possible	 configurations	 are	 simulated.	 The	 simulation	 results	 show	 that	 the
reputations	 in	 game	 theory-based	method	 are	 lower	 than	 in	 non-game	 theory-based	ones.
The	network	size	does	not	matter.	For	configuration	case	1,	game	theoretic	implementation
results	in	higher	voltage	loss	for	larger	networks	than	smaller	networks.	This	is	because	the
decision	 to	 forward	 packets	 is	 energy	 consuming	 and	 for	 larger	 networks,	 the	 decision
process	needs	more	energy	than	required	for	forwarding	packets.	For	configuration	case	2,



game	theoretic	implementation	results	in	consistent	lower	voltage	loss.	The	neighborhood
system	generates	 less	 traffic	 than	the	broadcast	system	of	case	1.	For	detecting	malicious
nodes,	a	lower	number	of	malicious	nodes	aids	in	better	detection.	The	detection	procedure
is	 based	 on	 average	 and	 standard	 deviation;	 thus,	 if	many	 nodes	 have	 lower	 reputations,
detection	becomes	difficult.	Game	theoretic	implementation	raises	fewer	false	positives.	A
small	number	of	 false	positives	are	generated	 in	case	1.	The	average	 reputation	 for	game
theoretic	 implementation	 is	 lower	 than	 in	 non-game	 theoretic	 ones	 except	 for	 clustering
scenarios.	In	this	case,	reputation	is	higher	for	game	theory	cases	with	large	percentages	of
malicious	nodes.	Voltage	loss	is	lower	in	game	theory	cases	than	in	non-game	theory	ones,
even	 when	 malicious	 nodes	 are	 present.	 Average	 network	 utility	 decreases	 for	 case	 1;
implementations	 using	 game	 theory	 have	 lower	 utility	 than	 game	 theory	 based
implementations	due	 to	high	 traffic	 in	 the	network.	For	case	2,	utility	 is	higher	 for	game
theory	 implementing	 networks	 than	 non-game	 theory	 implementing	 ones,	 despite	 a	 large
network	 size.	 For	 case	 3,	 average	 utility	 is	 higher	 for	 non-game	 theory	 cases	 than	 game
theory	cases.

6.7		Concluding	Remarks
Though	originally	 developed	 as	 a	mathematical	 analysis	 tool	 in	 the	 realms	of	 economics
and	political	 science,	game	 theory	has	made	 its	mark	 in	 the	 field	 of	 computer	 science	 as
well.	In	the	sub-domain	of	computer	networks,	especially	wireless	networks,	game	theory	is
becoming	 an	 indispensable	 tool	 for	 analyzing	 such	 networks	 and	 creating	 improved
protocols	and	algorithms.	In	this	survey,	we	have	provided	a	glimpse	of	the	copious	efforts
in	 the	 field	 of	wireless	 sensor	 networks	 using	 game	 theory.	 From	 the	MAC	 sub-layer	 to
network	 layer	 routing,	 game	 theory	 has	 become	 a	model	 of	 choice	 because	many	 of	 the
typical	situations	lend	themselves	to	be	modelled	as	such.

However,	 the	 dynamicity	 and	 uncertainty	 in	 the	 field	 of	 wireless	 sensor	 networks	 has
increased	the	complexity	of	the	application	of	game	theory.	Research	to	tackle	such	issues
is	promising.	 In	spite	of	 its	complexity,	game	 theory	continues	 to	be	a	 tool	of	choice	 for
researchers	and	will	remain	so	for	the	years	to	come.
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7.1		Introduction
A	wireless	 sensor	 network	 is	 a	 spatially	 distributed	 autonomous	 system	 of	 sensor	 nodes
used	 for	 health	 monitoring,	 environment	 surveillance,	 military	 intelligence	 and	 other
purposes.	 A	 wireless	 sensor	 network	 consists	 of	 a	 base	 station	 and	 a	 set	 of	 distributed
sensor	 nodes.	 Sensor	 nodes	 collect	 data	 from	 their	 environment	 and	 send	 it	 to	 the	 base
station.	 The	 base	 station	 acts	 as	 a	 sink.	 Some	 of	 the	 characteristic	 features	 of	 wireless
sensor	 networks	 such	 as	 limitation	 of	 resources	 (processing	 power,	 energy)	 make	 them
different	from	other	distributed	networks.	Consideration	of	network	lifetime	is	essential	for
any	protocol.

Some	works	such	as	 [3,	6,	18,	30]	 specifically	consider	homogeneous	 sensor	networks.
These	 networks	 consist	 of	 sensor	 nodes	 with	 similar	 energy,	 hardware	 and	 transmission
capacities.	Works	such	as	[3,	9,	17]	consider	a	heterogeneous	sensor	network	(sensor	nodes
vary	 in	 terms	 of	 battery	 powers).	 Such	 networks	 generally	 consist	 of	 a	 mixture	 of	 high
energy	sensor	nodes	(advanced	nodes)	and	low	energy	nodes	(plain	nodes).

To	improve	network	lifetime,	nodes	organize	themselves	into	a	hierarchical	arrangement
to	form	localized	groups	called	clusters.	Each	cluster	consists	of	a	cluster	head	and	several
member	 nodes.	 The	 member	 nodes	 collect	 data	 and	 send	 it	 to	 their	 cluster	 heads.	 The
cluster	head	aggregates	and	transmits	the	data	to	the	base	station.	The	energy	consumption
of	cluster	heads	is	higher	than	that	for	member	nodes.	A	heterogeneous	energy	distribution
is	proficient	for	clustered	networks.	However,	a	higher	percentage	of	advanced	nodes	must
be	 elected	 as	 cluster	 heads.	 The	 performance	 of	 a	 clustering	 protocol	 improves	with	 the
election	of	a	higher	fraction	of	advanced	sensor	nodes	as	cluster	heads.

Routing	in	a	cluster	based	heterogeneous	sensor	network	depends	on	several	factors,	such
as	 remaining	 energy	 and	 energy	 consumption	 rates	 of	 the	 intermediate	 sensors	 in	 the
routing	path,	 routing	path	 length,	 cluster	 efficiency,	 traffic	 density	 and	network	 stability.
Based	on	 these	 factors,	 this	 chapter	designs	a	multi-objective	vector	optimization	 to	 find
the	best	forwarding	path	in	a	cluster	based	heterogeneous	sensor	network.	As	the	solution
for	a	multi-objective	optimization	is	known	to	be	NP-hard,	this	chapter	uses	the	technique
of	 evolutionary	 optimization	 [1,	 11,	 31]	 where	 every	 sensor	 node	 uses	 an	 evolutionary
approach	to	maximize	its	 local	solution	view	that	 in	 turn	finds	 the	global	best	end-to-end
routing	paths.	The	performance	of	 the	proposed	scheme	is	also	analyzed	using	simulation
results.	In	summary,	the	major	objectives	of	this	chapter	are	twofold.

1.	 	This	 chapter	 describes	 a	cluster	head	positioning	problem	 (CHPP)	 in	 heterogeneous
wireless	sensor	networks,	for	energy	optimized	and	bounded	hop	data	forwarding.

2.	 	 A	 multi-objective	 optimization	 is	 formulated	 for	 cluster	 based	 wireless	 sensor
networks	with	the	vector	objectives	of	minimizing	forwarding	delay	while	maximizing
concurrent	 packet	 transmissions.	 The	 constraints	 are	modeled	 based	 on	 interference



free	scheduling	and	the	rate	of	energy	dissipation.

3.	 	 An	 evolutionary	 approach	 based	 on	 decomposition	 is	 designed	 to	 solve	 the	 multi-
objective	optimization	at	every	individual	sensor	node	to	decide	its	next	hop	forwarder
towards	the	cluster	head.	The	performance	of	this	solution	approach	is	evaluated	using
simulation	results.

The	 rest	of	 the	chapter	 is	organized	as	 follows.	Section	7.2	discusses	 related	works	on
cluster	 head	 positioning	 in	 sensor	 networks,	 and	 gives	 an	 introductory	 idea	 on	 multi-
objective	 optimization	 methods	 through	 evolutionary	 computing	 and	 its	 applications.
Section	7.3	formulates	the	cluster	head	positioning	problem.	The	evolutionary	optimization
solution	 of	 the	 CHPP	 problem	 is	 discussed	 in	 Section	 7.4.	 Section	 7.5	 analyzes	 the
performance	 of	 the	 proposed	 method	 through	 simulation	 results.	 Finally,	 Section	 7.6
concludes	the	chapter.

7.2		Related	Works
Dynamic	 cluster	 head	 selection	 algorithms	 are	 well	 studied	 in	 the	 sensor	 networks
literature.	Routing	and	clustering	have	been	intensely	studied	in	contemporary	research	in
wireless	sensor	networks	[3,	6,	8,	9,	16,	18,	19,	27,	34].	 In	order	 to	cope	with	 the	unique
characteristics	 of	 sensor	 networks	 described	 in	 the	 previous	 section,	 newer	 range	 of
protocols	had	to	be	developed.	Low	energy	adaptive	clustering	hierarchy	(LEACH)	[16]	is	a
hierarchical	 clustering	 protocol	 specific	 to	 the	 sensor	 network	 and	 the	 first	 of	 its	 kind,
which	 uses	 clustering	 for	 prolonging	 network	 lifetime.	 LEACH	 has	 four	 phases	 of
operation:	advertisement,	cluster	setup,	schedule	creation	(TDMA),	and	data	transmission.
In	the	advertisement	phase	each	node	decides	whether	it	can	become	a	cluster	head,	based
on	a	predetermined	percentage	P,	of	a	cluster	head	desired	 in	 the	network	with	respect	 to
total	number	of	nodes	in	the	network.	With	given	cluster	head	probability	P,	during	start	of
a	network	round	r,	a	node	that	has	not	become	a	cluster	head	in	past	(r	−	1)	rounds,	tries	to
become	 the	 cluster	 head	 by	 generating	 a	 random	 number	 between	 0	 and	 1,	 which	 is
compared	with	a	threshold	T	(n),	calculated	as	shown	below.

       

If	 the	random	number	selected	by	a	node	 is	 less	 than	T	 (n),	 the	node	becomes	 the	cluster
head.	 Each	 node	 that	 becomes	 a	 cluster	 head	 advertises	 itself	 using	 the	 medium	 access
control	based	CSMA	protocol	and	 transmitting	at	 the	same	energy.	 In	cluster	setup	phase
each	 non-cluster-head	 node	 decides	 which	 cluster	 to	 join	 based	 on	 the	 received	 signal



strength	from	the	cluster	head	advertisement.	This	process	is	repeated	periodically	with	the
aim	 so	 that	 every	 node	 in	 the	 network	becomes	 a	 cluster	 head	 and	 all	 nodes	 can	 equally
share	the	responsibility	of	message	transmission,	ensuring	longer	life	for	all	the	nodes.	In
schedule	 creation	phase	 the	 cluster	 head	builds	 a	TDMA	schedule	 for	 the	member	 nodes
and	 transmits	 the	 schedule	 to	 each	 member	 node	 and	 in	 data	 transmission	 phase	 each
member	node	 transmits	 its	data	 to	 the	cluster	head.	At	 the	end	of	every	TDMA	cycle	 the
cluster	head	aggregates	all	packets	and	sends	another	set	of	messages	to	the	BS	as	CDMA
packets.

Although	LEACH	is	one	of	 the	most	elegant	protocols	studied	by	many	researchers	 [5,
26]	the	randomized	nature	of	its	cluster	head	selection	has	some	limitations.	There	is	ample
scope	for	improvement	as	far	as	the	network	lifetime	and	energy	efficiency	are	concerned
as	described	in	[5].	Efficient	scheduling	of	cluster	head	selection	biased	by	node	 location
and	 expected	 network	 lifetime	 can	 increase	 the	 network	 performance	 which	 is	 the	 core
focus	of	our	research.

A	major	improvement	over	LEACH	was	achieved	by	PEGASIS	[25]	for	network	lifetime,
which	is	claimed	to	be	the	near	optimal	solution	by	its	inventors.	In	PEGASIS,	group	heads
are	 chosen	 randomly	 and	 each	 node	 communicates	 only	 with	 close	 neighbors	 to	 form	 a
chain	leading	to	its	cluster	head.	The	randomization	of	the	cluster	heads	guarantees	that	the
nodes	 will	 die	 in	 a	 random	 order	 throughout	 the	 network	 thus	 keeping	 the	 density
throughout	 the	network	proportional.	PEGASIS	assumes	 to	have	global	knowledge	of	 the
network	 topology,	 allowing	 it	 to	 use	 a	 greedy	 algorithm	 while	 constructing	 the	 chain.
However,	PEGASIS	has	a	 few	drawbacks.	First	 the	clustering	 is	based	on	 random	cluster
heads.	The	chain	described	in	PEGASIS	may	not	be	an	optimal	routing	mechanism;	other
approaches	such	as	directed	diffusion	[20]	appear	 to	give	better	performance.	Again	each
node	knowing	the	location	information	of	all	other	nodes	is	tremendously	costly	in	terms	of
memory	and	scalability.

The	 threshold-sensitive	 energy	 efficient	 sensor	 network	 (TEEN)	 [27]	 protocol	 uses	 a
dynamic	 threshold	 calculation	 to	 decide	 the	 cluster	 heads	 on	 the	 fly.	 The	 nodes	 that	 are
closer	 to	 each	 other,	 dynamically	 form	 a	 cluster,	 and	 the	 cluster	 heads	 broadcast	 two
threshold	values—one	soft	and	one	hard.	Based	on	these	two	thresholds,	 the	sensor	nodes
decide	 when	 to	 transmit	 a	 data	 packet,	 and	 accordingly	 reduce	 data	 delivery	 delay.	 The
energy	efficient	 clustering	 scheme	 (EECS)	 [33]	 for	 sensor	 networks	 selects	 cluster	 heads
based	 on	 residual	 energy	 calculation.	 The	 hybrid	 energy	 efficient	 distributed	 clustering
protocol	 (HEED)	 [34]	 incorporates	 additional	 topological	 information,	 like	 distance,
degree,	etc.,	to	determine	the	optimal	cluster	heads.

All	of	 the	above	clustering	approaches	use	post-deployment	sensor	 locations.	However,
multiple	 factors	 affect	 the	 clustering	 decision	 in	 sensor	 networks,	 leading	 to	 conflicting
optimization	 criteria.	 Evolutionary	multi-objective	 optimization	methods	 have	 been	 well
studied	in	the	existing	literature	[1,	2,	10–12,	21,	22,	31,	35,	36]	to	solve	complex	decision
problems	 employing	 conflicting	 optimization	 criteria.	 Evolutionary	 multi-objective
optimization	 methods	 use	 evolutionary	 algorithms	 to	 find	 out	 the	 best	 solution	 through



multiple	 iterations,	by	 traversing	 through	all	 possible	 solutions.	 In	 [22],	 the	authors	have
used	an	evolutionary	multi-objective	optimization	method	for	joint	sensor	deployment	and
transmit	 power	 allocation	 in	 wireless	 sensor	 networks.	 In	 their	 proposed	 scheme,	 the
authors	 have	 used	 two	 objective	 criteria:	 first	 to	 deploy	 the	 sensors	 such	 that	minimum
coverage	issue	gets	solved,	and	second	to	find	out	the	minimum	transmit	power	for	every
sensor	 that	 ensures	 correct	 data	 decoding	 at	 the	 receiver.	 In	 [28],	 the	 authors	 have	 used
evolutionary	multi-objective	optimization	to	find	out	energy	efficient	and	loss	aware	data
compression	 in	 sensor	 networks.	 Masazade	 et	 al.	 [29]	 have	 used	 the	 evolutionary
optimization	method	 to	 find	out	 the	 threshold	values	 for	distributed	detection	of	wireless
sensor	networks.	In	their	works,	the	authors	have	studied	the	distributed	detection	problem
in	sensor	networks	and	evaluated	the	sensor	thresholds	by	formulating	and	solving	a	multi-
objective	 optimization	 problem,	where	 the	 objectives	 are	 to	minimize	 the	 probability	 of
error	and	 the	 total	energy	consumption	of	 the	network.	They	have	used	a	non-dominating
sorting	 genetic	 algorithm	 method	 to	 find	 out	 the	 optimal	 threshold	 values.	 They	 have
implemented	 their	 scheme	 in	 a	 simulator	 framework	 and	 observed	 that,	 instead	 of	 only
minimizing	 the	 probability	 of	 error,	 multi-objective	 optimization	 provides	 a	 number	 of
design	 alternatives	 that	 results	 in	 significant	 energy	 savings	 at	 the	 cost	 of	 slightly
increasing	the	best	achievable	decision	error	probability.

7.3		CHPP:	System	Model	and	Multi-Objective	Problem
Formulation

As	 discussed	 earlier,	 this	 chapter	 assumes	 a	 heterogeneous	 sensor	 network	 architecture,
where	a	set	of	low	powered	sensors	are	deployed	in	the	target	area	to	periodically	sense	data
and	 forward	 it	 towards	 the	 cluster	 heads.	 The	 cluster	 heads	 are	 high	 power	 devices	 that
accumulate	the	data	from	the	sensors	and	forward	it	to	the	sink	or	the	base	station.	Let	
be	the	set	of	sensor	nodes	and	 	be	the	set	of	cluster	heads.	We	assume	that	the	sensors	use
a	 multi-hop	 forwarding	 mechanism	 to	 forward	 data	 to	 the	 cluster	 heads,	 such	 that	 the
number	 of	 hops	 in	 the	 forwarding	 paths	 is	 bounded	 by	 k.	 This	 chapter	 proposes	 a
mechanism	for	finding	out	the	optimal	positioning	of	the	cluster	heads	subjected	to	the	data
forwarding	and	energy	efficiency	constraints.

For	 efficient	 data	 delivery	 to	 the	 cluster	 heads,	 the	 intermediate	 sensors	 use	 a	 breadth
first	search	(BFS)	forwarding	tree	rooted	at	the	respective	cluster	heads.	It	can	be	noted	that
BFS-based	data	delivery	is	extensively	studied	in	the	existing	literatures	[4,	7,	8,	24]	 that
show	the	efficiency	of	bounded	children	BFS	tree	for	low	redundancy	minimum	delay	data
forwarding.	 In	 a	 BFS	 data	 forwarding	 tree,	 assuming	 the	 leaf	 nodes	 are	 at	 level	 zero,
intermediate	 sensor	 nodes	 at	 level	 ℓ	 need	 to	 accumulate	 data	 from	 all	 its	 children	 in	 the
rooted	subtree	and	forward	it	to	its	parent.	Further,	to	bound	data	aggregation	complexity	at



intermediate	 sensor	 nodes,	we	 assume	 that	 the	 number	 of	 children	 at	 every	 intermediate
sensor	is	bounded	by	c.	Then	for	an	intermediate	sensor	node	at	level	ℓ,	the	total	number	of
sensor	nodes	in	the	rooted	subtree	of	that	node	can	be	computed	by	the	following	recursion,

(7.1)

where	E	 (ℓ)	 is	 the	number	of	children	 in	 the	 rooted	subtree	 for	a	node	at	 level	ℓ.	 Solving
Equation	(7.1),	E	(ℓ)	can	be	computed	as

(7.2)

where	k	 is	 the	maximum	height	of	 the	 tree	 that	depicts	 the	maximum	number	of	hops	 to
forward	data	to	the	cluster	head.

An	intermediate	sensor	node	at	level	ℓ	needs	to	forward	all	the	data	traffic	to	its	parent.
Therefore,	 the	 energy	 consumption	 and	 delay	 in	 packet	 delivery	 of	 that	 node	 are
proportional	to	E(ℓ).	Therefore	to	reduce	energy	consumption	and	delay	in	packet	delivery,
E(ℓ)	needs	to	be	reduced	by	increasing	number	of	cluster	heads.

On	the	other	hand,	increasing	the	number	of	cluster	heads	arbitrarily	reduces	the	network
scalability	and	hierarchy	of	data	 forwarding.	There	needs	 to	be	 some	upper	bound	on	 the
number	 of	 cluster	 heads	 in	 the	 network.	 The	 maximum	 number	 of	 cluster	 heads	 in	 the
network	 is	bounded	by	 the	minimum	and	maximum	path	 length	of	a	sensor	node	 towards
the	cluster	head.	Let	kmin	and	kmax	be	the	minimum	and	maximum	path	length	bound.	The
minimum	path	length	ensures	the	minimum	data	aggregation	level,	and	the	maximum	path
length	ensures	bound	on	the	data	forwarding	delay.

Let	(xi,	yi)	denote	the	position	of	sensor	node	i.	We	define	an	indicator	function,

         

                                                  

 

(7.3)

Then	we	define	the	distance	objective	D	(X,	Y)	as

 

   

 

 

(7.4)

It	can	be	noted	that	0	≤	D	(X,	Y)	≤	1.	Maximizing	D	(X,	Y)	implies	that	the	spread	between



the	minimum	and	the	maximum	path	length	is	maintained.	D	(X,	Y)	=	1	 implies	 that	both
the	minimum	path	length	and	maximum	path	length	nodes	are	present	in	the	network.	The
objective	of	this	chapter	is	to	find	out	the	optimal	positions	for	all	sensors	(X	=	{xi},	Y	=
{yi})	 that	 minimizes	 E(ℓ)	 while	 maximizing	 D	 (X,	 Y).	 It	 can	 be	 noted	 that	 these	 two
objectives	 are	 conflicting	 objectives.	 Therefore,	 it	 is	 not	 possible	 to	 find	 out	 an	 optimal
solution	for	this	problem.	Therefore,	in	this	chapter	we	target	to	find	out	an	Pareto	optimal
solution	 for	 this	 problem.	 Pareto	 optimality	 [36]	 is	 the	 state	 of	 allocation	 for	 resources
where	 it	 is	 impossible	 to	 improve	one	objective	better	without	making	 at	 least	 one	other
objective	worse	off.

7.4		CHPP:	Evolutionary	Multi-Objective	Optimization	and
Pareto	Optimality

Figure	7.1	shows	a	set	of	solution	points	for	randomly	deployed	sensor	nodes	based	on	a
uniform	distribution	scenario,	with	mean	sensor	distance	2	m	and	communication	radius	5
m.	kmin	and	kmax	are	chosen	as	4	and	8,	respectively.	The	different	solution	set	of	the	CHPP
can	be	spread	in	a	two-dimensional	space,	with	D	(X,	Y)	at	the	x-axis	and	E	(ℓ)	at	the	y-axis.
The	line	on	the	figure	indicates	the	set	of	Pareto	optimal	solutions	for	this	problem.

As	Figure	7.1	 indicates	 there	does	not	 exist	 a	unique	 solution	of	 this	problem	 that	 can
maximize	D	(X,	Y)	while	minimizing	E	(ℓ).	Therefore,	in	this	chapter,	we	are	interested	in
finding	out	a	Pareto	optimal	solution	of	 this	problem.	The	concept	of	evolutionary	multi-
objective	optimization	[2,	10,	12,	36]	 is	 explored	 in	 this	 context	 to	 find	a	Pareto	optimal
solution.	The	goal	of	 the	CHPP	 is	 to	give	 the	network	designers	a	diverse	 set	of	 solution
spaces	based	on	the	two	conflicting	objectives.	In	the	following,	we	discuss	the	two	extreme
solution	sets	of	the	CHPP:

•	 	 Solution	 1	 (Optimal	E	 (ℓ)):	 This	 solution	 set	 favors	 the	 optimal	 value	 of	 the	E	 (ℓ),
while	ignoring	the	effect	of	D	(X,	Y).	Such	a	solution	increases	the	number	of	cluster
heads	in	the	network	to	reduce	the	average	number	of	children	per	intermediate	node.
Such	 a	 solution	 decreases	 the	 data	 forwarding	 delay,	 however	 increases	 the	 average
power	 consumption	 and	 cost	 of	 deploying	 the	 network,	 as	 cluster	 heads	 are	 special
devices	with	extra	configurations	and	device	support.



FIGURE	7.1:		CHPP	solution	set	and	Pareto	optimality

FIGURE	7.2:		Initialization	of	chromosomes	for	evolutionary	optimization

•		Solution	2	(Optimal	D	(X,	Y)):	Such	a	solution	increases	the	spread	of	the	cluster	heads
by	bounding	 the	maximum	and	minimum	path	 lengths	 in	 the	network.	This	 solution
decreases	 network	 power	 consumption	 and	 cost	 for	 deployment,	 however,	 increases
data	delivery	delay,	as	aggregation	level	becomes	high.	With	a	long	path	length,	some
data	experiences	higher	delivery	delay	that	also	increases	the	jitter	in	the	network.

Therefore,	in	this	chapter,	we	use	the	concept	of	evolutionary	multi-objective	optimization
based	 on	 decomposition	 (MOEA/D)	 [35]	 to	 find	 out	 a	 set	 of	 solutions	 which	 are	 Pareto
optimal,	 based	 on	 the	 trade-off	 between	 the	 above	 two	 extreme	 solution	 conditions.	 The
MOEA/D	has	four	steps:

1.		Decompose	the	problem	into	a	set	of	subproblems.

2.		Initialize	the	solution	sets.



3.		Apply	genetic	operators	to	evolve	the	solutions	to	generate	new	solutions.

4.		Check	whether	the	stopping	criterion	is	satisfied	based	on	Pareto	optimality.

7.4.1		Problem	Decomposition
The	 first	phase	of	MOEA/D	 is	 to	decompose	 the	vector	optimization	problem	 in	a	 set	of
scalar	 subproblems.	We	 use	 the	weighted	 sum	 approach	 for	 scalar	 decomposition	 of	 the

vector	optimization	problem.	Leti	be	the	weight	coefficient	for	the	ith	subproblem	where	i	1,

2,	…,	m	and	m	is	total	number	of	subproblems.	Then	the	ith	scalar	optimization	 (ℓ,	X,	Y)
is	represented	as	follows:

(7.5)

Based	on	the	positions	of	the	sensors,	ℓ	can	be	represented	in	terms	of	sensor	positions	(X,
Y).	Therefore,	the	subproblem	given	in	Equation	(7.5)	can	be	represented	more	generally	as:

(7.6)

Using	a	similar	approach	as	proposed	in	[22],	the	scalar	weight	coefficients	i	are	calculated
as:

We	initialize	1	=	1.	The	weight	coefficients	are	used	to	decompose	the	vector	optimization
problem	 into	 a	 set	 of	 scalar	 optimization	 problems.	 This	 set	 of	 scalar	 optimization
problems	 can	 be	 fed	 into	 the	 MOEA/D	 method	 to	 find	 out	 the	 set	 of	 Pareto	 optimal
solutions.	 By	 varying	 the	 weight	 coefficients,	 we	 can	 find	 out	 different	 Pareto	 optimal
solutions.

7.4.2		Initialization	for	Evolutionary	Optimization
Next	 we	 need	 to	 define	 the	 solution	 set	 and	 its	 structure.	 Figure	 7.2	 shows	 the	 solution



structure.	 In	MOEA/D,	 solutions	 are	 represented	 as	 chromosomes.	 For	 CHPP,	we	 define
two	fixed	chromosomes	and	 | |	number	of	dynamic	chromosomes,	where	 | |	denotes	 the
number	of	cluster	heads	in	the	network.	The	first	chromosome	represents	the	position	of	the
sensor	nodes,	and	the	second	chromosome	represents	the	position	of	the	cluster	heads.	The
dynamic	chromosomes	define	 the	cluster,	where	 the	first	entry	 is	for	 the	cluster	head	and
the	rest	of	 the	entries	are	 for	 the	sensors	 that	belong	 to	 the	cluster.	Every	entry	has	 three
tuples:	the	position	of	the	node,	the	value	of	E	(ℓ),	and	the	value	of	D	(X,	Y).

The	initial	positions	of	the	sensors	are	generated	randomly.	We	fix	the	number	of	cluster
heads,	| |,	and	select	the	cluster	heads	uniformly	from	the	deployed	sensors,	so	that	every
cluster	contains	almost	equal	number	of	sensor	nodes.	This	 is	not	an	optimal	solution,	as
the	optimal	values	of	E	 (ℓ)	and	D	 (X,	Y)	 depend	 on	 the	 position	 of	 the	 sensors.	With	 the
iterations	based	on	genetic	operators	for	MOEA/D,	the	proposed	mechanism	finds	out	the
Pareto	optimal	positions	of	the	sensors.

The	initialization	process	generates	a	set	of	solutions	based	on	the	randomization	method
as	discussed	above.	Let	the	initial	solution	set	be	 CHPP.	This	solution	set	is	used	for	further
operations	for	evolutionary	optimization,	as	discussed	in	the	next	subsections.

7.4.3		Genetic	Operations
In	an	evolutionary	multi-objective	optimization	mechanism,	genetic	operators	are	applied
over	a	solution	to	get	a	new	solution.	Following	genetic	operators	are	applied	in	sequence:

1.		Selection	operator

2.		Crossover	operator

3.		Mutation	operator

4.		Repair	operator

7.4.3.1		Selection	Operator
The	 selection	operator	 for	 evolutionary	computing	 is	 responsible	 for	 the	“Survival	of	 the
Fittest”	concept,	and	 it	chooses	 the	most	promising	solutions	 from	the	previous	solutions
set.	According	to	evolutionary	computing	terminology,	the	previous	solution	set	is	termed
as	“parent”	and	the	newly	generated	solution	set	by	applying	genetic	operators	are	termed
as	“offspring.”	We	use	an	M	-tournament	selection	operator	[21,	35]	that	selects	offspring
solutions	based	on	the	measurement	of	Euclidean	distance	of	their	weights	(1,	2,	…,	m).	 In
this	 selection	 mechanism,	 two	 parent	 chromosomes	 are	 selected	 based	 on	 the	 closest
Euclidean	distance	of	their	weights.	These	parent	chromosomes	are	evaluated	based	on	the

optimization	criteria	 i	(X,	Y),	for	the	i
th	subproblem,	as	given	in	Equation	(7.6).	The	best



solutions	are	selected	as	offspring	for	further	operations.
The	 functionality	 of	 the	 selection	 operator	 is	 given	 in	 Algorithm	 3.	 The	 offspring

solutions	are	then	forwarded	for	the	crossover	operator.

Algorithm	3	Selection	Operator

Input:	Subproblem	 i	(X,	Y).

Output:	Offspring	solutions	based	on	selection	operator.

Select	the	solutions	of	M	closest	subproblems	of	 i	(X,	Y)	based	on	the	measurement
of	 Euclidean	 distance	 of	 the	 weights.	 Evaluate	 the	 solution	 based	 on	 optimization
criteria	given	in	Equation	(7.6).	Find	the	best	solutions	of	the	tournament.

7.4.3.2		Crossover	Operator
The	 crossover	 operator	 combines	 two	 parent	 solutions	 1	 and	 2	 and	 generates	 a	 new
offspring.	A	number	of	crossover	operations	are	discussed	in	the	existing	literature	[13–15,
32].	 We	 use	 a	 window-based	 crossover	 operation,	 where	 a	 window	 size	 for	 solution	 i,
denoted	as	Wi,	is	determined	using	the	similar	approach	proposed	in	[22],

(7.7)

where	| |	is	the	number	of	sensors	in	the	arena.
In	 the	CHPP	solution,	crossover	 is	done	 for	all	 the	chromosomes.	Equation	(7.7)	 gives

the	window	size	 for	 the	 chromosome	 that	determines	 the	position	of	 all	 the	 sensors.	Let	
	 and	 	 denote	 the	 window	 size	 for	 the	 cluster	 head	 chromosome	 and	 the

chromosomes	corresponding	to	the	individual	cluster.	These	are	calculated	using	a	similar
way	as	follows:

(7.8)

(7.9)



where	| i|	is	the	size	of	the	i
th	cluster.

In	the	window-based	crossover	mechanism,	two	parent	solutions	 1	and	 2	are	selected
based	 on	 the	 fitness	 criteria	 as	 discussed	 earlier,	 and	 a	 number	 of	 genes	 (entries	 in	 the
chromosomes)	 are	 mutually	 swapped	 between	 the	 two	 parents	 to	 generate	 offspring
solutions.	The	crossover	procedure	is	shown	in	Algorithm	4.

Algorithm	4	Crossover	operation

Input:	Two	parents	 1	and	 2.

Output:	Offspring	solutions	after	crossover.

Randomly	generate	an	integer	j	from	{1,	2,	…,	Wi}.
Select	 j	number	of	genes	 from	 1	 and	swap	 the	positions	with	 the	genes	 from	 2,

such	that	the	genes	are	selected	with	an	probability	pj.
Execute	Step	1	and	Step	2	for	the	cluster	heads	with	 	as	the	window	size.
Based	on	the	cluster	heads	and	the	sensors,	define	individual	clusters.

7.4.3.3		Mutation	Operator
After	 the	 crossover,	 the	 mutation	 operator	 is	 applied	 over	 the	 offspring	 solutions.	 The
mutation	operator	selects	genes	randomly	from	the	chromosomes,	and	alter	the	position	of
the	 sensors.	 It	 can	 be	 noted	 that	 the	mutation	 operation	 is	 performed	 only	 on	 the	 set	 of
sensors.	The	mutation	operator	changes	the	position	of	the	sensors	to	explore	the	solution
possibilities	for	different	positions	of	the	sensors.	In	the	mutation	operator,	a	sensor	(gene)
is	randomly	selected	with	probability	pm,	and	its	position	is	shifted	as:

where	xd	is	the	minimum	distance	between	two	sensors	and	fr	(x)	is	a	function	that	selects	a
number	randomly	from	{1,	2,	…,	x}.	It	can	be	noted	that	in	this	scheme	we	only	use	integer
positions	of	the	sensors.

7.4.3.4		Repair	Operator
The	 repair	 operator	 checks	 whether	 a	 solution	 generated	 by	 the	 crossover	 and	 mutation
operators	 results	 in	 an	 offspring	 which	 is	 not	 valid.	 In	 our	 scheme,	 a	 solution	 is	 called
invalid	if	one	of	the	following	cases	occurs:

1.		Two	sensors	have	the	same	location.



2.		Two	cluster	heads	are	very	close	such	that	the	distance	between	them	is	less	than	the
minimum	threshold.

3.		The	number	of	clusters	in	a	cluster	head	is	below	a	threshold.

If	one	of	these	cases	occur,	the	repair	operator	re-performs	the	crossover	and	the	mutation
operations	to	generate	a	different	offspring.	These	newly	generated	offspring	solutions	are
used	in	further	iterations	and	the	previous	solutions	are	discarded.

7.4.4		Termination	Condition
The	termination	condition	determines	when	the	iteration	stops	and	a	solution	is	obtained.	In
our	solution	approach,	the	best	solution	found	until	now,	based	on	the	optimization	criteria
given	in	Equation	(7.6),	is	stored.	We	set	a	parameter	gm	that	defines	the	maximum	number
of	 generations	 for	 the	 MOEA/D	 process.	 Once	 the	 number	 of	 iteration	 reaches	 gm,	 the
proposed	scheme	terminates,	and	returns	the	best	solution	obtained	so	far.

7.5		Performance	Evaluation
The	proposed	scheme	is	implemented	in	an	NS-3.19	[19]	network	simulator	framework.	An

arena	 of	 1000	×	 1000	m2	 is	 selected	with	 a	maximum	of	 200	 number	 of	 sensors	 and	 10
cluster	heads.	The	communication	radius	is	taken	as	5m	at	minimum	and	10m	at	maximum
and	kmin	and	kmax	are	set	 to	5	and	20,	 respectively.	Channel	bandwidth	 is	considered	as	2
Mbps.	The	setups	for	the	parameters	of	MOEA/D	are	given	in	Table	7.1.

First	 we	 show	 the	 performance	 of	 the	 CHPP	 for	 minimal	 delay	 data	 forwarding	 and
average	power	consumption.	We	have	compared	the	performance	of	CHPP	with	other	three
clustering	and	sensor	deployment	protocols:	TEEN	[27],	HEED	[34],	and	EECS	[33].	The
TEEN	 protocol	 selects	 the	 cluster	 heads	 dynamically	 through	 an	 energy	 threshold
observation.	 The	 HEED	 protocol	 extends	 the	 basic	 LEACH	 clustering	 protocol	 with	 the
residual	 energy	 and	 topology	 parameters	 for	 cluster	 head	 selection	 metric.	 The	 EECS
protocol	 selects	 the	cluster	head	with	more	 residual	energy.	 It	can	be	noted	 that	all	 these
protocols	use	dynamic	cluster	head	selection	through	residual	energy	calculation.	However,
the	proposed	scheme	uses	a	static	cluster	head	selection	that	minimizes	the	path	length	and
data	aggregation	level	which	in	turn	minimizes	the	energy	consumption.	Further,	it	can	be
noted	 that	 in	 the	 existing	 schemes,	 sensor	 nodes	 are	 considered	 as	 static	 and	 post-
deployment	 cluster	 head	 selection,	where	CHPP	 considers	 sensor	 positioning	 and	 cluster
head	selection	simultaneously	with	an	objective	to	minimize	data	forwarding	delay.



TABLE	7.1:		Parameter	Settings	for	Evolutionary	Optimization

Parameter Max	Value Min	Value

Crossover	probability 0.1 0.8
Mutation	probability 0.05 0.3
Maximum	generation	size 100 300
Population	size 50 200
Tournament	size 50 200
Neighborhood	size 30 100

TABLE	7.2:		Average	Data	Forwarding	Delay	(ms)

TABLE	7.3:		Average	Energy	Consumption	(Watt-Hour)

Table	7.2	 compares	 the	 average	 data	 forwarding	 delay	 for	 different	 schemes.	 #Sensors
denotes	the	total	number	of	sensors	deployed	and	#CH	denotes	the	total	number	of	cluster
heads.	In	the	simulation	scenario,	all	sensor	nodes	generate	constant	bit	rate	(CBR)	traffic
with	a	data	generation	rate	of	64	Kbps	and	forward	the	data	to	the	cluster	heads	in	a	multi-
path	forwarding	mechanism.	The	data	forwarding	delay	is	the	time	between	when	the	data
packet	is	scheduled	in	the	interface	queue	for	the	originating	sensors	and	the	time	when	the
data	 packet	 is	 delivered.	 The	 table	 indicates	 that	 the	 proposed	 optimization	 method
significantly	reduces	the	data	forwarding	delay.

TABLE	7.4:		Convergence	and	Optimality	Ratio	Analysis

#Sensors #CH Iterations	to	Converge Optimality	Ratio

50 5 30 1.8%
75 8 42 2%
100 10 54 2.2%
150 12 62 2.7%
200 15 78 3.2%



Table	7.3	 compares	 the	 average	 energy	 consumption	measured	 in	 terms	 of	Watt-hour.
We	use	the	energy	configuration	profiles	for	Micaz	sensor	motes	[23].	The	table	indicates
that	the	proposed	scheme	also	reduces	energy	conservation.	It	can	also	be	observed	that	as
the	number	of	sensor	and	 the	number	of	cluster	heads	grow,	average	energy	consumption
decreases.	 The	 proposed	 scheme	maintains	 a	 bound	 on	 the	 number	 of	 children	 for	 every
sensor,	that	in	turn	reduces	energy	loss	due	to	contention	during	data	delivery.

Next	we	evaluate	the	convergence	speed	for	MOEA/D	and	compute	the	optimality	ratio
that	 gives	 the	 percentage	 difference	 between	 the	 nearest	 Pareto	 optimal	 solution	 and	 the
solution	 obtained	 through	 the	 proposed	 approach.	 Table	 7.4	 summarizes	 the	 results.	 The
table	 shows	 that	 even	 with	 a	 large	 number	 of	 sensor	 nodes,	 the	 number	 of	 iterations
required	to	find	out	the	best	solution	is	less	than	100,	and	the	optimality	ratio	is	less	than
5%.	This	indicates	that	the	solution	obtained	through	MOEA/D	is	not	worse	than	5%	of	one
of	the	Pareto	optimal	solution.	It	can	be	noted	that,	in	the	simulation	setup,	every	scenario
is	executed	for	10	times	and	the	average	result	is	reported	in	this	chapter.

7.6		Conclusion
This	 paper	 proposes	 a	 cluster	 positioning	 problem	 for	 a	 heterogeneous	 sensor	 network,
where	 both	 the	 position	 of	 the	 cluster	 heads	 and	 the	 sensor	 nodes	 need	 to	 find	 out
simultaneously.	We	have	used	the	evolutionary	multi-objective	optimization	method	based
on	decomposition	to	solve	this	problem	and	to	find	out	the	optimal	deployment	scenario	for
a	 given	 set	 of	 constraints,	 number	 of	 sensors,	 number	 of	 cluster	 heads,	 and	 other
communication	parameters	of	the	sensor	nodes.	The	performance	of	the	proposed	scheme	is
analyzed	through	simulation	results,	and	compared	with	other	related	schemes	proposed	in
the	literature.
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8.1		Introduction
The	 increased	 advancement	 in	 communication	 and	 computing	 technologies	 has	 opened
many	 avenues	 in	 services	 industries	 that	 support	 many	 stakeholders	 like	 professionals,
farmers,	 various	 governmental	 agencies	 and	 private	 agencies.	 These	 technological
developments	 increasingly	 affect	 all	 aspects	 of	 work	 programs	 like	 operations,
administration,	 and	 management.	 The	 huge	 amount	 of	 information	 is	 available	 due	 to
advanced	data	handling	technologies.	The	biggest	question	is	whether	the	right	information
is	available	to	the	appropriate	user	at	the	opportune	time.	Instead	of	providing	answers,	this
question	has	generated	many	more	questions	like	what	makes	the	right	information,	who	is
the	appropriate	user,	and	when	will	 there	be	an	appropriate	time?	Within	any	context,	 the
right	 information	 could	 be	 delivered	 to	 appropriate	 users	 at	 an	 opportune	 time.	 Hence,
context	 awareness	 needs	 to	 be	 built	 into	 every	 system	 with	 minimal	 disturbance	 to	 the
existing	technologies	and	platform.

This	chapter	focuses	on	how	wireless	sensor	networks	are	used	in	building	context	aware
services	 with	 appropriate	 illustrative	 examples.	 It	 presents	 ubiquitous	 context	 aware
middleware	 architecture	 for	 precision	 agriculture	 to	 solve	major	 issues	 such	 as	waste	 of
water,	improper	application	of	fertilizer,	choice	of	wrong	crops	and	season,	poor	yield,	lack
of	marketing,	and	other	issues.	This	chapter	also	focuses	on	how	wireless	sensor	networks
are	used	in	building	context	aware	services	with	appropriate	illustrative	examples.

In	recent	times	wireless	sensor	networks	(WSNs)	have	gained	significance	in	the	field	of
application	development	due	 to	extensive	usage	of	sensor	devices	 to	monitor	and	analyze
the	 information	 about	 the	 environment	 such	 as	 earthquake	detection	 and	 agriculture.	The
capability	of	WSNs	for	detecting	environmental	changes,	called	context	changes,	by	means
of	sensors,	made	WSNs	more	popular	even	in	the	daily	tasks	of	humans.

Because	the	sensor	nodes	are	heterogeneous,	the	information	carried	by	them	is	complex.
For	 example,	 in	 the	 context	 of	 patients,	 information	 is	 derived	 from	 day-to-day	 health
monitoring,	 frequency,	 and	 intensity	 of	 movement.	 Grouping	 of	 contexts	 allows
communication	heterogeneous	sensor	devices	to	represent	the	same	information	in	different
formats.	Even	though	the	WSNs	are	very	capable	in	handling	information	on	heterogeneous
sensor	devices,	significant	research	must	be	done	in	the	field	to	gather	the	information.

The	context	aware	service	 is	a	computing	 technology	 that	 integrates	data	 related	 to	 the
area	of	a	mobile	user	 to	deliver	added	significant	 services.	The	 real	world	characteristics
such	as	temperature,	time,	and	location,	can	be	referred	to	as	context.	With	the	availability
of	ICT	such	as	cloud	computing,	heterogeneous	networking,	crowd	sourcing,	web	services,
and	 data	mining,	 sharing	 of	 the	 information	 at	 any	 time	 anywhere	 has	 become	 possible.
However,	 this	will	 bring	 out	 lot	 of	 challenges	 such	 as	 incompatibility	 in	 standards,	 data
portability,	 data	 aggregation,	 data	 dissemination,	 and	 differential	 context	 communication
overhead.

Even	 though	 the	 ICT	 has	 changed	many	 aspects	 of	 human	 lifestyle,	 work	 places,	 and



living	places,	there	is	lot	of	gap	in	the	agriculture	sector	for	ICT	to	be	of	value.	This	creates
a	digital	divide	between	farming	and	other	industries.	Farming	consumes	large	amounts	of
natural	resources	such	as	water,	energy,	and	fertilizers	that	could	escalate	global	warming,
soil	 degradation,	 and	 depletion	 of	 ground	water.	By	 integrating	 the	 needs	 of	 the	 farming
industry	with	relevant	technologies,	global	warming	can	be	considerably	reduced.

Interaction	is	the	term	for	the	next	decade.	The	interactions	between	people,	businesses,
devices,	 and	 technologies	 will	 create	 more	 novel	 challenges	 and	 opportunities.	 The
interaction	 among	 people,	 businesses,	 devices,	 and	 technologies	 will	 create	 more	 novel
prospects	and	challenges.	 Interaction	 is	very	 important	especially	among	 the	stakeholders
such	 as	 the	 public,	market,	 government,	 and	 other	 agencies	 related	 directly	 or	 indirectly
with	the	farming	communities.

Interactions	 play	 a	 major	 role	 in	 creating	 context	 aware	 precision	 agriculture.	 Neural
networks	 (NNs)	 represent	 a	 biological	 approach	 for	 retrieving	 information	 from	WSNs.
NNs	may	be	classified	as	artificial	neural	networks	(ANNs),	Bayesian	networks	(BNs),	and
hidden	Markov	models.	This	chapter	explains	context	aware	sensing	based	on	 these	 three
models	and	addresses	some	of	the	issues	raised	by	context	aware	sensing	models.

8.2		Context	Awareness	in	WSNs
WSNs	have	been	used	in	various	applications	such	as	body	sensor	networks	(BSNs),	earth
sensing,	and	environmental	sensing.	For	example,	body	sensor	networks	are	used	to	monitor
patient	data	such	as	heart	rate,	blood	pressure,	oxygen	condition,	and	other	parameters.	To
monitor	the	human	body	requires	a	BSN	framework.

Various	 context	 aware	 algorithms	with	 different	 characteristics	 for	 performing	 certain
functions	 can	 be	 used	 to	 retrieve	 information.	 The	 basis	 of	 context	 aware	 sensing	 is	 to
gather	 information	 from	 all	 sensor	 nodes	 in	 a	 lower	 hierarchy;	 the	 gathered	 information
services	as	input	in	the	next	context.

According	to	[8],	it	is	common	to	order	input	data	in	a	certain	way	through	appropriate
clustering.	The	data	is	clustered	in	sub	groups.	The	distance	among	data	entries	in	the	same
clusters	are	small	and	the	distance	among	data	entries	of	different	clusters	are	large.	Cluster
inputs	must	 be	 associated	with	 context	 to	 allow	 information	 to	 be	 retrieved	 from	 sensor
nodes.	The	 classification	 approach	 for	 sensor	networks	 assigns	 input	vectors	 to	 a	 context
through	user	labels.

WSNs	 are	 commonly	 used	 in	 various	 applications	 such	 as	 health	 care,	 smart	 homes,
construction,	 and	 many	 more.	 All	 these	 environments	 have	 unique	 contexts	 and	 require
specific	 frameworks	 to	 handle	 their	 different	 needs.	 The	 diversity	 of	 needs	 for	 context
aware	services	and	dynamic	nature	of	WSNs	create	design	challenges.	The	key	issues	to	be
considered	 in	WSNs	 are	 node	 failure,	 noise	 interference,	 integration	 of	multisensor	 data,



smooth	context	recognition,	long-term	use	of	applications,	number	of	nodes	in	network,	and
selection	of	appropriate	features.

A	context	aware	system	requires	procurement,	depiction,	storage,	analysis,	and	revision
modules.	 The	 procurement	 model	 senses	 and	 collects	 contexts.	 Sensors	 receive	 huge
amounts	of	information	that	must	be	depicted	in	a	standard	format	so	that	it	can	be	reused
as	required.	The	depiction	module	formats	and	stores	data	received	from	the	sensors.	The
stored	data	is	analyzed	and	converted	into	the	required	form	by	the	analysis	module.

After	analysis	is	complete,	the	information	is	used	to	provide	client	services.	A	suitable
service	 is	chosen	from	those	available	based	on	 the	 interpretation	of	context	 information,
after	which	appropriate	information	is	delivered	to	the	client.	The	behaviours	of	the	service
and	the	device	are	adapted	according	to	the	context	[16].

According	to	[8],	context	aware	computing	is	a	model	for	software	engineering	capable
of	managing	all	aspects	of	building	a	system	to	cover	all	parameters	of	a	context	such	as
identity,	time,	location,	and	activity	by	adapting	to	the	conditions	existing	at	runtime	[22].
Current	programming	environments	do	not	allow	context	aware	mechanism	to	meet	needs
and	researchers	should	focus	on	developing	efficient	context	oriented	mechanisms	[4].

Information	and	communication	technologies	have	been	used	to	automate	farming	tasks
such	 as	 irrigation,	 planting,	 and	 harvesting,	 and	 even	 for	 supervision	 and	 management.
Zhang	[25]	developed	a	network	using	WSNs	 to	observe	plant	nursery	conditions	such	as
soil,	and	air	moisture,	humidity,	temparature,	and	light	intensity.	One	of	the	core	aspects	of
farming	is	water	use	management.	Several	proposals	suggested	designs	of	sensor	networks
for	monitoring	water	supplies	for	plants	and	ensuring	optimum	utilization	[1]	 [3]	 [9]	 [11]
[15]	[19].

Tapankumar	 et	 al.	 [3]	 developed	 an	 architecture	 for	 and	 built	 a	 drip	 irrigation
management	system	using	a	computer	system	with	the	ability	to	acquire	information	from
distant	 locations.	Kim	et	al.	 [11]	designed	an	 irrigation	system	capable	of	monitoring	 the
soil	 moisture,	 temperature,	 and	 sprinkler	 positions	 using	 electronically	 managed	 sensor
devices.	 All	 these	 parameters	 could	 be	 managed	 from	 a	 remote	 location	 through
technologies	such	as	Bluetooth	and	GPW.

Fungus	 infections	 and	 pests	 are	 prime	 concerns	 of	 the	 farming	 community.	 A	 sensor-
based	network	has	been	proposed	to	address	these	concerns.	Baggio	[2]	developed	a	design
to	combat	infections	in	potato	crops.	Sensors	measured	humidity	and	temperature.	Analysis
of	fluctuations	allowed	farmers	to	reduce	the	overall	impacts	of	infections.

Cattle	 forming	requires	green	fields	 for	grazing	and	 thus	has	a	close	 tie	 to	 the	farming
community.	Wark	 et	 al.	 [24]	 at	Australia’s	CSIRO	 ICT	Center	 designed	 a	 self-managing
sensor	node	capable	of	monitoring	the	activities	of	cattle	and	assess	and	control	pastures.
Photographic	sensing	devices	were	used	to	study	grass	growth	and	this	information	meant
the	 animals	 could	move	 to	 greener	 pastures	 as	 required.	 Animal	 habits	 such	 as	 grazing,
sleeping,	and	ruminating	were	also	observed.



8.3		Architecture	for	Precision	Agriculture
The	 farming	 lifecycle	 is	 highly	 complex,	 dynamic,	 and	 heavily	 influenced	 by
environmental	 constituents	 such	 as	 soil,	 weather,	 market,	 seasons,	 living	 space,	 and
lifestyle.	Each	of	these	constituents	might	have	direct	or	indirect	disruptive	influence	on	the
others.	There	is	no	single	solution	for	all	issues	in	farming.	Hence,	there	is	a	strong	need	for
a	solution	which	is	adaptable	and	feasible	for	the	farming	sector.	Here,	we	present	a	flexible
and	 viable	 solution	 discussed	 by	 Krishna	 et	 al.	 [18].	 They	 defined	 context	 aware
middleware	 (CAM)	 that	 consists	 of	 environment,	 ambience	 and	 collection	 of	 states.	 The
following	modules	were	described:

•	 	Ambience	monitoring	agents	(AMA):	The	CAM	learns	its	context	from	environment
through	AMA.	The	AMAs	play	 a	major	 role	 in	 sensing	various	physical	 phenomena
such	as	temperature,	rainfall,	light,	wind	speed,	wind	direction,	moisture,	and	snow	fall
through	relevant	sensor	devices.

•		Context	assemble	(CA):	A	sub-system	that	assembles	different	contexts	based	on	their
event-state	relationship.

•		Context	classifier	(CC):	A	sub-system	based	on	context	sequences.	CC	assigns	priority
for	each	context	sequence.

•		Advanced	context	modeler	(ACM):	This	builds	refined	context	repositories	that	could
be	used	in	end-user	applications.	Look-up	tables	are	created	by	ACM	for	every	context
with	relevant	action	sequence.

•		CStore:	The	ACM	helps	context	store	(CStore)	learn	all	the	contexts	that	could	be	used
by	the	farmer	console	to	take	actions	based	on	context.

Precision	 farming	 is	developed	using	CAM	based	on	pre-farming,	mid-farming	and	post-
farming.	The	pre-farming	involves	off-field	activities	such	as	collection	of	 inputs	such	as
seasonal	facts,	market	demands,	and	suitable	crops.	It	also	includes	on-field	activities	such
as	nursery	production,	main	field	preparation,	and	initiation	of	data	acquisition	[18].	Tasks
involved	 in	mid-farming	are	on-field	activities	such	as	crop	 transplanting,	 irrigation,	pest
control,	infection	control,	and	fertilizer	utilization	management.	The	post-farming	involves
harvesting,	 yield	 monitoring,	 yield	 grade	 processing,	 conditioning,	 packaging,	 demand
identification,	 and	 supply.	A	 successful	 farmer	must	 carry	 out	 these	 sub-tasks.	 Precision
farming	is	the	most	viable	solution	for	all	the	farmers	but	achieving	it	is	challenging.	The
basic	building	blocks	of	precision	farming	include	[18]:

Layer	1	is	represented	by	various	stakeholders	such	as	farmers,	the	public,	e-commerce
industries,	data	centers,	mail	facilities,	and	web	interfaces.	Farmers	represent	 the	farming
community;	 the	 public	 represents	 people	 other	 than	 the	 farmers.	 The	 on-line	 trading
agencies	 and	 virtual	 malls	 such	 as	 Amazon	 and	 eBay	 are	 represented	 as	 e-commerce



industries.	The	governmental	agencies	such	as	meteorological	centers,	national	information
centers,	and	private	weather	monitoring	stations	are	represented	as	data	centers.	The	social
networking	sites	such	as	Facebook,	Twitter,	BlogSpot,	Google,	and	Yahoo	are	symbolized
as	mail	facilities	and	web	interfaces.

Layer	 2	 consists	 of	 a	 few	 core	 elements	 such	 as	 smart	 software	 agents,	 context	 aware
middleware,	and	a	data	acquisition	system.	At	this	layer,	smart	software	agents	do	the	vital
job	 of	 extracting	 the	 on-line	 information	 from	 stakeholders	 in	 layer	 1.	 These	 agents
constantly	 listen	 to	 the	 stakeholders	 at	 layer	 1	 and	 mine	 the	 information	 based	 on	 the
subject	of	interest.	For	further	processing,	these	agents	also	act	as	adapters	and	convert	the
information	into	common	formats.

Figure	8.1	depicts	the	operation	of	CAM	with	a	simplified	illustration	of	workflow.	The
software	agents	select	an	important	event	from	a	known	third	party	resource.	For	example,
an	 agent	 has	 received	 data	 on	 a	 flooding	 event	 in	 Madagascar	 and	 another	 agent	 has
received	 cyclone	 event	 data	 in	 Cuba.	 The	 captured	 events	 will	 be	 sent	 to	 context	 aware
middleware.	 The	 CAM	 analyzes	 these	 events	 and	 frames	 a	 context	 that	 explains	 the
destruction	of	banana	and	vanilla	plants	in	Cuba	and	Madagascar,	respectively.

The	CAM	creates	new	context	which	identifies	the	demand	for	banana	and	vanilla	crops
and	also	finds	viable	areas	for	growing	banana	and	vanilla	crops	through	advanced	context
modeler	modules	in	the	CAM.	In	this	sample	workflow,	CAM	identified	India	as	a	potential
place	for	growing	banana	crops	and	Europe	as	a	place	for	growing	vanilla.	This	contextual
information	will	be	sent	to	farmers	who	already	registered	with	the	CAM-based	network.

FIGURE	8.1:		Sample	workflow

Figure	8.2	provides	better	understanding	about	how	contextual	 information	is	classified
for	a	crop.	This	table	captures	important	contextual	information	for	the	farming	lifecycle	of
crops.



FIGURE	8.2:		Sample	contextual	information	of	farming	lifecycle	[18]

Figure	8.2	highlights	a	portion	of	contextual	data	which	belongs	to	stakeholders	in	CAM.
For	example,	if	clay	is	considered	as	a	main	context,	sub-contexts	such	as	small	porosity,
large	 surface	 area,	 low	 permeability	 and	 poor	 water	 recharging	 ability	 will	 allow	 better
contextual	mapping	with	other	 stakeholders.	CAM	helps	 to	 frame	 larger	contexts	 such	as
“Field	with	clay	 soil	 is	 susceptible	 to	water-logging	which	 retards	 the	growth	of	banana”
and	 “Field	with	 clay	 soil	 susceptible	 to	water	 logging	may	 not	 affect	 rice	 cultivation	 to
larger	extent.”	Hence,	CAM	creates	flexible	and	feasible	solution	precision	agriculture	by
providing	context	aware	solutions.

Figure	8.3	 illustrates	 the	 analysis	 of	 performance	using	 context	 awareness	 in	 precision
farming.	In	general,	 there	is	an	assumption	that	paddy	consumes	heavy	amounts	of	water,
but	in	the	trial	run	CAM	consumed	close	to	40%	less	than	the	manual	mode	of	cultivation.
This	 is	 possible	 because	 irrigation	 will	 be	 done	 by	 CAM	 purely	 based	 on	 multiple	 fine
grained	 contexts.	 The	 irrigation	 is	 not	 done	 by	 static	 timer	 based	 systems.	 The	 CAM
analyzes	 the	paddy	 lifecycle,	 type	of	 soil,	 and	 type	of	weather	 and	 then	creates	optimum
contexts	for	irrigation.

The	 next	 criterion	 reveals	 the	 amount	 of	 fertilizer	 used	 to	 cultivate	 the	 paddy	 in	 both
manual	and	CAM	modes.	There	is	a	savings	of	17%	in	fertilizer	by	CAM	based	cultivation
over	manual	 farming.	 In	manual	mode,	 farmers	 use	 fertilizers	 based	on	 their	 experience.
Dynamic	changes	in	season,	soil,	weather,	and	unplanned	paddy	impact	farmers	strategies.
Due	 to	 the	 context	 awareness	 of	 the	 paddy	 lifecycle,	 CAM	 identifies	 the	 optimum
requirement	 for	 fertilizers	 at	 various	 growth	 stages	 of	 paddy	 and	 reduces	 fertilizer
consumption.

The	third	criterion	reveals	how	effectively	pests	can	be	controlled.	Again,	CAM	provides
better	 results	 over	 manual	 methods	 by	 almost	 35%.	 The	 effectiveness	 of	 pest	 control
largely	depends	on	factors	such	as	how	quickly	effects	may	be	identified,	prior	history	of
paddy	variety,	weather,	and	seasons.	Since,	CAM	thrives	on	all	 these	 factors	pest	control
may	be	effective	where	manual	modes	may	not.



FIGURE	8.3:		Performance	analysis	for	manual	and	CAM-based	paddy	cultivation

Another	 criterion	 is	 how	 to	 control	 infections	 optimally.	 It	 depends	on	 factors	 such	 as
previous	crop	history,	nutrient	deficiencies,	paddy	varieties,	 soil	 conditions,	weather,	 and
season.	Manual	methods	do	not	consider	all	these	factors	collectively	and	thus	fall	short	by
almost	60%	in	comparison	with	CAM.	The	fifth	criterion	concerns	total	yield	percentage	of
paddy.	The	improved	context	afforded	by	CAM	allowing	better	selection	of	paddy	variety,
soil,	season,	optimal	use	of	water	and	fertilizers,	effective	pest	control,	and	optimal	disease
control	 strategies	 helped	 CAM	 achieves	 a	 40%	 increase	 in	 paddy	 yield	 over	 manual
methods.

The	 final	 criterion	 predicts	 how	 effectively	 paddy	 may	 be	 sold	 in	 the	 market.	 Most
farmers	 using	 manual	 methods	 have	 no	 information	 about	 market	 demand	 when	 they
attempt	 to	choose	the	best	paddy	variety.	They	are	often	disappointed	by	lower	prices	for
non-premium	paddy.	CAM	creates	a	context	that	allows	better	choices	of	varieties	that	can
command	higher	market	prices.

8.4		Context	Extraction	Using	Bayesian	Belief	Networks

8.4.1		Bayesian	Belief	Networks	(BBN)
A	Bayesian	belief	network	can	be	represented	as	a	directed	acyclic	graph	(DAG)	with	a	set
of	 nodes	 and	 edges.	 Each	 node	 of	 the	 graph	 denotes	 an	 arbitrary	 variable	 and	 each	 arc
denotes	 a	 probable	dependency	directly	between	 two	variables.	The	 local	 distributions	of



each	node	are	multiplied	by	the	distributions	of	its	parents	to	calculate	a	joint	probability
distribution	 conveyed	 by	 a	 BBN.	 The	 dependencies	 among	 the	 nodes	 are	 depicted	 using
DAG	which	 helps	 in	 providing	 the	 qualitative	 function	 of	 a	BBN.	 Some	 variables	 in	 the
network	may	 not	 have	 predecessors.	 For	 such	 nodes,	 earlier	 probability	 distributions	 are
required	 during	 quantification.	 The	 nodes	 which	 have	 predecessors	 can	 proceed	 with
conditional	probability	distributions	[5].

8.4.2		Online	Data	Cleaning	for	Context	Extraction
In	cases	where	the	server	and	client	are	in	different	layers,	context	extraction	architecture	is
required.	In	WSNs,	the	nodes	are	at	a	layer	different	from	the	layer	where	the	base	station	is
run	in	[18].	The	steps	involved	in	processing	the	information	at	sensor	nodes	are:

•		Nodes	sense	raw	data.

•		Raw	sensor	values	are	quantized	based	on	threshold	value.

•		Node	and	cluster	identifications	and	time	data	are	inserted.

As	 the	performance	of	BBN	on	 raw	data	may	not	be	better,	quantization	 is	 required.	The
sampling	instructions	are	transmitted	to	the	base	station.	The	steps	involved	in	processing
the	information	at	base	station	are:

•		Nodes	are	clustered.

•		BBN	is	constructed.

•	 	Data	cleaning	is	carried	out.	If	an	outlier	 is	 introduced	or	data	is	missing,	 then	BBN
identifies	and	clarifies	them.

•		Rule-based	mapping	is	carried	out	depending	on	the	context	semantics	defined.	Rule-
based	mapping	maps	the	context	features	to	abstract	context	situations	[6].

During	 the	 transmission	or	because	of	 conceded	 sensor	nodes,	 errors	may	occur.	Rule-
based	mapping	is	used	to	deliver	the	consistent	and	energy	efficient	context.

Outliers	 are	 introduced	 into	 the	data	because	of	 faulty	 sensor	nodes.	BBN	 is	used	 as	 a
classifier	 to	 detect	 outliers.	 Classification	 involves	 classifying	 a	 class	 variable	 C	 from
attribute	variables.	The	probabilistic	 inference	 is	calculated	and	utilized	 in	approximating
the	probability	of	a	group	of	query	nodes	provided	with	some	sort	of	confirmation.	In	BBN,
this	process	is	referred	as	belief	propagation.	The	variation	in	the	probability	of	actual	data
and	 expected	 data	 is	 estimated	 using	 belief	 propagation.	The	 information	 is	 said	 to	 have
outliers	if	the	variation	level	is	high	[20].

The	values	missed	due	to	reasons	like	node	failure,	bad	weather	conditions,	packet	loss,
congestion,	and	collision	may	be	recovered	using	error	detection	and	correction	methods	or
by	adding	extra	bits	before	transmission,	but	this	kind	of	recovery	is	helpful	only	when	the



missing	 frequency	 is	 low.	 Hence,	 BBN	 is	 used	 to	 make	 recovery	 efficient	 when	 the
frequency	 of	 missing	 is	 high.	 BBN	 is	 a	 soft	 computing	 technique	 where	 learning	 takes
place.	 The	 learning	 process	 is	 carried	 out	 by	 using	 only	 correct	 data.	Data	with	missing
values	are	rejected.	Then	BBN	is	utilized	to	deduce	the	class	of	missing	value	with	the	help
of	the	inference	algorithm	to	project	the	missing	value	with	its	classifying	behavior.	There
is	a	chance	of	missing	 the	values	 from	 the	data	sensed	by	various	sensors.	Even	 then	 the
BBN	is	capable	of	deducing	the	missing	values.

8.5		Self-Organizing	Map-Based	Context	Identification

8.5.1		Unsupervised,	Dynamic	Identification	of	Physiological	and	Activity
Context	in	Wearable	Computing

Wearable	computing	is	used	to	sense	the	client	and	its	present	condition.	By	approximating
physical	status-like	level	of	pressure,	motion,	movement	outline,	and	ambient	context	data,
the	present	 condition	 can	be	 estimated.	Unsupervised	 learning	 is	 possible	 since	 the	vivid
label	is	not	required	for	the	context	to	be	utilized	to	produce	an	adaptive	and	contextually
delicate	response.	The	recognition	of	the	context	without	the	need	of	external	observation	is
called	unsupervised	learning	[14].

8.5.2		Offline	Algorithm
Initially,	 the	 information	 is	 preprocessed.	 The	 sensor	 values	 make	 the	 Kohonen	 self-
organizing	map	easy	to	learn.	The	map	codebook	vectors	are	clustered	using	the	standard	k-
means	clustering	algorithm.	In	the	process	of	clustering,	the	value	of	k	is	selected	[7].	Then
these	 cluster	 changeover	 probabilities	 are	 used	 in	 the	 learning	 of	 the	 first	 order	Markov
model	 on	which	 the	 graph	 reduction	 technique	 is	made	 functional.	 All	 the	 temporary	 or
short-lived	states	are	removed	in	this	graph	reduction	phase.	The	k-means	algorithm	is	used
to	reallocate	the	code	vectors	of	removed	states	to	the	permanent	states.	The	final	clusters
are	utilized	in	the	classification	of	test	samples.	The	first	order	Markov	model	on	the	final
clustering	can	assist	estimation.

As	 the	 independent	 component	 analysis	 (ICA)	 is	 not	 computationally	 cost	 effective,
principle	component	analysis	(PCA)	is	used	for	online	algorithms	on	wearable	computers	to
reduce	 the	 dimensions.	 The	 dimensions	 are	 further	 reduced	 by	 using	 Kohonen	 self
organizing	maps.	The	 input	data	 is	projected	onto	 the	 first	 five	main	elements	as	 the	 top
five	eigenspaces	are	mostly	used	to	describe	the	sensor	variance	cases	of	high	and	low	data
rate.	Batch	training	algorithms	[12]	are	used	in	machine	learning.

The	 learning	 process	 of	 a	 self	 organizing	map	 completes	 the	 process	 of	 clustering.	 In
order	to	achieve	the	typical	size	of	cluster,	the	codebook	vectors	are	clustered	together.	The



clusters	are	identified	and	the	structures	are	developed	using	a	U-matrix	[23].	The	evolving
clusters	have	borders	that	are	very	sharp.	For	this	reason,	the	utilization	of	a	U-matrix	alone
makes	 the	 process	 tedious.	 Therefore,	 codebook	 vectors	 are	 clustered	 using	 k-means
clustering	also.	No	labeling	is	used	in	determining	the	clusters.	Initially	large	k-values	are
used	for	clustering.

8.5.3		Online	Algorithm
The	 clusters	 signifying	 the	 context	 alterations	 are	 predicted	 to	 be	 identified	 as	 the
information	 preprocessing	 as	 anticipated	 to	 level	 the	 unexpected	 modifications	 of	 the
context.	 The	 training	 performance	 of	 the	 system	 is	 highly	 impacted	 by	 these	 kinds	 of
unexpected	 modifications	 as	 the	 system	 must	 depend	 on	 vigorous	 context	 state
approximations	as	 the	beginning	of	 training	practice	patterns.	To	detect	 temporary	states,
changeover	 probabilities	 are	 considered.	The	 cluster	 changeover	 probabilities	 are	 used	 in
training	process	of	the	first	order	Markov	model.	The	probability	of	not	being	in	the	same
state	for	a	long	time	is	referred	as	low	loop	probability.	This	low	loop	probability	is	used	to
categorize	the	temporary	states.

The	 states	 that	 are	 categorized	 as	 temporary	 are	 removed	 by	 using	 a	 graph	 reduction
algorithm	on	the	Markov	model.	The	codebook	vectors	which	are	not	clustered	are	assigned
to	the	new	clusters	after	the	removal	of	the	temporary	clusters	with	the	help	of	the	k-means
clustering	 algorithm.	 The	 minimized	 set	 of	 clusters	 is	 used	 to	 train	 the	 new	 transition
probability	Markov	model	which	is	used	to	estimate	the	probable	changes	in	the	context.

The	 previous	 training	 data	 is	 compressed	 and	 new	 data	 is	 integrated	 to	 form	 a	 new
training	sample	used	to	improve	the	model.	The	compression	of	the	previous	training	data
is	 carried	 out	 by	 selecting	 the	 data	 at	 regular	 intervals	 of	 space	 and	 eliminating	 the
remaining	data.	The	process	of	developing	a	Markov	model,	graph	reduction,	and	another
Markov	model,	and	another	graph	reduction	process	is	continuous.	This	continuous	process
indicates	machine	learning.

By	 including	 these	 arbitrarily	 modified	 cluster	 centers,	 possible	 new	 contexts	 can	 be
recognized.	The	sensor	node	properties	and	the	positions	of	 the	sensors	are	deliberated	as
the	directions	of	the	main	module.	Hence,	it	is	assumed	that	the	primary	approximation	of
the	main	module	direction	is	determined	by	the	information	obtained	from	a	restricted	time
interval.	New	 information	 in	 real	 time	 can	 be	 anticipated	 to	 the	 earlier	 determined	main
modules	by	the	direct	change	determined	by	these	directions.	Once	the	variation	is	below
the	predetermined	threshold,	recalibration	can	be	activated.

8.6		Neural	Network	Model	for	Context	Classification	in
Mobile	Sensor	Applications



In	 this	 section,	 the	 concentration	 is	 on	 how	 an	 application	 helps	 monitor	 the	 health
condition	of	a	patient.	For	mobile	sensor	applications,	the	focus	is	on	the	architecture	of	the
model.

The	 architecture	 uses	 a	mobile	 phone	 carried	 by	 the	 user	 to	 communicate	with	 sensor
environments.	 A	 wireless	 router	 attached	 to	 the	 phone	 communicates	 with	 other	 sensor
devices	in	an	ad	hoc	manner.	The	exact	communication	model	is	not	required	to	manage	the
user	locations.	The	CONSORTS-S	[21]	is	a	mobile	sensing	platform	to	validate	the	mobile
sensing	 application,	 popularly	 used	 in	 Japan.	 Health	 care	 services	 as	 an	 application	 for
mobile	 users	 by	 accessing	 surrounding	 context	 aware	 services	 are	 implemented	 in	 this
platform.

8.6.1		Context	Recognition	in	Wireless	Sensor	Networks
Context	aware	services	use	the	neural	network	model	to	identify,	build,	and	classify	various
contexts	appropriate	 to	mobile	 sensor	applications.	The	neural	network	model	 for	mobile
sensor	 applications	 consists	 of	 three	 layers:	 input,	 hidden,	 and	 output.	 The	 input	 layer	 is
responsible	 for	 collecting	 the	 information	 from	 the	 wearable	 sensors	 and	 environmental
sensors.	 The	 hidden	 layer	 consists	 of	 router,	mobile	 device,	 and	 sensor	middleware.	 The
router	collects	 the	 information	and	forwards	 it	 to	 the	mobile	phone.	The	phone	sends	this
information	to	the	sensor	middleware.	The	sensor	middleware	is	responsible	for	fusion	and
classification	of	data.	Finally	the	processed	data	is	stored	in	the	database.

8.6.2		CONSORTS-S:	Mobile	Sensing	Platform
Consider	 the	 architecture	 of	 the	 CONSORT-S	 model	 [21].	 It	 contains	 two	 additional
components:	mobile	sensor	router	and	sensor	middleware.	For	communication,	the	mobile
is	linked	with	a	mobile	sensor	router.	Sensor	middleware	on	a	remote	server	performs	the
fusion	and	analysis	of	the	collected	data	from	the	sensor	nodes.

8.6.3		Mobile	Health	Care	Services
The	health	care	services	in	relation	to	context	aware	services	in	WSNs	are	considered.	The
mobile	 health	 care	 services	 are	 used	 to	 maintain	 and	 promote	 health	 of	 patients	 by
monitoring	 both	 biological	 information	 and	 environmental	 information,	 within	 a	 context
collected	from	both	conditions.	Different	architectures	are	considered.

The	 health	 care	 model	 monitors	 the	 health	 of	 the	 patient	 by	 regulating	 the	 room
temperature	 and	 collecting	 the	 context	 from	 wireless	 sensor	 nodes	 through	 a	 network
dedicated	to	the	communication	[17].	A	sensor	dedicated	to	collecting	the	physical	signals
must	 be	 attached	 to	 the	 user’s	 chest,	 and	 monitors	 the	 motion	 of	 the	 user.	 To	 monitor
temperature	 a	 sensor	 is	 placed	 in	 a	 room.	 Temperature	 sensors	 are	 placed	 in	 all	 rooms
where	 the	 user	will	 stay.	The	user	will	 recognize	 the	 room	 temperature	 automatically	 by



communicating	with	 the	 sensor	 devices.	 The	 sensed	 context	 is	 transferred	 to	 the	mobile
phone	through	the	mobile	sensor	router	as	explained	previously.

In	 this	 section,	 an	 example	 for	 context	 aware	 services	 to	 collect	 the	 information	 from
wireless	sensor	networks	is	defined.	The	mobile	sensor	application	is	considered	along	with
the	 different	 architecture	 by	using	neural	 networks.	The	prototype	model	 provides	 health
care	services	by	communicating	with	mobile	phones	[10]	and	with	the	surrounding	wireless
sensor	 networks.	 In	 these	 sensor	 networks,	 the	 context	 is	 collected	 from	 the	 surrounding
sensor	nodes	[13]	and	they	can	publish	sensing	information	anywhere	at	any	time.

8.7		Conclusion
The	 expansive	 progress	 of	 information	 and	 communication	 technology	 has	 altered	many
facets	 of	 human	 lifestyle,	 work	 places	 and	 living	 spaces.	 Unfortunately,	 the	 genuine
benefits	of	 ICT	have	not	been	provided	widely	 in	 the	 field	of	agriculture.	Hence,	 there	 is
still	a	huge	digital	divide	between	farming	and	other	industries.	The	natural	resources	such
as	 water,	 energy,	 and	 fertilizers	 consumed	 by	 agricultural	 communities	 add	 more
dimensions	to	the	already	existing	problems	such	as	global	warming,	soil	degradation,	and
depletion	 of	 ground	 water.	 The	 agricultural	 community	 needs	 to	 be	 brought	 into	 the
mainstream	of	technological	innovations	that	could	enable	us	to	arrest	the	ever	increasing
global	warming	effect.

There	is	a	strong	requirement	for	the	unified	framework	to	provide	seamless	integration
facilities	 to	 connect	 all	 the	 heterogeneous	 resources	 and	 adaptive	 information	 processing
capabilities	 and	 also	 to	 convey	 required	 information	 to	 the	 farming	 community	based	on
required	context	over	a	360-degree	view.	This	chapter	discusses	some	generic	frameworks
which	help	to	design	and	implement	a	context	aware	and	adaptive	information	network.	The
design	of	a	ubiquitous	context	 aware	middleware	architecture	 for	precision	agriculture	 to
solve	major	 issues	 such	as	wastage	of	water,	 improper	application	of	 fertilizer,	 choice	of
wrong	crops	and	season,	poor	yield,	and	lack	of	marketing	is	presented	in	this	chapter.	The
method	 helps	 farmers	 throughout	 the	 farming	 lifecycle	 to	 choose	 crops,	 cultivate
effectively,	and	sell	their	products.	In	this	chapter	the	mobile	sensor	applications	with	the
architecture	of	neural	networks	have	been	presented.	As	an	example	for	the	context	aware
services,	a	mobile	health	care	service	has	been	explained	by	utilizing	the	context	over	the
physical	and	environmental	sensor	nodes.
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9.1		Introduction
In	 the	 past	 decade,	 the	 diagnosis,	 treatment	 and	 monitoring	 of	 patient	 health	 have	 been
greatly	improved	by	advances	in	biomedical	technology.	The	design	and	implementation	of
medical	devices	such	as	pacemakers,	 insulin	pumps	and	bionic	prosthetics,	among	others,
have	 expanded	 the	 ways	 to	 safeguard	 patient	 health	 and	 enhance	 quality	 of	 life.	 As
technology	evolves,	these	medical	devices	are	becoming	more	efficient	by	getting	smaller,
more	 robust,	 and	 more	 comfortable	 for	 the	 patient.	 Furthermore,	 the	 use	 of	 wireless
technologies	in	this	field	has	led	to	the	new	paradigm	of	pervasive	healthcare,	enabling	the
remote	monitoring	and	management	of	diseases,	thus	providing	significant	benefits	for	both
patients	and	health	providers.

This	technological	revolution	along	with	the	rising	demand	for	health	services	constitute
the	 preamble	 to	 the	 new	 concept	 in	 telemedicine,	 known	 as	 “mobile	 health”	 (mHealth).
Wireless	 body	 area	 networks	 (WBANs)	 are	 the	 key	 enabling	 technology	 for	 the
development	 of	 mHealth	 systems.	 WBANs	 consist	 of	 small	 and	 smart	 medical	 devices
located	in	the	vicinity	of	(on-body),	or	inside	(in-body),	the	human	body.	The	main	purpose
of	WBANs	is	to	efficiently	manage	the	data	communication	among	all	the	medical	devices
that	belong	to	the	network.	Recently,	a	new	standardization	effort	has	developed	the	IEEE
802.15.6	standard	for	WBANs,	for	short-range	ultra-low	power	wireless	communications	in
the	human	body.	Figure	9.1	 shows	 the	 relationship	 between	 IEEE	 802.15.6	 and	 the	 other
IEEE	standards	for	wireless	networks.

The	 WBANs	 will	 be	 the	 main	 driver	 in	 the	 growth	 of	 mHealth,	 increasing	 their



functionalities	 and	 health	 benefits	 for	 the	 patients.	 The	 potential	 social	 and	 economic
benefits	 of	 the	 implementation	 of	 WBANs	 in	 the	 current	 health	 systems	 are	 extremely
promising.	WBANs	will	allow	patient	diagnosis,	 treatment	and	monitoring,	 independently
of	 their	 location,	 without	 interrupting	 their	 daily	 activities.	 This	 will	 improve	 both	 the
effectiveness	of	medical	procedures	and	the	quality	of	life	of	patients.

The	wireless	 interface	consumes	a	considerable	part	of	 the	energy	available	during	 the
operation	of	the	node,	and	the	lack	of	energy	may	restrict	the	wireless	connectivity	of	the
nodes.	Hence,	the	medium	access	control	(MAC)	sublayer	is	the	most	appropriate	level	to
address	 the	 energy	 efficiency	 issues.	 The	MAC	 layer	 defines	 the	 set	 of	mechanisms	 and
protocols	through	which	various	nodes	agree	to	share	a	common	transmission	medium.	In
particular,	 the	 MAC	 protocols	 specify	 the	 tasks	 and	 procedures	 required	 for	 the	 data
transfer	 between	 two	 or	 more	 nodes	 in	 the	 network,	 providing	 mechanisms	 to	 resolve
potential	conflicts	that	may	arise	during	their	attempt	to	access	the	medium.

FIGURE	9.1:		Relation	between	IEEE	802.15.6	and	other	wireless	standards

Due	 to	 the	 space	 limitations	 of	 the	 human	 body,	 the	 task	 performed	 by	 each	 node	 is
unique.	For	 this	 reason,	body	nodes	should	be	able	 to	carry	out	 their	 functions	efficiently
and	 interact	with	 the	 human	 body	 in	 a	 discrete	 and	 undetectable	way.	 To	 that	 end,	 body
nodes	 should	 be	 small	 and	 light	 to	 adapt	 seamlessly	 to	 the	 human	 body.	 These
characteristics	 strongly	 depend	 on	 the	 battery	 capacity,	 which	 is	 proportional	 to	 the
battery’s	weight	and	size.

Apart	 from	 the	physical	 limitations	mentioned	above,	 the	 limited	battery	 capacity	 also
restricts	the	lifetime	of	the	nodes,	since	it	is	a	finite	power	source.	Hence,	harvesting	energy
from	other	available	sources	could	permanently	supply	 the	node	with	 the	required	power,
providing	 the	 most	 promising	 solution	 to	 the	 energy	 problem.	 Using	 special	 hardware
devices,	 known	 as	 energy	 harvesters,	 body	 nodes	 can	 convert	 several	 types	 of	 energy
present	 in	 the	human	environment	 (e.g.,	heat,	motion,	etc.)	 into	electrical	energy.	A	node
powered	by	energy	harvesting	is	able	to	collect	energy	in	the	human	environment	and	use	it
for	its	own	operation,	thus	achieving	higher	autonomy,	overcoming	the	problems	associated
with	the	depletion	of	the	traditional	batteries.



This	chapter	is	focused	on	the	design	of	energy	efficient	solutions	that	exploit	the	energy
harvesting	capabilities	of	the	wireless	nodes.	Our	key	objective	is	to	describe	the	complete
state	of	 the	art	of	WBANs,	 revealing	various	challenges	for	energy	efficient	management
and	quality	of	 service	 (QoS)	 improvement.	Therefore,	we	present	efforts	of	 the	 scientific
community	to	identify	and	design	energy	efficient	solutions	capable	of	satisfying	the	QoS
requirements	of	the	WBANs.

We	 focus	 on	 three	main	 trends	 in	 this	 field	 of	 research,	which	 include	MAC	protocol
design,	 smart	 energy-aware	 algorithms	 and	 energy	 harvesting-aided	 power	 schemes	 for
WBANs.	In	addition,	we	present	two	novel	solutions	(i.e.,	an	energy	harvesting-aware	MAC
protocol	and	a	 smart	power	control	algorithm)	 that	 further	 improve	 the	energy	efficiency
and	 the	 performance	 of	WBANs.	Finally,	we	 discuss	 the	 potential	 use	 of	 soft	 computing
techniques	 to	 further	 enhance	 the	proposed	 schemes,	 leading	 to	 low-complexity,	 efficient
and	practical	solutions	for	mHealth	applications.

9.2		Timeliness
Two	unprecedented	events	in	the	history	of	humanity	are	now	taking	place:	(i)	the	elderly
population	 is	greatly	 increasing	worldwide,	 and	 (ii)	mobile	 and	wireless	 technologies	 are
undergoing	tremendous	proliferation.	With	regard	to	the	trend	of	global	population	aging,
the	World	Health	Organization	(WHO)	has	recently	foreseen	that	the	number	of	people	over
65	 years	 old	 will	 soon	 be	 greater	 than	 the	 number	 of	 children	 under	 5	 years	 old	 [1].
According	to	WHO,	the	elderly	population	worldwide	is	growing	by	2%	every	year	due	to
the	decreasing	fertility	rates	and	increased	life	expectancy.	Furthermore,	the	growth	rate	of
the	elderly	population	is	expected	to	reach	2.8%	in	2030.	Based	on	these	facts,	WHO	warns
that	 the	 rapid	 growth	 of	 the	 elderly	 population	 in	 some	 countries	 will	 challenge	 their
national	infrastructures	and,	particularly,	their	health	systems.

Today,	as	a	result	of	various	factors	(e.g.,	aging,	lifestyle,	diet	changes,	etc.),	developing
countries	 are	 experiencing	 an	 increase	 in	 the	 incidence	 of	 chronic	 diseases	 that	 mainly
affect	adults	and	elderly	people	[2].	Chronic	diseases	are	characterized	by	long	duration	and
generally	 slow	 recovery.	 The	 four	 main	 types	 of	 chronic	 diseases	 are:	 cardiovascular
diseases,	 chronic	 respiratory	 diseases,	 diabetes,	 and	 cancer.	 These	 kind	 of	 diseases	 are
mainly	found	in	developed	countries	and	constitute	a	major	problem	for	the	health	system,
creating	 the	 need	 to	 invest	 more	 resources	 in	 medication,	 hospital	 infrastructure,	 health
workers,	and	medical	devices.	Often,	these	investments	are	not	sufficient	compared	to	the
huge	demand	for	services	required	by	the	population.	An	analysis	made	by	WHO	indicated
that	23	countries	with	low	and	middle	income	levels	will	suffer	economic	losses	because	of
chronic	diseases	and	these	illnesses	will	cost	them	around	83	billion	dollars	(approximately
63	billion	euros)	between	2006	and	2015	[1].

On	the	other	hand,	according	to	International	Telecommunication	Union	(ITU)	statistics,



in	 2014,	 the	 number	 of	 mobile	 subscriptions	 has	 almost	 reached	 that	 of	 the	 worldwide
population	 (i.e.,	 7	 billion	 mobile-cellular	 subscriptions	 worldwide).	 Penetration	 rates	 of
mobile-cellular	 subscriptions	 are	 estimated	 to	 be	 around	 96%	 globally,	 with	 121%	 in
developed	 countries	 and	 90%	 in	 developing	 countries	 [3].	Moreover,	 ITU	 statistics	 have
shown	that	more	than	3	billion	people	are	using	the	Internet	this	year,	which	corresponds	to
40%	 of	 the	 population	 around	 the	 world.	 The	 high	 penetration	 rates	 of	 mobile-cellular
networks	 in	 countries	 of	 low	 and	 middle	 income	 exceeds	 other	 civil	 and	 technological
projects,	such	as	healthcare	infrastructure,	paved	roads	and	drinking	water	systems	[4,	5].

The	great	advances	in	mobile	and	wireless	technology	in	both	developed	and	developing
countries	are	surprising.	This	is	the	main	reason	that	the	scientific	community	and	industry
bet	significantly	on	telemedicine	systems	based	in	wireless	technologies.

9.3		Mobile	Health	(mHealth)
The	budgets	of	health	systems	worldwide	are	greatly	affected	by	the	aging	population	and
the	increase	in	chronic	diseases,	since	constant	health	monitoring	and	assistance	to	perform
basic	daily	activities	are	often	needed	in	these	cases.	In	this	context,	the	mHealth	paradigm,
which	 is	 part	 of	 electronic	 health	 (eHealth),	 is	 becoming	 increasingly	 popular	 and	 is
potentially	 able	 to	 change	 the	 trajectory	 of	 health	 delivery.	 The	 Global	 Observatory	 for
eHealth	(GOe)	defines	mHealth	as	the	medical	and	public	health	service	carried	out	through
mobile	devices,	such	as	cellphones,	personal	digital	assistants	(PDAs),	patient	monitoring
devices,	etc.	[4].

mHealth	has	utilized	the	aforementioned	technology	platforms	to	perform	various	tasks
related	to	the	access,	delivery,	and	management	of	patient	information.	Furthermore,	it	can
provide	 the	 means	 to	 extend	 existing	 health	 care	 coverage	 to	 places	 with	 limited
accessibility	and	significantly	improve	the	quality	of	health	care	delivery	in	a	wide	variety
of	 scenarios.	 Some	 indicative	 needs	 are	 maternal	 and	 child	 health	 care,	 general	 health
services	and	information,	clinical	diagnosis,	and	treatment	adherence,	among	others	[4,	5].

WBANs	 will	 be	 the	 driving	 technology	 in	 the	 growth	 of	 mHealth,	 enhancing	 its
functionality	and	increasing	health	benefits	for	the	patients	[6].	A	typical	mHealth	system
that	 employs	 WBAN	 technology	 is	 depicted	 in	 Figure	 9.2.	 The	 potential	 social	 and
economic	 benefits	 of	 the	 implementation	 of	 WBANs	 in	 the	 current	 health	 systems	 are
extremely	 promising.	 WBANs	 will	 allow	 patient	 diagnosis,	 treatment,	 and	 monitoring
independently	of	the	patient’s	location	without	interrupting	their	daily	activities.	This	will
improve	both	the	effectiveness	of	medical	procedures	and	the	patients’	quality	of	life,	while
reducing	the	overall	cost	of	health	care	delivery.



FIGURE	9.2:		Example	of	WBAN	in	an	mHealth	system:	the	collected	data	are	transmitted
wirelessly	to	an	external	device	(e.g.,	a	smartphone	or	a	PDA)

9.4		WBANs:	Challenges	and	Open	Issues
The	main	purpose	of	WBANs	is	 to	efficiently	manage	the	data	communication	among	all
the	 medical	 devices	 that	 belong	 to	 the	 network.	 Nowadays,	 an	 increasing	 number	 of
biomedical	 devices	 employ	 wireless	 connectivity	 for	 the	 exchange	 of	 information,	 to
provide	 enhanced	 freedom	 for	 both	 patients	 and	 health	 workers.	 Hence,	 WBANs	 are	 a
suitable	candidate	technology	for	the	coordination	of	these	wireless	medical	devices,	called
body	 nodes	 (BNs).	 Generally,	 BNs	 in	 a	 WBAN	 are	 heterogeneous,	 since	 they	 perform
different	tasks	and	have	diverse	QoS	requirements	and	power	requirements.

Several	 challenges	 should	 be	 overcome	 before	 the	 final	 implementation	 of	WBANs	 in
telemedicine	 systems.	 These	 networks	 usually	 face	 space	 constraints	 in	 order	 to	 adapt
seamlessly	to	the	human	body,	limiting	the	number	and	the	size	of	the	nodes	in	the	network.
The	 BN	 dimensions	 are	 strongly	 related	 to	 the	 batterys	 weight	 and	 size,	 which	 is
proportional	 to	 the	battery	 capacity.	Since	 the	battery	 is	 a	 finite	 source	of	 energy,	 as	 the
battery	 level	 drops,	 the	 BN	 operation	 becomes	 compromised	 and	 eventually	 stops.	 To
resume	 operation,	 it	 is	 necessary	 to	 replace	 or	 recharge	 the	 battery	 as	 soon	 as	 possible.
However,	 battery	 replacement	 is	 not	 always	 feasible,	 since	 it	might	 damage	 the	BN	 and
even	jeopardize	the	patient’s	health.	This	problem	is	exacerbated	in	the	case	of	implantable
nodes,	where	BN	replacement	would	require	surgical	procedures	[7,	8].	Hence,	in	an	effort
to	prolong	the	lifetime	of	the	network,	there	is	an	imperative	need	to	exploit	other	sources
of	 energy	 through	 energy	 harvesting	 techniques,	 in	 order	 to	 overcome	 the	 finite	 battery
capacity,	and	to	ensure	the	energy	efficient	operation	of	WBANs.



9.5		Body	Sensor	Nodes	(BNs)
WBANs	 consist	 of	 small,	 smart	 medical	 devices	 with	 sensing,	 processing,	 and	 wireless
communication	 capabilities.	 These	 BNs	 have	 the	 ability	 to	 act	 on	 their	 own	 without
assistance	 from	other	devices.	The	nodes	 that	 belong	 to	 the	WBANs	may	execute	one	or
more	actions	related	to	physiological	signal	monitoring,	diagnosis,	or	treatment	of	diseases.
As	seen	in	Figure	9.3,	the	BNs	are	heterogeneous	with	regard	to	their	tasks	(applications),
hardware	 type,	 location	 in	 the	 human	 body,	 and	 propagation	mediums	 of	 the	 radio	wave
(e.g.,	biological	tissues,	air,	etc.).	Figure	9.3	illustrates	the	heterogeneity	of	the	BNs	in	the
WBANs	and	shows	some	examples	of	BNs	located:

On	 the	 human	 body:	 (a)	 electroencephalograph	 (EEG)	 (e.g.,	 EEG	 IMEC	 or	 Holst
centre),	 (b)	 respiratory	 rate	 sensor	 (e.g.,	Masimo	 rainbow	 SET	 acoustic	monitoring),	 (c)
electrocardiograph	(ECG)	(e.g.,	ECG	V-patch),	and	(d)	pulse	oximeter	(e.g.,	OEM	fingertip
pulse	oximeter).

Inside	the	human	body:	(e)	deep	brain	stimulator	(e.g.,	LibraXP	deep	brain	stimulator),
(f)	 vagus	 nerve	 stimulator	 (e.g.,	 Cyberonics	 VNS	 Inc),	 (g)	 subcutaneous	 implantable
cardioverter-defibrillator	(e.g.,	Cameron	Health	SICD	system),	and	(h)	gastric	stimulation
system	(e.g.,	DIAMOND	system).

FIGURE	9.3:		Body	sensor	networks

9.5.1		BN	Characteristics
Due	to	the	great	heterogeneity	of	BNs	and	their	respective	characteristics,	the	nodes	can	be
easily	distinguished	according	to	the	following	characteristics:

(i)	Priority:	 The	 level	 of	 importance	 of	 each	 node.	 Since	 the	 clinical	 environment	 is
extremely	random,	node	priority	will	also	be	volatile	since	it	depends	on	the	current	health



status	of	the	patient	and	the	parameters	studied	over	a	given	time.

(ii)	 Quality	 of	 Service	 (QoS):	 This	 concept	 is	 related	 to	 the	 requirements	 in	 the
treatment	of	specific	data	traffic.	The	parameters	handled	in	QoS	(e.g.,	packet	loss,	delay,
and	throughput)	depend	on	the	requirements	of	the	executed	application.

(iii)	Data	Packet	Size:	The	sizes	of	data	packets	usually	depend	on	the	sensor	type	and
the	application.

(iv)	Inter-Arrival	Packet	Time:	The	time	delay	between	two	consecutive	packets	from
the	same	sensor.

(v)	Power	Consumption:	The	energy	consumption	of	each	BN	per	unit	of	time.

(vi)	Duty	Cycle:	 The	 percentage	 of	 usage	 of	 each	 component	 of	 the	 node	 (e.g.,	 radio,
CPU,	or	sensor)	in	a	certain	period.	In	the	case	of	BNs,	the	duty	cycle	can	be	defined	as	the
ratio	of	the	active	versus	inactive	periods	[9].

(vii)	Battery	Lifetime:	It	represents	the	autonomy	of	the	BN,	which	is	the	total	operation
time	of	a	BN	powered	by	batteries.

9.5.2		BN	Energy	Consumption
Energy	 consumption	 is	 key	 in	 wireless	 body	 area	 network	 (WBAN)	 design	 because	 of
limited	 power	 supplies,	 operation	 of	 nodes,	 and	 their	 delicate	 functions	 which	 may	 be
affected	 by	 power	 fluctuations	 or	 cessations.	 Figure	9.4	 shows	 how	medical	WBANs	 are
designed	 to	 handle	 data	 rates	 ranging	 from	 a	 few	 kilobytes	 per	 second	 up	 to	 several
megabytes	 per	 second	 while	 consuming	 small	 amounts	 of	 energy	 (a	 few	millijoules	 per
second).

FIGURE	9.4:		Medical	WBANs:	data	transmission	rates	and	average	power	consumption
compared	to	other	wireless	technologies



As	shown	in	Figure	9.5,	the	greatest	amount	of	energy	of	an	ECG	node	is	consumed	by
the	 radio	 interface.	 The	 example	 shows	 that	 the	 radio	 uses	 50%	 of	 the	 total	 energy
consumed	per	unit	of	 time,	 followed	by	 the	power	management	 (PM)	system	at	25%,	 the
sensor	and	reader	(R-out)	at	19%,	the	microcontroller	unit	(MCU)	at	5%,	and,	finally,	the
analog-to-digital	converter	(ADC)	at	1%.

Efficient	energy	management	is	the	key	to	extending	node	lifetime	as	much	as	possible
before	it	becomes	necessary	to	replace	or	recharge	their	batteries.	Most	wireless	nodes	have
several	 modes	 of	 operation	 supported	 by	 their	 MCUs.	 The	 modes	 are	 characterized	 by
various	power	 consumption	 levels	due	 to	 internal	 switches	 that	 can	 turn	nodes	on	or	off,
depending	on	the	task	performed.	As	a	result,	the	energy	consumption	per	unit	of	time	can
increase	or	decrease.

Figure	9.6	shows	 the	power	consumption	of	 four	operation	modes	of	a	wireless	sensor,
namely,	active,	 sleep,	 reception,	and	 transmission.	The	 transmission	and	 reception	modes
consume	more	power.	However,	the	time	a	node	spends	in	a	specific	mode	and	the	number
of	 transitions	 between	modes	 greatly	 affects	 its	 duty	 cycle	 and	 energy	 consumption.	The
duty	cycle	of	each	node	depends	on	the	type	of	application	and	the	tasks	to	be	performed,
which	is	why	operating	modes	conform	to	these	requirements.

FIGURE	9.5:		Distribution	of	power	consumption	when	a	sampled	signal	is	transmitted	by
ECG	[10]



FIGURE	9.6:		Power	consumption	of	key	operation	modes	in	a	wireless	BN	[11]

9.5.3		Energy	Efficiency	in	WBANs
Wireless	 communication	 consumes	 a	 considerable	 portion	 of	 the	 energy	 available	 in	 the
nodes.	Therefore,	the	MAC	layer	is	probably	the	most	appropriate	level	to	address	energy
efficiency	issues	[12];	it	carries	out	functions	related	to	channel	access	control,	scheduling
of	the	transmissions,	data	framing,	error	handling,	and	energy	management,	among	others.
An	efficient	MAC	protocol	maximizes	the	data	throughput	and	the	energy	efficiency	of	the
network,	thereby	achieving	optimum	use	of	the	wireless	channel	and	extending	the	lifetime
of	the	batteries.

In	 wireless	 networks,	 sharing	 the	 medium	 involves	 situations	 that	 increase	 the	 power
consumption	 and	 therefore	 reduce	 the	 lifetime	 of	 the	 network.	 Such	 energy	 consuming
events	are	[13]:

Packet	Collision:	This	occurs	when	multiple	packets	are	transmitted	at	the	same	time.
The	retransmissions	of	collided	packets	require	additional	energy	consumption.

Idle	Listening:	This	happens	when	a	node	spends	time	listening	to	an	idle	channel	when
waiting	to	receive	data.

Overhearing:	This	occurs	when	a	node	listens	to	the	channel	to	receive	packets	destined
for	other	nodes.

Packet	Overhead:	This	 refers	 to	 the	control	packets	and	 the	 information	added	 to	 the
payload	(headers).	The	number	of	control	packets	used	to	carry	out	data	communication
also	increases	power	consumption.



9.5.4		Smart	Energy-Aware	Algorithms	for	BNs
WBANs	have	more	stringent	QoS	requirements	with	respect	to	traditional	wireless	sensor
networks	 (WSNs)	 [14,	 15].	 Given	 the	 strict	 demands	 for	 low	 delay	 and	 packet	 loss	 in
WBANs,	 Kateretse	 et	 al.	 [16]	 proposed	 a	 traffic	 differentiation	 and	 scheduling	 scheme
based	on	patients’	data	classification	and	prioritization	according	to	their	current	status	and
diseases.

Several	 authors	 also	 focused	 on	 enhanced	 routing	 schemes,	 in	 order	 to	 improve	 QoS
performance.	 Liang	 and	 Balasingham	 [18]	 proposed	 a	 novel	 QoS-aware	 framework	 for
prioritized	 routing	 user	 specific	QoS	 support	 in	WBANs.	 The	QoS	 requirements	 and	 the
specific	demands	of	the	BNs	were	determined	based	on	the	patient’s	health	conditions,	the
clinical	 application,	 and	 the	 characteristics	 of	 the	 collected	 data.	 Hassanpour	 et	 al.	 [19]
introduced	a	routing	scheme	based	on	genetic	algorithms	to	improve	reliability	and	delay.
Finally,	Tsouri	et	al.	[20]	proposed	a	global	routing	scheme	with	a	novel	link	cost	function
designed	to	balance	energy	consumption	across	the	WBAN	to	increase	network	lifetime.

More	 complex	 approaches	have	 also	been	proposed.	For	 instance,	Razzaque	 et	 al.	 [17]
presented	a	data-centric	multi-objective	QoS-aware	routing	(DMQoS)	protocol	for	WBANs,
based	on	a	modular	architecture	consisting	of	five	modules:	the	dynamic	packet	classifier,
delay	control,	reliability	control,	energy-aware	geographic	routing,	and	QoS-aware	queuing
and	scheduling	modules.	DMQoS	addresses	QoS	issues	for	multihop	WBANs,	focusing	on
enhanced	 delay	 and	 reliability.	 Otal	 et	 al.	 [21]	 designed	 and	 implemented	 a	 novel	 QoS
fuzzy-rule-based	 cross-layer	 scheduling	 algorithm	 for	 WBANs,	 aiming	 to	 guarantee	 a
specific	 bit-error-rate	 (BER)	 for	 all	 packets,	within	 particular	 latency	 limits	 and	without
endangering	the	battery	life.

9.5.5		BNs	Powered	by	Human	Energy	Harvesting	(HEH)
In	recent	years,	 the	 interest	of	 the	scientific	community	and	electronic	 industry	 in	energy
harvesting	 as	 a	 power	 source	 in	 low-power	 wireless	 devices	 has	 significantly	 increased
[22],	since	it	is	projected	to	be	an	ideal	solution	for	eliminating	the	energy	dependence	of
electronic	devices	on	batteries.	The	harvesting	process	is	carried	out	through	a	device	called
an	energy	harvester.	This	device	transforms	a	physical	or	a	chemical	source	present	in	the
environment	into	electrical	energy.

Energy	harvesting	sources	are	not	uniformly	distributed	in	the	human	environment,	i.e.,
the	 magnitude	 and	 availability	 of	 a	 source	 depends	 on	 its	 characteristics.	 In	 this	 way,
certain	phenomena	are	more	prevalent	in	some	parts	of	the	body.	A	complex	tradeoff	must
be	considered	when	designing	energy	harvesters	for	wireless	nodes	[22],	taking	into	account
the	 characteristics	 of	 the	 sources	 to	 be	 harvested,	 the	 energy	 storage	 devices,	 the	 power
management	 of	 the	 nodes,	 the	 employed	 communication	 protocols	 and	 the	 application
requirements.

Due	to	the	heterogeneous	components	of	WBANs,	the	selection	of	the	best	type	of	energy
harvester	 for	 each	BN	 is	 an	 important	 task.	Generally,	BNs	differ	 in	 power	 consumption



requirements,	 depending	 on	 their	 target	medical	 application,	 the	monitored	 physiological
signal,	the	duty	cycle,	etc.	Hence,	the	performance	of	the	energy	harvester	must	match	the
energy	demands	of	the	BN,	in	order	to	ensure	continuous	operation	and	extended	lifetime.
Furthermore,	 the	 positioning	 of	 BNs	 on	 or	 inside	 the	 human	 body	 poses	 additional
limitations,	since	different	energy	sources	may	be	available	for	harvesting	in	each	case.

9.6		Medium	Access	Control	(MAC)	Mechanisms
MAC	protocols	 are	 divided	 into	 contention-free	 and	 contention-based	 access	 schemes.	 In
contention-free	protocols,	each	node	is	scheduled	to	access	the	medium	without	interfering
with	other	nodes.	This	can	be	done	either	by	direct	assignment	from	the	central	controller
through	 a	 polling	 request	 (polling-based	 scheme)	 or	 by	 assigning	 different	 time	 slots
(TDMA	 or	 time	 division	 multiple	 access),	 different	 frequency	 channels	 (FDMA	 or
frequency	 division	 multiple	 access),	 or	 different	 unique	 codes	 (CDMA	 or	 code	 division
multiple	 access).	 Figure	 9.7	 illustrates	 TDMA,	 FDMA,	 and	 CDMA	 contention-free
methods.	Due	to	energy	efficiency	requirements,	medium	access	schemes	based	on	FDMA
and	CDMA	 are	 not	 feasible	 solutions	 for	WBANs,	 since	 they	 require	 complex	 hardware
circuitry	and	high	computational	power	[23,	24].

Contention-based	 protocols	 provide	 random	 access	 to	 the	medium	 and	 the	 nodes	must
compete	for	channel	resources.	These	protocols	fall	into	two	sub-categories,	depending	on
whether	they	include	mechanisms	for	checking	channel	availability	before	transmitting	data
(e.g.,	 CSMA/CA	 or	 carrier	 sense	 multiple	 access/collision	 avoidance)	 or	 lack	 such
mechanisms	(e.g.,	ALOHA).

The	 nodes	 in	 CSMA/CA	 perform	 clear	 channel	 assessment	 (CCA)	 by	 listening	 to	 the
wireless	channel	and	transmitting	only	if	the	medium	is	perceived	as	idle.	If	the	channel	is
busy,	 the	 node	 postpones	 its	 transmission	 until	 the	 channel	 becomes	 idle.	 The	 receiver
sends	an	acknowledgment	(ACK)	to	the	transmitting	node	if	the	transmission	is	successful.
In	ALOHA,	 nodes	 attempt	 transmissions	 as	 soon	 as	 their	 buffers	 have	 packets.	 If	 a	 data
collision	 occurs,	 each	 node	 retransmits	 after	 a	 random	 time	 interval	 to	 reduce	 the
probability	of	further	collisions.

In	 slotted	 protocols,	 time	 is	 divided	 into	 discrete	 intervals	 (slots)	 and	 actions
(transmitting	or	receiving	packets)	are	initiated	at	the	beginning	of	each	slot.	This	reduces
packet	collisions	significantly	and	improves	network	performance.	Nodes	plan	and	use	the
time	slots	depending	on	 the	duty	cycle	of	 the	 radio,	 i.e.,	whether	 it	 is	 in	 reception	mode,
transmission	mode,	 or	 turned	 off.	 The	 slots	 must	 be	 synchronized	 among	 all	 the	 nodes,
allowing	them	to	turn	their	radios	on	only	when	needed,	 thereby	greatly	reducing	the	idle
listening.	 An	 example	 of	 such	 a	 protocol	 is	 slotted	 ALOHA,	which	 is	more	 suitable	 for
WBANs	 due	 to	 its	 enhanced	medium	 utilization	 efficiency	with	 respect	 to	 pure	ALOHA
(see	Figure	9.8).



FIGURE	9.7:		Contention-free	multiple-access	methods:	(a)	TDMA,	(b)	FDMA,	and	(c)
CDMA	[25]

FIGURE	9.8:		Timing	diagram	of	pure	and	slotted	ALOHA	[26]

In	contention-based	MAC	schemes,	the	main	advantages	are	good	scalability,	adaptation
to	 traffic	 load	 fluctuations,	 low	 complexity,	 lower	 delay,	 and	 reliable	 transmission	 of
packets.	However,	 their	 transmission	efficiency	 is	 reduced	due	 to	packet	 retransmissions,
while	 the	 power	 consumption	 is	 relatively	 high	 due	 to	 overhearing,	 idle	 listening,	 and,
above	all,	packet	collisions	[23].	Furthermore,	as	shown	experimentally	in	[28],	CSMA/CA-
based	protocols	also	have	problems	with	unreliable	CCA,	especially	in	the	case	of	in-body
WBANs	where	 there	 is	 rapid	attenuation	of	 the	electromagnetic	waves	 through	biological
tissues.	 With	 respect	 to	 pure	 and	 slotted	 ALOHA,	 Javaid	 et	 al.	 [26]	 explain	 that	 these
techniques	 are	 not	 widely	 used	 in	WBANs	 due	 to	 their	 high	 packet	 drop	 rates	 and	 low



energy	efficiency	due	to	data	collisions.
On	 the	 other	 hand,	 the	 TDMA-based	 protocols	 have	 high	 transmission	 efficiency,	 no

overhearing	 problems,	 no	 packet	 collision,	 low	 power	 consumption,	 and	 maximum
bandwidth	 utilization.	 In	 analytical	 studies	 [26,	 29],	 the	 authors	 considered	 the	 TDMA-
based	protocols	as	the	most	energy	efficient	and	reliable	MAC	protocols	for	WBANs.	Their
main	 disadvantage	 is	 the	 lack	 of	 flexibility	 and	 scalability,	 while	 they	 require	 precise
synchronization	(unlike	CSMA/CA	and	ALOHA).

In	 terms	 of	 mobility,	 the	 CSMA/CA	 approach	 can	 be	 better	 adapted	 in	 dynamic
environments,	 with	 respect	 to	 TDMA,	 thereby	 providing	 good	 mobility	 support	 to	 the
wireless	 network	 [24].	 On	 the	 contrary,	 TDMA	 schemes	 are	 more	 appropriate	 for	 static
WBANs,	as	they	can	support	high	traffic	volumes.

9.6.1		MAC	Protocols	for	WBANs
The	design	of	energy	efficient	MAC	protocols	for	WBANs	has	captured	the	interest	of	both
the	research	community	and	the	industry,	in	recent	years.	This	has	led	to	the	development
of	numerous	MAC	protocols	for	WBANs,	aiming	to	 improve	 the	energy	efficiency	of	 the
network	and	to	extend	the	battery	lifetime	of	the	BNs.

With	 the	 aid	 of	 the	 scientific	 and	 industrial	 community,	 the	 IEEE	 Task	 Group	 6
published	on	February	29,	2012	the	IEEE	802.15.6	standard	for	WBANs	[30].	The	protocol
provides	specifications	and	recommendations	for	 the	physical	 (PHY)	and	MAC	layers	for
WBANs.	 In	 IEEE	802.15.6,	 time	 is	 divided	 into	 superframes.	This	 structure	 allows	 three
types	of	access	mechanisms:	(i)	random	access	(contention-based),	which	uses	CSMA/CA
or	slotted	ALOHA	for	 resource	allocation,	 (ii)	 improvised	and	unscheduled	access,	which
uses	 unscheduled	 polling	 and	 posting	 for	 resource	 allocation,	 and	 (iii)	 scheduled	 access,
which	 schedules	 the	 allocation	 of	 slots	 in	 one	 (1-periodic)	 or	multiple	 (m-periodic)	 time
allocations.

In	addition	to	the	standard,	several	surveys	of	proposed	MAC	protocols	can	be	found	in
the	 literature	 [23,24,26,29,31].	 In	particular,	a	comprehensive	review	of	 the	key	PHY	and
MAC	design	approaches	and	challenges	is	given	in	[31],	especially	focusing	on	end-to-end
architectures.	 In	 the	 remaining	 of	 this	 section,	 a	 review	 of	 existing	 MAC	 protocols	 for
WBANs	will	be	given,	discussing	their	key	features.

TDMA-based	 schemes	 have	 been	widely	 adopted	 for	WBAN	applications,	 due	 to	 their
high	 energy	 efficiency,	which	 is	 a	 crucial	 requirement	 in	WBANs	 in	 order	 to	 extend	 the
lifetime	of	the	BNs.	Timmons	and	Scanlon	[32]	introduced	a	TDMA-based	protocol	called
medical	 MAC	 (MedMac),	 which	 does	 not	 require	 any	 synchronization	 overhead.	 The
synchronization	of	the	nodes	is	maintained	through	a	combination	of	timestamp	scavenging
and	an	 innovative	adaptive	guard	band	algorithm.	In	 [33],	Fang	and	Dutkiewicz	proposed
another	TDMA-based	MAC	protocol	(BodyMAC)	that	uses	flexible	and	efficient	bandwidth
allocation	schemes	and	sleep	mode	to	work	in	dynamic	applications	in	WBANs.	Li	and	Tan
[34]	 proposed	 a	 heartbeat-driven	 MAC	 (H-MAC)	 protocol.	 H-MAC	 is	 also	 based	 on



TDMA,	but	it	uses	the	rhythm	of	the	heartbeat	to	perform	time	synchronization,	eliminating
the	energy	expenditure	of	synchronization	to	prolong	network	life	significantly.

In	 the	extremely	volatile	clinical	environments,	 the	 importance	of	each	BN	depends	on
the	current	health	condition	of	the	patient	and	the	parameters	studied	at	any	given	time.	For
this	 reason,	 adding	 and	 removing	 nodes	 in	 a	 fast	 and	 easy	way	 is	 a	 desirable	 feature	 in
WBANs.	This	flexibility	is	supported	by	polling	schemes,	which,	in	general,	have	two	main
advantages:	 (i)	 deterministic	 and	 bounded	 transmission	 delay,	 and	 (ii)	 scalable	 network
architecture	[35].	In	a	typical	polling	network,	when	a	node	is	willing	to	enter	the	network,
it	sends	a	JOIN	message	to	 the	coordinator.	Upon	receiving	this	message,	 the	coordinator
verifies	the	request	and	creates	new	polling	and	data	slots	for	the	new	node.	If	a	BN	wants
to	 leave	 the	network,	a	DEPART	request	 is	send,	and	 the	coordinator	proceeds	 to	 remove
the	allocated	resources.

Khan	 and	Yuce	 [35]	 explain	 that	 the	 polling-based	MAC	 protocols	 can	 support	 traffic
sources	 with	 different	 data	 inter-arrival	 rates,	 providing	 higher	 network	 flexibility	 than
TDMA-based	 protocols.	 They	 also	 claim	 that	 the	 combination	 of	 polling-based	 and
CSMA/CA-based	 access	 protocols	 could	 be	 a	 good	 mechanism	 for	 power	 saving	 and
reliable	communication	of	critical	medical	data.

Boulis	 and	 Tselishchev	 [36]	 studied	 the	 performance	 of	 contention-based	 and	 polling-
based	access	under	different	traffic	loads	in	WBANs.	Their	results	indicate	that	significant
energy	gains	can	be	obtained	through	polling.	Regarding	the	latency	(end-to-end	delay),	the
combination	of	short	contention	periods	with	long	polling	periods	provides	the	most	stable
performance	for	packet	transmissions.

The	use	of	secondary	wake-up	radios	has	also	been	considered	as	a	means	reduce	energy
consumption	in	BNs.	Ameen	et	al.	[37]	designed	a	MAC	protocol	using	TDMA	combined
with	 an	 out-of-band	 (on-demand)	 wakeup	 radio	 through	 a	 centralized	 and	 coordinated
external	wakeup	mechanism.	The	 communication	process	 takes	place	 in	 two	 stages:	 (i)	 a
wakeup	radio	is	used	to	activate	the	node	and	(ii)	a	main	radio	is	used	for	control	and	data
packet	 exchange.	The	 coordinator	maintains	 a	 table	with	 the	wakeup	 scheduling	of	 every
node	 in	 the	 network,	 constructed	 according	 to	 the	 network	 traffic,	 while	 the	 wakeup
intervals	 are	 calculated	 by	 the	 packet	 inter-arrival	 time.	 The	 authors	 proved	 through
extensive	 simulations	 that	 their	 method	 outperforms	 well-known	 low-power	 MAC
protocols	 for	 WSNs,	 including	 B-MAC	 [38],	 X-MAC	 [39],	 WiseMAC	 [40]	 and	 ZigBee
(power	 saving	mode)	 [41]	 in	 terms	 of	 energy	 efficiency	 and	 delay.	 This	MAC	 protocol
depends	 on	 a	 fixed,	 predetermined	 schedule,	 which	 has	 two	 side	 effects:	 (i)	 the	 state
changes	of	the	nodes	from	active	to	inactive	mode	may	cause	idle	slots	in	the	system,	and
(ii)	flexibility	is	restricted	since	it	is	cumbersome	to	add	or	remove	nodes	in	the	network.

Since	WBANs	can	support	a	wide	range	of	applications	with	different	requirements,	it	is
important	 to	 design	 MAC	 protocols	 that	 can	 provide	 QoS	 guarantees.	 Otal	 et	 al.	 [42]
proposed	 the	 distributed	 queuing	 body	 area	 network	 (DQBAN)	MAC	 protocol.	 DQBAN
divides	 TDMA	 slots	 into	 smaller	 units	 of	 time	 (called	 minislots)	 for	 serving	 access
requests,	while	the	data	packets	use	the	normal	slots.	To	satisfy	the	stringent	QoS	demands



in	WBANs,	DQBAN	introduces	a	novel	cross-layer	fuzzy-logic	scheduling	mechanism	and
employs	energy-aware	radio	activation	policies	 to	achieve	a	 reliable	system	performance.
The	on-demand	MAC	(OD-MAC)	protocol	is	another	interesting	approach	proposed	by	Yun
et	al.	[43].	OD-MAC	is	based	on	IEEE	802.15.4	with	some	modifications	to	support	WBAN
requirements	such	as	real-time	transmission,	collision	avoidance,	and	energy	efficiency.	It
uses	guaranteed	time	slots	to	satisfy	real-time	transmissions	and	collision	avoidance	while
it	adjusts	the	duration	of	the	superframes	to	provide	better	energy	efficiency.

More	 recent	 works	 have	 also	 considered	 the	 possibility	 of	 cloud-based	 MAC	 layer
coordination,	 in	 order	 to	 optimize	 the	 use	 of	 resources	 and	 enhance	QoS,	 reliability	 and
energy	 consumption	 [44,45].	 Such	 solutions	 are	 particularly	 suitable	 for	 heterogeneous
deployments	of	body	and	ambient	sensors	in	complex	multihop	topologies	that	can	often	be
found	in	ambient	assisted	living	environments.	The	proposed	schemes	support	simultaneous
transmissions	 from	 multiple	 BNs	 with	 network	 coding	 capabilities	 and	 use	 centralized
scheduling	in	order	to	increase	the	probability	of	correct	decoding	at	the	receiver.

9.6.2		MAC	Protocols	for	HEH-Powered	WBANs
Currently,	 the	majority	of	MAC	protocols	proposed	for	WBANs	aim	to	 improve	QoS	and
optimize	 power	 consumption	 through	 efficient	 scheduling	 and	 battery	 management.
However,	 the	difficulties	 introduced	by	power	sources	based	on	energy	harvesting	are	not
effectively	 addressed.	 In	 the	 literature,	 papers	 model	 and	 analyze	 energy	 harvesting	 in
WBANs	 using	 probabilistic	 models	 based	 on	Markov	 chains	 [46,47],	 optimal	 numerical
solutions	for	energy	efficient	transmission	strategies	[48],	and	resource	allocation	[49,50].
Nonetheless,	 none	 of	 the	 aforementioned	 works	 proposes	 a	MAC	 protocol	 that	 supports
energy	harvesting	techniques.

The	 main	 challenge	 in	 energy	 harvesting-based	 WBANs	 is	 to	 design	 protocols	 that
provide	 access	 depending	 on	 the	 BN	 priorities,	 taking	 into	 consideration	 their	 particular
energy	supply	conditions.	Eu	et	al.	proposed	a	MAC	protocol	specially	designed	for	WSN
powered	by	ambient	 energy	harvesting	 (WSN-HEAP),	known	as	probabilistic	polling,	 for
both	single-hop	[51]	and	multi-hop	[52]	networks.	The	results	show	that	the	protocol	is	able
to	adapt	to	different	factors	such	as	changes	in	the	energy	harvesting	rates	and	the	number
of	nodes.	Furthermore,	due	to	this	dynamic	adaptation,	throughput,	fairness,	and	scalability
can	be	substantially	improved.

As	we	mentioned	above,	probabilistic	polling	has	the	ability	to	adapt	network	operation
to	 fluctuations	 in	both	energy	supply	and	node	number.	However,	 the	application	of	 such
schemes	 to	 WBANs	 operating	 with	 energy	 harvesting	 is	 not	 straightforward,	 since	 the
different	 energy	 levels	 of	 the	BNs	must	 be	 considered.	 Furthermore,	 probabilistic	 access
does	 not	 ensure	 prioritization	 of	 BNs,	 which	 is	 crucial	 to	 ensure	 the	 early	 detection	 of
important	events	concerning	the	patient’s	health.	In	the	following	section,	we	introduce	our
proposed	solution	to	tackle	these	issues	while	exploiting	the	energy	harvesting	capabilities
of	the	BNs.



9.7		Novel	MAC	Protocol	Design	for	HEH-WBANs
In	WBANs,	 throughput	maximization,	 delay	minimization,	 and	 lifetime	 extension	 of	 the
network	 operation	 are	 some	 of	 the	main	 goals	 to	 be	 achieved	 [53].	 Even	 though	 energy
harvesting	can	extend	the	lifetime	of	a	WBAN,	it	may	degrade	other	QoS	metrics	such	as
throughput,	delay,	and	packet	loss	[54].

The	measurement	 accuracy	 of	 the	 sensed	 data	 is	 another	major	 challenge	 in	WBANs.
Unlike	WSNs,	where	a	large	number	of	nodes	can	compensate	for	the	lack	of	measurement
precision,	each	BN	in	WBANs	has	a	unique	function,	and	should	be	robust	and	accurate.	At
the	present	 time,	WBAN-oriented	MAC	protocols	 take	 into	account	battery-powered	BNs
and	 are	 not	 compatible	with	 energy	 harvesting-oriented	 networks.	Hence,	 it	 is	 critical	 to
propose	 and	design	MAC	mechanisms	 for	WBANs	powered	by	human	energy	harvesting
(HEH-WBANs),	in	order	to	guarantee	an	acceptable	QoS	level	and	make	optimal	use	of	the
limited	energy	collected	in	the	human	environment.

The	MAC	 design	 for	 HEH-WBANs	 should	 take	 into	 account	 the	 particular	 types	 and
features	 of	 the	 power	 sources	 to	 be	 harvested	 in	 the	 human	 environment.	 It	 should	 also
provide	 the	 nodes	 with	 medium	 access	 according	 to	 their	 priority	 and	 available	 energy.
Taking	into	account	recent	developments	in	WBANs	and	in	the	energy	harvesting	field,	this
chapter	 section	 shows	 our	 proposal	 for	 efficient	 energy	 harvesting-aware	 resource
management	techniques	that	aim	at	a	better	QoS	in	HEH-WBANs.

Our	 first	 contribution	 is	 a	 hybrid	MAC	 protocol	 called	 HEH-BMAC,	 which	 has	 been
designed	 and	 developed	 for	 HEH-WBANs.	 HEH-BMAC	 uses	 a	 dynamic	 scheduling
algorithm	 to	 combine	 user	 identification	 (ID)	 polling	 and	 probabilistic	 contention	 (PC)
random	access,	adapting	 the	network	operation	 to	 the	 random,	 time-varying	nature	of	 the
human	 energy	 harvesting	 sources.	 Moreover,	 it	 offers	 different	 levels	 of	 node	 priorities
(high	 and	 normal),	 energy-awareness,	 and	 network	 flexibility.	 To	 the	 best	 of	 our
knowledge,	 this	 is	 the	first	contribution	 to	MAC	protocol	design	for	WBANs	powered	by
energy	harvesting	in	the	human	environment.

The	 second	 contribution	 of	 this	 research	 is	 a	 power-QoS	 control	 scheme,	 called	 PEH-
QoS,	for	BNs	powered	by	human	energy	harvesting.	This	scheme	was	designed	to	achieve
the	 optimal	 use	 of	 collected	 energy	 and	 a	 substantial	 improvement	 in	QoS.	 It	 intends	 to
ensure	that	a	node	can	both	capture	and	detect	medical	events	and	transmit	the	respective
data	packets	efficiently.	One	of	the	main	features	of	our	mechanism	is	that	only	useful	data
sequences	are	transmitted,	discarding	data	packets	that	lost	their	clinical	validity	(i.e.,	out
of	date	data).

9.7.1		A	Hybrid	Polling	HEH-Powered	MAC	Protocol	(HEH-BMAC)
In	this	section,	we	will	present	HEH-BMAC	protocol	for	WBANs.	First,	we	will	describe

the	 system	 model,	 followed	 by	 a	 complete	 description	 of	 the	 protocol	 rules	 and	 an



operational	 example.	 We	 will	 show	 the	 efficiency	 of	 the	 proposed	 scheme	 through	 a
thorough	performance	evaluation	and	outline	the	key	conclusions	of	our	work.

9.7.1.1		System	Model
We	 adopt	 a	 star	 topology,	 where	 the	 head	 (sink)	 is	 the	 body	 node	 coordinator	 (BNC)
responsible	 for	setting	up	 the	network	and	collecting	all	 the	 information	 transmitted	by	a
number	 of	 lightweight	 and	 portable	 BNs.	 The	 BNs	 have	 different	 functionalities	 and
different	 traffic	 loads	 (i.e.,	 packet	 inter-arrival	 time	 and	 packet	 payload).	 Figure	 9.9
illustrates	the	topology.

The	events	detected	by	 the	BNs	can	be	signals	carrying	sensitive	and	vital	 information
(e.g.,	 ECG,	 EEG,	 etc.)	 or	 signals	 with	 random	 characteristics	 (e.g.,	 motion,	 position,
temperature,	etc.).	To	model	a	 realistic	 scenario	based	on	 the	above	arguments,	we	adopt
the	same	inter-arrival	times	(IATBN)	as	in	[55]	for	event	generation.

In	HEH-BMAC,	 each	 sensor	 is	 connected	 to	 an	 energy	 harvester.	We	 assume	 that	 the
BNC	has	an	external	power	supply	and	higher	processing	capabilities	than	BNs,	while	the
BNs	have	a	constant	energy	harvesting	 rate	 (KEH).	The	energy	harvester	must	be	able	 to
harness	the	available	energy	at	all	times	and	during	all	states	of	the	node	(i.e.,	sleep,	idle,
transmission,	 reception,	 and	 inactive	 states).	 The	 performance	 of	 the	 energy	 harvester
directly	affects	the	operation	of	the	node,	but	not	vice	versa.

9.7.1.2		Protocol	Overview
To	our	 knowledge,	HEH-BMAC	 is	 the	 first	MAC	protocol	 designed	 to	 adapt	 to	 different
energy	conditions	introduced	by	human	energy	harvesting	sources	in	WBANs.	HEH-BMAC
has	 two	operation	modes:	 (i)	 contention-free	 ID	polling,	 and	 (ii)	 probabilistic	 contention
(PC)	channel	access.	Hence,	our	protocol	offers	two	levels	of	priority	depending	on	the	BN
type.



FIGURE	9.9:		HEH-WBAN:	system	model	and	network	topology

The	use	 of	 contention-free	 ID	polling	 access	 is	 provisioned	 for	 nodes	with	 predictable
energy	 sources	 or	 nodes	 with	 high	 priority	 (ID-BNs).	 On	 the	 other	 hand,	 the	 use	 of
contention-based	 PC	 access	 applies	 to	 nodes	with	 unpredictable	 energy	 sources	 or	 nodes
with	normal	priority	(PC-BNs).	The	base	of	our	protocol	is	an	algorithm	that	performs	time
allocation	in	a	dynamic	way.	The	goal	of	the	dynamic	scheduling	is	to	assign	time	periods
for	both	ID	polling	and	PC	access.	Due	to	the	combination	of	these	two	access	modes	and
the	dynamic	scheduling	algorithm,	the	HEH-BMAC	protocol	is	able	to	adapt	to	changes	in
network	size	and	energy	harvesting	rate	(KEH).	In	the	following	subsections	we	describe	the
operation	and	different	modes	of	our	protocol:

•		The	proposed	protocol	offers	service	differentiation	by	combining	two	access	methods:
reserved	 polling	 access	 (ID	 polling)	 for	 nodes	 of	 high	 priority	 and	 probabilistic
random	access	(PC)	for	nodes	of	normal	priority.

•		The	ID	and	PC	periods	are	dynamically	adjusted	according	to	the	energy	levels	of	the
wireless	 nodes.	HEH-BMAC	 facilitates	 flexibility	 by	 allowing	 the	 dynamic	 addition
and	removal	of	wireless	sensor	nodes.

ID	Polling	Access	Mode:
All	nodes	in	the	HEH-WBAN	are	assigned	a	unique	ID	for	data	security,	data	control,	and
medical	application.	Figure	9.10a	illustrates	the	communication	process	in	ID	polling	mode



which	consists	of	three	steps:	(i)	 the	BNC	transmits	a	polling	packet	containing	the	ID	of
the	BN	to	be	polled,	(ii)	the	polled	BN	responds	with	a	data	packet	transmission,	and	(iii)
the	BNC	sends	an	ACK	packet	that	confirms	the	successful	reception	of	the	data	packet.	As
shown	in	Figure	9.10b,	the	ID-BN	remains	in	the	sleep	state	until	its	turn	to	transmit.	Upon
reaching	its	turn,	it	wakes	up	and	goes	into	the	Rx	state	to	receive	the	ID	polling	from	the
BNC.	Once	 the	communication	 is	 completed,	 the	 ID-BN	 turns	 its	 radio	off	until	 the	next
round	of	polling.

FIGURE	9.10:		ID	polling	access	mode:	(a)	data	communication	process	and	(b)	ID-BN
states	and	transmission

Probabilistic	Contention	(PC)	Access	Mode:
The	 PC	 access	 mode	 deals	 effectively	 with	 contention,	 achieving	 high	 throughput,	 and
maintaining	fairness	for	single-hop	networks.	In	addition,	this	mode	offers	the	advantage	of
adaptation	 to	 the	 changes	 in	 the	 energy	 harvesting	 rates,	 node	 failures,	 or	 additions	 and
removals	 of	 nodes.	 In	 PC	 access	 [51,	 52],	 instead	 of	 ID	 polling,	 the	 BNC	 broadcasts	 a
control	packet	(CP	packet)	that	includes	the	value	of	the	contention	probability	(CP).	When
a	PC-BN	(node	in	PC	access	mode)	receives	the	CP	packet,	it	generates	a	random	number
Xi,	where	Xi	 	[0,	1]	and	i	is	an	integer	identifier	of	the	node.

If	the	value	of	Xi	is	less	than	that	of	the	CP,	the	PC-BN	transmits	its	data	packet	(Figure
9.11a);	otherwise,	the	node	transits	to	the	idle	state,	waiting	for	the	next	CP	packet	(Figure
9.11b).

The	CP	is	dynamically	adjusted	at	the	BNC	according	to	an	updating	algorithm	that	takes
into	account	the	network	load	(traffic	load	and	addition	or	removals	of	nodes)	and	the	KEH.
The	 value	 of	 the	 CP	 is	 updated	 if	 no	 PC-BN	 responds	 to	 the	 CP	 packet	 and	 the	 BNC
increases	the	value	of	the	CP	threshold	to	increase	the	transmission	probability	of	the	PC-
BNs.	Second,	when	 there	 is	a	collision	between	 two	or	more	PC-BNs,	 the	BNC	decreases



the	 value	 of	 the	 threshold	 to	 reduce	 the	 probability	 of	 collision.	 In	 case	 of	 successful
transmissions,	the	current	value	of	the	threshold	is	maintained	in	the	next	CP	packet.

FIGURE	9.11:		PC	access	mode:	(a)	data	communication	process	when	X<CP	is	satisfied,
(b)	data	communication	process	when	X<CP	is	not	satisfied,	and	(c)	CP	updating	algorithm

and	transmission	process

There	are	different	techniques	that	can	be	employed	to	select	the	value	of	the	contention
probability	[51]:	(i)	multiplicative	increase-multiplicative	decrease	(MIMD),	where	the	CP
is	modified	exponentially,	and	(ii)	additive	increase-multiplicative	decrease	(AIMD),	where
the	CP	is	increased	linearly	and	decreased	exponentially,	and	(iii)	multiplicative	increase-
additive	decrease	(MIAD),	where	an	exponential	increase	and	a	linear	decrease	of	the	CP	is
selected.

We	 use	 the	 AIMD	 technique	 because	 it	 provides	 higher	 throughput	 than	 the	 other
schemes	for	single-hop	scenarios.	In	AIMD,	the	CP	is	increased	gradually	by	a	factor	αIN	(0
<	αIN	<	1)	when	polling	is	unsuccessful	because	of	idle	slots	(i.e.,	CP(t	+	1)	=	CPt	+	αIN.	 In
case	of	collisions,	the	CP	is	decreased	by	a	larger	factor	βMD	(0	<	βMD	<	1)(i.e.,	CP(t	+1)	=

CPt	×	βMD).
An	example	 is	shown	in	Figure	9.10c.	The	BNC	broadcasts	a	CP	packet	containing	 the

contention	probability	that	determines	whether	the	PC-BN	should	transmit	its	data	packet.



In	the	case	of	no	packet	reception,	the	BNC	waits	for	a	predefined	time-out	period	(TOUT),
updates	the	CP	packet	with	the	increased	threshold	and	broadcasts	the	new	value	in	the	next
PC	round.	The	PC-BN	only	transmits	its	data	packet	if	Xi	<	CP.	If	only	one	node	transmits
in	 the	current	PC	round,	 the	BNC	sends	 the	ACK	packet	 to	 the	polled	PC-BN	(successful
transmission).	 In	 the	 case	 of	 packet	 loss	 (unsuccessful	 transmission)	 due	 to	 collision
between	two	or	more	PC-BNs,	the	BNC	updates	the	CP	packet	with	the	decreased	threshold
and	the	nodes	are	prepared	to	retransmit	their	data	in	the	following	PC	round.	All	PC-BNs
maintain	a	buffer	to	store	the	data	to	be	retransmitted.

Dynamic	Schedule	Algorithm:
The	BNC	is	responsible	for	allocating	the	ID	polling	periods	and	the	PC	access	periods.	The
boundaries	 of	 these	 time	 periods	 are	 defined	 by	 the	 dynamic	 schedule	 algorithm,	whose
operation	is	illustrated	in	Figure	9.12.	The	algorithm	performs	two	main	tasks.	The	first	is
to	assign	a	monitoring	 time	(Tαi(n))	 and	calculate	 the	duration	of	 the	data	communication

process	(Tγi(n))	for	each	ID-BN	i	during	the	nth	access	period.	The	value	of	Tαi(n)	for	an	ID-

BN	 i	must	be	greater	or	 equal	 to	 the	minimum	 time	 required	 to	obtain	enough	energy	 to
send	 its	 data	 packet.	 BNC	 calculates	 the	 Tαi(n)	 for	 each	 ID-BN	 using	 the	 KEH	 of	 the

respective	harvester	and	the	IATBN	of	the	sampled	sensor	data.	Thus,	the	BNC	can	estimate
when	each	ID-BN	has	data	to	transmit	and	whether	its	energy	level	is	sufficient	to	select	an
appropriate	value	for	Tαi(n).	On	the	other	hand,	Tγi(n)	is	defined	as	the	time	required	for	ID-

BN	 i	 to	 perform	 a	 successful	 transmission.	 We	 also	 define	 Tβi(n)	 as	 the	 moment	 of

completion	of	the	current	communication	process,	i.e.,	Tβi(n)	=	Tαi(n)	+	Tγi(n).

The	current	values	of	Tαi(n)	and	Tβi(n)	 for	 all	 ID-BNs	are	 stored	 in	a	dynamic	 table	and
employed	 by	 the	BNC	 to	 coordinate	 the	 ID	 polling	 process.	When	 the	BNC	 proceeds	 to
perform	ID	polling,	the	dynamic	table	is	updated	with	the	next	values	of	Tα(n	+1)	and	Tβ(n+1)
for	 the	next	 ID-BN	 to	be	polled.	 In	 this	way,	we	can	predict	 the	 responsiveness	 to	an	 ID
polling	 for	 a	 given	 node,	 and	 make	 the	 decision	 to	 poll	 it	 or	 not	 (thus	 improving	 the
scalability	 of	 the	 system,	 since	 the	 dynamic	 table	 is	 constantly	 updated).	 Figure	 9.12a
presents	 an	 example	 of	 the	 dynamic	 calculation	 of	 ID	 polling	 and	 PC	 access	 periods
operating	together.

The	second	task	of	 the	dynamic	schedule	algorithm	is	 to	calculate	 the	 interval	between
two	adjacent	ID	polling	periods,	for	example	(Figure	9.12b)	the	Tβi(n)	of	the	node	IDi(n)	and

the	Tαj(n)	of	the	next	node	IDj(n).	The	BNC	performs	the	calculation	of	this	interval	using	the
data	provided	in	the	dynamic	table.	If	the	time	between	two	consecutive	ID	polling	periods
is	sufficient	for	a	successful	data	transmission	of	a	PC-BN	in	PC	access	mode	(t	≥	TpCmin),
this	time	is	exploited	for	probabilistic	contention	(PC	period).	Otherwise,	if	this	time	is	not
sufficient	(t	<	TpCmin),	the	BNC	remains	idle,	waiting	for	the	next	ID	polling	period.



FIGURE	9.12:		Dynamic	schedule	algorithm	for	ID	polling	and	PC	access	periods	in	HEH-
BMAC

9.7.1.3		Operation	Example
Figure	9.13	shows	an	example	of	the	HEH-BMAC	protocol	running	on	a	network	with	four
nodes,	where	two	nodes	are	in	ID	polling	mode	and	two	are	in	PC	access	mode.

The	protocol	works	as	follows:

•	 	The	BNC	performs	the	configuration	and	time	calculations	for	 the	IDBNs.	The	BNC
stores	 the	 values	Tβ(ID−BN)	 and	 the	 current	 values	 of	Tα(ID−BN)	 for	 ID-BN01	 and	 ID-
BN02	in	a	dynamic	table.

•		At	instant	T1,	BNC	initiates	ID	polling	access	for	ID-BN01.	Once	the	communication
process	 has	 been	 completed,	BNC	updates	 the	 dynamic	 table	with	 the	 next	 value	 of
Tα(ID−BN01).	ID-BN01	goes	into	sleep	mode	until	its	next	ID	polling	period.	ID-BN02
remains	in	sleep	state	waiting	for	 its	 ID	polling	period.	The	PC-BNs	remain	 in	sleep
state	since	they	do	not	have	packets	for	transmission.



FIGURE	9.13:		Frame	exchange	in	HEH-BMAC

•	 	BNC	uses	 the	dynamic	 list	 to	calculate	 the	 interval	between	two	adjacent	 ID	polling
accesses	(T1	and	T4	in	this	example).	In	this	example,	the	interval	is	sufficient	for	two
successful	data	transmissions	in	PC	access.

•		At	instant	T2,	BNC	sends	the	CP	packet	(starting	PC	access)	to	all	PC-BNs	(i.e.,	PC-

BN03	and	PC-BN04).	 In	 this	 example,	PC-BN03	 randomly	 selects	X3	 <	CP	 whereas

PC-BN04	selects	X4	>	CP.	Hence,	PC-BN03	gains	access	to	the	medium	and	starts	its
data	 transmission,	 whereas	 PC-BN04	 remains	 in	 idle	 state	 waiting	 for	 the	 next	 PC
access	period.	The	CP	updating	algorithm	maintains	the	current	threshold	value.

•		At	instant	T3,	BNC	sends	the	next	CP	packet	to	all	PC-BNs.	The	condition	Xi	<	CP	 is
satisfied	for	both	PC-BN03	and	PC-BN04	and	both	nodes	transmit	their	data	packets,
resulting	in	a	collision.	According	to	the	CP	update	algorithm,	the	BNC	must	decrease
the	CP	threshold	and	include	the	updated	value	in	the	next	CP	packet.	In	this	example,
the	 remaining	 interval	 (after	 the	 packet	 collision)	 is	 not	 sufficient	 for	 another	 PC
access.	Therefore,	the	BNC	remains	idle	until	the	next	ID	polling	period	(which	starts
at	T4).

•	 	 At	 instant	 T4,	 the	 BNC	 starts	 ID	 polling	 access	 for	 ID-BN02.	 Once	 the	 data
transmission	 has	 been	 completed,	 the	BNC	updates	 the	 dynamic	 table	with	 the	 next
value	of	Tα(ID−BN02).	Meanwhile,	 ID-BN01	is	 in	sleep	state	waiting	for	 its	 ID	polling

period.	 The	 table	 is	 used	 to	 calculate	 the	 next	 interval	 between	 T4	 and	 T6	 and
determine	whether	there	is	enough	time	for	PC	access	(in	this	example,	the	interval	is
sufficient	for	one	successful	data	transmission	in	PC	access).

•		At	instant	T5,	BNC	broadcasts	the	CP	packet	containing	the	new	threshold	value	to	all

PC-BNs.	In	this	example,	neither	PC-BN03	nor	PC-BN04	selects	a	Xi	that	satisfies	the
condition	Xi	<	CP	and	neither	node	transmits	in	the	current	PC	access.

The	BNC	waits	for	a	predefined	TOUT	and	then	increases	the	CP	threshold	value.	Since
the	 remaining	 interval	 is	not	 sufficient	 for	another	PC	access,	 the	BNC	remains	 idle
until	the	next	ID	polling	period	(T6).



9.7.1.4		HEH-BMAC	with	Energy	Saving
HEH-BMAC	 is	 energy-aware,	 since	 it	 has	 been	 designed	 to	 operate	 in	 energy	 harvesting
conditions.	 In	particular,	 the	behavior	of	each	BN	dynamically	adapts	 to	 its	energy	 level.
The	energy	 level	of	a	node	at	a	given	moment	can	be	defined	as	 the	energy	stored	 in	 the
battery	plus	 the	harvested	energy	minus	 the	energy	consumed	by	 the	 radio	 interface.	The
modifications	that	energy-awareness	brings	to	our	protocol	are	explained	next:

•		ID	Polling	Energy-Aware:

Dynamic	schedule:	The	BNC	calculates	the	Tα(ID−BN)	based	on	the	KEH	and	IATBN	of

each	 ID-BN.	 The	 Tα(ID−BN)	 does	 not	 have	 a	 fixed	 value,	 since	 this	 time	 interval	 is
continuously	updated	 in	 the	dynamic	 table	 to	know	 in	 advance	 the	 energy	 state	of	 a
node	 at	 any	given	 time.	Thusly,	we	 can	predict	 the	 future	 responsiveness	of	 a	given
node	to	an	ID	polling,	and	decide	whether	to	poll	it	or	not.

Polling-awareness:	When	a	node	receives	an	ID	poll	packet,	it	checks	its	energy	level.
If	 the	 level	 is	not	sufficient,	 the	node	does	not	 respond	to	 the	poll	but	enters	a	sleep
mode.	The	BNC	assigns	the	time	reserved	for	this	ID	polling	to	the	PC	access	users.

•		PC	Access	Energy-Aware:

Energy-awareness:	The	PC-BNs	check	their	energy	levels	and	data	packet	buffers	to
decide	whether	to	participate	in	the	PC	access.	If	their	energy	is	below	a	certain	level
or	 their	buffers	are	empty,	 they	enter	 sleep	mode.	All	PC-BNs	will	be	 in	 sleep	 state
during	the	ID	polling.

Polling-awareness:	The	PC	access	mode	is	employed	if	there	is	enough	time	between
successive	ID	pollings.	The	BNC	dynamically	adjusts	the	CP	packet	according	to	the
responses	of	the	PC-BNs	(through	the	CP	updating	algorithm).

9.7.1.5		Performance	Evaluation

Simulation	Consideration	and	Setup
In	our	simulation	model,	we	assume	a	star	topology	for	a	network	consisting	of	a	BNC,	K
nodes	 in	 ID	 polling	 mode	 and	 L	 nodes	 in	 PC	 access	 mode.	 The	 simulation	 scenario	 is
depicted	 in	Figure	9.14.	The	nodes	 in	our	 simulations	are	 typical	medical	 sensors,	whose
traffic	characteristics	and	priorities	are	shown	in	Table	9.1.	Let	us	recall	that	the	high	and
normal	 priorities	 correspond	 to	 ID	 polling	 and	 PC	 access	 mode,	 respectively.	 The
characteristics	of	the	selected	nodes	in	our	experiments	can	be	found	in	[55].	However,	in
the	 case	 of	 the	 ECG	 and	 blood	 pressure	 nodes,	 we	 adopt	 a	 slightly	 different	 aggregate
traffic	model	which	 results	 in	 sample	 sizes	of	120	bits	and	96	bits,	 respectively.	For	 this
process,	the	bit	rate	and	the	delay	requirements	of	health	care	data	were	taken	into	account



[56,	57].

FIGURE	9.14:		Simulation	scenario

TABLE	9.1:	BN	Simulation	Parameters

BN	Type IAT	(ms) Payload	(bits) Priority Access
ECG 20 120 High ID	Polling

Respiratory	rate 50 12 High ID	Polling

Blood	pressure 80 96 High ID	Polling

Blood	flow 25 12 High ID	Polling

Other	signs 65 12 Normal PC	Access

The	 configuration	 parameters	 of	 the	 network	 were	 selected	 according	 to	 the	 IEEE
802.15.6	PHY-MAC	specification	for	CSMA/CA	operation	[30],	as	shown	in	Table	9.2.	The
physical	layer	frame	structures	used	(based	on	IEEE	802.15.6)	are	shown	in	Figure	9.15.

We	 assume	 that	 the	 ID-BNs	 perform	 data	 transmission	 in	 real	 time	 (no	 packet
retransmissions	and	no	packets	stored	 in	 the	buffer).	 In	 the	PC-BNs,	retransmissions	may
take	place	when	 a	 collision	occurs	 (packets	 are	 stored	 in	 the	buffer).	However,	when	 the
energy	 level	 of	 a	 node	 is	 very	 low	 (almost	 zero),	 the	 node	 cannot	 proceed	 to	 the
transmission	 or	 retransmission	 of	 packets,	 and	 packet	 loss	may	 occur.	 Data	 packets	 that
remain	 in	 the	buffer	after	 the	simulation	are	considered	 lost	packets.	Moreover,	 the	BNC
maximum	 waiting	 time	 (TOUT)	 for	 a	 response	 from	 the	 nodes	 (ID-BNs	 or	 PC-BNs)	 is
assumed	to	be	equal	to	the	value	of	the	short	inter	frame	space	period	(pSIFS)	0.05	ms.	For
the	AIMD	CP	updating	algorithm,	we	use	αIN	=	0.01	and	βMD	=	0.5	since	these	values	give
high	throughput	for	single-hop	scenarios	[51].

TABLE	9.2:	MAC	Protocol	Parameters

HEH-BMAC IEEE	802.15.6

CP	Updating	Method User	Priority CWmin CWmax

Method AIMD High	(UP6) 2 8

δadd 0.01 High	(UP3) 8 16



δmd 0.5 High	(UP0) 16 64

FIGURE	9.15:		Physical	layer	frame	structures:	(a)	polling	packet,	(b)	data	packet,	and	(c)
ACK	packet

We	assume	that	each	node	has	incorporated	an	energy	harvester	that	supplies	power	at	a
constant	 rate	 KEH	 =	 1.3	 mJ/s.	 This	 value	 of	 KEH	 allows	 our	 protocol	 to	 reach	 100%
throughput	in	the	initial	setup	of	the	network.	To	evaluate	our	approach,	we	compared	the
performance	of	HEH-BMAC	with	the	IEEE	802.15.6	standard	protocol.	For	comparison,	we
used	the	data	transmission	rate	of	485	kb/s,	and	adopted	the	non-beacon	mode	without	the
superframes	 of	 the	 IEEE	 standard.	We	 chose	 this	 configuration	 because	 it	 offers	 random
and	prioritized	access	through	the	contention	window	(CW)	bounds	of	CSMA/CA.

FIGURE	9.16:		HEH-BMAC	vs.	IEEE	802.15.6:	energy	efficiency



For	the	normal	priority	BNs	we	used	the	CW	values	that	correspond	to	the	user	priority
UP0	of	the	IEEE	802.15.6.	As	for	the	high	priority	BNs	we	examined	two	different	cases	to
evaluate	IEEE	802.15.6	performance	for	different	CW	values	and	provide	a	fair	comparison
with	HEH-BMAC.	In	Case	1,	the	CW	values	of	the	UP6	were	employed,	whereas	in	Case	2,

the	CW	values	of	the	UP3	were	selected.	Initially,	the	considered	setup	consisted	of	4	BNs
in	 high	 priority	 and	 3	 BNs	 in	 normal	 priority.	 The	 number	 of	 normal	 priority	 BNs	 was
gradually	increased	up	to	18	nodes.	The	system	setup	used	to	compare	the	performance	of
our	protocol	with	the	standard	is	shown	in	Table	9.2.

The	metrics	for	the	evaluation	of	the	performance	of	our	protocol	are	energy	efficiency
and	 normalized	 throughput.	 Energy	 efficiency	was	 defined	 as	 the	 total	 amount	 of	 useful
data	delivered	over	the	total	energy	consumption	[58].	Finally,	normalized	throughput	was
defined	as	 the	number	of	bits	successfully	 transmitted	over	 the	 total	number	of	generated
bits	within	the	same	period.

HEH-BMAC	vs.	IEEE	802.15.6
Simulation	 results	 for	 the	 energy	 efficiency	 for	 both	 protocols,	 HEH-BMAC	 and	 IEEE
802.15.6,	 are	 shown	 in	Figure	9.16.	 Energy	 efficiency	 for	 both	 schemes	 decreases	 as	 the
number	 of	 low-priority	 BNs	 (L)	 grows.	 For	 L	 =	 3,	 the	 energy	 efficiency	 for	 the	 IEEE
802.15.6	protocol	reaches	2.36	Mb/J	 in	Case	1	(low	CW	values)	and	1.85	Mb/J	 in	Case	2
(high	 CW	 values).	 This	 difference	 is	 observed	 because	 of	 the	 higher	 number	 of	 data
collisions	in	Case	1,	caused	by	the	smaller	values	of	CW	bounds	compared	to	Case	2.

In	Figure	9.16,	we	can	also	see	how	the	HEH-BMAC	protocol	initially	(L	=	3)	has	similar
energy	efficiency	(1.89	Mb/J)	in	Case	1,	but	lower	energy	efficiency	than	IEEE	802.15.6	in
Case	 2.	 However,	 as	 L	 increases,	 our	 protocol	 gradually	 outperforms	 IEEE	 802.15.6,
regardless	of	the	CW	selection.	For	L	=	18	(see	Figure	9.16),	HEH-BMAC	achieves	a	gain
of	approximately	20%	in	energy	efficiency	with	respect	to	the	standard.

FIGURE	9.17:		HEH-BMAC	vs.	IEEE	802.15.6:	normalized	throughputs

Figure	 9.17	 shows	 the	 normalized	 throughput	 for	 the	 two	 MAC	 protocols.	 We	 can
observe	 how	 HEH-BMAC	 achieves	 higher	 throughput	 as	 the	 number	 of	 BNs	 increases,
compared	 to	 the	 two	cases	of	 the	 IEEE	802.15.6.	Looking	at	L	=	18,	we	can	 see	 that	 the



normalized	throughput	of	the	HEH-BMAC	protocol	overcomes	the	Case	1	and	Case	2	of	the
IEEE	802.15.6	by	56%	and	45%,	respectively.

This	 performance	 enhancement	 is	 explained	 next.	 In	 IEEE	 802.15.6,	 even	 though	 high
priority	 nodes	 have	 a	 higher	 chance	 of	 accessing	 the	 medium,	 they	 may	 still	 suffer
collisions	with	other	normal	or	high	priority	BNs.	On	the	contrary,	in	HEH-BMAC,	the	high
priority	BNs	do	not	experience	packet	collisions,	since	 the	dynamic	scheduling	algorithm
provides	them	with	contention-free	medium	access.	Packet	collisions	may	only	take	place
among	the	L	normal	priority	BNs,	but	they	are	resolved	in	a	dynamic	way	through	the	CP
updating	algorithm	in	the	PC	access.

To	 highlight	 the	 benefits	 of	 the	 dynamic	 scheduling	 algorithm	 of	 the	HEHBMAC,	we
compared	 the	 normalized	 throughput	 per	 BN	 of	 our	 protocol	 with	 Case	 1	 of	 the	 IEEE
802.15.6.	Figure	9.18	shows	 the	normalized	 throughput	of	 the	 four	high	priority	BNs	and
the	 average	normalized	 throughput	 for	L	=	6,	 12	 and	18	BNs	 in	normal	priority	 for	 both
HEH-BMAC	 and	 IEEE	 802.15.6.	 Through	 the	 dynamic	 schedule	 algorithm	 in	 the	 HEH-
BMAC,	the	normalized	throughput	of	the	high	priority	BNs	is	maintained	to	100%.	In	IEEE
802.15.6,	the	normalized	throughput	of	the	high	priority	BNs	is	gradually	reduced	because
of	the	increased	number	of	collisions	as	L	increases.	The	average	normalized	throughput	of
the	 normal	 priority	 BNs	 is	 decreased	 for	 both	 protocols.	 However,	 HEH-BMAC	 obtains
better	performance	with	respect	to	the	standard.

9.7.1.6		Conclusions
HEH-BMAC	 is	 a	 novel	 hybrid	 polling	 MAC	 for	 WBANs	 powered	 by	 human	 energy
harvesting.	The	novelty	is	that	it	is	the	first	MAC	protocol,	to	our	knowledge,	designed	for
WBANs	 in	 energy	 harvesting	 conditions.	HEH-BMAC	adopts	 two	modes	 of	 operation	 to
provide	priority	differentiation	to	the	sensor	nodes	and	flexibility	to	the	network.	Moreover,
HEH-BMAC	is	energy-aware,	adapting	its	operation	to	changes	in	the	energy	supply	of	the
nodes.	Depending	on	 the	 characteristics	 and	needs	of	 each	node,	 the	protocol	 assigns	 the
most	 appropriate	 access	 mechanism	 (ID	 polling	 mode	 or	 PC	 access	 mode)	 to	 provide
energy-aware	priority-based	scheduling.



FIGURE	9.18:		HEH-BMAC	vs.	IEEE	802.15.6:	normalized	throughput

Through	a	performance	evaluation	of	our	protocol	for	different	energy	harvesting	rates,
packet	 inter-arrival	 times,	 and	 network	 size,	 we	 observed	 that	 HEH-BMAC	 dynamically
adapts	its	operation	to	potential	changes	in	these	parameters.	Furthermore,	we	presented	a
performance	comparison	of	 the	HEH-BMAC	protocol	 to	 the	 IEEE	802.15.6	standard.	Our
protocol	has	been	proven	to	outperform	the	IEEE	802.15.6	standard	in	terms	of	normalized
throughput	 under	 the	 same	 conditions	 of	 energy	 harvesting.	 In	 addition,	 HEHBMAC
achieves	higher	energy	efficiency	when	the	number	of	nodes	increases.

9.7.2		A	Smart	Algorithm	for	HEH-Powered	BNs	(PEH-QoS)
The	 idea	 of	 a	WBAN	 that	 works	 in	 synergy	 with	 the	 human	 body	 is	 indeed	 promising.
However,	certain	considerations	must	be	taken	into	account	to	maintain	an	acceptable	level
of	QoS	in	HEH-WBANs.	Hortos	[54,	59]	studied	the	effect	of	energy	harvesting	on	the	QoS
in	real-time	WSNs	incorporating	solar	and	wind	energy	harvesting	techniques	at	the	sensor
nodes.	The	results	revealed	that	the	network’s	lifetime	can	be	extended	through	the	use	of
energy	harvesting,	but	this	may	come	at	the	cost	of	QoS	degradation.

Prashanth	 et	 al.	 [60]	 performed	 stability	 measurements	 in	 the	 data	 queues	 of	 nodes
powered	 by	 solar	 energy	 harvesting	 in	 indoor	 environments.	 This	 work	 showed	 that	 the
stability	of	the	data	queue	depends	on	the	data	arrival	rate,	the	service	time,	and	the	waiting
time.	 In	 addition,	 throughput	 degradation	 in	 the	 considered	 system	was	 primarily	 due	 to
increased	waiting	time	of	the	data	in	the	queue	as	a	result	of	the	energy	variation.

Joseph	 et	 al.	 [61]]	 focused	 on	 increasing	 throughput	 and	 stabilizing	 the	 data	 queue
through	 the	 development	 and	 implementation	 of	 optimal	 sleep-wake	 policies	 for	 energy
harvesting	 sensor	 nodes.	 Their	 goals	 are	 fulfilled	 by	 allowing	 the	 node	 to	 sleep	 in	 some
slots	 and	 drop	 some	generated	 packets.	Yang	 and	Ulukus	 [62]	 developed	 optimal	 offline
scheduling	policies	to	minimize	the	time	by	which	all	packets	are	delivered	to	the	sink	in	a
single-user	WSN	under	causality	constraints	on	both	data	and	energy	arrivals.	To	achieve



this	goal,	the	transmission	rate	is	adapted	to	the	traffic	load	and	available	energy.
Adapting	 the	 BN	 operation	 to	 the	 variations	 of	 their	 energy	 level	 provides	 important

benefits	 in	 energy	 harvesting	 systems.	Khairnar	 and	Mehta	 [63]	 proposed	 a	 transmission
scheme	 for	 an	 energy	 harvesting	 node	 that	 achieves	 an	 average	 throughput	 close	 to	 the
optimal	achievable	value.	A	node	can	only	 switch	between	a	pre-specified	 set	of	discrete
data	rates	and	adjusts	its	power	depending	on	its	channel	gain	and	its	energy	level.	Murthy
[64]	developed	an	optimum	transmission	scheme	focused	on	power	management	and	data
rate	 maximization	 for	 WSN-HEAP.	 Via	 this	 transmission	 scheme,	 applied	 to	 power-
controlled	nodes	that	transmit	data	using	a	fixed	modulation	and	coding	scheme,	a	specific
data	throughput	can	be	guaranteed.

Ozel	et	al.	[65]	proposed	adaptive	transmission	policies	to	maximize	the	average	number
of	 bits	 transmitted	 by	 a	 given	 node	 within	 a	 specific	 time.	 This	 energy	 management
approach	is	able	to	adapt	to	the	random	energy	arrivals	and	random	channel	fluctuations.

The	 papers	 cited	 above	 reveal	 how	 some	 authors	 address	 the	 problems	 introduced	 by
energy	 harvesting	 in	 WSNs.	 In	 the	 current	 literature,	 we	 find	 various	 interesting
approaches,	 e.g.,	 the	 application	 of	 game	 theory	 to	 perform	 energy-aware	 transmission
control	 in	WSN-HEAP	[66],	 and	a	power	manager	with	a	proportional	 integral	derivative
controller	that	enables	the	node	to	operate	in	energy	neutral	operation	(ENO)	state	[67].

Several	 works	 address	 issues	 related	 to	 QoS	 guarantees	 in	 WBANs.	 However,	 the
literature	 lacks	 papers	 that	 address	 the	 guarantee	 of	 QoS	 in	 HEHWBANs.	 All	 the	 cited
works	 show	 operation	 degradation	 at	 the	 nodes	 due	 to	 the	 energy	 harvesting,	 in	 packet
transmission	and	also	in	the	event	detection.	The	time	required	to	store	the	energy	needed
to	detect	or	report	(transmit)	an	event	depends	on	the	amount	of	collected	energy	in	a	given
period.	The	main	challenge	to	be	faced	by	a	BN	powered	by	human	energy	harvesting	is	to
maintain	its	functionality	of	detecting	and	transmitting	correctly.

9.7.2.1		System	Model
The	BN	architecture	and	the	considered	WBAN	topology	are	depicted	 in	Figure	9.19.	We
adopt	 a	 harvest-store-use	 architecture,	 and	 the	 WBAN	 is	 configured	 in	 star	 topology,
assuming	 a	 single	 BN.	 To	 achieve	 a	 realistic	model,	 we	 have	 chosen	 the	 characteristics
based	 on	 current	 technological	 trends	 in	 low-power	 [68,69]	 and	 ultra-low	 power	 [70]
wireless	node	designs	for	WBANs.	We	chose	supercapacitors	as	energy	storage	units	due	to
the	benefits	they	provide	to	the	system,	e.g.,	they	can	charge	and	discharge	at	a	faster	rate
than	batteries.



FIGURE	9.19:		BN’s	architecture	and	WBAN	topology:	system	model

It	becomes	clear	that	the	collected	energy	exploitation	is	a	key	factor	that	will	determine
the	 smooth	 operation	 of	 a	 node.	 For	 this	 reason,	 we	 assume	 the	 energy	 management
architecture	 proposed	 in	 [71]	 for	 biomedical	 devices	 using	 supercapacitors	 for	 energy
storage.	 This	 energy	 management	 integrated	 circuit	 (EMIC)	 consists	 of	 a	 switched-
capacitor	 DC-DC	 converter	 (which	 converts	 a	 source	 of	 direct	 current	 (DC)	 from	 one
voltage	level	to	another),	a	4	nW	bandgap	voltage	reference,	a	high-efficiency	rectifier	(to
allow	recharging	of	the	capacitor	bank),	and	a	switch	matrix	and	digital	control	circuitry	(to
govern	the	stacking	and	unstacking	of	the	supercapacitors)	[71].

Through	the	use	of	EMIC,	more	than	98%	of	the	stored	energy	may	be	available	for	use.
The	 transceiver	 is	 modeled	 as	 a	 1.9	 nJ/b	 2.4	 GHz	 multistandard	 (Bluetooth	 Low
Energy/Zigbee/IEEE802.15.6)	 transceiver	 for	personal/body	area	networks	 [72],	while	 the
sensor	 and	 the	 reader	 are	 modeled	 based	 on	 a	 30	W	 analog	 signal	 processor	 integrated
circuit	 for	biomedical	 signal	monitoring	 [73].	These	 components	were	 chosen	because	of
their	low	power	consumption	and	good	reliability	for	WBANs.

In	our	model,	the	BNC	is	the	sink	responsible	for	setting	up	the	WBAN	and	collecting	all
information	 transmitted	 by	 the	 BN.	We	 assume	 that	 the	 BNC	 is	 a	 smartphone	 that	 has
higher	processing	capabilities	than	the	BNs.	The	data	communication	between	the	BNC	and
BNs	takes	place	via	the	ID	polling	access	mode	of	the	HEH-BMAC	protocol.

We	consider	that	our	BNC	has	an	external	power	supply,	and	the	BN	is	able	to	harvest	the
energy	 available	 in	 the	 human	 body	 at	 a	 constant	 rate	 KEH.	 In	 order	 to	 model	 a	 more
realistic	 scenario,	 we	 adopted	 the	 same	 IATBN	 and	 packet	 size	 (lpkt)	 as	 in	 [55]	 or	 event
generation.	We	considered	 the	BN	power	consumption	 to	be	divided	 into	 two	main	parts:
the	detection	power	consumption	(Pdet)	and	the	transmission	power	consumption	(Ptx).	The



term	Pdet	 includes	the	power	consumption	related	to	 the	correct	BN	operation	(i.e.,	MCU,
ADC,	sensor,	and	read-out).	Ptx	includes	the	power	consumption	related	to	the	duty	cycle	of
the	transceiver	(i.e.,	data	communication	process).

9.7.2.2		Power-QoS	Aware	Management	Algorithm
The	 proposed	 scheme,	 PEH-QoS,	 is	 executed	 at	 each	 BN,	 aiming	 to	 adapt	 the	 node’s

performance	 to	 its	 particular	 features,	 power	 supply,	 and	QoS	 requirements.	To	 that	 end,
PEH-QoS	combines	three	interconnected	modules,	illustrated	in	Fig.	9.20:	(i)	the	power-EH
aware	management	(PHAM),	which	calculates	and	manages	the	harvested	energy,	aiming	to
control	the	overall	energy	consumption	of	the	system	and	keep	the	node	in	ENO	state,	(ii)
the	data	queue	aware	 control	 (DQAC),	which	manages	 the	packet	queue	and	ensures	 that
only	 useful	 data	 are	 transmitted,	 by	 discarding	 any	 packets	 that	 have	 lost	 their	 clinical
validity	 according	 to	 the	 delay	 and	 reliability	 requirements	 of	 the	 respective	 medical
application,	and	(iii)	the	Packet	Aggregator	and	Scheduling	System	(PASS),	which	uses	the
amount	of	power	available	for	transmission	(information	from	the	PHAM	module)	and	the
amount	of	data	stored	in	the	queue	(information	from	the	DQAC	module)	to	determine	the
maximum	number	of	packets	that	can	be	transmitted	in	each	data	communication	process.
In	the	following	sections,	we	describe	the	operation	of	each	module	in	detail.

PHAM:	Power-EH	Aware	Management:
The	 PHAM	module,	 depicted	 in	 Figure	 9.21,	 is	 responsible	 for	 the	 management	 of	 the
harvested	energy	at	the	BN,	which	plays	a	critical	role	to	the	system’s	performance.	PHAM
uses	the	BN’s	power	consumption	information	to	distribute	the	harvested	energy	among	the
two	key	tasks	of	the	node,	namely,	event	detection	and	packet	transmission.	Typically,	the
energy	consumed	by	 the	 radio	module	of	 the	BN	 is	much	higher	compared	 to	 the	energy
required	by	the	detector,	i.e.,	Etx	 	Edet.	Nevertheless,	in	WBANs,	the	detection	capability
of	 the	BN	can	sometimes	be	more	important	 than	the	transmission	function,	especially	 in
the	case	of	critical	events.

Hence,	 the	 purpose	 of	 PHAM	module	 is	 to	 efficiently	manage	 the	 available	 energy	 in
order	to	maximized	the	number	of	detected	events	and	maintain	the	node	operation	in	ENO
state.	The	detector	efficiency	(Deff)	is	given	by:



FIGURE	9.20:		Illustration	of	the	PEH-QoS	operation

       

       

(9.1)

The	 level	 of	 energy	 stored	 in	 the	 battery	 (Blevel)	 depends	 on	 the	 energy	 (EEH)	 harvested
from	the	human	environment:

(9.2)

In	turn,	EEH	depends	on	the	KEH	and	the	time	(TEH),	which	can	be	expressed	as	follows:

 
(9.3)

In	PHAM,	first	priority	is	to	ensure	the	proper	operation	of	the	detector	(i.e.,	Blevel	≥	Edet,	as
the	transmissions	take	place	only	when	the	energy	level	reaches	Blevel	≥	Edet	+	Etx	(i.e.,	the
available	energy	is	sufficient	for	both	transmission	and	detection).	The	amount	of	packets
to	be	transmitted	in	each	communication	process,	defined	as	DLoad,	and	the	energy	required
for	their	transmission	Etx	are	calculated	by	the	PASS	module.

DQAC:	Data	Queue	Aware	Control:
Since	 the	 amount	 of	 harvested	 energy	 depends	 on	 the	magnitude	 and	 availability	 of	 the
energy	 harvesting	 source,	 data	 packets	 can	 remain	 stored	 for	 a	 long	 time	 before	 their
transmission.	 This	 raises	 two	major	 issues,	 the	 first	 related	 to	 the	 saturation	 of	 the	 data
queue	since	the	node	has	a	finite	storage	capacity.	Once	the	node	has	reached	its	maximum



capacity	 of	 data	 storage,	 it	 may	 not	 be	 able	 to	 store	 the	 next	 detected	 events	 and
consequently	these	packets	are	lost.

FIGURE	9.21:		PHAM	sub-module	algorithm

The	 second	problem	 is	 related	 to	 the	 loss	 of	 validity	 of	 the	data	 stored	because	of	 the
waiting	time	(e.g.,	in	monitoring	vital	signals).	DQAC	is	a	sub-module	designed	to	control
the	 data	 queue	 and	 deal	 with	 these	 problems.	 The	 DQAC	 sub-module	 prevents	 the
saturation	(overflow)	of	the	queue	with	unimportant	data	and	allows	all	detected	events	to
be	stored.

DQAC	performs	the	packet	discard	and	update	of	the	data	queue	(see	Figure	9.22)	using
the	 information	 of	 maximum	 allowed	 end-to-end	 delay	 (Dlymax)	 and	 maximum	 storage
capacity	(SCmax).	(Dlymax)	depends	on	the	BN’s	application	requirements	and	(SCmax)	 is	a
physical	restriction	of	the	BN’s	hardware.	DQAC	constantly	monitors	the	waiting	times	of
each	data	packet	(Tpkt)	and	the	number	of	packets	stored	(DQlevel).	The	value	of	Tpkt	must
not	exceed	 the	maximum	waiting	 time	 in	 the	queue	 (TQmax);	otherwise	 the	data	packet	 is
deleted	 to	 release	 space	 in	 the	queue.	Deleted	packets	have	 lost	 their	 importance	or	have
been	deleted	to	make	space	for	recent	data	packets.	TQmax	is	calculated	as:

(9.4)



FIGURE	9.22:		DQAC	sub-module	algorithm

where	TTX	 is	 the	 time	 needed	 for	 the	 data	 communication,	 calculated	 in	 the	 PASS	 sub-
module.

PASS:	Packet	Aggregation	and	Scheduling	System:
In	battery	operated	BNs,	the	data	packets	can	be	transmitted	as	soon	as	they	are	generated.
In	 BNs	 operated	 by	 energy	 harvesting,	 data	 transmission	 can	 be	 realized	when	 the	 node
accumulates	 enough	 energy.	 PASS	 is	 a	 sub-module	 designed	 to	 optimize	 the	 data
transmission	in	energy	harvesting	conditions	(see	Figure	9.23).	The	main	objective	of	this
algorithm	is	to	send	the	maximum	number	of	available	data	packets	in	every	transmission.
PASS	uses	the	MAC	protocol	information	for	the	calculation	of	Etx.

Figure	9.24	shows	the	structure	of	the	IEEE	802.15.6	data	frame	[30].	In	our	protocol,	a
variable	number	of	DLoad	packets	are	aggregated	using	the	same	control	frames	(depending
on	the	applied	protocol).	DLoad	depends	on	the	BNs	energy	level	(i.e.,	Blevel)	and	the	status
of	the	data	queue	(i.e.,	DQlevel).	An	increase	in	the	size	of	DLoad	implies	an	increase	in	the
required	Etx.	Thus,	the	value	of	DLoad	is	indirectly	adapted	to	the	KEH	and	the	data	arrival
time	of	the	BN.



FIGURE	9.23:		PASS	sub-module	algorithm

FIGURE	9.24:		IEEE	802.15.6	data	frame	structure

9.7.2.3		Performance	Evaluation

Simulation	Consideration	and	Setup:
We	 developed	 an	 event-driven	 MATLAB	 simulator	 that	 implements	 our	 algorithm	 in	 a
simple	HEH-WBAN.	We	simulated	a	HEH-WBAN	formed	by	one	BNC	and	one	BN.	We
assumed	that	the	BNC	has	no	energy	shortage	problems	(it	had	an	external	power	supply),
while	 the	BN	was	connected	 to	an	energy	harvester	 that	 supplied	energy	 to	 the	node	at	 a
constant	rate	KEH.	The	BN	stores	the	harvested	energy	in	a	rechargeable	supercapacitor.	As
a	BN,	an	ECG	has	been	selected.	Events	detected	by	the	ECG	were	converted	into	packets



and	then	stored	in	a	data	buffer.	The	characteristics	[55,68,72,73]	and	the	QoS	requirements
[17]	of	the	ECG	are	summarized	in	Table	9.3.

We	 assumed	 that	 the	 communication	 between	 the	 ECG	 and	 the	 BNC	 can	 take	 place
directly	without	 interference.	The	BNC	provided	medium	access	 through	the	execution	of
the	ID	polling	access	of	the	HEH-BMAC.	The	network	parameters	were	selected	according
to	 the	 IEEE	 802.15.6	 PHY-MAC	 specifications	 [30].	 The	 system	 parameters	 used	 in	 the
simulation	are	summarized	in	Table	9.4.

TABLE	9.3:	ECG	BN	Characteristics

Data	and	Traffic	Features Packet	arrival	time 2	ms

Data	queue	size 200	packets

Packet	size 12	bits

Power	Consumption	Distribution Sensor	READ-OUT	and	ADC 30	μW

MCU 19.25	μW

Transceiver

Reception 3.85	mW

Transmission 4.6	mW

Idle 0.712	mW

Sleep 4	μW

QoS	Requirements Delay	Constraint <	250	ms

Packet	Loss	Constraint <	10%

TABLE	9.4:	Simulation	Parameters

Parameter Value Parameter Value
Simulation	Time 60	s MAC	Header 56	bits

pSIFS 0.05	ms FCS 16	bits

pCSMA
	slot 0.125	ms PLCP	Preamble 90	bits

PLCP	Tx	rate 91.9	kb/s PLCP	Header 31	bits

Data	Tx	rate 485.7	kb/s ACK 72	bits

Control	Tx	rate 121.4	kb/s TPOLL 88	bits

Simulation	Results:
Simulation	results	for	the	detection	efficiency	of	ECG	with	and	without	PEHQoS	are	shown
in	 Figure	 9.25.	We	 can	 see	 how	 the	 PEH-QoS	 improves	 the	 performance	 of	 the	 ECG	 in
detection	efficiency.	For	very	small	values	of	KEH	(i.e.,	 ),	the	ECG	without	the
PEH-QoS	cannot	detect	any	event.	This	 is	because	 the	node	 is	not	aware	of	 the	available
energy	 and	 it	 keeps	 trying	 to	 detect	 events	 although	 there	 is	 not	 enough	 energy	 for	 the
detection;	 this	 wastes	 the	 collected	 energy.	 In	 this	 range,	 our	 scheme	 enhances	 the
performance	by	12.8%	and	93.4%	for	KEH	=	0.01	mJ/S	and	KEH	=	0.05	mJ/S,	respectively.
In	the	case	of	(KEH)	=	0.06	mJ/S	( ),	both	systems	achieve	a	detection	efficiency
of	100%,	since	there	was	sufficient	energy	for	the	detection	of	all	the	events.



FIGURE	9.25:		Detection	efficiency

Figure	9.26	shows	the	behavior	of	the	data	queue	for	the	two	systems	when	KEH	=	0.06
mJ/S.	The	packets	are	continuously	accumulated	because	the	nodes	do	not	have	sufficient
energy	 for	 transmission.	 In	 these	 conditions,	 our	 algorithm	manages	 to	 stabilize	 the	 data
queue,	unlike	the	baseline	scenario,	where	the	data	queue	saturates.	In	Figure	9.26,	the	level
of	the	queue	is	stabilized	at	124	data	packets	(i.e.,	in	this	case	DLoad	=	124),	where	100%	of
the	stored	information	is	valid,	unlike	the	case	where	the	algorithm	is	not	applied	and	the
queue	is	saturated	with	information	that	is	no	longer	valid.

Figure	9.27	demonstrates	that	PEH-QoS	is	able	to	maintain	the	efficiency	of	data	storage
at	100%,	which	allows	all	sensory	data	to	be	stored	until	they	are	transmitted	or	lose	their
clinical	validity.	For	the	node	without	PEH-QoS	to	reach	good	storage	efficiency,	a	larger
KEH	 should	 be	 used	 but	 high	 values	 of	 KEH	 cannot	 be	 achieved	 with	 current	 energy
harvesting	technologies.



FIGURE	9.26:		Data	queue	behavior

FIGURE	9.27:		Storage	efficiency



FIGURE	9.28:		Normalized	throughput

Figure	9.28	presents	the	system	throughput	behavior	for	different	values	of	KEH	for	both
schemes.	 Our	 scheme,	 with	 data	 aggregation	DLoad	 =	 124,	 significantly	 outperforms	 the
baseline	 system.	 Our	 system	 in	 KEH	 =	 0.16	 mJ/S	 reaches	 100%	 of	 the	 normalized
throughput	while	the	other	system	is	only	reached	2.06%	under	the	same	conditions.	This	is
justified	by	the	fact	that	our	scheme	sends	124	data	packets	for	transmission,	unlike	of	the
baseline	that	only	transmits	a	single	packet.

Figure	 9.29	 shows	 the	 variation	 in	 the	 normalized	 throughput	 in	 our	 scheme	 when
applying	different	DLoad	when	KEH	=	0.16	mJ/S.	Under	the	same	testing	conditions,	Figure
9.30	and	Figure	9.31	show	the	relationship	between	DLoad	and	the	restrictions	of	reliability
and	delay,	respectively.	The	value	of	DLoad	=	124	data	packets	achieves	the	best	delay	value
and	reliability.

Figure	9.32	shows	 the	energy	needed	 to	perform	the	 transmission	 in	both	systems	with
and	 without	 PEH-QoS.	 In	 the	 case	 of	 ECG	 with	 PEH-QoS,	 for	 the	 transmission	 of	 a
sequence	of	124	data	packets	of	12	bits,	the	node	spends	only	Etx	=	24.3µJ.	Conversely,	in
ECG	without	PEH-QoS,	where	no	aggregation	is	applied	(i.e.,	L	=	1),	the	node	needs	Etx	=
10.3µJ	for	the	transmission	of	a	single	data	packet	of	12	bits.

Figure	9.33	shows	that	our	system	is	50	times	more	energy	efficient	than	the	benchmark.
In	terms	of	packet	loss	(see	Figure	9.34),	our	scheme	fulfilled	the	reliability	requirements
of	 the	 application	 (i.e.,	 maximum	 packet	 loss	 10%),	 unlike	 the	 basic	 system	 which
exceeded	this	threshold.	Our	system	achieved	0.39%	packet	loss,	while	the	baseline	reached
97.94%	(see	Figure	9.34).



FIGURE	9.29:		Normalized	throughput	vs.	DLoad

FIGURE	9.30:		Data	packet	loss



FIGURE	9.31:		Average	packet	end-to-end	delay

FIGURE	9.32:		Energy	spent	per	data	transmission



FIGURE	9.33:		Energy	efficiency

FIGURE	9.34:		Packet	loss



FIGURE	9.35:		Average	packet	end-to-end	delay

Finally,	in	Figure	9.35,	we	can	see	that	the	average	packet	end-to-end	delay	experienced
in	our	 system	 is	 130	ms	 (maximum	delay	permitted	 is	 250	ms),	 contrary	 to	 the	 baseline
which	obtained	a	much	higher	value	(16.18	s).

9.7.2.4		Conclusions
PEH-QoS	 is	 a	 novel	 and	 highly	 efficient	 control	 scheme	 for	 BNs	 powered	 by	 energy
harvesting.	 PEH-QoS	 consists	 of	 three	 sub-modules	 performing	 different	 tasks:	 PHAM
maintains	the	node’s	operation	in	ENO	state,	DQAC	controls	and	manages	the	data	queue,
keeping	 it	 updated	 with	 valid	 packet,	 and	 PASS	 optimizes	 data	 transmission,	 enhancing
energy	efficiency.	The	control	scheme	 is	designed	 to	be	executed	on	each	node,	under	 its
specific	 energy	 harvesting	 conditions,	 achieving	 data	 transmission,	 while	 ensuring	 the
proper	functioning	of	the	detection	of	events.

The	most	substantial	conclusions	can	be	summarized	as	follows:

•	 	The	application	of	our	control	 scheme	 in	 the	node	achieved	significant	performance
improvements	 in	 both	 data	 transmission	 and	 event	 detection	 function,	 attaining
optimal	management	of	the	energy	collected	in	the	human	environment.	PEH-QoS	can
ensure	that	a	BN	can	both	detect	medical	events	and	transmit	data	packets	efficiently.

•		Extensive	simulations	have	been	conducted	to	evaluate	the	behavior	of	PEH-QoS	in	a
typical	medical	node	under	energy	harvesting	conditions.	Our	algorithm	was	proven	to
outperform	 the	 BN	 without	 PEH-QoS	 in	 terms	 of	 normalized	 throughput,	 energy
efficiency,	packet	loss	and	average	packet	end-to-end	delay.



BN	with	 PEH-QoS	 has	 higher	 detection	 and	 storage	 efficiency	 than	 the	 baseline	 scheme
under	the	same	energy	harvesting	conditions.	This	feature	enables	BNs	to	detect	and	store
all	events,	while	avoiding	the	data	buffer	saturation.

9.8		Concluding	Remarks	on	Soft	Computing	Potential
In	this	work,	we	provided	energy-aware	solutions,	able	to	support	and	create	autonomous,
reliable,	 energy	 efficient	 HEH-WBANs.	 Our	 system	 was	 designed	 to	 operate	 in	 a	 star
topology	 in	 which	 the	 BNC	 (smartphone	 or	 PDA)	 would	 provide	 medium	 access	 via
execution	 of	 the	 HEH-BMAC	 protocol.	 Our	 research	 led	 to	 the	 development	 of	 two
innovative	 approaches:	 (i)	 the	 HEHBMAC	 protocol	 for	 sharing	 the	medium	 and	 solving
problems	at	the	WBAN-level	and	(ii)	the	PEH-QoS	control	scheme	responsible	for	solving
problems	in	the	BN-level	and	improving	QoS.

To	 adapt	 to	 the	 challenging	 requirements	 of	WBANs	 and	 time	 varying	 power	 supply
through	EH	sources,	a	network	requires	flexibility,	adaptability	and	enhanced	intelligence.
High	complexity	algorithms	are	not	viable	 in	medical	applications	because	of	 the	 limited
processing	 and	 power	 capabilities	 of	 the	 sensors.	 Soft	 computing	 technologies	 offer
promising	 alternatives	 by	 providing	 low	 cost	 and	 low	 complexity	 adaptable	 solutions	 to
meet	the	strict	requirements	of	WBANs.

The	 European	Centre	 for	 Soft	 Computing	 (ECSC)	 defines	 soft	 computing	 as	 “a	 set	 of
computational	 techniques	 to	 solve	 problems	 by	 imitating	 nature’s	 approaches”	 [74].	 The
main	 techniques	 of	 this	 discipline	 are	 fuzzy	 logic,	 neural	 networks,	 evolutionary
computing,	genetic	programming	and	probabilistic	reasoning.

Dhasian	 and	 Balasubramanian	 [75]	 presented	 a	 comprehensive	 summary	 of	 data
aggregation	 techniques	 using	 soft	 computing	 in	WSNs.	 They	 consider	 four	 types	 of	 soft
computing	 techniques	 applied	 to	 data	 aggregation,	 namely	 fuzzy-based	 data	 aggregation,
neural-based	 data	 aggregation,	 swarm-based	 data	 aggregation,	 and	 genetic-based	 data
aggregation.	 Through	 the	 comparison	 of	 several	 network	 parameters,	 including	 energy
consumption,	 cost,	 accuracy	 and	 security,	 they	 concluded	 that	 fuzzy	 and	 swarm	artificial
intelligent	techniques	can	lead	to	accurate	energy	efficient	solutions.

Lee	 et.	 al	 [76]	 suggested	 a	 particle	 swarm	 optimization	 classification	 system	 in	 the
WBAN	environment	to	analyze	a	large	amount	of	blood	pressure	data	efficiently,	applying
classification	rules	to	improve	the	time	performance.

The	principles	of	soft	computing	can	be	adopted	to	further	improve	the	two	novel	energy-
harvesting-based	mechanisms	for	WBANs	proposed	in	this	work,	namely	HEH-BMAC	and
PEH-QoS.	Both	schemes	are	dynamic,	have	low	computational	cost,	and	take	into	account
various	parameters	 (e.g.	energy	 level,	data	 inter	arrival	 time,	QoS	requirements,	etc.)	and
are	perfect	candidates	to	incorporate	soft	computing	techniques.

HEH-BMAC	 introduces	 employs	 two	 access	 schemes	 (contention-free	 and	 contention-



based)	to	prioritize	nodes	with	different	types	of	data	and	amounts	of	energy.	In	our	initial
approach,	the	priority	assignment	is	deterministic.	However,	fuzzy	logic	principles	could	be
employed	to	design	a	more	flexible	priority	scheme,	taking	into	account	parameters	such	as
data	criticality,	system	load	and	channel	quality.	PEH-QoS	contains	an	aggregation	module
(PASS)	that	selects	the	optimal	number	of	aggregated	packets	based	on	the	energy	level	of
the	 node	 and	 the	 number	 of	 buffered	 packets.	 The	 PASS	 module	 can	 be	 enhanced	 by
considering	more	 sophisticated	aggregation	 schemes,	which	may	be	based	on	 fuzzy	 logic
and	swarm	intelligent	techniques	[75].

The	design	of	efficient	 schemes	 to	exploit	energy	harvesting	capabilities	 in	WBANs	 is
the	 key	 to	 autonomous	 and	 flexible	mHealth	 platforms,	 able	 to	 revolutionize	 health	 care
delivery.	 This	 chapter	 presented	 some	 first	 results,	 showing	 substantial	 improvements	 in
performance,	 reliability	 and	 energy	 efficiency	 and	 stressing	 the	 need	 for	 further
enhancements,	possibly	with	the	use	of	software	computing	techniques.
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10.1		Introduction
With	the	growth	in	technology,	networks	are	continuously	evolving	and	increasing	in	size
and	 complexity.	 Internet	 and	World	Wide	Web	networks	provide	 a	 platform	where	users
connect	 to	 other	 users	 for	 an	 extensive	 exchange	 of	 information.	 Such	 networks	 are
becoming	more	complex	with	their	rapid	growth.	Additions	of	more	nodes	and	links	have
increased	the	complexity	further.

Various	network	models	are	suggested	to	analyze	the	growth	patterns	and	complex	nature
of	 the	 networks	 [2].	 Average	 path	 length	 (APL)	 and	 clustering	 coefficient	 are	 important
parameters	 describing	 different	 complex	 network	 models.	 APL	 is	 defined	 as	 the	 mean
distance	between	any	pair	of	nodes	 in	 the	network	and	clustering	coefficient	 refers	 to	 the
fraction	of	the	pairs	of	neighbors	of	a	node	that	are	directly	connected	to	each	other.

Erd s	and	Rényi	(ER)	first	proposed	the	random	network	model	[1].	The	node	linkage	in
random	networks	follow	a	Poisson	distribution	and	every	pair	of	nodes	in	random	networks
is	 connected	 independently	with	 the	 same	 probability.	A	 random	 network	 does	 not	 show
clustering	 and	 has	 smaller	 APL	 values	 between	 two	 nodes	 [2].	 Real-world	 complex
networks	 do	 not	 entirely	 follow	 random	 network	models.	 Real-world	 complex	 networks,
have	the	properties	of	both	random	and	regular	networks	and	incorporate	small-world	and
scale-free	features	[2].

Watts	and	Strogatz	(WS)	developed	the	small-world	network	model	which	is	transformed
from	a	regular	network	model	by	rewiring	links	[3]	in	such	a	way	that	the	APL	of	the	WS
small-world	 network	 decreases	 and	 the	 clustering	 coefficient	 increases	 [2].	 The	 other
important	discovery	that	helped	in	the	understanding	of	complex	networks	is	the	scale-free
model	[2].

Barabási	and	Albert	[4]	proposed	a	model	where	most	of	the	nodes	in	the	network	have
only	a	few	edges	and	a	small	fraction	of	nodes	have	large	numbers	of	edges.	The	scale-free
model	is	more	inhomogeneous	than	the	random	network	and	the	small-world	models	which
are	 homogeneous	 in	 degree	 distribution	 [2].	 The	 scale-free	 model	 shares	 most	 of	 the
characteristics	 of	 real-world	 networks	 [2].	 To	 understand	 the	 properties	 of	 a	 complex
network	such	as	complexity,	 robustness,	and	growth	pattern,	 it	 is	 important	 to	understand
the	 variations	 of	 those	 properties	with	 the	 parameters	 of	 a	 network.	Network	 parameters
include	 degree	 of	 a	 node,	 link	 or	 edges,	 connectivity	 of	 a	 node,	 centrality	 of	 a	 node,
clusters,	 cycles,	 and	 loops	 in	 social	 networks,	 topology	 configurations,	 and	 adjacency
matrices.	The	variation	of	network	properties	among	complex	network	models	was	studied
using	entropy.

Entropy	 of	 a	 network	 considers	 network	 parameters	 to	 create	 a	 probability	 metric	 to
analyze	 complex	 networks.	 The	 metric	 assigns	 probability	 to	 each	 network	 state	 and	 an
average	amount	of	information	is	collected	from	all	the	states	to	reveal	the	overall	network
behavior.	 The	 state	 defines	 the	 behavior	 of	 each	 node	 or	 link	 in	 a	 network.	 The	 entropy
definition	[5]	given	by	Shannon	describes	entropy	as	the	measure	of	the	average	amount	of



information	that	can	be	extracted	from	a	message	transmitted	from	a	source.	According	to
information	theory,	the	amount	of	information	retrieved	from	a	message	that	has	a	higher
probability	of	occurrence	is	less	than	the	amount	of	information	retrieved	from	a	message
that	has	a	lower	probability	of	occurrence.	Therefore,	self	information	of	a	message	I(·)	and
is	defined	as	a	logarithmic	function	of	p	(·)	as	 .	Thus,	the	average	amount	of

information	given	by	entropy	H	 (·)	 is	defined	as	H	 (·)	=	−Σp(·)log(p(·)).	Using	Shannon’s
entropy	definition,	we	see	that	equiprobable	events	correspond	to	maximum	uncertainty	in
the	system.

Shannon’s	definition	of	 entropy	can	be	 extended	 to	 analyze	network	 entropy	by	 taking
probability	of	occurrence	p	(·)	of	a	message	from	a	source	as	the	probability	of	occurrence	p
(·)	of	a	parameter.	Thus,	an	average	amount	of	information	about	a	network	is	obtained	by
the	 probability	 of	 occurrence	 of	 a	 network	 parameter.	 The	 entropy	measure	 is	 helpful	 in
analyzing	properties	such	as	heterogeneity,	connectivity,	centrality,	 formation	of	clusters,
cycles	in	a	network,	and	the	evolution	of	a	network	over	time.	Entropy	is	also	a	measure	of
complexity	of	a	network	ensemble	[6].

The	objective	of	 this	 chapter	 is	 to	 summarize	 some	of	 the	 existing	 entropy	definitions
used	 to	 explain	 properties	 of	 complex	 networks	 and	 a	 new	 entropy	measure	 is	 proposed
based	on	the	variations	in	link	lengths	in	a	network.	In	Section	10.2,	each	entropy	definition
is	used	to	analyze	the	variation	in	the	corresponding	network	parameter	to	explain	network
properties.	 In	 Section	 10.3,	 a	 new	 definition	 is	 proposed	 by	 which	 entropy	 of	 complex
networks	 can	 be	 calculated	 by	 taking	 state	 to	 be	 the	 length	 of	 a	 link	 in	 the	 network.	 In
Section	10.4,	a	comparison	is	made	among	all	 the	entropy	definitions	of	Section	10.2	and
computational	 time	complexity	 in	estimating	entropy	 is	calculated	 for	each	case.	Finally,
Section	10.5	concludes	this	chapter.

10.2		Review	of	Existing	Strategies
Some	existing	entropy	definitions	based	on	different	parameters	are	discussed	here.	Each
entropy	definition	explains	certain	unique	features	of	complex	networks	depending	on	the
parameter.	 Entropy	 of	 a	 network	 is	 measured	 based	 on	 nodal	 degree	 [7]–[9],	 topology
configuration	[10],	connectivity	 [11],	centrality	 [12],	clustering	[13],	number	of	cycles	or
loops	 [15],	 automorphism	 partition	 [16],	 and	 navigation	 [17].	 Entropy	 based	 on	 nodal
degree	is	categorized	as	entropy	of	degree	sequence	[7]	and	entropy	of	degree	distribution
[8].

10.2.1		Entropy	Based	on	Nodal	Degree
Degree	method	 to	determine	 entropy	 is	 useful	 for	measuring	heterogeneity	which	 in	 turn



determines	 the	 robustness	 of	 a	 network.	Heterogeneity	 is	 determined	 by	 observing	 nodal
degrees	 in	a	network.	 If	all	 the	nodes	have	equal	degree,	 the	network	 is	homogeneous.	A
slight	 deviation	 of	 a	 few	 nodes	 introduces	 heterogeneity	 in	 the	 network.	 The	 extent	 of
deviation	from	homogeneous	nature	is	determined	by	calculating	entropy	and	thus	provides
an	 effective	way	 to	 understand	 the	 vulnerability	 of	 a	 network	 in	 case	 of	 possible	 link	 or
node	failure.	Entropy	based	on	degree	is	defined	as:

   

(10.1)

where	p	(k)	refers	to	the	probability	of	fraction	of	nodes	having	degree	k	or	 the	degree	of

the	kth	node.
Based	 on	 how	 p	 (k)	 can	 be	 estimated,	 nodal	 degree	 entropy	 can	 be	 classified	 as:	 (a)

entropy	of	degree	sequence	or	(b)	entropy	of	degree	distribution.

10.2.1.1		Entropy	of	Degree	Sequence

In	entropy	of	degree	sequence,	the	probability	p	(k)	of	the	kth	node	is	directly	proportional
to	its	number	of	links.	p	(k)	is	defined	as:

(10.2)

where	d	(k)	is	degree	of	kth	node	in	an	N	node	network.	Entropy	of	degree	sequence	is	useful
for	measuring	heterogeneity	in	scale-free	networks.	Entropy	is	maximum	for	homogeneous
or	regular	networks,	where	 ;	therefore,	Hmax	=	ln	N.	Entropy	is	minimum	for	the

most	heterogeneous	networks	where	
 

	[7].

FIGURE	10.1:		Degree	sequence-based	entropy

In	 Figure	 10.1,	 entropy	 of	 the	 network	 is	



          ,	 whereas,	 if	 degree	 is	 equally

distributed	 among	 all	 the	 nodes	 in	 the	 network,	 we	 achieve	 maximum	 entropy	 which	 is
Hmax	=	1.95	using	Equation	(10.1)	and	Equation	(10.2).	The	deviation	of	the	network	from
the	maximum	entropy	tells	us	the	amount	of	heterogeneity	present.

Heterogeneity	 in	 scale-free	 networks	 is	 measured	 by	 evaluating	 normalized	 network
structure	entropy	(NNSE)	as	described	in	Equation	(10.3)	[7].

   
(10.3)

When	NNSE	=	1,	a	network	is	the	most	homogeneous	as	entropy	is	maximum.	NNSE	value
decreases	 as	 network	 becomes	 heterogeneous	 and	 entropy	 decreases	 from	 its	 maximum
value.

Scale-free	networks	with	varying	sizes	are	compared	on	the	basis	of	NNSE	value.	These

networks	 follow	 a	 power	 law	 distribution	 of	 the	 form	 p(k)	 =	 ck−α,	 where,	 p	 (k)	 is	 the
fraction	of	nodes	having	degree	k.	Degrees	of	all	nodes	are	arranged	in	decreasing	order	to
obtain	a	degree	sequence.	With	the	help	of	probability	distribution	of	scale-free	networks,	a
relation	is	obtained	between	a	particular	degree	d	and	the	rank	of	that	degree	in	the	degree
sequence.

Suppose	d	=	f	(r)	is	the	relationship	between	degree	and	rank	in	the	sequence.	The	rank
function	obtained	is	 then	substituted	 in	place	of	degree	d	 in	Equation	(10.2)	 to	obtain	 the
expression	of	entropy	for	scale-free	networks.	The	obtained	entropy	function	is	dependent
on	the	scaling	exponent	and	minimum	degree	of	the	network.	By	keeping	N	and	minimum
degree	fixed,	the	entropy	of	scale-free	networks	is	minimum	when	α	≈	1.7	at	which	scale-
free	networks	reach	maximum	heterogeneity.	Also	for	α	>	2,	entropy	of	scale-free	networks
becomes	independent	of	the	minimum	degree	of	the	network	[7].

10.2.1.2		Entropy	of	Degree	Distribution
Entropy	of	 degree	distribution	 [8]	 is	 useful	 for	 understanding	 heterogeneity	 in	 scale-free
networks;	p	(k)	is	expressed	as	follows:

(10.4)

where	p	(k)	is	the	probability	of	the	number	of	nodes	having	degree	k,	is	the	scaling	factor
and	c	is	a	constant.	Entropy	of	degree	distribution	is	used	to	measure	the	robustness	of	the
network.	 Since	 scale-free	 networks	 follow	 the	 power	 law	 degree	 distribution	 probability
function	 as	 given	 in	 Equation	 (10.4),	 a	 large	 fraction	 of	 nodes	 have	 smaller	 degrees	 as
compared	 to	 a	 small	 fraction	 of	 nodes	 having	 greater	 degrees,	 thus	 introducing
heterogeneity	 in	 scale-free	 networks.	 Heterogeneity	 in	 scale-free	 networks	 makes	 them



more	robust	to	random	attacks.
The	optimal	entropy	of	the	network	is	achieved	using	the	entropy	of	degree	distribution

method	 and	 percolation	 theory	 [18]	 to	 study	 robustness	 by	 random	 node	 removal.	Using
percolation	 theory,	 the	 threshold	 value	 at	 which	 the	 network	 disintegrates	 on	 randomly
removing	nodes	from	the	network	is	determined.	A	relationship	has	been	derived	between
entropy	of	degree	distribution	and	network	threshold	value	[8]	under	random	node	removal.
For	 different	 average	degree	k,	 network	 threshold	value	 increases	with	 entropy	of	 degree
distribution.	 Therefore,	 entropy	 of	 degree	 distribution	 is	 an	 effective	 way	 to	 measure
robustness	of	a	network.

Degree-based	entropy	analysis	is	also	used	to	explain	evolution	of	networks	over	time	as
discussed	later	in	this	chapter.

10.2.2		Entropy	Based	on	Topology	Configuration
Entropy	 based	 on	 topology	 configuration	 [10]	 measures	 entropy	 variations	 across	 an
ensemble	 of	 network	 configurations	 for	 the	 Erd s	 Rényi	 (ER)	 network	model.	 Different
configurations	are	obtained	by	changing	the	network	size	N	and	link	probability	p.	 If	N	 is
the	 total	number	of	nodes	 in	 the	network,	 the	maximum	number	of	 links	 in	a	network	 is	

.	Entropy	measure	based	on	topology	configuration	is	defined	as:

(10.5)

where	M	 is	 the	maximum	number	 of	 links	 present	 in	 an	N	 node	 network,	 k	 is	 the	 actual

number	 of	 links	 present	 in	 the	 configuration,	 and	 p	 (k)	 is	 the	 probability	 of	 the	 kth

configuration	state.	p	(k)	is	defined	as:

(10.6)

On	further	simplifying	Equation	(10.5)	for	an	ER	random	network	model	where	M	→	∞	as
N	→	∞,	topology	entropy	is	obtained	as:

(10.7)



Entropy	values	vary	significantly	across	different	network	configurations.	For	a	particular
value	of	N,	maximum	entropy	is	achieved	when	p	=	0.5	and	minimum	entropy	is	obtained
for	p	 =	 0	 and	p	 =	 1	 using	Equation	(10.6).	The	maximum	entropy	value	 increases	 as	 the
number	of	nodes	 in	 the	 topology	 increases.	Topology	of	a	network	plays	a	crucial	 role	 in
determining	 the	 behavior	 or	 growth	 pattern	 based	 on	 the	 change	 in	 configuration	 of	 a
complex	 network.	 Thus,	 topology	 entropy	 explains	 the	 dynamics	 of	 a	 network	 as	 the
entropy	 value	 varies	 significantly	 across	 different	 random	 network	 models	 with	 varying
numbers	of	nodes.

Topology-based	entropy	has	many	applications	in	mobile	ad-hoc	networks	(MANETs).	A
MANET	 is	 a	 wireless	 network	 where	 every	 node	 is	 free	 to	 move	 independently	 in	 any
direction	 giving	 rise	 to	 topologies	 which	 are	 dynamically	 changing.	 In	 [19],	 topological
entropy	is	measured	in	a	MANET,	where	a	mobility	metric-based	entropy	is	calculated	to
ensure	node	connectivity.

Since	 nodes	 are	 continuously	 moving,	 mobility	 should	 be	 a	 measure	 of	 topological
change.	 Here	 node	 mobility	 is	 described	 based	 on	 the	 random	 walk	 mobility	 model
(RWMM)	following	a	Markov	process.	Uncertainty	in	node	movement	creates	uncertainty
in	the	topology	and	is	called	topological	uncertainty.

Connectivity	in	MANETs	is	determined	by	collecting	past	information	about	topological
changes	 using	 finite	 L-block	 approximation	 [19]	 to	 create	 a	 mobility	 metric	 to	 predict
future	 changes	 in	 topology.	 L-block	 represents	 the	 L	 consecutive	 topological	 changing
states	of	 the	network.	Thus,	 the	metric	determines	 the	minimum	information	or	overhead
required	by	the	connectivity	service	to	measure	node	mobility.

In	 a	way,	 the	 connectivity	 service	 is	 bounded	 by	 node	mobility	 factors	 for	 estimating
entropy	based	on	topological	change.	By	correctly	identifying	the	topological	change	using
the	proposed	mobility	metric,	node	connectivity	 is	 ensured	and	 thus	allows	packets	 to	be
routed	 through	 these	nodes	 from	 source	 to	 destination.	Therefore,	 identifying	 topological
uncertainty	 is	 important	 for	 correct	 routing	 of	 packets	 in	 a	 network	where	 the	 nodes	 are
mobile.



FIGURE	10.2:		ER	random	network	configurations:	(a)	network	with	link	probability	p	=
0.5	and	(b)	network	with	link	probability	p	=	0.1

In	Figure	10.2(a)	and	Equation	(10.7),	N	=	6,	therefore,	 .	Entropy	of	the
ER	network	in	Figure	10.2(a)	is	maximum	with	p	=	0.5	and	is	equal	to	15,	whereas	entropy
decreases	 in	 Figure	 10.2(b)	 with	 p	 =	 0.1	 and	 is	 equal	 to	 7.035	 using	 Equation	 (10.7).
Variation	 in	 the	 growth	 pattern	 of	 links	 based	 upon	 the	 link	 probability	 of	 a	 particular
configuration	is	described	in	the	example	keeping	N	fixed	as	shown	in	Figure	10.2.	Entropy
of	the	network	is	less	in	a	network	with	smaller	link	probability	and	entropy	is	maximum	in
the	case	of	maximum	uncertainty	in	link	connection.	Moreover,	when	the	growth	involves
nodes,	topology	entropy	increases	as	the	number	of	nodes	increases.

10.2.3		Network	Connectivity	Entropy
Network	connectivity	is	determined	by	the	minimal	number	of	components	required	for	the
network	 to	 be	 connected.	 According	 to	 degree-based	 entropy	 definition	 as	 described	 in
Section	10.2.1,	probability	of	isolated	nodes	is	zero	since	they	have	no	degrees,	 therefore,
these	nodes	do	not	contribute	to	network	entropy.	Network	connectivity	entropy	[11]	 takes
into	 account	 isolated	 nodes	 in	 the	 network.	 Thus,	 connectivity	 entropy	 is	 an	 effective
measure	 to	 compare	 reliability	 between	 disconnected	 networks.	 Comparing	 reliability	 is
important	 to	 indicate	which	 network	 is	more	 effective	 for	 exchange	 of	 information	 from
source	 to	 the	 correct	 destination	 in	 an	 appropriate	 time.	Network	 connectivity	 entropy	 is
given	as	follows:

 

(10.8)

where	N	is	total	number	of	nodes	in	a	network	graph	G	and	n	is	the	number	of	connectivity

sub-graphs	in	a	network	such	that	(1	 	n	 	N).	p(k)	is	the	probability	of	the	kth	connectivity

sub-graph	and	depends	on	the	number	of	nodes	present	in	the	kth	sub-graph	represented	by
nk.	Number	of	nodes	present	in	a	connectivity	sub-graph	determines	the	importance	of	the
sub-graph.	p	(k)	is	given	as:

(10.9)

Breakdown	of	 links	or	 edges	 in	 a	network	can	create	 sub-graphs	or	 isolated	nodes.	Thus,
calculating	entropy	based	on	degree	 is	not	 an	effective	measure	of	 information	of	 all	 the
nodes	present	 in	a	network.	Network	connectivity	entropy	overcomes	 such	 limitation	and



measures	 the	 entropy	 of	 disconnected	 networks	 and	 calculates	 connectivity	 reliability	 as
given	in	the	following	equation.

 

 

(10.10)

According	to	this	equation,	maximum	connectivity	entropy	is	achieved	when	all	nodes	are
isolated	or	when	all	links	are	removed.	Therefore,	Hmax	=	ln	n,	and	reliability	is	minimum
(R	 =	 0)	 for	H	 =	Hmax.	 Hmin	 =	 0	 is	 the	 minimum	 entropy	 of	 a	 connected	 graph	 and	 the
connectivity	reliability	is	maximum	(R	=	1)	when	H	=	Hmin.

In	 Figure	 10.3(a),	 H	 =	 0,	 R	 =	 1.	 In	 Figure	 10.3(b),	

            	 R	 =	 0:59.	 In	 Figure	 10.3(c),	

            	 R	 =	 0.64.	 The	 entropy	 of	 each	 network

configuration	 is	 calculated	 using	 Equation	 (10.8)	 and	 Equation	 (10.9).	 Reliability	 is
calculated	using	Equation	(10.10),	 and	 is	maximum	for	 a	 connected	network	as	 shown	 in
Figure	 10.3(a).	 Thus,	 in	 disconnected	 networks	 as	 shown	 in	 Figure	 10.3(b)	 and	 Figure
10.3(c),	 connectivity	 reliability	 decreases	 from	 the	maximum	 and	 is	 easily	 compared	 to
determine	a	more	reliable	network.

Network	connectivity	entropy	measures	 the	degree	of	connectivity	of	each	node	or	 link
when	the	removal	of	links	creates	sub-graphs	or	may	even	create	isolated	nodes.	A	change
in	the	network	connectivity	entropy	on	the	creation	of	an	isolated	node	is	a	measure	of	that
node’s	connectivity	in	the	network.	Removal	of	a	link	from	a	lower	density	network	causes
greater	change	in	connectivity	entropy	as	compared	to	a	highly	dense	network.

FIGURE	10.3:		Connectivity	entropy:	(a)	connected	network,	(b)	disconnected	network,	and



(c)	disconnected	network	with	isolated	node

If	the	number	of	links	in	a	partially	or	fully	connected	network	are	reduced,	connectivity
entropy	 increases	 or	 may	 even	 remain	 the	 same	 when	 no	 subgraphs	 are	 created	 on	 the
removal	 of	 a	 link	 and	 the	maxima	 is	 achieved	when	 all	 nodes	 become	 isolated.	 In	 other
words,	 if	we	 start	 adding	 links	 to	a	network	with	all	 isolated	nodes,	 connectivity	entropy
decreases	or	may	remain	the	same	and	the	minima	is	achieved	when	the	network	becomes
connected.

10.2.4		Network	Centrality	Entropy
Centrality	 refers	 to	 the	 importance	 of	 a	 node	 in	 the	 network.	Network	 centrality	 entropy
[12]	measures	average	information	of	the	most	important	node.	It	measures	heterogeneity
in	 complex	 networks	 with	 respect	 to	 the	 number	 of	 shortest	 paths	 from	 a	 node	 in	 a
bidirectional	network.	Centrality	entropy	is	given	as:

(10.11)

where	p	(ki)	is	given	as	in	Equation	(10.12).

     

(10.12)

where	ki	refers	to	the	i
th	node,	spaths	(ki)	represents	number	of	shortest	paths	from	ki	to	all

other	nodes	in	the	network	graph	and	spaths	(k1,	k2,	k3,	…,	kM)	represents	total	number	of
shortest	paths	in	a	network	graph.

In	Figure	10.4,	each	node	is	separated	from	its	adjacent	node	by	a	unit	distance	and	node
3	acts	as	 the	most	central	node	as	 it	has	 the	highest	centrality	value	given	 in	Table	 10.1.
Entropy	 of	 the	 network	 is	 equal	 to	 1.456	 using	 Equation	 (10.11).	 Maximum	 centrality
entropy	is	obtained	in	a	fully	connected	network	since	each	node	can	be	reached	by	other
nodes	by	the	same	number	of	shortest	paths;	therefore,	all	the	nodes	share	equal	importance
in	 the	network.	The	maximum	entropy	Hmax	=	 log2	N	 =	 1.946	 is	 obtained	when	 all	 the	 7
nodes	are	equally	important.



FIGURE	10.4:		Centrality	entropy

Centrality	entropy	is	a	measure	of	path	distribution	commonly	used	in	social	networks	to
quantify	the	influence	of	a	specific	node	over	other	nodes	in	a	network.	Centrality	of	a	node
depends	on	location	which	determines	the	number	of	its	shortest	paths.	The	more	shortest
paths	through	that	node,	the	higher	the	probability	of	occurrence	of	that	node.	Uncertainty
of	that	node	decreases	with	higher	probability,	and	such	nodes	have	a	greater	impact	on	the
network.

If	all	the	nodes	are	equally	important	as	in	the	case	of	fully	connected	networks,	removal
of	 any	 node	 causes	 same	 effect	 on	 entropy.	 In	 a	 partially	 connected	 network	 with
heterogeneous	 path	 distributions,	 if	 any	 node	 connected	 to	 the	 network	 is	 such	 that	 its
removal	 considerably	 reduces	 the	 shortest	 paths	 of	 other	 nodes	 in	 the	 network,	 the
centrality	entropy	decreases	to	a	greater	extent.	Therefore,	centrality	entropy	is	maximum
for	 a	 fully	 connected	 network	 and	 decreases	 for	 a	 partially	 connected	 network	 with
heterogeneous	 path	 distribution.	 The	 basic	 idea	 is	 to	 find	 nodes	 in	 a	 network	which	will
produce	largest	change	in	centrality	entropy	when	removed.

TABLE	10.1:	Centrality	Values	for	Network	Shown	in	Figure	10.4

Node	Number Centrality	Value
1 0.0417

2 0.0417

3 0.3988

4 0.1190

5 0.2619

6 0.0833

7 0.0536

10.2.5		Clustering	Entropy
Clustering	is	a	technique	by	which	nodes	group	to	form	a	cluster	so	that	nodes	in	the	same
cluster	share	similar	properties	as	compared	to	nodes	in	other	clusters.	Clustering	entropy
[13]	measures	 the	degree	of	 similarity	 among	nodes	 in	 the	 cluster.	An	optimal	 cluster	 is
found	using	an	entropy-based	clustering	algorithm.	To	obtain	the	optimal	cluster,	a	random
seed	node	is	chosen	from	a	network	and	a	cluster	is	formed	using	the	chosen	node	and	all	its
neighbors.	Next,	entropy	of	the	cluster	is	calculated	and	the	process	is	iteratively	repeated



until	and	unless	a	cluster	with	minimal	entropy	is	obtained	each	time	by	the	removal	and
addition	of	nodes	to	the	cluster	boundary.	An	optimal	cluster	has	minimum	cluster	entropy.
The	whole	process	is	repeatedly	performed	until	all	the	nodes	have	been	clustered.

To	describe	the	entropy	of	a	cluster,	a	cluster	G′	containing	a	random	seed	node	and	all
its	neighbors	is	selected	from	a	network	G.	The	inner	links	have	links	from	node	k	to	other

nodes	in	G′	and	outer	links	have	links	from	a	node	k	to	other	nodes	in	G	excluding	the	nodes

in	G′.	Clustering	entropy	is	given	as	follows:

(10.13)

where	H	(G)	refers	to	the	network	clustering	entropy	and	H(k)	refers	to	the	nodal	entropy.	H
(k)	is	defined	as:

(10.14)

where	pi(k)	 refers	 to	 the	probability	 that	a	node	k	has	 (inner)	 links	only	with	other	nodes
inside	the	cluster.	po(k)	refers	to	the	probability	that	a	node	k	has	(outer)	links	with	nodes
not	in	the	cluster.	pi	(k)	and	po	(k)	is	given	below.

(10.15)

(10.16)

In	Equation	(10.15),	n	is	the	number	of	inner	links	of	a	node	k	and	N	(k)	refers	to	the	total

number	of	neighboring	nodes	of	the	kth	node	in	a	network	G.

Figure	10.5(a)	illustrates	a	cluster	G′	containing	vertices	{1,	2,	3,	4,	5},	where,	vertices
{1,	2,	3,	4}	have	all	inner	links.	Therefore,	pi	(1)	=	pi	(2)	=	pi	(3)	=	pi	(4)	=	1,	which	makes
vertex	entropy	of	nodes	{1,	2,	3,	4}	to	be	zero	using	Equation	(10.10).	Vertex	5	has	 links
inside	and	outside	the	cluster,	thus	pi	(5)	=	0.80,	po	(5)	=	0.20	using	Equation	(10.11)	and
Equation	(10.12).	Using	Equation	(10.9),	we	can	obtain	H	(5)	=	0.722,	H	(6)	=	1.	Therefore,
H	(G)	=	H	(5)	+	H	(6)	=	1.722	whereas	entropy	of	network	graph	in	Figure	10.5(b)	is	H	(G)
=	H	 (4)	+	H	 (5)	=	1.918.	Thus,	network	entropy	 in	Figure	10.5(b)	 increases	 due	 to	 lower



intra-connections	among	the	nodes	in	the	cluster.

FIGURE	10.5:		Cluster	entropy	[13]

Clustering	entropy	is	used	 to	study	cluster	quality	of	a	network.	High	cluster	quality	 is
achieved	by	determining	an	optimal	cluster	with	minimum	entropy	which	depends	on	 the
types	 of	 intra-connections	 among	 the	 nodes	 belonging	 to	 the	 same	 cluster	 and
interconnections	with	nodes	outside	the	cluster.	Strong	intra-connections	between	the	nodes
in	 the	 cluster	 lead	 to	 higher	 cluster	 quality	 and	 vice	 versa.	 Thus,	 clustering	 entropy	 is	 a
qualitative	measure	for	analyzing	communities	in	social	networks.

10.2.6		Entropy	Based	on	Number	of	Cycles	and	Loops
Cycles	and	 loops	are	 integral	parts	of	 social	networks.	Friendship	networks,	 for	example,
employ	 loops	 to	 study	 how	many	 neighbors	 of	 a	 node	 are	 also	 neighbors	 of	 each	 other.
Degree-based	 entropy	 cannot	 be	 used	 to	 classify	 such	 networks	 [14].	 Cycles	 provide
feedback	paths	for	such	networks	[15].	The	more	cycles	in	a	network,	the	more	connected	it
is.	Cyclic	entropy	measures	the	storing	ability	of	cycles	in	a	network.	Entropy	variation	has
been	 studied	 across	 different	 types	 of	 networks	 (random,	 scale-free,	 and	 small-world)	 to
calculate	and	compare	minimum,	maximum,	and	optimum	entropies.	Entropy	measurement
based	on	number	of	cycles	is	calculated	as:

(10.17)

where	p(k)	is	the	probability	of	finding	a	cycle	of	length	k	and	the	state	of	the	network	is
taken	as	number	of	cycles	of	length	k	in	the	network.	Cyclic	entropy	in	Figure	10.6	is	equal
to	1.37	using	Equation	(10.17).

In	[15],	cyclic-based	entropy	analysis	is	compared	with	degree-based	entropy	analysis	for



a	 real-world	 complex	 network,	 random	 network,	 small-world	 network,	 and	 scale-free
network.	Cyclic	 entropy	was	 calculated	 for	 each	 network	with	 varying	 sizes.	 The	 results
showed	that	the	plot	of	both	real	and	random	networks	had	smaller	variation	with	respect	to
the	network	size	but	the	cyclic	entropy	values	for	a	real	network	were	closer	to	small-world
network	values	when	 the	network	was	 small.	The	 small-world	network	had	 the	minimum
cyclic	entropy	if	the	network	size	was	150.	Maximum	entropy	was	found	in	the	scale-free
networks	 where	 the	 cyclic	 entropy	 varied	 significantly	 with	 the	 network	 size.	 Thus,	 the
scale-free	model	is	said	to	be	more	robust	because	of	its	large	cyclic	entropy.	With	degree-
based	entropy,	the	variation	of	degree	entropy	for	a	real	network	is	closer	to	the	scale-free
network	with	varying	network	sizes.

FIGURE	10.6:		Partially	connected	cyclic	network

In	[20],	by	applying	certain	cyclic	optimization	algorithm	in	the	case	of	a	directed	cyclic
network,	 all	 the	 networks	 evolved	 to	 same	 optimal	 type	 which	 is	 a	 random	 network
although	the	networks	varied	in	size.	Therefore,	the	random	network	is	said	to	achieve	the
best	equilibrium	state	in	social	networks.

10.2.7		Navigation	Entropy
Navigation	 entropy	 [17]	 is	 used	 to	 measure	 complexity	 or	 randomness	 of	 a	 complex
network.	Navigability	determines	possible	paths	between	a	pair	of	nodes	and	 thus	models
the	 structure	 of	 a	 network.	 It	 gives	 information	 about	 shortest	 routing	 paths.	 Navigation
entropy	helps	in	determining	a	routing	scheme	which	establishes	shortest	routing	paths.	A
random	walk	is	performed	from	each	node	and	entropy	is	computed	for	each	node.	Average
entropy	across	all	nodes	is	calculated	to	reveal	network	complexity.	Navigation	entropy	is
given	below.

(10.18)



(10.19)

where	H	(ki)	is	navigation	entropy	of	the	i
th	node,	and	H(G)	is	average	navigation	entropy	of

the	 network	G	 with	N	 nodes.	 In	 Equation	 (10.18),	 p(kij)	 is	 the	 probability	 that	 node	 i	 is
linked	to	node	j	and	can	be	obtained	as	follows:

(10.20)

where	δi	=	Σj	Aij,	is	a	possible	number	of	out-links	for	a	given	node	i	and	A	is	considered	an
N	×	N	adjacency	matrix	of	a	graph	G	with	N	nodes	where	Aij	=	1	if	there	is	a	link	between	i

and	j;	otherwise	Aij	=	0.	If	we	take	A(0)	=	A	as	 the	original	adjacent	matrix,	 the	 ith	 step	of

reachability	matrix	 is	A(i)	 =	A(i−1)	×	A.	 Navigation	 entropy	 of	 the	 ith	 step	 of	 reachability
matrix	is	given	below.

(10.21)

A	node	i	has	δi	choices	to	route	a	message	to	the	next	node.	Using	a	deterministic	routing
scheme,	 one	 of	 the	 out-links	 is	 chosen	 and	 one-step	 entropy	 of	 the	 network	 is	 estimated

using	Equation	(10.21).	In	a	random	routing	scheme,	A(k)	and	δ(k)	represent	the	reachability
and	degree	of	the	ith	node	after	k	−	1	steps,	where	A(k)(i,	j)	represents	the	number	of	paths

from	node	i	to	node	j	at	the	kth	step.	Therefore,	navigation	entropy	is	maximum	when	there
are	more	choices	or	more	uncertainties	in	choosing	the	outgoing	link	to	the	next	node.	Thus,
a	fully	connected	graph	has	the	maximum	navigation	entropy.

FIGURE	10.7:		Navigation	entropy:	(a)	line	network	and	(b)	star	network



In	the	directed	line	network	shown	in	Figure	10.7(a),	each	node	has	only	one	outgoing	and
one	incoming	link;	therefore	H	(G)	=	0	using	Equations	(10.18),	(10.19),	and	(10.20).	Thus,
no	information	is	needed	to	route	the	message	to	the	next	node	since	only	one	outgoing	link
is	available.	In	Figure	10.7(b),	node	1	has	six	outgoing	links,	which	makes	H	(G)	=	H	(1)	=
0.298.

A	directed	line	or	ring	network	has	the	smallest	navigation	entropy	H	(G)	since	the	nodes
have	 only	 one	 possible	 path	 for	 exchanging	 information.	 This	 property	 makes	 a	 ring
network	highly	structured.	Navigation	entropy	is	maximum	where	a	node	reaches	any	other
node	in	the	graph	with	equal	probability.	This	method	is	used	for	structure	analysis	of	real-
world	networks.

10.2.8		Entropy	Based	on	Automorphism	Partition
Degree-based	 entropy	 measurement	 is	 successful	 in	 measuring	 the	 heterogeneity	 of	 a
network.	 However,	 it	 cannot	 differentiate	 between	 nodes	 with	 the	 same	 degree.	 In	 [16],
automorphism	partition	 is	 done	 to	 differentiate	 nodes	with	 equal	 degrees.	Nodes	 in	 each
partition	group	have	the	same	degree,	clustering	coefficient,	number	of	cycles	which	pass
through	the	node	and	length	of	the	longest	path	starting	from	the	node.	Thus,	automorphism
partition	 is	 a	 finer	 partition	method	 than	 the	 degree-based	 approach	where	 the	 nodes	 are
only	 differentiated	 with	 respect	 to	 degree.	 Entropy	 based	 on	 automorphism	 partition	 is
given	as	follows:

 

 

(10.22)

where	p(k)	is	the	probability	that	the	vertex	belongs	to	Vk	of	the	automorphism	partition	P	=
{V1,	V2,	…,	Vk}	and	p	(k)	is	calculated	using	the	following	equation.

(10.23)

where	|Vk|	represents	the	number	of	nodes	in	the	kth	partition	and	N	is	the	total	number	of
nodes	in	the	network.



FIGURE	10.8:		Entropy	based	on	automorphism	partition	[16]

In	Figure	10.8,	automorphism	partition	of	the	network	is	shown	as	P	=	{3,	6},	{7,	8},	{1,	2,
4,	5},	such	that	nodes	in	each	partition	are	structurally	equivalent.	Entropy	of	the	network	is
equal	to	1.039	when	using	Equation	(10.22)	and	Equation	(10.23),	whereas,	Hmax	=	log	N	=
2.079.	Maximum	 entropy	 corresponds	 to	 asymmetric	 networks	 and	minimum	 entropy	 is
found	in	transitive	networks.	Transitive	networks	are	entirely	homogeneous	structure.

Various	real-world	networks	were	studied	by	measuring	entropy	based	on	automorphism
partition	and	a	comparison	made	with	the	degree-based	entropy	in	[16].	The	automorphism
partition	 calculated	 heterogeneity	 and	 complexity	 of	 a	 network	 more	 effectively	 and
accurately.

10.2.9		Entropy	as	Measure	of	Network	Evolution

10.2.9.1		Degree-Based	Entropy	as	Measure	of	Network	Evolution
Entropy	analysis	has	been	carried	out	to	determine	changes	in	node	and	link	connections	to
understand	the	evolution	of	small-world	networks	in	a	ring	structure	[9].	Experiments	were
done	 using	 the	Watts	 and	 Strogatz	 (WS)	 network	 model	 [3]	 to	 understand	 variations	 in
network	entropy.	To	understand	nodal	changes,	degree-based	entropy	definitions	were	 the
same	as	described	in	Equation	(10.1)	and	Equation	(10.2).	Entropy	increases	with	increase
in	disorder	and	becomes	maximum	when	all	probabilities	are	equal.

To	analyze	entropy	with	respect	to	changes	in	link	connections,	edges	in	a	ring	structure
were	randomly	rewired	with	probability	p	 and	changes	 in	network	entropy	were	observed
for	each	iteration	by	varying	p	and	varying	the	number	of	neighbor	nodes.	With	increasing
value	 of	 p,	 network	 entropy	 followed	 a	 U-shaped	 curve	 in	 the	 course	 of	 generation
processes	and	changes	in	numbers	of	neighbors	affect	the	rise	time	of	the	curve.

10.2.9.2		Robustness-Based	Entropy	as	Measure	of	Network	Evolution
Network	 evolution	 was	 studied	 using	 entropy	 as	 a	 measure	 by	 applying	 Darwinian
principles	 of	 variation	 and	 preferential	 selection	 [21].	 The	 addition	 of	 a	 new	 node	 to	 an
ancestral	network	generated	an	ensemble	of	networks	with	entropies	Hmin	=	H1	 	H2	…	 	HN

=	Hmax	such	that:

     

(10.24)

In	 Equation	 (10.24),	 δ(Hi)	 is	 the	 normalized	 entropy	 value	 of	 the	 ith	 network	 in	 the



ensemble	and	H	is	defined	based	upon	its	robustness	[21].
Selection	 decides	 which	 network	 is	 chosen	 among	 the	 ensemble.	 The	 probability	 of

selecting	the	network	is	given	as:

     

   

(10.25)

where	T	is	a	free	parameter	depending	on	environmental	conditions.
With	 a	 negative	 value	 of	 T,	 the	 network	 evolved	 to	 a	 regular	 network.	 For	 T	 =	 0,	 a

random	 network	 was	 obtained.	 For	 T	 ≥	 0,	 a	 scale-free	 network	 was	 obtained	 but	 as	 the
network	 size	 increased	 beyond	 a	 certain	 value,	 the	 network	 evolved	 to	 become	 a	 star
network	[21].

10.3		Link	Length	Variability	Entropy
In	Section	10.2,	we	studied	entropy	as	a	measure	of	degree	distribution,	changing	topology
configuration,	 connectivity	 centrality	 of	 node	 clusters,	 number	 of	 cycles	 and	 loops,	 node
navigability,	 and	 automorphism	 partition.	 The	 physical	 separation	 of	 neighboring	 nodes
affects	the	time	and	cost	of	information	transmission	and	it	is	thus	necessary	to	study	link
length	properties	in	networks.

The	 length	 of	 a	 link	 is	 an	 important	 parameter	 in	modeling.	 For	 example,	 in	wireless
mesh	networks,	 link	 length	determines	 the	spectral	 reuse	efficiency	of	a	network.	Single-
hop	systems	provide	lower	reuse	efficiency	than	multi-hop	networks	that	involve	multiple
nodes	 along	 a	 path	 from	 source	 to	 destination.	Distribution	 of	 link	 lengths	 varies	 among
network	types.

We	propose	a	new	metric	called	 link	 length	variability	entropy	(LLVE)	 to	measure	 the
variations	in	 link	lengths	utilized	in	various	network	types.	Regular	grid	networks,	small-
world	 networks,	 ER	 networks,	 scale-free	 networks,	 and	 spatial	 wireless	 networks	 were
analyzed.	Entropy	based	on	LLVE	is	calculated	below.

 

(10.26)

In	Equation	(10.26),	pij	 is	 the	 probability	 of	 variation	 of	 length	 of	 a	 link	 connecting	 two
adjacent	pairs	of	nodes	i	and	j	as	shown	below.



(10.27)

In	Equation	(10.27),	Lavg	is	average	link-length	of	the	network.	Dij	is	the	length	of	each	link
connecting	two	adjacent	nodes	i	and	j.	Figure	10.9	shows	the	entropy	variation	among	the
network	types.

FIGURE	10.9:		Entropy	based	on	link	length	variability

The	 regular	 grid	 network	 showed	 the	minimum	 entropy	 equal	 to	 zero.	All	 links	were	 of
equal	length,	showing	no	variation.	Maximum	variability	was	found	in	the	spatial	wireless
network.	 The	 order	 of	 entropy	 was	 regular	 network<	 small-world	 network	 <	 scale-free
network	 <	 ER	 network	 <	 spatial	 wireless	 network.	 In	 spatial	 networks,	 since	 the
information	exchange	between	the	nodes	is	limited	to	a	certain	range,	the	lengths	of	most	of
the	 links	 are	 same	 which	 means	 most	 of	 them	 have	 equal	 variations	 in	 link	 length
probability	as	given	in	Equation	(10.25).	Thus,	entropy	of	spatial	wireless	network	is	higher
than	entropy	of	other	networks.

Small-world	networks	performed	similarly	to	the	regular	network	since	the	small-world
network	has	 a	 few	nodes	 that	 create	 long-links	with	other	nodes	 in	 a	usual	grid	network.
Therefore,	 the	 presence	 of	 long-links	 showed	 a	 slight	 deviation	 in	 entropy	 from	 that	 of
regular	 grid	 network.	 A	 regular	 grid	 network	 has	 minimum	 entropy	 because	 there	 is	 no
variation	in	link	lengths	between	any	pair	of	nodes	in	the	network.



10.4		Comparison	of	Various	Entropy	Definitions
The	 characteristic,	 maximum	 and	 minimum	 entropy	 network,	 and	 time	 complexity	 for
estimating	entropy	are	compared	in	Table	10.2	for	the	definitions	discussed	in	Section	10.2.

10.5		Conclusion
Entropy	 is	 useful	 to	measure	 randomness	 in	 any	 system.	 Any	 changes	 in	 a	 system	 over
space	 or	 time	will	 change	 its	 entropy.	 In	 this	 chapter,	 various	 entropy	models	 have	 been
tested	 via	 Shannon’s	 entropy	 definition	 to	 understand	 different	 network	 properties.	 This
chapter	 also	 discusses	 the	 time	 complexity	 involved	 in	 the	 calculation	 of	 each	 entropy
model.

Attempts	 to	 measure	 the	 robustness,	 heterogeneity,	 connectivity,	 centrality,	 and	 other
network	properties	were	covered	by	different	entropy	models;	however,	more	work	must	be
done	to	understand	the	evolution	of	networks.

Link	length	variability	entropy	(LLVE)	reveals	behaviors	of	different	networks	based	on
the	lengths	of	links.	Length	of	a	link	affects	communication	between	two	nodes.	Thus,	the
new	probability	metric	defined	for	LLVE	discriminates	networks	based	on	variations	in	link
length.	Among	 the	network	models	 studied	 in	 this	 chapter,	 regular	grid	networks	 showed
minimum	entropy	and	 spatial	wireless	networks	 showed	maximum	entropy.	Thus,	 spatial
wireless	 networks	 showed	more	 variation	 in	 link	 lengths	 than	 regular	 grid	 networks	 that
showed	no	variation.

TABLE	10.2:	Qualitative	Comparison	of	Various	Entropy	Definitions
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11.1		Introduction
In	 recent	 decades,	 communication	 technology	 has	 undergone	 a	 revolution	 that	 changed
lifestyles	 all	 over	 the	 world.	 Far-flung	 people	 can	 share	 information	 via	 the	 Internet	 by
using	 several	 types	 of	 personal	 computers,	 smart	 phones,	 and	 other	 devices	 that	 are
connected	by	following	rules	and	regulations	known	as	protocols.

Protocols	are	specific	to	the	types	of	networks	they	control;	 the	networks	are	classified
broadly	 as	 wired	 and	 wireless.	 Wired	 networks	 have	 fixed	 infrastructures	 containing
dedicated	 servers,	 switches,	 and	 routers	 to	 support	 various	 user	 activities.	 Wireless
networks	generally	do	not	have	fixed	infrastructures.	Their	mobile	clients	are	connected	by
mobile	routers	and	access	points	(APs)	[1–9].

Technology	users	are	highly	mobile	and	 they	require	seamless	connectivity	from	wired
and	wireless	networks.	They	demand	fast	Internet	connections,	the	ability	to	communicate
wherever	they	are,	and	the	ability	to	find	immediate	help	in	case	of	an	emergency.	Wireless
networks	are	generally	classified	according	to	parameters	such	as	node	mobility,	topology
management,	and	applications.	The	main	classes	are:

•		Mobile	ad	hoc	networks	(MANETs)

•		Wireless	sensor	networks	(WSNs)

•		Vehicular	ad	hoc	networks	(VANETs)

VANETs	 have	 gained	 popularity	 because	 of	 their	 flexibility	 that	 allows	 them	 to	 provide
uninterrupted	 services	 to	 mobile	 users.	 Academia	 and	 industry	 have	 developed	 many
applications	for	VANETs	[10–13]	to	ensure	safety	and	comfort	of	passengers.

Vehicles	 are	 now	 equipped	 with	 sensors,	 software,	 and	 other	 equipment	 that	 allows
passengers	 to	 transfer	 receive	data	via	 remote	keyless	devices,	 personal	 digital	 assistants
(PDAs),	 laptop	 computers,	 and	 mobile	 phones.	 The	 integration	 of	 communication
technology	 in	 vehicles	 greatly	 enhances	 passenger	 safety.	 Various	 sensors	 can	 assess
conditions	 inside	 and	 outside	 vehicles.	 In	 another	 area,	 sensors	 can	 receive	 and	 transmit
health	 data	 from	 a	 human	 body	 and	 transmit	 it	 to	 a	 remote	 location	 for	monitoring	 and
treatment.	For	example,	VANETs	can	be	combined	with	modern	diagnostic	systems	known
as	body	sensor	networks	(BSNs)	to	send	vital	signs	of	a	patient	to	a	hospital.

VANETs	equipped	with	sensor	nodes	can	handle	critical	applications	such	as	generating
alarms	to	police	and	fire	stations	 in	case	of	emergency.	Houses	are	equipped	with	APs	to
transfer	 and	 receive	 data	 and	 generate	 alarms	 as	 required.	 Similarly,	 data	 collected	 by
vehicles	can	be	used	to	find	optimized	routing	in	remote	areas.

Short-	 or	 long-range	 techniques	 can	 achieve	 vehicle-to-sensor	 communications.	 Short-
range	techniques	such	as	Bluetooth,	infrared,	and	Zigbee	can	transmit	data	between	vehicles
and	 sensors.	 Bluetooth	works	with	 a	 10-meter	 range	 and	 can	 transfer	 data	 at	 a	 rate	 of	 2



megabits	 per	 second	 (Mbps).	 Infrared	 is	 a	 line-of-sight	 system.	Wavelengths	 range	 from
700	nanometers	to	1	millimeter	and	maximum	transmission	distance	is	10	meters.	Zigbee
uses	less	power	for	communication	and	thus	features	extended	battery	life.

Long-range	 systems	 include	 4G	 broadband,	 WiFi,	 worldwide	 interoperability	 for
microwave	access	(WiMAX),	and	long-term	evolution	(LTE).	4G	and	WiMAX	follow	IEEE
802.16e	 and	 802.16m	 standards	 for	 communication.	 LTE	 can	 provide	 100	 Mbps
downstream	 and	 30	Mbps	 upstream	 data	 rates.	 It	 can	 follow	 IEEE	 802.11a,	 b,	 g,	 and	 p
standards	that	work	at	the	band	between	2.4	and	5.9	GHz	[14–16].

VANETs	provide	two	types	of	communications:	vehicle-to-vehicle	(V2V)	and	vehicle-to-
infrastructure	 (V2I).	 V2V	 is	 similar	 to	 peer-to-peer	 (P2P)	 communication;	 it	 handles
communications	 among	 vehicles	 on	 a	 road.	 In	 V2V,	 information	 is	 shared	 among	 all
vehicles	in	a	range	without	need	to	communicate	with	an	infrastructure.

Vehicles	 in	 a	 V2I	 network	 use	 the	 nearest	 APs,	 generally	 known	 as	 road	 side	 units
(RSUs)	that	provide	seamless	connectivity	to	all	vehicles	on	a	road.	RSUs	are	installed	at
optimum	locations	along	roads	to	maintain	consistent	coverage	of	vehicles	[10–13].	Figure
11.1	shows	the	general	VANET	scenario	including	RSU	locations	and	vehicle	movements.

VANETs	 have	 been	 highly	 successful	 due	 to	 advances	 in	 the	 automotive	 and	wireless
technology	fields.	One	reason	behind	VANET	growth	was	to	ensure	safety	of	passengers	in
cases	 of	 road	 emergencies.	 Furthermore,	 individuals	 want	 the	 ability	 to	 use	 handheld
devices	for	remote	control	from	any	location	and	VANETs	meet	this	need.

FIGURE	11.1:		Schematic	diagram	of	vehicles	and	interconnection	between	vehicles

VANETs	have	been	incorporated	into	intelligent	transport	systems	(ITSs).	A	VANET	can



act	as	a	“computer	on	wheels”	or	a	“network	on	wheels”	and	works	as	an	ad	hoc	network
between	and	among	vehicles	and	RSUs.	A	VANET	utilizes	two	types	of	nodes:	mobile	on-
board	 units	 (OBUs)	 and	 static	 RSUs.	 Communication	 researchers	 are	 working	 on	 new
VANETs	concepts	to	provide	the	following	benefits	for	end	users:

•		Increase	traveler	safety

•		Increase	traveler	mobility

•		Decrease	traveling	time

•		Protect	the	environment	and	conserve	energy

•		Efficiently	expand	transportation	systems

•		Increase	travel	luxuries

Several	challenges	must	be	addressed	by	the	research	community	working	in	this	domain.
The	 biggest	 challenge	 for	 VANETs	 is	 the	 mobility	 of	 nodes	 that	 creates	 topological
changes.	 Secure	 message	 transmission	 under	 changing	 mobility	 conditions	 is	 another
concern.	Both	issues	must	be	resolved	by	new	systems	designed	to	increase	transportation
efficiency	and	road	safety.

Packet	delivery	 ratio	 (PDR)	 is	 low	at	present	because	 there	 are	not	 enough	vehicles	 to
transmit	information.	As	velocity	and	density	increase,	the	PDR	will	increase	gradually	to	a
maximum	density	of	300	and	velocity	of	70	kilometers	per	hour.	Beyond	those	points,	the
system	will	 be	 impacted	 by	 excessive	 packet	 exchanges	 caused	 by	 density	 and	 unstable
links	resulting	from	high	mobility	of	vehicles.	Figure	11.2	shows	PDR	variations	caused	by
velocity	and	density.

For	a	vehicle	carrying	many	sensor	units,	 the	maximum	occurs	at	1000	sensors	and	80
kilometers	per	hour	velocity.	The	variation	is	shown	in	Figure	11.3.

11.1.1		Organization
The	 rest	 of	 this	 chapter	 is	 organized	 as	 follows.	 Section	 11.2	 describes	 various	mobility
models	 used	 for	 data	 collection	 in	 VANETs.	 Clustering	 with	 existing	 algorithms	 is
discussed	in	Section	11.3.	Section	11.4	gives	a	description	of	data	collection	and	mobility
techniques.	 Section	 11.5	 covers	 the	 issues	 in	 VANETs	 and	 discusses	 differences	 and
similarities	 between	 VANET	 and	 mobile	 ad	 hoc	 networks	 in	 Section	 11.6.	 Section	 11.7
discusses	 the	 various	 applications	 of	 VANETs.	 Section	 11.8	 of	 this	 chapter	 discusses
various	simulation	tools	and	their	comparison.	Finally,	Section	11.9	concludes	the	chapter.



FIGURE	11.2:		Variation	in	packet	delivery	ratio	with	increasing	velocity	and	density

FIGURE	11.3:		Variation	in	packet	delivery	ratio	with	increasing	velocity	and	number	of
sensors

11.2		Mobility	Models	for	Data	Collection
The	movement	patterns	of	mobile	nodes	 (variation	 in	 location,	velocity,	 and	acceleration
over	 time)	 were	 examined	 in	 mobility	 models.	 These	 models	 play	 an	 important	 role	 in
determining	protocol	efficiency	and	 the	appropriate	model	should	be	chosen	according	 to
the	scenario	requirements.	A	few	important	models	are	described	in	this	section	and	Figure



11.4	shows	their	classifications.

Random	Waypoint	Mobility	Model:	Johnson	and	Maltz	[19]	proposed	this	model.	The
mobile	node	moves	 in	 a	 specific	 direction	 for	 a	 certain	period,	 then	pauses	 for	 a	 limited
time.	 After	 a	 pause,	 the	 node	 starts	 moving	 in	 a	 random	 direction	 at	 a	 random	 speed
between	 minimum	 and	 maximum	 permitted	 speeds	 (Vmin	 and	 Vmax,	 respectively).	 After
moving	 in	 the	new	direction	 for	 a	 certain	 time,	 the	node	pauses	 again	 and	 the	process	 is
repeated.

Random	Walk	Model:	Nodes	change	their	directions	and	speeds	after	moving	for	fixed
periods.	The	new	direction	θ(t)	 can	be	anything	 from	0	 to	2π.	 The	 new	 speed	 can	 follow
Gaussian	 or	 uniform	 distribution.	 There	 is	 no	 pause	 between	 changes	 of	 velocity	 and
direction;	this	is	the	only	difference	from	the	random	waypoint	mobility	model.

Both	 models	 are	 easy	 to	 understand	 and	 implement	 and	 both	 have	 limitations.	 For
example,	 they	do	not	consider	previous	or	current	velocities	 in	deciding	new	velocity,	 so
acceleration,	stops,	and	turns	are	sudden.	This	limitation	is	called	temporal	dependency	of
velocity.

Gauss-Markov	Mobility	Model:	The	temporal	dependency	of	velocity	is	overcome	by
this	model	as	current	velocity	is	dependent	on	previous	velocity.	The	velocity	is	modeled	as
Gauss-Markov	 stochastic	 process	 and	 is	 assumed	 to	 be	 correlated	 over	 time.	 For	 a	 two-
dimensional	simulation	field,

FIGURE	11.4:		Classification	of	various	mobility	models

TABLE	11.1:	Relative	Comparison	of	Mobility	Models

Mobility	Model Temporal	Dependency? Spatial	Dependency? Geographic	Restriction?

Random	Waypoint No No No

Reference	point	group No Yes No

Freeway Yes Yes Yes

Manhattan Yes No Yes

Gauss-Markov	stochastic	process	is	represented	as:

(11.1)



(11.2)

α	is	the	parameter	reflecting	randomness	of	Gauss-Markov	process.	If	α	=	0,	the	model	is
memory	less	and	the	equations	derived	show	that	it	is	the	same	as	the	random	walk	model.

In	mobility	models	discussed	to	this	point,	location,	speed,	and	movement	direction	are
not	affected	by	nodes	in	the	neighborhood.	The	reference	point	group	mobility	model	takes
these	factors	into	consideration.

Reference	Point	Group	Mobility	Model:	This	model	contains	group	 leader	nodes	and
group	member	nodes.	Movements	of	the	entire	group	are	determined	by	the	movements	of
the	 group	 leader.	 This	 quality	 is	 useful	 in	 limiting	 the	 speed	 of	 vehicles	 on	 freeways	 to
prevent	 collisions	 and	 also	 on	 battlefields	 and	 in	 disaster	 relief	 situations	 in	which	 team
members	must	follow	a	group	leader.

The	 nodes	 in	 the	 mobility	 models	 described	 above	 can	 move	 theoretically	 in	 any
direction	although	in	reality	their	movements	are	constrained	by	buildings,	road	conditions,
and	other	types	of	obstacles.	An	example	of	a	model	incorporating	geographic	restrictions
and	environmental	conditions	is	the	Manhattan	mobility	model.

Manhattan	 Mobility	 Model:	 Mobile	 nodes	 travel	 roads	 in	 horizontal	 and	 vertical
directions	based	on	geography.	The	Manhattan	model	 follows	a	probabilistic	 approach	 in
selecting	a	direction	at	an	 intersection.	A	vehicle	can	 turn	 left	or	 right	or	continue	 in	 the
same	direction	based	on	certain	probabilities.	Table	11.1	compares	 temporal	dependency,
spatial	dependency,	and	geographic	restriction	characteristics	of	various	mobility	models.

11.3		Clustering
Two	 methods	 implement	 communications	 between	 vehicular	 networks	 and	 the	 Internet
backbone.	The	 first	 is	 direct	 communication	between	mobile	 nodes	 and	 the	 Internet.	The
second	method	employs	a	wireless	WAN	and	wireless	LAN	in	a	cluster	structure.

The	 first	 method	 views	 a	 vehicular	 network	 as	 a	 flat	 topology	 in	 which	 each	 node	 is



equal.	The	WAN	and	LAN	work	 in	parallel.	Communication	can	proceed	with	or	without
the	LAN.	The	second	utilizes	a	cluster	structure	to	generate	hierarchical	vehicular	networks.

Existing	Clustering	Algorithms	for	VANETs:	A	VANET	is	a	special	type	of	a	MANET
and	 an	 important	 component	 of	 intelligent	 transportation	 systems.	 A	 VANET	 provides
efficient	 communication	 about	 speed,	 direction,	 and	 acceleration	 changes	 and	 real-time
traffic	information	like	safety	alert	messages	to	vehicles	in	the	network.

The	clustering	strategy	for	data	transmission	involves	selection	of	cluster	head	for	each
cluster.	 The	 cluster	 head	 is	 responsible	 for	 relaying	 data	 and	 control	 packets	within	 and
outside	the	cluster.	The	approach	was	initially	proposed	for	MANETs	and	later	found	useful
in	VANETs.	The	systems	differ	in	that	VANET	nodes	have	greater	mobility	and	thus	face
more	 frequent	 topology	changes.	Other	 factors	 are	 the	constraints	of	 road	conditions	 that
affect	 vehicle	 trajectory	 and	 driver	 behavior,	 for	 example,	 speed	 changes	 involved	 in
overtaking	other	vehicles.	Drivers	can	easily	acquire	speed,	direction,	and	location	based	on
GPS	and	similar	systems.

Some	 organization	 requirements	 for	MANET	 clustering	 do	 not	 apply	 to	VANETs.	 For
example,	energy	efficiency	is	critical	for	MANETs	but	not	relevant	for	VANETs	since	the
vehicles	 in	which	 they	 are	 installed	 recharge	 their	 batteries	 during	 journeys.	 This	means
that	 traditional	 clustering	 algorithms	 used	 for	 MANETs	 cannot	 be	 applied	 directly	 to
VANETs.	These	differences	should	be	considered	when	designing	clustering	strategies	for
VANETs.

Research	 is	 ongoing	 to	 ensure	 that	VANET	clusters	 remain	 stable	 and	provide	 reliable
and	 efficient	 communications.	 Several	 techniques	 are	 under	 study	 to	 ensure	 stable
clustering	 involving	 signal	 strength,	 positioning	 of	 nodes	 from	 cluster	 heads,	 and	 the
velocities,	 directions,	 and	 destinations	 of	 nodes.	 The	 proposals	 based	 on	 clustering
algorithms	are	described	below.

Clustering-Based	MAC	 Protocols:	 Yvonne	 et	 al.	 introduced	 a	 clustering	 scheme	 for
medium	access	control	(MAC)	to	ensure	fairer	medium	access	and	reduce	the	effects	of	the
hidden	station	problem.	Each	node	maintains	two	tables	to	track	changes	in	topology.	The
first	is	for	neighboring	nodes	and	the	second	is	for	adjacent	clusters.	Each	node	sends	data
only	in	its	own	time	slot.	The	slots	are	allotted	according	to	the	amount	of	data	the	nodes
want	to	transmit.

The	 authors	 simulated	 the	 proposed	 protocol	 with	 fixed	 parameters	 such	 as	 TDMA
frames	and	 lots	and	evaluated	 functionally.	The	 results	 showed	good	cluster	 stability	and
data	 transmission	 in	 several	 scenarios	 involving	 varying	 traffic	 densities.	 The	 protocol
worked	 well	 in	 low	 and	medium	 traffic	 densities	 but	 achieved	 low	 data	 communication
rates	in	rush	hour	traffic.

11.4		Data	Collection	with	Mobility	in	VANETs



It	 is	 challenging	 to	 collect	 real-time	 data	 for	 processing	 and	 analysis	 in	VANETs	 due	 to
high	mobility.	Following	are	the	methods	used	for	collecting	data	in	VANETs	[14].

•		Triangulation	method

•		Vehicle	re-identification

•		GPS-based	method

•		Sensor-based	methods

11.5		Issues	in	VANETs
Although	 several	 issues	 influence	 the	 applications	 of	 VANETs,	 the	 main	 issues	 having
direct	impact	on	the	performance	of	any	solution	are	described	below.

11.5.1		Mobility
The	mobility	of	vehicles	depends	on	the	density	on	the	roads.	The	higher	density	roads	have
less	mobility.	Density	may	vary	according	to	time	of	the	day.	The	rush	hours	in	mornings
and	evenings	have	more	density	and	impact	mobility	on	roads.	The	weekends	involve	fewer
vehicles	on	roads	and	mobility	is	high.

Different	 mobility	 models	 can	 be	 used,	 i.e.,	Manhattan,	 freeway,	 and	 others.	 In	 cities
where	the	roads	are	straight	and	intersect	at	right	angles,	the	most	suitable	mobility	model
is	the	Manhattan.	Some	models	treat	movement	of	vehicles	as	random	and	any	vehicle	can
take	any	path.	These	vehicles	follow	the	freeway	mobility	model.	There	is	no	restriction	on
any	vehicle	movement	in	this	model.

Any	mobility	model	must	consider	two	scenarios,	i.e.,	highway	and	city.	In	the	highway
scenario,	 vehicles	 are	 sparsely	 distributed	 and	 speed	 is	 very	 high.	 While	 in	 the	 city
scenario,	the	vehicles	are	densely	distributed	and	their	velocity	is	low.

11.5.2		Scalability
Solutions	for	small	scenarios	might	not	work	on	larger	scenarios.	Various	constraints	must
be	considered	before	extending	a	smaller	model	to	be	used	in	a	larger	network.	First	of	all
the	 density	 and	 mobility	 of	 vehicles	 might	 not	 follow	 the	 same	 pattern.	 The	 weather
conditions	 and	 behaviors	 of	 drivers	 are	 the	 factors	 that	 need	 to	 be	 incorporated	 before
extending	 the	 model.	 In	 smaller	 networks,	 the	 packet	 exchanges	 between	 vehicles	 are
limited	and	exchanges	increase	exponentially	as	the	number	of	vehicles	increases.	Problems
like	 the	 broadcast	 storm	 problem	 can	 emerge	 because	 of	 higher	 collision	 rates	 and



contention	 of	 packets	 as	 we	 increase	 the	 scalability	 of	 network.	 These	 factors	 must	 be
considered	when	increasing	scalability.

11.5.3		Channel	Utilization
Cognitive	radio-based	scenarios	must	be	used	in	VANETs.	One	vehicle	acts	as	the	primary
user	and	another	acts	a	secondary	user.	When	the	primary	user	is	accessing	the	channel,	the
secondary	user	cannot	access	it	and	vice	versa.	If	both	users	attempt	to	use	the	channel	at
the	same	time,	a	contention	resolution	policy	must	be	used.	The	multiple	channels	enhance
battery	 life	 and	 improve	 bandwidth	 usage,	 thus	 improving	 packet	 delivery	 ratio,	 channel
utilization,	 and	 throughput.	 As	 more	 vehicles	 use	 this	 scheme,	 allotments	 of	 primary
vehicle	status	and	channel	allocation	are	handled	on	a	priority	basis.

11.5.4		Security	and	Privacy
The	public	key	infrastructure	(PKI)	system	is	used	to	ensure	vehicle	security.	A	centralized
key	distribution	center	(KDC)	distributes	keys	based	on	vehicle	identification	data.	System
vehicles	must	register	with	the	KDC	before	they	use	the	system.	The	KDC	generates	keys
and	distributes	them	to	vehicles.	If	a	key	is	lost	or	misplaced,	it	is	revoked.

If	 a	 vehicle	 changes	 its	 domain,	MIPV6	 is	 used	 to	 ensure	 a	 secure	 change.	 The	 home
domain	is	where	the	vehicle	is	registered;	if	a	vehicle	goes	beyond	its	home	domain,	it	 is
moving	 in	 a	 foreign	 domain.	 Time	 stamping	 ensures	 security.	 A	 conflict	 resolution	 list
(CRL)	 identifying	 misbehaving	 vehicles	 is	 updated	 after	 every	 time	 stamp	 and	 the	 next
time	stamp	revokes	misbehaving	nodes.

11.5.5		Inefficient	Management	of	Data
Data	management	is	the	biggest	challenge	in	VANETs	because	of	varying	traffic	densities
at	many	locations	and	at	different	times	and	days	of	the	week.	Data	management	depends
on	the	deployment	sites	and	intensities	of	sensors	and	also	on	vehicle	locations.	Only	cloud
computing	provides	 centralized	 locations	 for	 storing	 sensed	data	 from	vehicles.	Even	 the
P2P	 systems	 encounter	 problems	when	 a	 vehicle	moves	 out	 of	 range.	 Data	management
systems	must	be	capable	of	predicting	movements	and	preventing	accidents.

11.6		Similarities	and	Differences	of	VANETs	and	MANETs
VANETS	are	special	mobile	ad	hoc	networks	(MANETs).	Both	use	deploy	nodes	in	an	ad
hoc	 manner.	 Nodes	 in	 MANET	 can	 directly	 communicate	 with	 each	 other	 without
centralized	authority	or	infrastructure.	The	major	benefit	of	MANETs	is	fast	deployment	of



nodes	and	network	setup	on	battlefields	and	sites	of	natural	calamities.

11.6.1		Comparison	of	Characteristics
There	 are	 some	 unique	 properties	 of	VANETs	 that	make	 them	 unique.	 Because	 of	 these
properties,	 VANETs	 encounter	 considerable	 challenges	 and	 need	 exclusively	 designed
protocols.	Some	of	the	characteristics	that	make	them	unique	are	discussed	next.

As	the	velocity	can	go	as	high	as	150	kilometers	per	hour,	there	are	frequent	changes	in
topology.	 This	 results	 in	 limited	 time	 for	 communication	 between	 vehicles.	 This	 time	 is
even	smaller	if	the	vehicles	are	moving	in	opposite	directions.	The	transmission	range	can
be	increased	to	counteract	the	decreased	communication	time	but	this	would	result	in	more
collisions	of	packets.	The	higher	contention	rate	will	degrade	the	throughput	of	the	system.
To	improve	the	efficiency,	low	latency	protocols	are	required.

To	counteract	high	mobility	and	deliver	information	on	time,	broadcasting	messages	can
be	one	 solution.	Despite	 high	vehicle	 speeds	 and	 short	 reaction	 times,	messages	must	 be
delivered	 in	 fraction	 of	 seconds.	 Communication	 urgency	 is	 an	 intrinsic	 property	 of
VANETs	and	not	a	requirement	for	MANETs.

MANETs	 can	 work	 with	 predictive	 routing	 schemes;	 the	 schemes	 have	 not	 been
successful	 in	VANETs	 because	 of	 rapid	 and	 unpredictable	 location	 changes.	An	 efficient
routing	table	in	VANET	would	become	obsolete	immediately	or	would	require	amounts	of
channel	utility	that	would	degrade	network	efficiency.

The	 topology	 of	 VANETs	 changes	 as	 vehicles	 move	 along	 roads.	 The	 changes	 are
predictable	as	vehicles	move	only	on	fixed	roads.

Minimizing	the	energy	use	 to	maximize	life	 is	a	major	objective	of	a	MANET.	Energy
use	 is	not	an	 issue	for	VANETs	because	vehicle	batteries	are	charged	during	use	and	can
last	for	months	and	even	years.	In	addition	to	monitoring	and	transmitting	vehicle	location
and	 other	 data,	 vehicle	 batteries	 are	 capable	 of	 powering	 accessories	 such	 as	 air
conditioners	and	music	systems;	power	is	always	an	issue	of	concern	in	MANETs.

VANETs	were	 deployed	 initially	 on	 small	 numbers	 of	 vehicles.	 Increased	 numbers	 of
transceivers	 installed	 in	 vehicles	 will	 lead	 to	 frequent	 fragmentation	 of	 a	 network.
Fragmentation	must	be	considered	in	the	design	of	VANET	protocol.

User	privacy	and	security	must	be	ensured	for	VANET	technology	to	be	widely	accepted.
A	moving	vehicle	is	considered	a	private	space.	Monitoring	vehicle	activities	is	a	breach	of
personal	privacy	and	not	acceptable	even	if	implemented	by	authorities.	A	malicious	third
party	 user	 could	 use	 such	 information	 for	 illicit	 purposes	 and	 cause	 harm	 to	 legitimate
network	users.

Another	 misuse	 of	 a	 VANET	 is	 raising	 a	 false	 alarm	 by	 tampering	 with	 propagated
messages.	This	misuse	is	a	criminal	matter	and	should	be	dealt	with	accordingly.	The	main
characteristics	of	VANETs	are	as	follows:

•		Mobility	of	nodes	is	very	high



•		The	topology	can	be	predicted

•		Latency	requirement	is	critical	for	safety	applications

•		Power	is	no	issue

•		Fragmentation	possibility	is	high

•		Migration	rage	is	slow

•		Security	and	privacy	are	critical	factors

Centralized	 infrastructure	 connected	 to	 the	 Internet	 can	 be	 deployed	 on	 roads.	 However,
because	the	numbers	and	sizes	of	roads	continue	to	increase,	installment	of	these	devices	on
all	 roads	 is	 impossible.	 Road	 side	 units	 can	 be	 deployed	 at	 regular	 intervals.	 They	 can
efficiently	 communicate	 with	 fast	 moving	 vehicles,	 increase	 communication	 rates,	 and
decrease	latency.	They	do	not	require	charging	or	complex	centralized	infrastructures	and
thus	make	VANET	application	a	reality.	VANETs	are	special	versions	of	MANETs	that	use
fixed	road	side	units	to	communicate	data	to	and	from	in-vehicle	devices.

11.7		VANETs	Applications
More	 than	 100	 safety-related	 and	 non-safety	 related	 applications	 have	 been	 found	 for
VANETs.	Some	of	them	are	listed	below.

Co-operative	Collision	Warning:	Messages	warning	of	collision	are	broadcast	to	nearby
vehicles.	This	can	save	driver	time	and	ensure	safety	of	nearby	vehicles	and	passengers.

Lane	Changing	Warning:	Warning	can	be	issued	to	nearby	vehicles	whenever	a	driver
abruptly	changes	vehicle	speed	and	moves	to	another	lane.

Intersection	Collision	Warning:	These	warnings	are	generated	by	 the	 road	 side	units,
not	 by	 vehicles.	 They	 notify	 approaching	 vehicles	 of	 collisions	 to	 enable	 them	 to	 take
preemptive	actions	such	as	applying	brakes	or	changing	direction.

Approaching	 Emergency	 Vehicle:	 The	 approach	 of	 a	 high	 speed	 vehicle	 such	 as	 an
ambulance	or	other	priority	vehicle	must	be	broadcast	to	other	vehicles	in	the	vicinity.

Work	Zone	Warning:	Whenever	construction	or	other	maintenance	work	is	performed
on	the	roads,	vehicles	must	be	informed	so	they	can	change	the	route.	This	saves	time	and
prevents	traffic	jams.

Inter-Vehicle	 Communications:	 Vehicles	 can	 communicate	 amongst	 themselves
directly	using	onboard	units	or	through	road	side	units.

Electronic	 Toll	 Collection	 (ETC):	 On	 board	 units	 are	 charged	 as	 soon	 as	 they	 pass
through	a	toll	collecting	RSU.	The	charge	is	deducted	through	a	centralized	infrastructure
that	enters	the	required	amount.



Parking	Lot	Payment:	Similar	to	toll	collection,	parking	lot	payment	can	be	made	by	a
toll	collecting	infrastructure	that	deducts	the	amount	from	pre-charged	on	board	units.

Traffic	Management:	Real-time	traffic	monitoring	can	be	performed	by	interactions	of
on	board	units	with	road	side	units.	This	can	be	used	to	select	an	appropriate	path	having
minimum	traffic.	In	addition,	in	case	of	an	accident	traffic	can	be	managed	properly.

For	 evaluating	 the	 performance	 of	 protocols	 it	 is	 not	 possible	 to	 deploy	 vehicles	with
AUs	and	RSUs	in	real	scenarios.	Simulations	of	environments	similar	to	real	scenarios	are
performed.	For	carrying	out	simulations	in	VANETs	the	following	main	tools	are	used.

11.8		Simulation	Tools
OPNET	[20]:	OPNET	provides	libraries	and	graphical	packages	for	simulation	scenarios	of
MANETs,	 satellite	 networks,	 Bluetooth,	 WiMAX	 and	 IEEE	 802.11	 wireless	 LANs.
Graphical	editor	interface	can	be	used	for	physical	layer	to	application	process	modulation.
OPNET	development	has	three	basic	phases:

1.		To	configure	node	models

2.		To	set	up	connections	between	nodes	and	to	form	the	network

3.		To	specify	the	parameters	on	which	simulation	is	to	be	performed

There	 are	 three	 main	 files	 required	 in	 OPNET	 for	 simulation	 namely	 network
configuration	 file,	 node	 configuration	 file	 and	 global	 parameter	 file.	 Each	 has	 its	 own
specific	purposes.

GloMoSim	 and	QualNET	 [21][22]:	 GloMoSim	 is	 a	 network	 simulator	 and	 generates
traces	for	random	waypoint-like	mobility	models.	Though	GloMoSim	was	discontinued	in
2000,	 its	commercial	version	QualNET,	which	 is	a	discrete	event	simulator	with	efficient
parallel	kernel,	was	launched.	Its	computationally	efficient	code	allows	simulations	of	5000
nodes	very	quickly.	Specific	modules	 like	animator,	 analyzer,	packet	 tracer,	 and	 scenario
designer,	 for	 handling	 specific	 functions	 can	 be	 incorporated.	 Man-in-the-loop	 and
hardware-in-the-loop	models	can	be	simulated	using	QualNET	in	real	time.

SUMO	[23]:	 Simulation	 of	 urban	mobility	 (SUMO)	 is	 a	 command	 line	 simulator	 that
uses	C++	standards	and	portable	libraries.	It	is	an	open	source	microscopic	level	simulator
which	 is	 easy	 to	 compile	 and	 can	 execute	 on	 any	 operating	 system.	Although	 capable	 of
handling	 different	 networks	 and	 types	 of	 vehicles,	 it	 can	 run	 at	 high	 speed.	 Many
applications	 can	 be	 incorporated	 in	 SUMO.	The	 graphical	 user	 interface	GUISIM	can	 be
added	to	SUMO	which	is	an	example	of	its	import	and	export	capabilities.



NS-2	[24]:	It	is	a	discrete	event	network	simulator	whose	core	is	written	in	C++.	It	has
found	wide	popularity	because	it	is	open	source.	Users	write	TCL	script	specifying	mobility
models,	 topology,	and	other	wired	and	wireless	parameters	 for	 running	a	 simulation.	The
outputs	 of	 simulation	 are	 the	 trace	 file	 and	 NAM	 file.	 Trace	 files	 record	 transmission,
forwarding,	packet	drop,	and	packet	reception	events.	The	NAM	file	is	a	GUI	visualization
of	the	entire	simulation.

J-Sim	[25]:	 J-Sim	 is	 similar	 to	NS-2	as	 it	also	 takes	TCL	as	 input	and	produces	event
trace	and	animation	files	for	use	 in	NAM.	It	 is	also	open	source.	The	difference	 is	 that	 it
supports	different	formats	and	is	developed	completely	in	Java.	The	applications	in	J-Sim
can	be	tested	separately	as	they	are	designed	and	built	on	an	exclusive	set	of	components.	It
supports	the	random	waypoint	and	trajectory-based	mobility	models.

OMNeT++	[26]:	The	applications	of	OMNeT++	are	in	Internet	simulation.	As	it	is	open
source,	 it	 produces	 GUI-based	 output	 which	 can	 be	 plotted	 through	 GUI	 and	 has	 high
utility.	The	overall	design	 is	 component-based	and	supports	new	 features.	The	 support	of
protocols	in	OMNeT++	is	through	various	modules.

VanetMobiSim	 [27]:	 VanetMobiSim	 is	 a	 platform	 coded	 in	 Java	 which	 produces
mobility	 traces	 for	 other	 simulators	 like	Qualnet,	GloMoSim	and	NS-2	 [21,	22,	 24].	 The
models	 produced	 include	motion	 at	 both	microscopic	 and	macroscopic	 levels.	The	 traces
produced	 can	 be	 for	 a	 multilane	 road	 environment	 with	 different	 direction	 flows	 and
modelling	for	intersections.	The	mobility	patterns	are	highly	realistic	and	support	vehicle-
to-vehicle	 and	 vehicle-to-infrastructure	 interactions.	 The	 comparison	 among	 different
simulators	is	shown	in	Table	11.2.

TABLE	11.2:	Comparison	of	Simulators



FS	=	free	space;	TR	=	two-ray;	CS	=	constant	shadowing;	LS	=	lognormal	shadowing;	RA	=	Rayleigh;	RI	=	Ricean.



11.9		Conclusion
Vehicular	sensor	networks	(VSNs)	have	been	used	in	many	applications	over	the	past	few
decades.	 Data	 collection	 and	 acquisition	 in	 these	 networks	 are	 challenging	 issues	 which
need	special	attention.	In	this	chapter,	we	identified	various	issues	and	challenges.	Various
types	of	mobility	models	are	described	and	compared	using	various	performance	evaluation
metrics.	The	 impacts	 of	 varying	velocity	 and	density	 on	 the	 packet	 delivery	 fraction	 and
throughput	have	also	been	analyzed.	A	 relative	comparison	of	various	simulation	 tools	 is
also	 discussed	 in	 the	 chapter	 to	 enable	 the	 users	 to	 study	 the	 behaviors	 of	 various
parameters	with	respect	to	vehicular	motions.

In	 the	 future,	 we	 would	 like	 to	 incorporate	 secure	 data	 acquisition	 with	 variations	 in
velocity	and	density	of	vehicles	in	traffic	environments.
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