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Preface 

Students first. 

"'eface 

If I were to use only a few words to summarize my goal for this book, as well as 
my teaching philosophy, that's what [ would say. [ believe that an effective textbook 
must be oriented to students-informing them, engaging them, exciting them about 
the field, and expanding their intellectual capabilities. When students are engaged and 
challenged, they understand psychology at a deep and meaningful level. Only then 
are they able to learn and retain the material. 

Luckily, psychology is a science that is inherently interesting to students. It is 11 
discipline that speaks with many voices, offering a personal message to each student. 
To some, psychology provides a beller understanding of others' behavior. Some view 
psychology as a pathway to self-understanding. Others see the potential for a future 
career, and some are drawn to psychology by the opportunity for intellectual discov­
ery that its study p rovides. 

No matter what brings students into the introductory course and regardless of 
their initial motivation, Essentials of Understmlding Psycilology, Seventh Edition, is 
designed to draw students into the field and stimulate their thinking. This revision 
integrates a variety of elements that foster students' understanding of psychology and 
its impact on our everyday lives. II also provides instructors with a fully integra ted 
assessment package to objectively gauge their students' mastery of psychology's key 
principles and concepts. 

A Framework for Learning 
and Asse~s~s~m~e~n~t~ ______________ __ 
Essentials of Understanding Psycilology, Seventh Edition, is the core of a learning-cen­
tered multimedia package that comprises a complete framework for learning and 
assessment. Conforming to recommendations of a 2002 APA task force report on 
undergraduate student competencies (Board of Educational Affairs, 2(02), every com­
ponent of the package is tied to specific psychological concepts and their application 
in everyday life. Though the book forms the core of this framework, its power to 
enrich and empirically demonstrate learning is expanded through a unique library 
of electronic activities with concept-based quizzes, all developed to accompany this 
text. Instructors can create a seamless, custom set of assignments from the available 
resources, or they can opt for a traditional, text-based approach, depending on their 
specific needs. Figure 1 on the following page indicates how the features of the text­
book directly address the APA student competencies. Equally important, every one 
of the thousands of test items in the Test Banks available to instruc tors is keyed to its 
corresponding APA oomp£>lency in a document tha i is available on the Instructor's: 
Resource CD-ROM. 

The new edition of Essentials of Ul1derstal1dil1g Psychology also has been informed 
by the results of a major initiative launched by McCraw-Hill over the last year to learn 
more about how instructors of introductory psychology leach. their classes. Using 
information gleaned by the McCraw-Hill psychology learn and sales representatives 
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FIGURE I This grid ~s the relationship between the broad leaming goals devised 
by the American Psychological Association and spe<ifl( typ~ of content in E$S8ntia!s (or 
Unders!anding Psj<:holcgt. Each of the t~ items in the Test Bank for the book. consisting of 
nearty 4,000 individuaL scorable items. is keyed to specifl( learrung outcomes. 

who sat in on hundreds of introductory psy<:hology classes around the United States, 
I have been able to refocus the text with an eye to clearly explaining and clarifying 
those concepts that prove most difficult for instructors to impart and for students to 
master. In addition, the way that McGraw-Hill provides the ancillary material for 
instructors has been transformed to help deliver material in class in a si mplified and 
effective manner. 

CHAPTER AND MODULAR FORMAT 

The book contains 14 numbered chapters covering the major areas of psychology. Each 
chapter is divided into three or more short modules, a format that was introduced in 
the last edition and a change that has proven highly popular. Rather than facing a 
long and potentially daunting chapter, students can study material in smaller chunks, 
which psychological research long ago found to be the oplimal way to learn. Moreover, 
instructors can cus tomize aSSignments for their students by asking them to read only 
those modules that fit their course outline and in the sequence that matches their syl­
labus. Alternatively, instructors who prefer to assign whole chapters can do so. 
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At the beginning of each module, one or more questions introduce the key con­
cepts covered in the module. These key concepts are also the focus of PsycllInteractive 
Oll/illl', available on the text's companion Web site (Online Learning Center at www. 
mhhe.com/ feldmaness7) and described below. In the text, references and icons direct 
students to PsycllInteractive exercises that correspond to the major concepts. 

For example, consider the key concept of communication between ne\\rons. The 
text presentation of this concept includes a verbal explanation and figures plus a 
text reference and marginal kon prompting students to complete a Psyclrlnleractive 
Online activity on the nature of neural communication and a fo llow-up quiz. 
Additionally, the Online Learning Center provides review exercises and links to 
other Web sites that offer further inform<1tion relevant to the key concepts and con­
tent for that section. 

PSYCHOLOGY AND EVERYDAY LIFE 

Putting students first and teaching them the science of psychology by helping them 
m<1ke the connection between psychology and everyd<1Y life has been a goal of this text 
from its first edition. The prologues thM open e<1ch chapter, together with Becoming an 
Informed Consumer of Psychology sections, Applying Psychology in tlie 21st Century boxes, 
<1nd examples presented throughout the text, help students see the real benefits of 
psychologk<11 rese<1rch. I h<1ve extended this theme to Psych/nteractive Online exercises 
and assessments and to the Online Le<1rning Center to encourage students to <1pply 
psychological concepts to everyday situations. 

PSYCHINTERACTIVE ONLINE 

Each interactive exercise in this multimedia learning tool, accessible through the 
Online Le<lrning Center, includes <lssessment items tied to the key concepts, and 
instructors can clect to have the results of these concept quizzes incorporiltcd into any 
of the m<1jor course m<1nagement systems. Embedding assessment tools in every exer­
cise <1llows both students <1nd instructors to track progress in mastering key concepts 
in a way th<1t hils not been possible until now. 

Additionally, suggestions for using the <lctivi ties can be found in the Instructor's 
Manual, and questions based on them are included in the Test Banks. These 
resources, combined with other features of the book and the supplements package, 
comprise a complete framework for learning and <1ssessment of key concepts. 

VISUAL MASTERY REVIEWS 

New to this edition are reviews of five key concepts to help students master the dif­
fkult concepts in the course. These mastery sections follow the chapters in which the 
concepts are presented. Their format is more visual than verbal. They include self­
assessment questions SO that students can assess their understanding of these impor­
tant topics, which were identified as challenging by classroom instructors, reviewers, 
survey respondents, and students: 

• Mastering the difference between dependent and independent v<lfiables in 
experimental research (p. 48) 

• Mastering the action potential (p. 86) 
• Mastering the difference between sensation and perception (p. 134) 
• Mastering the difference between reinforcement <1nd punishment (p. 206) 
• Mastering attitude change (p. 552) 
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in the Seveo1uhJE--J.d.uituio'-'LJ.n _____ _ 
This edition incorporates a significant amount of new and updated information, 
reflecting the advances in the field and the suggestions of reviewers. Well over 
1,000 IIew cilaliollslrave beell added, alld mosl of Ilrem refer to articles rmd books published 
after 2000. Furthermore, there is increased coverage of neuroscience and behav­
ior, evolutionary psychology, memory, research techniques such as the Implici t 
Association Test (IAT), gene therapy, creativity, new therapeutic techniques such as 
Transcranial Magnetic Stimulation, virtual-reality therapy, psychological explana­
tions for terrorism, and c ross-cultu ral psychology. 

Additionally, this edition incorporates a wide range of new topics. The following 
sample of new and revised topics provides a good indication of the book's currency. 

(1) Introduction to Psychology Umami taste 
Historical forces (e.g., Locke and Interaction of senses 
tabula rasa) Synesthesia 
Barriers faced by women (') States of Consciousness 
Counseling psychology New prologue on sleep 
Functionalism Caveats on use of forensic 
Ebbinghaus and Wertheimer hypnosis 
New prologue on Hurricane Katrina Methamphetamine use 
and its aftermath Expanded sleep and drug sections 
New material on "psychology Therapy for insomnia 
matters" (5) Learning 
New Rdhi"k questions relating to Positive and negative 
careers (in every module in book) pun ishment 
Drawbacks to case studies Extended examples of negative 
Extended example of scientific reinforcement 
method Stimulus discrimination 
Scientific method and communica- PTSD and classical conditioning 
tion of results Evolved fear module in brain for 

(2) Neuroscience and Behavior learning specific associations 
TMS (Transcranial Magnetic Allergic reactions as a conditioned 
Stimulation) response 
fMRI scans Habituation 
Evolutionary psychology, behavioral Learned taste aversion term 
genetics, molecular genetics "Scalloping effect" for fixed-in terval 
Gene therapy and genetic counseling schedules 
Stem cell research and controversy Application of conditioning in rats 
Neuroplasticity to discover land mines 
OxytOCin and trust Table comparing classical and 
Neuroforensics operant conditioning 

(3 ) Sensation and Perception New prologue on helper monkey 
Individual without pain sensations (6) Memory 

• Technalagil's far n-staring sight and False memory material 
sound Implicit memory 
Revamped moon illusion Semantic memory 
explanation Stress and working memory 
Gender differences in pain Biological aspects of memory 
perception Use of drugs to eliminate traumatic 
Genetic causes of pain sensitivity memories 
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(7) Thinking. Language, and 
Inte lligence 

• Representativeness heuristic 
• Art ificial intelligence 
• New prologue on inventiveness 
• Neuropsychology of creativity 
• Cross-cultural evidence on linguistic 

relativity hypothesis 
• Sternberg three-part conception of 

intelligence 
• Web-based testing and importance 

of reliability, validity 
(8) Motivation and Emotion 
• Fat cells and obesity set point 
• Television viewing and obesity 
(9) Development 
• In vitro fertiliZation 
• gene therapy 
• cloning 
• sensitive periods 
• fetal alcohol syndrome and fetal 

alcohol effects 
• cultural differences in children's play 
• medical consensus on use of 

hormone therapy for menopause 
symptoms 

(to) Personality 

• 
• 
• 

Homey 
Jung 
Reconciliation of Freud and neuro-
scientific evidence 

• Use of tests in employment decisions 
• Downside of high self-esteem 

Prelace 

(11) Health Psychology 
• Health and loneliness in college 

students 
• Hostility in Type A behavior pattern 

in relationship with coronary heart 
disease 

• Stress module reorganization 
• Positive illusions 
• Career-related information on health 

psychology 
• Individual differences in coping 
• Emotions and immune system 

response 
(12) Psychological Disorders 
• Terrorist suicide bombers 
• Definition of abnormal behavior 
• Onset of schizophrenia 
• Glutamate and schizophrenia 
• Brain scans of depressives 
• Type I and Type II schizophrenia 
(13) Treatment of Psychological 

Disord ers 
• Transcranial Magnetic Stimulation (lMS) 
• Gestal t therapy 
• Dialectical behav ior therapy 
• Gene therapy and psychological dis­

orders 
(14) Social Psychology 
• Collectiv is tic / individualistic 

orien tation 
• Thin slices of behavior and impres­

sion format ion 
• Stereotype threat 

STUDENTS FIRST: THE BOTTOM LINE 

B.1scd on extensive student feedback, systematic research involving a wide range of 
instructors, and endorsements received from reviewers at a variety of schools, I am 
confident tha t this edition refle<::ts what instructors want and need: a book that moti­
vates students to understand and apply psychology to their own Jives. Essentials of 
UllderStmldillg Psycllology, Seventh Edition, exposes readers to the content-and prom­
ise--of psychology, and does so in a way that will nurture students' excitement about 
psychology and keep their enthusiasm alive for a lifetime. 

State-of-the-Art Support Materials 
for Students and Instructors 
Resources available for use with this text support both new and veteran instructors, 
whether they favor traditional text-based instruction or a blend of traditional and 
electronic media. The seventh edition text and support materials provide comple­
mentary experiences for instructors and students. All of these components are buil t 
around the core concepts articulated in the text to promote a deeper understanding 
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of psychology. This type of integra tion gives instructors the flexibility to use any of 
the text-specific electronic or print materials knowing they are complete ly compat­
ible with one another. 

FOR STUDENTS AND INSTRUCTORS 
Online Learning Center, The Student Center of the companion Web si te for Esselltials 
o/Ullderstal1dil1g Psychology, Seventh Edition (www.mhhe.com/feldmaness7).includes 
an array of module-by-module study aids, such as detailed outlines, flashcards, and 
sel f-quizzes (created by Dave Alfano of The Community College of Rhode Island). 
Here students will also find a link to Psychll1teractive Oll/ille, a Web-based library of 
mul timedia interaclivities and assessments developed to promote mastery of key con­
cepts. All material on the Student Center, including Psyclrfll ieractive Olllille, is acces­
sible without a password. 

The password-protected Instructor's Center contains all ma terials on 
the Student Center, downloadable versions of th e Instructor 's Manual and 
Classroom Performance System (CPS) questions, a va riety of other text-spe­
cific resource-including a ga llery of more than 100 figures from the text- and 
access to our acclaimed course Web s ite c reation tool, Pa ge Out! Ins tructors in 
need of assistance with any o f these offerings can contact their McGraw-Hill 
sales representative via e-mail through the Online Learning Center. Visit us at 
www.mhhe.com/feldmaness7. 

All of the electronic content for Essel1tials 0/ Ullderstal1dil1g Psychology, Seventh 
Edition, is available for Blackboard and WebCT course management systems. 
McCraw-Hill is also able to offer this material for o ther learning management systems. 
For details, contact a McCraw-Hill sales representative. 

FOR STUDENTS 

Psychllrteractive Oli lill e, Accessible through the text's Online Learning Center 
(www.mhhe.com/ feldmaness7). Psyclrillteractive Oll/ille features activities re lated to 
key concepts in every chapter and more than 70 conceptual self-tests. For each con­
cept, students can also create and print a personalized study page. 

Study G uide. Created by Rachel August of California State University, Sacramento, 
with ESL component by Lisa Valentino of Seminole Community College. The 
printed Study Guide contains a comprehensive review of the text material. Features 
include text overviews plus multiple-choice, fill-in-the-blank, match ing, and short 
answer questions for each module. An answer key prov ides answers to all of the 
exercises in a cha pter, along with feedback for all multiple-choice items. Also in the 
s tudy guide is material created to help speakers of o ther languages unders tand and 
re tain course content. 

FOR INSTRUCTORS 

PrepCenter. Enables ins tructors 10 build classroom presentations whenever, wher­
ever, and however they want. In one convenient online location, PrcpCenter offers 
figures from the textbook, Power Point presentations for each key concept, dozens of 
video clips embedded in PowerPoint slides, and animations explaining biological and 
o ther difficult concepts. Each is ready 10 use or to drop into a PowerPoint slideshow 
or your course Web page. Individual resources can be researched by chapter, by con­
cept, orby type of media. Access PrepCenter through the Instructor's Online Learning 
Center (www. mhhe.com /feldmaness7). 
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Instructor's Resource. CD-ROM, The Instructor's Resource CD-ROM (lRCD) con­
tains essential instructor's resources for Essentials of Ullderstanding Psychology, Seventh 
Edition, in a flexible format. An easy-to-use interface for the dl$ign and delivery of 
multimedia classroom presentations makes the Instructor's Manual, "''''0 Test Banks 
(in both Word and computerized formats), Classroom Perfonnance System (CPS) 
questions, and Image Gallery very customizable. All IRCD materials, except the Test 
Banks, are also accessible through the Instructor's Online Learning Center. 

Ins tructor's Manual. Created by Susan Krauss Whitbourne, University of 
Massachusetts at Amherst. This comprehensive guide provides all the tools and 
resources instructors need to present and enhance their introductory psychology 
coursc. The Instructor's Manual contains detailed lecture launchers, learning objec­
tives, interesting lecture and media presentation ideas, student assignments and 
handouts, as well as descriptions of the exciting new interactivities that have been 
developed for Psych/lllemctiw . The many tips and activities in this manual can be used 
with any class, regardless of size or teaching approach. 

Test Banks. Test Bank I by Jamie McMinn of Westminster College; Test Bank II by 
Joyce Bateman-Jones of Central Texas College. Both test banks incorporate the new 
content in Essentials of Ullderstmldil1g Psychology, Seventh Edition. Each test bank 
contains more than 2,000 multiple-choice items, classified by cognitive type and level 
of difficulty, and keyed to the appropriate key concept and page in the textbook. Fill­
in-the-blank, matching, and short-answer questions are provided for all modules. 
Moreover, each of the thousands of test items is keyed to the APA core psychology 
competencies. 

Computerized Test Banks. Available for Macintosh or Windows users, the computer­
ized test banks (on the Instructor's Resource CO-ROM) make all the items from Test 
Bank I and II easily available to instructors who like to create their own tests. The 
test-generating program facilit., tes the selection of questions from each test bank and 
the printing of tests and answer keys, and also allows instructors to import questions 
from other sources. 

Dynamic PowerPoinls. This collcction of dynamiC visual presentations of core psy­
chology concepts, such as stress and coping, will add a lively dimension to Icctures. 
The dynamic Power Point slides can be used independently or incorporated into lec­
ture presentations. 

Optional Modules on Diversity and 110 Psychology. For instructors who like to 
incorporate material on diversity or industrial/organizational issues in their intro­
ductory psychology course, optional full-color modules on these topics can be pack­
aged with students' copies of Essentials ofUllderstmrdillg Psychology, Seventh Edition. 
The Diversity module, written by Mark H. Chae of William Paterson UniverSi ty, 
discusses the roots of diversity and addresses related issues, such as conflict and 
cooperation. The module on Industrial-Organizational Psychology broadly intro­
duces this growing area of interest. Ins tructors may request these modules through 
their McGraw-Hill sales representative. 

Image Gallery. More than 100 figures from the text can be found on the Instructor's 
Resource CD-ROM for use on the course Web site or in PowerPoint presentations. 
These images also can be downloaded from the Image Gallery on the Instructor's 
Online Learning Center. 
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Classroom Performance System Content. Created by Donelson Forsyth of the 
University of Richmond. The Classroom Performance System (CPS) questions from 
e lnstruction allows instructors to gauge immediately what students are learning dur­
ing lectures. With CPS and student "clickers," available at a discount to adopters of 
ES5elltinls ajUIlderstmrdill8 Psyclw/a8Y, instructors can draw on the quiz and poll ques­
tions provided on the Ins tructor 's Online Learning Center and on the Instructor 's 
Resource CD-ROM (or craft their own) and get instant feedback, even from students 
who are re luctant to speak out in class. In addition, CPS facilitates taking attendance, 
g iving and grading pop quiZzes, and giving formal, printed class tests with multiple 
versions of the test using CPS for immediate grading. 

Additional Resources 
for Introductory Psychology 
Please see your McGraw-Hill sa les representative for information on policy, price, and 
availability of the following supplements. 

In-Class Activities Manual for Instructors of Introductory Psychology (by the 
Il linois State University team of Pat Jarvis, Cynthia Nordstrom, and Karen Williams). 
This activit ies manual covers every major topic in the course. Nineteen chapters 
include 58 separate activities, all of which have been used successfully in the authors' 
classes. Each activity includes a short description of the demonstration, the approxi­
mate time needed to complete the activity, the materials needed, step-by-step proce­
dures, practical tips, and suggested readings related to the activity. 

Annual Editions: Psychology 07/08 (edited by Karen Duffy, Sta te Universi ty College­
Geneseo). This annually updated reader provides convenient, inexpensive access to 
current articles selected from the best of the public press. Organizational features 
include an annotated listing of selected Web si tes, an annota ted table of contents, a 
topic gu ide, a general introduction, brief overviews for each section, a topical index, 
and an instructor's resource guide with testing materials. 

Classic Ed ition Sources: Psychology, 4e (edited by Terry Pettijohn of Ohio State 
Univers ity- Marion). This reader provides more than 40 selections of enduring intel­
lectual value--classic articles, book excerpts, and research stud ies-tha t have shaped 
the study of psychology and our contemporary understanding of it. 

Taking Sides: Oashing Views on Controversial Psychological Issues, 14e (edited by 
Brent Slife of Brigham Young University). This reader presents cum,>nt controversial issues 
in n dcbatc-5tylc format designed to stimul<ltc student intcrcst and develop cri ticul thinking 
skills. Each issue is thoughtfully framed with an issue summary, an issue introduction, and 
a postscript. An instructor's manual with testing material is available for each volume. 

COURSE MANAGEMENT SYSTEMS 

WebCT and Blackboard. Populated WebCT and Blackboard course cartridges are 
avai lable free upon adoption of a McGraw-Hill textbook. Contact your McCraw-Hill 
sales representative for details. 

PageOut! Build your own course Web s ite in less than an hour. You don't have to 
be a computer whiz to create a Web si te with this excl usive McC raw-Hill product. It 
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requires no prior knowledge of HTML, no long hours of coding, and no design skills 
on your parI. With PageOut, even the most inexperienced computer user can quickly 
and easily create a professional-looking course Web site. Simply fill in templates with 
your information and with content provided by McCraw-Hill, .choose a design, and 
you've got a Web site specifically designed for your ;:ourse. Best of all, it's free! Visit 
us at www.pageout.nettofindoutmol"('. 

VIDEO RESOURCES 

Media Resources for Teaching Psychology (Available as a DVD + CO-ROM set or 
as 2 VHS Tapes + CD-ROM). This exciting set of video segments and interactivities 
was designed to provide instructors of introductory psychology with a set of lecture 
tools that will enhance student interest and involvement. Fifty video segments and 22 
interactivities have been carefully edited and arranged for undergraduate instruction. 
Thirty-six of the video segments-more than 2Yi hours of foo tage-are available either 
on DVD or on two VHS videocassettes, through an exclusive partnership McCraw­
Hill has established with The Discovery Channel Education TM . The other video seg­
ments (animations) and interactivities are available on an accompanying CD-ROM. 
The video segments range in length from under 5 minutes to 12 minutes. Detailed 
teaching notes provide a summary of the activity, suggestions on how to use it in class, 
and discussion questions. 

McGraw-Hill Introduction to Psychology Videos. Taken from Films fo r Humanities 
& Sciences videos, eiKh of these clips is 5-10 minutes in length and is designed to 
serve as a lecture launcher. Topics include gestalt theories, classic and operant condi­
tioning, eyewitness testimony, language development, Piagel's preoperational stage, 
and schizophrenia. 

AcknowledgmLl..ll:eOLDuts"----______ _ 
One of the central features of Esscntials ofUnderstmrding Ps,,,dwlogy is the involvement of 
both professionals and students in the review process. The seventh edition of Essentials 
of Understanding Psychology has relied heavily-and benefited substantially- from the 
advice of instructors and students from a wide range of backgrounds. 

I am extraordinarily grateful to the following reviewers, who provided their 
time and expertise to help insure that Esselltials of Ullderstmrdillg Psychology, Seventh 
Edition, reflec ts the best that psychology has to offer. 

David Alfano, Community College of 
Rhode Island 

Wayne Briner, University of Nebraska­
Kearney 

Michael Cortese, College of Charleston 

Bobbi Gabrenya, Southern Vermont College 

Julian Paul Keenan, Montclair State 
University 

Charlene Melrose, Orange Coast College 

Julie Bauer Morrison, Glendale 
Community College 

Ron Mulson, Hudson Valley Community 
College 

Randall Osborne, Texas Stale University, 
Sun Marcos 

Daren Protolipac, St. Cloud State 
University 

Elisabeth Sherwin, University of 
Arkansas- Little Rock 

Inger Thompson, Glendale Community 
College 
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Also central to this revision of Essentials of Ullderstanding Psychology were the rec­
ommendations of the Psycll /nteractive Advisory Board. The following Advisory Board 
members have provided valuable input during the development of Psyclr/Ilteractive 
Online that will broaden the scope and effectiveness of the student activities. 

Melissa Acevedo, Westchester Community 
College 

Jennifer Brooks, Collill COlmty COll/mlmity 
College 

Jeffrey Green, Virgillia Comlllomvealtir 
University 

Holly Haynes, Georgia PerimeferCollege 

Julie Bauer Morrison, Glelldale 
Community College 

Phil PegJ;, Westem Kentllcky University 

Tammy Rahhal, University of 
Massachusetts at Amherst 

Tanya Renner, University of Hawaii 

Carla Strassle, York College of 
Pennsylvania 

Jim Stringham, University of Georgia 

Many teachers along my educational path have shaped my thinking. I was intro­
duced to psychology at Wesleyan University, where several committed and inspiring 
teachers-and in particular Karl Scheibe--conveyed their sense of excitement about 
the field and made its relevance clear to me. Karl epi tomizes the teacher-scholar com­
bination to which I aspire, and I continue to marvel at my good fortune in having such 
a role model. 

By the time J left Wesleyan I could envision no o ther career but that of psycholo­
gis t. Although the nature of the University of Wisconsin, where I did my graduate 
work, could not have been more different from the much smaller Wesleyan, the excite­
ment and inspiration were s imilar. Once again, a cadre of excellent teachers-led, 
especially, by the late Vernon Allen- molded my thinking and taught me to appreciate 
the beauty and science of the discipline of psychology. 

My colleagues and students at the University of Massachusetts at Amherst pro­
vide ongoing intellectual stimulation, and [ thank them for making the univers ity a 
fine place to work. Several people also provided extraordinary research and editorial 
help. In particular, I am grateful to my superb s tudents, past and present, including 
Jim Tyler, Brent Weiss, and Chris Poirier. Finally, I am extremely grateful to John Graiff, 
whose hard work and dedication helped immeasurably on just about everything 
involving this book. 

I also offer great thanks to the McGraw-Hill editorial team that participated in this 
edition of the book. Steve Debow's and Emily Barrosse's hands-on interest, as well as 
their friendship, helped the project a t every cri tical juncture. I'm particularly g rateful 
to Steve for appointing me Writer in Residence at McGraw-HilI's office in New York, 
facilita ting the writing of this book while I was on sabbatical. 

Publisher Beth Mejia created a creative, energetic, and supportive environment, 
and I am in awe of her enthusiasm, commitment, and extremely good ideas. I also 
thank the very able Judith Kromm, master-of-all-details -while-still-seeing-the-big-pic­
ture developmental editor on this edition. Judith does a fan tastic job, and I'm lucky 
to have worked with her on this edition. I'm also pleased to welcome senior editor 
Suzanna Ellison to this edition of Essentials of Understanding Psychology. I am very 
happy that someone with her motivation, intelligence, and good ideas has joined the 
team, and I look fonvard to working with her. Finally, every reader of this book owes 
a debt to Rhona Robbin, developmental editor on the earliest editions of Essentials of 
Understandillg Psychology. Her relentless pursuit of excellence helped form the core of 
this book, and she taught me a great deal about the craft and art of writing. 
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I am also grateful to the team that spent untold hours developing the teaching 
and learning tools that complement the book, including Art Kohn, Portland State 
University; Stephanie George, New Media Producer; and my ma;;ter-of-all-pedagogies 
colleague Susan Whitboume, University of Massachusetts at Amherst. I am convinced 
their efforts have created an instructional framework that is boundary-breaking. 

Central to the design, production, and marketing process were Manager 
of Publishing Services Melissa Williams, Production Editor Lake Lloyd, Lead 
Production Supervisor Randy Hurst, and Designer Ellen Pettengell. Photo editor 
Toni Michaels did her usual superb job in choosing photos and, as always, was a 
pleasure to work with. I would also like to thank Executive Marketing Manager 
Sarah Martin for her enthusiasm and commitment to th is project. [ am proud to be 
a part of this world-class team. 

Finally, I remain completely indebted to my family. My parents, Leah Brochstein 
and the late Saul D. Feldman, provided a lifetime foundation of love and support, and 
I continue to see their influen<:e in every <:orn"r of my [if". I am grateful, too, to Harry 
Brochstein, who has enriched my life and thinking in many ways. 

My extended famil y also plays a central role in my life. They include, more or less 
in order of age, my nieces and nephews, my terrific brother, my brothers- and sisters­
in-law, and Ethel Radler. Finally, my mother-in-law, the late Mary Evans Vorwerk, had 
an important influence on this book, and I remain ever grateful to her. 

Ultimately, my <:hildren, Jonathan, Joshua, and Sarah; my daughter-in-law Leigh; and 
my wife, Katherine, remain the focal point of my life. I thank them, with immense love. 

Robert S. Feldman 
Amherst, Massachusetts 
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If you're reading this page, you're probably taking an introductory psychology course. 

Maybe you're studying psychology be<:ause you've always been interested in what makes 

people t ick. Or perhaps you've had a friend or fami7 member who has sought assistance 

for a psychological disorder: Or maybe you have no idea wilat psycrology is all about, but 

you know that taking introductory psychology would fulfi ll a degree requirement. 

Whatever your motivation for taking the course and reading this book. here's my 

commitment to you: By the time you finish this text. you will have a better understanding 

of wily people---including you--behave the way they do, You will know how, and why, 

psychologists conduct research, ilIld wi ll have an understanding of the theories that guide 

their resean:h. You will become acquainted with the breadth of the field and will obtain 

practical, useful informat ion, as wel l as a wealth of knowledge that hopeful7 will excite 

your curiosity and increase your understanding o f people's behavior: 

To meet this commitment. Essentials or Understanding Psychology, Seventh Edition, has 

been written with you, the reader in mind, At every step in the development of the book, 

students and instructors have been consu~ed in an effort to identify the combination of 

learning tools that would maximize readers' ability to learn and retain the subject matter 

of psychology. The result is a book that contains features that will not only help you to 

understand psychology, but also make it a discipline that is part of your life, 

Now it's your tum. You wi ll need to take several steps to maximize the effectiveness 

of the learning t ools in the book. These steps include familiarizing yourself with the scope 

and stn.rcture of the book, using the built- in learning aids, and employing a systematic 

study st rategy, 

Familiarize Yourself with the Scope 
and Organization of Essentials 
of Understanding Psychology 
Begin by reading the list of modules and skirrming the detailed table of contents at the 

front of the book. From this exercise, you wi ll get a sense of the topics covered and the 

logic behind the sequence of modules, Then take some t ime to flip through the book. 

Choose a section that looks particulany interesting to you, skim it. a1d see for yourself 

how the modules are laid out 

Each module provides logical starting and stopping points for reading and study-

ing. You can plan your studying around the modules that cover a par ticular topic. For 

instance, if your inst ructor assigns a group o f modules to read over the course of a week, 

you might plan to read and study one module each day, using later days in the week tc 

rel/iew the material. 
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Once you have acquired a broad overview of Essentials of Understanding Psychology. you 

are ready to begin reading and learning about psychology. Each chapter contains leaming 

aids that will help you master the material. 

KEY CONCEPTS Each module 
begins with the key concepts discussed in 
that section. The key concepts. phrased 
as questions, provide a framework for 
understanding and organizing the material that 
follo'NS. They will also help you to I.Ilderstand 
what the ~rtant content is. 
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demonstrating wtly 1t1e material in the 
chapter is important 

.. ~_ - b 

·. ·...,"-.:"' ;,' 001"'~~.,......., "' ......... ,U',"' .. l 
"'I'" ..-.0-.''''',,1''''''''''_.,....,. "' .. , ..... -. .. 
..,t. . :cd' ,'f<>.> I", ~<: "'~, ,,.~~ .. :U,.., ..... " I:<"'-
,,.,, < .... ~ r""". """' ... . -"', "", <c. , ~". ~ It< 
........ 0 " ...... ~ ...... ..- ·"_" ,., .,,. ..... 1 ... 1-1_ 
,..J·d ......... · ... , ... - ..-, J~ ·,;~u"-~," ... ;.k, ,."'.' ,......, ,-." .... . , , ..... ~.., '.~.' ..,.,..",..."'~, ... , ""'"' , , .... ,,,"'. ,.,""'''' .... ''''' .. ~ -.. • ..,.,~_r.· .... r.' ' 
"""' .,," _ ",-,.,o-e ,..-.-,,.,... .... - ... 11_ ".-, _ .... " Ito. 

H.,.·...., '''o. r,·. "-'J"~"" . "' '''''I''-.j"",,''''''''''' 
,~." ""'""wr.otl""" ·.,,,_, < .. ........ : 1 .... '" .'<1;", .. - ......... """''''_ ~''"'_~'''·'''VlI,... """-;:0;"1(1'_."" V""' ~""OI'H" __ ~' '''~ ''' 

.. ~"'t"", ~"'''"' "N.""",, "JOY '-.'1'.:tt,,-t 
.'s. .. ~ ,i "",''''''';1 ",'.', ,,, ... ,,,.-: '"7 tt-.>..;j ... , ." , 
~,, - ... "~,, . .... ""'f""-- .. . .,.., ._.~" ' ''' ._~ 

; . . .. -...... ...t, .. ~" .... ...-Iod I · .,.,r ",. -".-,''N. 

'w""S"_ ··f~· ........ It_<I "I-'(~"""" '''' ...... ~ 
-+, .... "t •• , .. ,.. ...... ,.. ... ... ~, .... ! . . .... ... 
..-...." .... ..... t"' ..... ~ t .... , ..... . .."."'·.-..... . 

...t . - i-I .......... , ............. . ,,- ... 'Io>ofo-~" "' ..... ..---.... ''''' ..... ~ ........ '''' ....... ..,..,,, . ,- , ....... "'"' 

.., ... 40; ...... "" .. , ~ < <> ."W' ... <".,,,,. ~_ ' .......... '0.-.. 

... ,~-,. -- ... "l"""' ... ,'=, ......... ...,..--"'". 
_""" '~"-Q ~"'J"" '"""'''''''* ' ~ ~j"'~ 

LOOKING AHEAD The Looking 
Ahead sections. which follow 1t1e 
prologues. identify the key themes and 
issues addressed in the chapter. 

xxIx 



e I Feldman: Essentials 01 
Underslanding Psychology. 
Sevanth Edition 

mnt Maner 

www.mhhe.comffeldmaness7 

Psych Interactive Onli ne 

Heuristics 

APPLYING PSYCHOLOGY 
IN THE lIST CENTURY 
A box in each chapter describing 
psychological researth that is being applied 
to everyday problems. Read these boxes 
to understand how psychology promises 
to improve the human condition. in ways 
ranging from the development of ways to 
reduce violence to explaining the behavior 
of suicide bombers. 
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ACTIVITY PROMPTS Throughout the book you find text 
refererxes and marginal icons that will guide you to virtual activities that are 
part of a framework for leaming surrounding the text. The mu~med ia and 
print components of this framework will help you fully understand the key 
corxepts of psychology and show how psychology affects your everyday 
life. Go to the book's Web site (w.vw.mhhe.comffeldmaness7). where you 
will find the link to Psychlnteroctive Online. which contains the visual activities 
and simulations. video and audio demonstrations. and mastery exercises 
that will enable you to achieve a richer and deeper understanding of the 
basic principles of the discipline. 
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EXPLORING DIVERSITY Every chapter 
includes at least one section devoted to an aspect 
of racial. ethnic. gender. or OJltural diversity. These 
features focus on the contributions of psychology to 
a better understanding of multicultural issues that are 
so central to our global society. 
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BECOMING AN INFORMED CONSUMER OF PSYCHOLOGY 
One of the major goals of EssenOOls of Understandrlg Psyt:hobg;r is to make readers 
more inbrrned. oiticaJ consu-net"'S of information relating to psychobgical issues, 

These discussions gr...e )-OU the tools to evaluate infOllTlation concerning hlXOiln 
behavior- that PJ may hear or read about in the media or on the Web 

RUNNING GLOSSARY When, key 
term 0(" concept appears in the text. it appears 
either in boldface or itak:s. Boldfa<ed words 
are of primary importance; itaJicized v.«ds are 
of secondary importance. TetTT\S and concepts 
in bold are defined in the text where they are 
introduced and in the text margins. as v.ell as in 
the glossary at the back of the book. In addition. 
bokjfaced terms are included in the list of Key 
TetTT\S at the end of e\IeI"Y module, along with 
page references. You might want to hi~ight 
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LOOKING BACK, EPILOGUE, 
AND VISUAL MASTERY REVIEWS 
Each chapter ends with a looking Back section 
that extends the chapter content to the Web, 
The Epilogue refers back to the Prologue at 
the start of the set of modules. placing it in the 
context of the chapter's subject matter and 
asking questions designed to encourage you to 
think critical ly about what you've read. 

In addition. several chapters conclude with 
a visual mastery review that revisits a key point 
from the chapter in a verbal and pictorial way. 
Studying these reviews and answering the ques­
tions that go with them will make recall and 
applicat ion of the material easier. 
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RECAP/EVALUATE/RETHINK SEGMENTS 
Every module ends with a Recap/Evaluate/Rethink 
~nt Recap sections review the key concepts found 
at the beginning of each module. Evaluate sections 
provide a series of questions on the module content 
that ask for concrete infonnation. in a matching, multiple 
choice. fill-in. or true-false fonnat The questions in the 
Rethink sections are designed to encourage you to think 
criticaHy about a topic or issue. and they often have more 
than one correct answe~ 

Answer Evaluate and Rethink questions! Your 
responses will indicate both your degree of mastery of 
the material and the depth of your knowledge. If you 
have no trouble with the questions, you can be confident 
that you are studying effectively. Use questions wrth which 
you have difficulty as a basis for further study. 

:F~:"~"'~~''='''7 - " .. ... .. . 
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You'lI find the same features il'l e;.;ery chapter. providing familiar landmarks to help 

you chart your way through new material. This structure will help you organize. learn. and 

remember the content 

One final note: This text uses a reference citation style endorsed by the American 

Psychological Association (APA). According to APA style. citations include a name and 

date. typically set off in parentheses at the end of a sentence and specifying the author 

of the work being cited and the year of publication. as in this example: (Angier & 

Chang. 2005). Each of these !'lames and dates refers to a book or article included in the 

References section at the end of this book. 

STRATEGIES FOR EFFECTIVE STUDY 
AND CRITICAL THINKING 

Now that you are acquainteo ¥Vith the special features of Essentials of Understanding 

Psychology. you should consider using a general study strategy It is ironic that although 

we are expected to study and uttimatet,- leam a wide range of material throughout our 

schooling. we are rarely taught any systematic strategies that permit us to study more 

effectively. Psychologists have devised several excellent (and proven) techniques for 

improving study skills, two of which are described here. By employing one of these pro· 

cedures-known by the initials "P.o.W.ER" and "SQ3R"- you can increase your ability to 

leam and retain information and to think critically, not just in psychology classes but also in 

all academic subjects. 

P.O.W.E.R. The POWER leaming strategy includes fIVe key steps: Prepare, Organize, 

Work. Evaluate. and Rethink. POWER systematizes the acquisition of new material by 

providing a leaming framework It stresses the importance of leaming objectives and 

appropriate preparation prior to beginning to study. as well as the significance of self-evalu­

ation and the incorporation of critical thinking into the leaming process. Specifrcalt,-, use of 

the P.OWER. learning system entails the fol lowing steps: 

Prepare. Before starting any joumey, we need to know where we are headed. 

Academic joumeys are no different we need to know what our goals are. The 

Prepare stage consists of thinking about what we hope to gain from reading a par­

ticular section of the text by identifying specific goals that we seek to accomplish. 

In Essentials of Understanding Psychology. Seventh Edition. t hese goals are pre­

sented as broad questions at the start of each chapter and again at the beginning 

of each module. 

Organize. Once we know what our goals are, we can de;.;elop a route to accom· 

plish those goals. The Organize stage involves developing a mental roadmap of 

where we are headed. Essentials of Understanding Psychology highlights the organi. 

zation of each upcoming chapter. Read the outline to get an idea of what topics 

are covered and how they are organized. 

() The McGraw-Hili 
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Work. The key to the Po.WER leaming system is actually reading and studying 

the material presented in t he book. In some ways Work is the easy part. because, 

if you have carried out the steps in the preparation and organization stage. you'lI 

know where you're headed and how you'lI get there. Of course, you'lI need the 

motivat ion to conscientiously read and think about the material presented. A.nd 

remember. the main text isn't the only material that you need to read and think 

about. It's also important to read the boxes. the margiMI glossary terms. and the 

special sections in order to gain a full understanding of the material. so be sure to 

include them as part of the Work of reading the chapter: 

Evaluate. The fourth step. Evaluate, provides the opportunity to determine how 

effectively mastered the material. In Essentials o(Understanding Psychology. a series of 

questions at the end of each module permits a rapid check of your understanding of 

the material. Quizzes on the book's Web site. or Online Leaming Center. and within 

Psychlntemctive Online provide additioMI opportunities to test yourself. Evaluating 

your progress is essential to assessing your degree of mastery of the material. 

Rethink. The final step in the Po.WER learning system requires thinking critically 

about the content. Critical thinking entai ls re-analyzing. reviewing. questioning. and 

challenging assumptions. It affords the opportunity to look at the big picture by 

thinking about how material frts with other information that already learned. Every 

major section of Essentials o( Understanding Psychology ends with a Rethink section 

that contains thought-provoking questions. Answering them will help you under­

stand t he material more fu lly and at a deeper level. 

SQ3R. The SQ3R method comprises fIYe steps, designated by the initials S-Q-R-R-R. The 

first step is to survey t he material by reading the outlines that open each module. the 

headings. figure captions, recaps, and Loolcing Ahead and Looking Back sections, providing 

yourself with an overview of the major points of t he chapter: The next step-the "Q" in 

SQ3R-is to question. Formulate questions about the material--either aloud or in writ­

ing-prior to actually reading a section of text The questions posed at the beginning of 

each module and the Evaluate and Rethink questions that end each part of the chapter are 

examples. 

The next three steps in SQ3R ask you to read, redte, and review the material. Read 

carefully and. even more importantly. read actively and critically. While you are reading. 

answer the questions you have asked ~urself. Critically evaluate material by considering the 

implications of what you are reading. thinking about possible exceptions and contradictions. 

and examining underlying assumptons. The redte step involves describing and explaining 

to yourself (or to a friend) the material you have just read and answering the questions 

you have posed earlier: Recite aloud: the recitation process helps to identify your degree of 

understanding of the material you have just read. Finally, review the material. looking it over. 

reading the Looking Bock summaries. and answering the in-text review questions. 
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Some Final Comments. Both ROWER. and SQ3R are proven means of increasing 

your study effectiveness. But you need not feel tied to a particular strategy. You might 

want to combine other elements to create your own study system. Additional learning 

tips and strategies for crit ical thinking are presented throughout Essentials o(Understanding 

Psychology: for example. in Chapter 6. the use of mnemonics (memory techniques for 

organizing material to help its recall) is discussed. If these tactics help you to successfully 

master new material. stick with them. 

Whatever learning strategy you use, you wi ll maximize your understanding of the 

material in this book and master techniques that w ill help you learn and think critically in 

all of your academic endeavors. More importantl~ you will optimize your understanding of 

the field of psychology. It is worth the effort: The excitement. challenges. and promise that 

psychology holds for you are significant 

() The McGraw-Hili 
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Key Concepts for Chapter I 

What is the science of psychology? • What are 

the major specialties in the field of psychology? 

• Where do psychologists work? 

() The McGraw-Hili 

Companies,2OOIl 

The Subfields of Psychology: Psychology's 
Family Tree 

Working at Psychology 

c::;~:;:::::::::::::::::~~~~::=~::= A Science Evolves:The Past, 

What are the origins of psychology? • What are the the Present , and the Future 

The Roots of Psychology 

MODULE ]. 

major approaches in contemporary psychology? • What 
Today's Perspectives 

are psychology's key issues and controversies? • What APfJlylng Psychology In the 21st Century' 
Psychology Matters 

is the future of psychology likely to hold? Psychology's Key Issues and 
Controversies 

What is the scientific method? • How do psychologists 

theory and research to answer questions of interest? 

What research methods do psychologists use? • How 

~:iC~,ol<og;sts establish cause-and-effect relationships in research studies? 

What major issues confront psychologists 

conducting research? 

Psychology's Future 

The Scientific Method 

Psychological Research 

Experimental Research 

MODULE 4 

Research Challenges: 
Exploring the Process 
The Ethics of Research 

Exploring Dlvenity' o,oosing Participants 
Who Represent the $cope of Human 
Behavior 

Should Animals Be Used in Research? 

Threats to Experiment Validity: 
Experimenter and Participant 
Expectations 

Becoming on Informed Consumer of 
Psychology: Thinking Critically About 
Research 

3 
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Prologue: A Calamity Called Katrina 

It began with a mild disturbance in the atmo­
sphere off the coast of Afi-ica At first it 

caused barely a ripple in the air; but 

the eventual result a monster !'lur­
ricane named Katrina. bore dovm 
on New Orleans, bombarding the 
city and surrounding coastline with 
winds of over 150 miles per hour 

and WiNeS higher than 20 feet. 
The torrents of water that lashed 

New Orleans in August 2005 caused 
levees built to keep Lake Pontchartrain from 

Although it originated as a meteorological event, Hurricane Katrina 
and its devastating aftermath gave rise to a host of p;yc:hoklgical 
issues. For example. consider these questions asked by psychologists 
following the catastrophe: 

4 

• What internal biological changes occurred in t!'lose 

fleeing for their lives from the hunicane? 

• What memories did people have of the catastrophe 

afterward? How would tl'le loss of loved ones during 
the storm affect children immediately afterward and in 

the future? 

overflowing into the city's low-lying neighborhoods to give Wirf. flood­
ing much of the area. Vv"hen the waters re<:eded weeks after the hur­
ricane, the devastation was unbelievable. Entire neighborhoods had 

been destroyed. The death toll dimbed into the thousands. and more 
than a hundred thousand people were left homeless. 

Yet the most memorable stories to come out of New Orleans 
in the days and weeks following Hurricane Katrina are about human 
kindness. More fortunate residents invited homeless strangers to 
share tl'leFr homes. People thousands of miles iIWay rusl'led to the 
afflicted areas to help search for victims, evacuate stranded resi­
dents, and rebuild the Big Easy. Citizens from allover the globe pro­
vided millions of dollars in aid to victims. 

• What would be the long-term effects of the disaster on 
the I'lealth of individuals who lived through the disaster? 

• What are the most effective ways to help people cope with 
the loss of family members and the klss of their homes? 

• Why did so many people offer help for 
those affected by the hurricane? 

As we'lI soon see. psychology addresses questions like these­
and many. many more. In this chapte~ we begin our examination of 
psychology, tl'le different types of psychologists. and the various roles 
that psychologists play 
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Psychology is the scientific study of behavior and mental processes. The simplicity 
of this definition is in some ways deceiving, concealing ongoing debates about how 
broad the scope of psychology should be. Should psychologists limit themselves to the 
study of outward, observable behavior? Is it possible to study thinking scientifically? 
Should the field encompass the s tudy of such d iverse topics as physical and mental 
health, perception, dreaming, and motivation? Is it appropriate to focus solely on 
human behavior, or should the behavior of other speo:::ies be included? 

Most psychologists would argue that the field should be receptive to a variety of 
viewpoints and approaches. Consequently, the phrase be/mvior aud meulal processes in 
the definition of psychology must be understood to mean many things: It encompasses 
nol just what people do but also their thoughts, emotions, perceptions, reasoning pro­
cesses, memories, and even the biological activities that maintain bodily functioning. 

Psychologists try to describe, predict, and explain human behavior and mental 
processes, as well as helping to change and improve the lives of people and the world 
in which they live. They use scientific methods to find answers that are far more valid 
and legiti mate than those resulting from intuition and speculation, which are often 
inaccurate (see Figure 1). 

Psychological Truthsr 
To test your knowledge of psychology. try answering the following questions: 

I. Infants love their mothers prima ri~ because their mothers fulfill their basic biological needs. 
such as providing food. True or false1 ___ _ 

2 Geniuses general~ have poor social adjustment True or falsel-,-_-:-:-
3. The best way to ensure: that a desired behavior wil l continue after training is completed is 

to reward that behavior every single time it occurs during train ing rather than rewarding it 
on~ periodica l ~. True or falsel ___ _ 

4. People with schizophrenia have at least two distinct personalities. True or false1-,-_-::-_ 
5. If you are having trouble sleeping. the best way to get to sleep is to take a sleeping pil l. 

True or faIse1 ___ _ 

6. Children's IQ scores have little to do with how well they do in schoo l. True o r 
falsel ___ _ 

7. Frequent masturoation can lead to mental ill ness. True or 'a lse1-:: __ -:-, 
8. Once people reach old age , their leisure activities change rad ically. True or false1 ___ _ 
9. Most people would refuse to give painful electric shocks to other people. True or 

falsel ___ _ 

10. One of the least important factors affecting how much we like another person is that per-
son 's physical attractiveness_ True or false? ___ _ 

Scoring: The truth about each ofthe<;e item" They are aM loise. Based on psychologICal ~ earn 
of these "filC!$" has been prcNefl untrue. You will k.am the """"'" why a~ we explore >Ml.:it P')'dloIo­
g''iI1; have disrovered about humMl beh;Mor: 

() The McGraw-Hili 
Companies.2OOIl 

Key c,o"eepts 
What is science 

W hat are the major special­
ties in the field of psychology? 

Where do psychologists workl 

Psychology: The scientific study of 
behavior and mental processes. 

FIGURE I The screntific method is the 

basis of all psychological research and is 
used to find valid answers. Test yo .... knowl­

edge of psy<holoID' by answering these 

questions. (Source: Llmal, 1979.) 
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Multiple Causes of Behavior 

The questions in Figure I provide just a hint of the topics that we will encounter 
in the study of psychology. Our discussions will take us through the range of what is 
known about behavior and mental processes. 

The Subfields of Psychology: 
Psychology's Family Jr~e 
As the study of psychology has grown, it has given rise to a number of subfields 
(described in Figure 2 and illustrated in the Psychln teractive exercise on multiple 
causes of behavior). The subfields of psychology can be likened to an extended family, 
with assorted nieces and nephews, aunts and uncles, and cousins who, although they 
may not interact on a day-to-day basis, are related to one another because they share 
a common go.ll: understanding behavior. One way to identify the key subfields is 10 
look at some of the basic questions about behavior that they address. 

WHAT ARE THE BIOLOGICAL FOUNDATIONS 
OF BEHAVIORt 

In the most fundamental sense, people are biological organisms. Behavioral neuroscience 
is the subfield of psychology that mainly examines how the brain and the nervous sys­
tem- as well as other biological processes---determine behavior. Thus, neuroscientists 
consider how our bodies influence our behavior. For example, they may examine the 
link between specific sites in the br.:tin and the muscul.:tr tremors of people affected by 
Parkinson's disease or attempt to determine how our emotions are related 10 phys i­
cal sensations . Behavioral neuroscientists might want to know what phYSiological 
changes occurred in people who fled New Orleans as Hurricane K.:ttrina w.:ts bearing 
down on the city. 

HOW DO PEOPLE SENSE, PERCEIVE, LEARN, 
AND THINK ABOUT THE WORLDt 

I.E you have ever wondered why you are susceptible to optical illusions, how your 
body registers pain, or how to make the most of your study time, an experimental 
psychologist c.:tn .:tnswer your questions. Experimental /1SydlOlogy is the branch of psy­
chology that studies the processes of sensing, perceiving, learning, and thinking about 
the world. (The term experimental psychologist is somewhat misleading: Psychologists 
in every specialty area use experimental techniques.) 

Several subspecialties of experiment.:tl psychology h.:tve become specialties in 
their own right. One ex.:tmple is cognitive psychology, which focuses on higher mental 
processes, including thinking, memory, reasoning, problem solving, judging, de<:ision 
making, and language. A cognitive psychologist might be interested in what victims 
of Hurric.:tne K.:ttrina remembered about th~ir experience. 

WHAT ARE THE SOURCES OF CHANGE AND STABILITY 
IN BEHAVIOR ACROSS THE LIFE SPAN! 

A b.:tby producing her first smile ... taking her first step ... S.:tying her first word. These 
universal milestones in development are also Singularly special and unique for each per­
son. [kwlopmenfal psychology studies how people grow and change from the mo ment of 
conception through de.:t!h. Personality psychology focuses on the consistency in people's 
behavior over time and the traits that differentiate one person from another. 
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Subfield Description 

Behavioral genetICS Behavioral genetics studies the inheritance o f traits related to beh.z..rior. 

Behavioral neuroscience Behaviorol nelXtlscience examines the biok>gical basis of behavior. 

Clinical psychology alnICaI psychology deals with the study, d~gnosrs, and treatment of 
psychological disoro'ers. 

Oinical neuropsychok>gy OinK:<Ji neuropsychology Uf'it es the areas ofbiopsychok>gy and clinical 
psychology, focusrng on the relatronshlp be'l'Neen brological factors 
and psychologICal disorders. 

Cognitive psychology Cogrvtive psychology focuses on the study of higher mental processes. 

Counseling psychology Counseljng psychology focuses primarily on educational, soc~l, and 
career adjustment probjems. 

Cross·cult .... aI psychology Cross-wlturo! psychology investrgates the similanties and d ifferences ;n 
psychologICal functioning in and across various cultures and ethnic 
groop'. 

Developmental psychology Developmental psydIoIogy examines how people gro-w and change 
from the moment of conception through death. 

Educational psychology EducauonaI psychology is concerned with teaching and learning 
proce~ such as the relationship between mot ivatron and school 
performance. 

Environmental psychology Environmental p~ considers the relationship between people 
and their physical environment. 

Evolutronary psy<:oology EvoIu6onary psychology considers how behavior is influenced by our 
genetic Inhentance from our ancestors. 

Expenmenta l psychok>gy 

Forensic psychology 

Hea!th psychology 

IndustriaVorganizationai 
psychology 

Personality psychok>gy 

Program eva luatron 

Psychology o f women 

School psychology 

Social psychology 

Sport psychology 

Experimen!a psychology studies the processes of sensing. perceivmg. 
learning. and thinking about the world. 

ForenSIC ps)dlology focuses on legal iSSlJes. such as determining the 
accuracy o f 'NJtness memories. 

He<l!th psych%g( e xplores the relationship b~n psychological 
factors and pnys;cal a il ments or disease, 

IndlJs!lia!lorgonjzationa! psychology is concerned with the psychology of 
the workplace . 

Per.;ono/iry psychology focuses on the consrstency In people's behavior 
over trme and the traits that differentiate one person from another. 

Progrom el'!J!uarJon focuses on assessing large-scale programs. such as 
the Head Start preschool program, to determine ......nether they are 
effective in meetrng their goals. 

Psychology or women focuses on issues such as dlscrimrnatron agaInst 
women and the causes of violence agarnst women. 

Schoo! psychology is devoted to counseling ch ildren in elementary and 
secondary schools vvho have academic or emotional problems. 

Sooal psychology is the study of how people's thoughts. feelings. and 

actions are affected by others. 

Sport p~ appl ies psychology to athletic actMty and exercise. 
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HOW DO PSYCHOLOGICAL FACTORS AFFECT 
PHYSICAL AND MENTAL HEALTH! 

Frequent depression, stress, and fears that prevent people from carrying out their 
normal activities are topics that would interest a health psychologist, clinical psy­
chologist, and a counseling psychologist. Healllr psychology explores the relationship 
between psychological factors and physical ailments or disease. For example, health 
psychologists are interested in how long-term stress (a psychological factor) can affec t 
physical health and in identifying ways to promote behavior that brings about good 
health (Nelson & Simmons, 2C03). The long-term health effects of stress resulting 
from the loss of a home and evacuation to another state in the aftermath of Hurricane 
Katrina would be of concern to a health psychologist. 

Clinical psychology deals with the study, diagnosis, and treatment of psychological 
disorders. Clinical psychologists are trained to diagnose and treat problems that range 
from the (rises of everyday life, Such as unhappiness over the breakup of a relation­
ship, to more extreme conditions, Such as profound, lingering depression. Some clini­
cal psychologists also research and investigate issues that range from identifying the 
early signs of psychological disturbance to studying the relationship betw'een family 
communication patterns and psychological disorders. A clinical psychologist might 
be called on to help a New Orleans evacuee cope with the loss of a loved one and 
ambivalence about going back. 

Like clinical psychologists, counseling psychologists deal with people's psy­
chological problems, but the problems they deal with are more specific. COIlI1sclil1g 
psychology is the branch of psychology that focuses primarily on educationa l, social, 
and career adjustment problems. Almost every coilege has a center staffed wi th coun­
seling psychologists. This is where students can get advice on the kinds of jobs they 
might be best sui ted for, methods of studying effectively. and strategies for resolving 
everyday difficulties, such;}s problems with roommates and concerns about a specific 
professor's grading pr;}ctices. Many large business organizations also employ counsel­
ing psychologists to help employees with work-related problems. 

HOW DO OUR SOCIAL NETWORKS AFFECT BEHAVIOR! 

Our complex networks of soci;}l interrel;}tionships are the focus of study for a number 
of subfields of psychology. For example, social psychology is the study of how people's 
thoughts, feelings, and actions are affected by others. Social psychologists focus on 
such diverse topics as human aggression, liking and loving, persuasion, and confor­
mity. For a social psychologist. Hurricane Katrina raises questions about why so many 
people volunteered to help in the search and rescue operation and a few took advan­
tage of the situation for their own personal gain. 

Cross-cullurnl psychology investigates the similarities and d ifferences in psycho­
logical functioning in and across various cultures and ethnic g roups. For example, 
cross-cultural psychologists examine how cultures differ in their usc of punishment 
during child rearing or why certain cultures view academic success as being deter­
mined mostly by hard work while others see it as being determined mostly by inn;}te 
ability (Schoenpflug, 2003; Shweder, 2003; Matsumoto, 20(4). 

EXPANDING PSYCHOLOGY'S FRONTIERS 

The boundaries of the science of psychology are constantly growing. Three newer 
members of the field's family tree-evolutionary psycnology, behavioral genetics, 
and dinical neuropsychology-have sparked particular excitement, and deba te, 
within psychology. 

Evolutionary Psychology. Evolutionary psychology considers how behavior is influ­
enced by ou r genetic inheritance from our ancestors. The evolutionary approach sug-
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gests that the chemical coding of information in our cells not only determines traits 
such as ha ir color and race but also holds the key to understanding a broad variety 
of behaviors that helped our ancestors survive and reproduce (Buss, 2004; Bjorklund, 
2005; Ellis & Bjorklund, 2005). 

Evolutionary psychology stems from Charles Darwin's arguments in his ground­
breaking 1859 book, 011 tire Origill of Species. Danvin suggested. that a process of natu­
ral selection leads to the survival of the fittest and the development of traits that enable 
a species to adapt to its environment. 

Evolutionary psychologists take Darwin's arguments a s tep further. They argue 
that our genetic inheritance determines not only physical trai ts such as skin and eye 
color, but certain personality traits and social behaviors as well. For example, evo­
lutionary psychologists suggest that behavior such as shyness, jealousy, and cross­
cultural simila rities in qualities desired in potential mates are at least partially deter­
mined by genetics. presumably because such behavior helped increase the survival 
rate of humans' ancient relatives (Buss, 2003). 

Al though they a re increaSingly popuJar, evolutionary explanations of behavior 
have s tirred controversy. By suggesting that many significant behaviors unfold auto­
matically because they are wired into the human species, evolutionary approaches 
minimize the role of environmental and social forces. Still, the evolutionary approach 
has s timulated a s ignificant amount of research on how our biological inheri tance 
influences our traits and behaviors (Begley. 2(05). 

Behavio ral Genetics. Another rapidly growing areas in psychology focuses on the 
bio logical mechanisms, such as gt"nes and chromosomt"S, thai t"nablt" inht"r itt"d bt"hav­
ior to unfold. Behavioral genetics seeks to understand how we might inherit certain 
behavioral traits and how the environment influences whether we actually display 
such trai ts (Gott lieb & Lickliter, 2004; Bjorklund, 2005; Li, 2005; Tuvblad, Eley, & 
Lichtens te in, 2(05). 

Clinical Neuropsychology. Clinical neuropsychology unites the areas of neuros.:ience 
and clinical psychology: It focuses on the o rigin of psychological disorde rs in bio logi­
cal factors. Building on advances in our understanding of the structure and chemistry 
of the brain, this specialty has already led to promising new treatments for psychologi­
cal disorders as we]] as debates over the usc of medication to control behavior. 

Working at Psycbologyl-____ _ 
Help Wallll'd: Assistant professor at a smalllibcral arts college. Teach undergraduate 
courses in introductory psychology and cou~'S in specialty areas of cognitive psychology. 
perception. and learning. Strong commitment to quality teaching and student advising nec­
essary. The candidate must also provide evid('flce of scholarship and /'eSe,1rch productivity. 

Help Watrll'd: lndustrial-organizational consulting psychologiSt. international firm seeks 
psychologiSts for full·time career positions as consultants to management. Candidates 
must have the ability to establish a rapport with senior business executives and help them 
find innovative, practical. and psychologically sound solutions to problems concerning 
people and organizations. 

Help Wallll'd: Clinical psychologist. Ph, D .. internship experience, and license required. 
Comprehensive dinic seeks psycholOgist to work with children and adults providing indi­
vidual and group therapy. psychological evaluations. crisis intervention, and development 
of behavior treatment plans on multidisciplinary team. Broad experience with substance· 
abuse problems is desirable. 

~ The McGraw-Hili 
Compan ies. 2008 
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FIGURE 1 The breakdown of where 

U.S . psychologists (who have a Ph.D. or 

Psy.D. degru) work (APA 2000). Why do 

you think so many psycho logists work. in 

col lege settings? 

Colleges and medical 
schools 2ax 

omer 8.5" 

School districts 4 ." --~Ijoo'" 

Hospluls 8.ax ---

Industry and government 6.3% ~ 

Private practice 33.6% 

Human services 10.6% 

As these advertisements suggest, psychologists are employed in a variety of 
settings. Many doctoral-level psychologists are employed by institutions of higher 
learning (universities and colleges) or are self-employed, usually working as private 
practitioners treating clients (see Figure 3). Other work s ites include hospitals, clinics, 
mental health centers, counseling centers, government human-services organizations, 
and schools (APA, 2000). 

Why do so many psychologists work in academic settings? Because these are 
effective settings for three major roles played by psychologists in SOCiety: teacher, sci­
entist, and clinical practitioner. Many psychology professors are also actively involved 
in research or in serving clients. Whatever the particular job site, however, psycholo­
gists share a commitment to improving individual lives as well as society in general. 

PSYCHOLOGISTS: A PORTRAIT 

Is there an "average" psychologist in terms of personal characteristics? Probably not. 
About half of U.s. psychologists are men, and about half are women. Predictions are 
that by 2010 women will outnumber men in the field. Right now, around 70 percent of 
new psychology Ph.D. degrees are earned by women (Fowler, 2002; Harton & Lyons, 
2003; Frincke & Pate, 2004). 

Although most psychologists today work in the United States, about one-third of 
the world's 500,000 psychologists are found elsewhere (see Figure 4). Psychologists 
outside the United States are increasingly influential in adding to the knowledge base 
and practices of psychology (Mays et aI., 1996; Pawlik & d'Ydewalle, 1996; Peiro & 
Lunt, 2003). 

According to figures compiled by the American Psychological Association (APA), 
the vast majority of psychologists in the United Sta les are white, limiting the diversity 
of the field. Only 6 percent of all psychologists are members of racial minority groups. 
Although the number of minority individuals entering the field is increaSing-almost 
one-fifth of new recipients of Ph.D. degrees are people of color- this increase has not 
kept up with the growth of the minority population at large (Bailey, 2004; Hoffer et 
al.,2005). 

The underrepresentation of radal and ethnic minorities among psychologists is 
Significant for several reasons. First, the field of psychology is diminished by a lack 
of the diverse perspectives and talents that minority-group members can provide. 
Furthermore, minori ty-group psychologists serve as role models for members of 
minority communities, and their underrepresentation in the profession might deter 
other minority-group members from entering the field. Finally, because members of 
minority groups often prefer to receive psychological therapy from treatment provid­
ers of their own race or ethnic group, the rarity of minority psychologists can discour­
age some members of minority groups from seeking treatment (Bernal et aI., 2002; 
Jenkins et aI., 2003; Bryant et aI., 2005). 
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FIGURE" O rigin of published research (AJ'A 2000). How do you th ink the heavy concentrat ion 

of psychologists in North America affects the li eld of psychology? 

THE EDUCATION OF A PSYCHOLOGIST 

How do people become psychologists? The most common route is a long one. Most 
psychologists have a doctorate, either a PhD. (doctor of philosophy) or, less fre­
quently, a Psy.D. (doctor of psychology). The Ph.D. is a research degree that requires 
a dissertation based on an original investigation. The Psy.D. is obtained by psycholo­
gists who wish to focus on the treatment of psychological d isorders. (Psychologists 
are distinct from psychiatrists, who are physicians who specialize in the treatment of 
psychological disorders.) 

Both the Ph.D. and the Psy.D. typically take four or five years of work past the 
bachelor's level. Some fields of psychology involve education beyond the doctorate. 
For instance, doctoral-level clinical psychologiSts, who deal with people with psycho­
logical disorders, typically spend an additional year doing an internship. 

About a third of people working in the fil'Jd of psychology have a master's degree 
as their highest degrcc, which is earned after two or three years of graduate work. 
These psychologiSts teach, provide therapy, conduct research, or work in specialized 
programs dealing with drug abuse or crisis intervention. Some work in universities, 
government, and business, collecting and analyzing data. 

Although it takes a considerable amount of time to be trained as a psychologist, 
the number of psychologists continues to grow. Currently, there are close to 60,000 
students enrolled in psychology graduate programs, a 10 percent increase from six 
years earlier. Some of these students arc motivated by the desire to provide direct 
care to people facing psychological difficulties; others are driven by curiosity about 
the determinants of behavior. Some see themselves primarily as scientists, researching 
questions about human behavior, whereas others are more interested in providing 
help to specific individuals. Regardless of their specific interest, these students, along 
with current members of the field, share a desire to improve the human condition and 
believe that psychology provides a route to that goal (Chamberlin, 2CXXl). 

.. , 
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CAREERS FOR PSYCHOLOGY MAJORS 

Although some psychology majors head for graduate school in psychology or an unre­
lated field, the majority join the workforce immediately after graduation. Most report 
that the jobs they take after graduation are related to their psychology background. 

An undergraduate major in psychology provides excellent preparation for a vari­
ety of occupations. Because undergraduates who specialize in psychology develop 
good analytical skills, arc trained to think cri tically, and arc able to synthesize and 
evaluate information well, employers in business, industry, and the government value 
their preparation (Kuther, 2(03). 

The most common areas of employment for psychology majors are in the social 
services, including working as an administrator, serving as a counselor, and providing 
direct care. Some 20 percent of recipients of bachelor's degrees in psychology work 
in the social services or in some other form of public affairs. In addition, psychology 
majors often enter the fields of education or business or work for federal, state, and 
local governments (APA, 2000; Murray, 2002; see Figure 5). 

What's the pay in psychology-related fields? In the early 2000s, starting s.1 laries 
for people with a psychology major who have just graduated with a B.A. degree have 
ranged from $20,000 to $45,000, depending on the type of job and location, with an 
average starting salary of around $30,000. Business-related fields pay the best, and 
social service jobs in nonprofit agencies are at the low end of the scale. But even in 
lower-paying jobs, sala ries rise as employees move into administrative positions 
(Murray, 2002). 

FIGURE 5 Although many psychology majors possue employment in social services. a background 

in psychology can prepare one for many professions outside t he social ser.<ices field. INhat is it about 
the science of psychology that makes it weh a ve~tile field ? (Source: Kuther. 2oo3.) 

Positio ns Obtained by Psychology Mlljors 
Business Field 

Admini strative assistant 

Affirmative action o ffice r 

Advertising trainee 

Benefrts manager 

Claims sp&ialist 

ComrT'O.lnity relations offICer 

Customer relations 

Data management 

Employee recruitment 

Employee COUlseior 

Human resoun:es coordinatori 

manager/specialist 

Labor relations manager/specialist 

Loan officer 

Management trainee 

Marl<eting 

Personnel manageriofficer 

Product and services research 

Programs/events coordination 

Public relations 

Retail sales ""'''''&ernenl 

Sales representative 

Spe<:ial features writing/reporting 

Staff training and development 

Trarnerltrainlng offICer 

Education/Academic 

Administ ration 

Child-care prOlider 

Child-care wooi<.erf 

supervisor 

Data management 

Laboratory assistant 

Parent/family education 

Preschool teacher 

P~ic opinion surve)'Or 

Resean:h assistant 

Teaching assistant 

Social Fie lds 

Activities coordinator 

Behavioral sp&ialist 

Career counselor 
C= """",, 

Child protection V>'O rl<er 

Oinical coordinator 

Community outreach worke r 

Corrections offICer 

Counselor assistant 

Crisis intervention counselor 

Employment counselor 

Group home attendant 

Occupational therapist 

Probation officer 

Program manager 

Rehab1litation counselor 

Residence counselor 

Mental health assistant 

Social service assistant 

Social worker 
Substance .. bu:;c: coun:;c:lor 

Youth counselor 
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RECAP 

What is the science of psychology? 

• Psychology is the scientific study of behavior and men­
tal processes, encompassing not just what people do but 
thei r biological activities, feelings, perceptions, memory, 
reasoning, and thoughts. (p. 5) 

What are the major specialties in the field of psychology? 

• Behavioral neuroscientists focus on the biological basis 
of behavior, and experimental psychologists study the 
processes of sensing, perceiving, learning, and thinking 
about the world. (p. 6) 

• Cognitive psychology, an outgrowth of experimental 
psychology, studies h igher mental processes, induding 
memory, knowing. thinking, reasoning, problem solv­
ing, judging, decision making, and language. (p. 6) 

• Developmental psychologists study how people grow 
and change throughout the life span. (p. 6) 

• Personality psychologists consider the consistency and 
change in an individual's behavior, as well as the indi­
v idual differences that distinguish one person's behav­
ior from another's. (p. 6) 

• Health psychologists study psychological factors that 
affect physical disease, while clinical psychologists con­
sider the study, diagnosis, and trea tment o f abnormal 
behavior. Counseling psychologists focus on education­
al, social, and career adjustment problems. (p. 8) 

• Social psychology is the study of how people's 
thoughts, feelings, and actions are affected by o thers. 
(p.8) 

• Cross-cultural psychology examines the similarities and 
differences in psychological functioning among various 
cultures. (p. 8) 

• Other increasingly important fields are evolutionary 
psychology, behaviora l genetics, and clinical neuropsy­
chology. (pp. 8-9) 

Where do psychologists work? 

• Psychologists are employed in a variety o f settings. 
Although the primary si tes of employment are private 
practice and colleges, many psychologists are found in 
hospitals, clinics, community mental health centers, and 
counseling centers. (p. 10) 
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EVALUATE 

1. Match each subfield of psychology with the issues o r ques­
tions posed below. 

.l. Behavioral neuroscience 
b. Experimental psychology 
c. Cognitive psychology 
d. Developmenta l psychology 
e. Personali ty psychology 
f. Health psychology 
g. Clinical psychology 
h. Counseling psychology 
i. Educational psychology 
j . School psychology 
k. Social psychology 
I. Industria l psychology 

1. Joan, a college freshma n, is worried about her grades. 
She needs to learn better organizational skills and study 
habits to cope w ith the demands of college. 

2. At what age do children generally begin to acquire an 
emotional attachment to their fathers? 

3. It is thought that pornographiC films that depict violence 
against women may prompt aggressive behavior in 
some men. 

4. What chemicals are released in the human body as a result 
of a stressful event? What are their effects on behavior? 

5. Luis is unique in his manner of responding to crisis situa­
tions, with an even temperament and a positive outlook. 

6. The teachers of 8-year-old Jack are concerned that he has 
recen tly begun to withdraw socially and to show little 
interest in schoolwork. 

7. Janetta's job is demanding and stressful. She wonders 
if her lifestyle is making her more prone to certain ill­
nesses, such as cancer and heart disease. 

8. A psychologist is intrigued by the fact that some people 
are much more sensitive to painful stimuli than others are. 

9. A strong fear o f crowds leads a young woman 10 seek 
treatment for her problem. 

10. What mental st rategies are involved in solving complex 
word problems? 

11 . What teaching methods most effectively motivate 
elementary school students to successfully accomplish 
academic tasks? 

12. Jessica is asked to develop a management strategy that 
will encourage safer work practices in an assembly plant. 
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RETHINK 

1, Do you think intuition and common sense are sufficient 
fo r understanding why people act the way they do? 
In what ways is a scientific approach appropriate for 
studying human behavior? 

2. From all rullml",'s ptT$pedive: Suppose you are a teacher who 
has a seven-year-old child in yourdass who was having 
unusual difficulty learning to read, Imagine that you could 
consult as many psychologists with different specialities that 

KEY TERM 

psychology p. 14 

you wanted, What are the different types of psychologists 
that you might approach to address the problem? 

Answe rs to Evaluate Questions 

,{SoIO<P,{S<! leUISnpU! '[ 'Zl ~'{SolO<p,{sd [EUOIIE)npa 
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2. A Sc ience EYolves: The 
Pan the Prtsent, and the 
Futu rt 

Seven thousand years ago, people assum .. -d that psychological problems 
we~ causro by evil spi rits. To allow those spirits to t>S<:ape from a p"rson's 
body, ancient healers performed an operation called Irt'plrillitrg. Trephining 
consisted of chipping a hole in a patient's skull with crude stone instru­
ments. i3e<:ause archaeologists have found skulls with signs of healing around 
I~ Opi'ning, ii's a fair guess lhat $(>me patients survived the cur£'. ... 
According to Ihe seventeenth-("(>fI tu ry philosopher Des<:arles, nerves were hol­
low tubes through which ~anima l spirits" cond uctro impulses in the same 
way Ihat water is Iransmitted through a pipe. When a pe~n pul a finger 
100 dose 10 a fire, heal was transmitted to the brain through the tubes. 

Franz Josef Gall, an eighleenlh-.::entury phYSician, argued Ihat a trained observer could 
discern intelligence, moral character, and other basic personality characteristics from the 
shap" and number of bumps on a person's skull. His theory gave rise 10 the "science" of 
phrenology, employed by hundreds of d""'oted practitioners in the nineIL>enlh cenlury. 

Although these explanations might sound far-fetched, in their own times they 
represented the most advanced thinking about what might be called the psychology of 
the era. Our understanding of behavior has progressed tremendous ly since the eigh­
teenth century, but most of the advances have been recent. As sciences go, psycho logy 
is one of the "new kids on the block." (For highlights in the development of the field, 
see Figure 1, and explore psychology's timeline further in the Psychlnteractive exer­
cise on milestones in psychology.) 

Psychology's roots can be traced back to the ancient Greeks, who considered the 
mind to be a suitable topic for scholarly contemplation. Later philosophers argued 
for hundreds of years about some of the questions psychologists grapple with today. 
For example, the seventeenth-century British philosopher John Locke (1632-1704) 
believed that child~n were born into the world with minds like "blank slates" (tabula 
rasa in Latin) and that their experiences determined what kind of adults they would 
become. His views contrasted with those of philosophers such as Plato (427-347 
B.c.F..) and French philosopher and mathematician Renee Descartes (1596-1650), who 
believed that Some knowledge was inborn in humans. 

How",ver, Ih", formal beginning of psychology as a scientific d isciptine is gen­
erally considered to be in the late nineteenth century, when, in Leipzig, Germany, 
Wilhelm Wundt established the fi rs t expe rimental laboratory devoted to psychological 
phenomena. At about the s.lmc time, William James was sett ing up his laboratory in 
Cambridge, Massachusetts. 

() The McGraw-Hili 
Companies.2OOIl 

Key o;o"cepts 
What ar~'<he origins 

What are the major approaches 
in contemporary psychology? 

What are psychology's key 
issues and controversies? 

What is the future of 
psychology likely to hold? 

www_mhhe,comlfeldmaness7 

Psychlnteractive Online 

Milestones in Psychology 

Wilhelm Wundt 

IS 



o I feldmu: b.emia ls of I. Introduction to Z. A Science Evolves: The 
Past tII e l'f"ent and ,be 

Flllure 

oC The McGraw-Hili 
Compan ies. 2008 Undemanding Ps~cho log~, Psychology 

Seventh Ed ilio n 

16 Chapter 1 Introduction to Psychology 

1690 John locke Introduc .. ,. 
idea of tnbulo rasa 

-II 5,000 R.C.E. Trephining 
us~ to allow the escape of 
..... il spirit.< 

<111 0 0 R.C.E. Hippocrates 
argues for four 
temperaments of 
personality 

1631 De.cartO!> 
describe. animal 
.plnts 

Structuralism: Wundt's approach, 
which focuses on uncovering the fun­
damental mental components of con­
sciousness, thinking, and other kinds 
of mental s tates and activities. 

Introspection: A procedure used to 
study the structure of the mind in 
which subje<:ts are asked to describe 
in detail what they are experiencing 
when they are exposed to il stimulus. 

propo.es 
phrenology 

1819 Wilh('lm Wundt 

Functionali.t 
model formulated 

1890 Principlf's 
of Psychology 
publi.hed by 
William James 

t905 
Mary C.lkin. works On 
~~ry 

1915 
Strong emph .... on 
intelligence te.tlng 

Flnt Psychologists 

1900 Sigmund Freud 
d ..... elops the 
psychodynamic 
perspective 

1920 
Ge ..... lt 

psychology 
mo" Influential 

I 90 4 I""n Pavlov 
wins Nobel prize 
for work on 
digestion that led 
to fund>ment31 
principle. 01 
learning 

FIGURE I This timel ine illustrates the major milestones in the development of psychology. 

When Wundt sct up his laborntory in 1879, his aim was to study the building 
blocks of the mind. He considered psychology to be the study of conscious experience. 
His perspective, which came to be known as s lruclura lism, focused on uncovering thc 
fundamental mental components of perception, consciousness, thinking, emotions, 
and other kinds of mental sta tes and activities. 

To determine how basic sensory processes shape our understanding of the 
world, Wundt and other structuralists used a procedure called in trospecti on, in 
which they prescnted people with a s timulus-such as a bright green object or a 
sentence printed on a card-and asked them to describe, in th eir own words and in 
as much detail as they could, what they were experiencing. Wundt argued that by 
analyzing their reports, psychologists could come to a better understanding of the 
structure of the mind. 

Over time, psychologists challenged Wundt's approach. They became increag.. 
ingly dissatisfied with the assumption that introspection could reveal the structure 
of the mind. Introspection was not a truly scientific technique, because there were 
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few ways an outside observer could confirm the accuracy of others' introspections. 
Moreover, people had difficulty describing some kinds of inner experiences. such as 
emotional responses. Those drawbacks led to the development of new apprD.1ches, 
which largely supplanted structuralis m. 

The perspective that replaced structuralism is known as functionalism. Rather 
than focusing on the mind's structure, functionalism concentrated on what the mind 
does and how behavior jlllleliolls. Functionalists, whose perspective became prominent 
in the early 1900s, asked what role behavior plays in allowing people to adapt to their 
environments. For example, a functionalist might examine the function of the emotion 
of fear in preparing us to deal with an emergency situation. 

Led by the American psychologist William James, the functionalists examined 
how behavior allows people to satisfy their needs and how our "stream of conscious­
ness" permits us to adopt to our environment. The American educator John Dewey 
drew on functionalism to develop the field of school psychology, proposing ways to 
best meet students' educational needs. 

Ellnbeth Lofw< does 
pione .. ring work on fal<e 
memory and .. yew;tn .... 

testimony 

Functionalism: An early approach to 
psychology that concentrated on what 
the mind does--the functions of men­
tal activi ty-and the role of behavior 
in allowing people 10 adapt to their 
environments. 
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Gestalt (geh SHTALlll psychol-
ogy: An approach to psychology that 
focuses on the organization of percep­
tion and thinking in il "whole" sense 
filthef thiln on Ihe individuill elemenls 
of perception. 
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Psychlnteractive Online 

Five Perspectives of Psychology 

Another important reaction to structuralism was the development of gestalt psy­
chology in the early 1900s. Gestalt psychology emphasizes how perception is orga­
nized. Insteild of considering the individual parts that make up thinking, gestillt psy­
chologists took the opposite tack, studying how people consider individuill elements 
together as units or wholes. Led by Gennan scientists such as Hermann Ebbinghaus 
and Max Wertheimer, gestalt psychologists proposed that "The whole is different from 
the sum of its parts," meaning that our perce ption, o r understanding, of objects is 
greilter ilnd more meilningful thiln the individual elements that make up our percep­
tions. Gestal t psychologists have made substantial contributions to our understanding 
of perception. 

WOMEN IN PSYCHOLOGY: FOUNDING MOTHERS 

As in many scientific fields, social prejudices hindered women's participation in the 
early development of psychology. For example, many universities would not even 
admit women to their graduate psychology programs in the early 1900s. 

Still, despite the hurdles they faced, several women made major contributions to 
psychology, although their impact on the field was largely overlooked until recently. 
For example, Margaret Floy Washburn (1871-1939) was the first woman to receive 
a doctorate in psychology, and she did important work on animal behavior. Leta 
Stetler Hollingworth (1886-1939) was one of the fi rst psychologists to focus on child 
development and on women's issues. She collected data to refute the view, popular 
in the early 190Ds, that women's abilities periodically declined during parts of the 
menstrual cycle (Hollingworth, 1943/1990; Denmark & Fernandez, 1993; Furumoto 
& Scarborough. 2002). 

Mary Calkins (1863-1930), who s tudied memory in the early part of the twen­
tie th centu ry, became the first female president of the American Psychological 
Association. Karen Horney (pronounced "HORN-eye") (1885- 1952) focused on the 
social and cultural fac tors behind personality, and June Etta Downey (1875-1932) 
spearheaded the s tudy of personality trai ts and became the firs t woman to head a 
psychology department at a s ta te university. Anna Freud (1895-1982), the daughter 
of Sigmund Freud, also made notable contributions to the trea tment of abnormal 
behavior, and Mamie Phipps Clark (1917-1983) carried out pioneering work on 
how children of color grew to recognize racia l differences (Horney, 1937; Stevens & 
Gardner, 1982; Lal, 2002). 

fuday's PerspertiY.e_s'-_____ _ 
The women and the men who laid the foundations of psychology shared a common 
goal: to explain and unders tand behavior using scientific methods. Sccking to achieve 
the s."\me goal, the tens of thousands of psychologists who followed those early pio­
neers embraced-and often rejected- a variety of broad perspectiVes. 

The perspectives of psychology offer distinct outlooks and emphaSize different 
factors. Just as we can use more than one map to find our way around a particular 
region- for instance, a map that shows roads and highways and another map that 
shows major landmarks-psychologists developed a variety of approaches to under~ 
standing behavior. When considered jointly, the different perspectives provide the 
means to explain behavior in its amazing variety. 

Today, the field of psychology includes five major perspectives (summarized in 
Figure 2 and reviewed in the Psycht.nteractive exero::ise on the five perspectives of 
psychology). These broad perspectives emphaSize different aspects of behavior and 
mental processes, and each takes our understanding of behavior in a somewhat dif­
ferent direction. 
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Neuroscience Psychodynamic BehavIo ral C ogni tive Humani stic 

Views behavior from the 
perspective of biological 
functioning 

Believes behavior is motivated 
by inner, unconscious fore .. 
over which a person has little 
control 

Focuses on observable 
behavior 

Examines how people 
unde rstal1d and think 
about the world 

Contend. tha t people can 
control thei r behavior and 
that they naturally try to 

reach their full potential 

FIGURE 2 The major penpectives of psycholoID" 

THE NEUROSCIENCE PERSPECTIVE: 
BLOOD, SWEAT, AND FEARS 

When we get down to the basics, humans a re animals made of skin and bones. The 
neuroscience perspective considers how people and nonhumans function biologi­
cally: how individual nerve cells are joined together, how the inheritance of certain 
characteristics from parents and other ancestors influences behavior, how the func­
tioning of the body affects hopes and fears, which behaviors are instinctual, and SO 
forth. Even more complex kinds of behaviors, such as a baby's response to strangers, 
are viewed as haVing critical biological components by psychologists who embrace the 
neuroscience perspective. This perspective includes the study of heredity and evolu­
tion, considering how heredity may influence behavior, and behavioral neuroscience, 
which examines how the brain and the nervous system affect behavior. 

Because every behavior can be broken down to some extent into its biological 
components, the neuroscience perspective has broad appea\. Psychologists who sub­
scribe to this perspective have made major contributions to the understanding and 
betterment of human life, ranging from cures for certain types of deafness to drug 
treatments for people with severe mental disorders. 

THE PSYCHODYNAMIC PERSPECTIVE: UNDERSTANDING 
THE INNER PERSON 

To many people who have never taken a psychology course, psychology begins and ends 
with the psychodynamic perspective. Proponents of the psychodynamic perspedive 
argue that behavior is motivated by inner forces and conflicts about which we have little 
awareness or control. Dreams and slips of the tongue are viewed as indications of what a 
person is truly feeling within a seething cauldron of unconscious psychic activity. 

The origins of the psychodynamic view are intimately linked with one individual: 
Sigmund Freud. Freud was a Viennese physician in the early 19005 whose ideas about 
unconscious determinants of behavior had a revolutionary effect on ""enticth-century 
thinking, not just in psychology but in related fields as well. Although some of the Original 
Freudian principles have been roundly criticized, the contemporary psychodynamic per­
spective has provided a means not only to understand and treat some kinds of psychological 
disorders but also to understand everyday phenomena such as prejudice and aggression. 

Neuroscience perspective: The 
approach that views behavior from the 
perspective of the brain, the nervous 
system, and other biological functions. 

Psychodynamic perspective: The 
approach based on the view that 
behavior is motivated by uflConscious 
inner forces over which the individual 
has little control. 

Sigmund Freud 
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8eh~vioral perspective: The appro.1ch 
that suggests that observable, measur­
able behavior should be the focus of 
study. 

Cognitivl' pel"Spt'ctive, The approach 
that focuses on how people think, 
understand, and know aboul the 
world. 

Humanistic persp« tivl': The 
approach that suggests Ihal all indi­
viduals naturally strive to grow, 
develop, and be in control of Iheir 
lives and behavior. 

THE BEHAVIORAL PERSPECTIVE: 
OBSERVING THE OUTER PERSON 

Whereas the neuroscience and psychodynamic appro.1ches look inside the organism to 
determine the causes of its behavior, the behavioral pcrspectiv(' takes a very different 
approach. The bl'haviora l perspective grew out of a rejection of psychology's early 
emphasis on the inner workings of the mind. Instead, behaviorists suggested that thc 
field should focus on observable behavior that can be measured objectively. 

John B. Watson was the first major American psychologist to advocate a behav­
ioral approach. Working in the 19205, Watson was adamant in his view that one could 
gain a complete understanding of behavior by studying and modifying the environ­
ment in which people operate. 

In fact, Watson believed rather optimistically that it was possible to elicit any 
desi red type of behavior by controlling a person's environment. This philosophy is 
dear in his own words: "Give me a dozen healthy infants, well-formed, and my own 
specified world to bring them up in and ['II guarantee to take anyone at random and 
train him to become any type of specialist I might select-<loctor, lawyer, artis t, mer­
chant-chief, and yes, even beggar-man and thief, regardless of his talents, penchants, 
tendencies, abilities, vocations and race of his ancestors" (Watson, 1924). 

The behavioral perspective was (hampioned by B. F. Skinner, who, until his death 
in 1990, was probably the best-known contemporary psychologiSt. Mu(h of our under­
standing of how people learn new behaviors is based on the behavioral perspective. 

As we will see, the behavioral perspective crops up along every byvvay of psy­
chology. Along with its influence in the area of learning processes, this perspective 
has made contributions in such diverse areas as treating mental disorders, (urbing 
aggression, resolving sexual problems, and ending drug addiction. 

THE COGNITIVE PERSPECTIVE: IDENTIFYING 
THE ROOTS OF UNDERSTANDING 

Efforts to understand behavior lead some psychologists straight into the mind. 
Evolving in part from structuralism and in part as a reaction 10 behaviorism, whkh 
focused SO heaVily on observable behavior and Ihe environment, the cognitive perspec­
tive focuses on how people think, understand, and know about the world. The empha­
sis is on learning how people comprehend and represent the outside world within 
themselves and how our ways of thinking about the world influence our behavior. 

Many psychologists who adhere to the cognitive perspective compare human 
thinking to the workings of a computer, which takes in information and transforms, 
stores, and retrieves it. In their view, thinking is information processing. 

Psychologists who rely on the cognitive perspective ask questions ranging from 
how people make decisions to whether a person can watch television and study at the 
$arne time. The common elements that link <:ognitive approaches are an emphasis on 
how people understand and think about the world and an interest in describing the 
patterns and irregulari ties in the operation of our minds. 

THE HUMANISTIC PERSPECTIVE: THE UNIQUE 
QUALITIES OF THE HUMAN SPECIES 

Rejecting the view that behavior is determined largely by automatically unfolding bio­
logical forces, unconscious processes, or the environment, the humanistic perspective 
instead suggests that all individuals naturally strive to grow, develop, and be in control 
of thei r lives and behavior. Humanistic psychologists maintain that each of us has thc 
capacity 10 seck and reach fulfillment. 

According to Carl Rogers and Abraham Maslow, who were (entral fi gures in thc 
development of the humanistic perspective, people will strive to reach their full poten­
tial if they are given the opportunity. The emphasis of the humanist ic perspective is 
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onfree will, the ability to freely make decisions about one's own behavior and life. The 
notion of free will stands in contrast to delermillism, w hich sees behavior as caused, or 
determined, by things beyond a person's control. 

The humanistic perspective assumes that people have the ability to make their own 
choices about their behavior rather than relying on societal standards. More than any other 
appro.lch, it stresses the role of psychology in enriching people's lives and helping them 
achieve self-fulfillment. By reminding psychologists of their commitment to the individual 
person in society, the humanistic perspective has been an important influence. 

It is important not to let the abstract qualities of the broad approaches we have 
discussed lull you into thinking that they are purely theoretical: These perspectives 
underlie ongoing work of a practical nature, as we will discuss throughout this 
book. To start seeing how psychology can improve everyday life, read the Applying 
Psychology ill Ihe 21st Century box. 

Psychology's Key Issues 
and Contmversies 
AI; you consider the many topics and perspectives that make up psychology, ranging 
from a narrow focus on minute biochemical influences on behavior to a bro.ld focus on 
social behaviors, you might find yourself thinking that the diSCipline lacks cohesion. 
However, the field is more unified than a first glimpse might suggest. For one thing, 
no matter what topical area a psychologist specializes in, he or she will rely ptimarily 
on one of the five major perspectives. For example, a developmental psychologist who 
specializes in the study of child ren could make use of the cognitive perspective or the 
psychodynamic perspective or any of the o ther major perspectiVes. 

Psychologists also agree on what the key issues of the field are. (Figure 3 and 
the Psychlnteractive exercise on key issues in psychology summarize those issues.) 
Although there are major arguments regarding how best 10 address and resolve the key 

Issue Neuroscience Psychodynamic Behavioral 

Nature (heredity) lIS. nurture Nature Nature Nurto.re 
(erMronment) (here<:lity) (heredity) (environment) 

Consoous lIS. lK\COIlSO(lUS Unconscious Unconscious Conscious 
deterrrunonts of behavior 

Observoble be/xMor lIS. Internal Internal Internal Observable 
mentol processes emphasis emphasis emphasis 

Free willlIS.dererminism Determinism Determinism Determinism 

Individual d'fferences lIS. U"l~rsaI Universal Universal Be'" 
pnnopfes emphasis emphasis 

FtGURE 1 Key issues in psychology and the pos~ ions taken by psychologists subscribing to the five 
major perspective<; of psychology. 
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Key Issue s in Psychology 

Cognitive Humanistic 

Ii 
80'" Nurto..re 

(environment) 

80'" Conscious 

Internal Internal 
emphasis emphasis 

F~will Free will 

IndividJal Indivirual 
emphasis emphasis 
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Psychology Matter-s 

"Investigators search for clues at site of 
suicide bombing." 

"Latest figures show AIDS epidemic kills 
hundreds of thousands." 

"Eyewitness to killing proves unable to 
provide reliable clues." 

A quick review of any day's news 
headlines reminds us that the world is 
beset by a variety of stubborn problems 
that resist easy solution. At the same 
time, a considerable number of psy­
chologists are devoting their energies 
and expertise to addressing these prob­
lems and improving the human condi­
tion. leI's conside r some of the ways in 
which psychology has addressed and 
helped work toward solutions of major 
societal p roblems (Zimbardo, 2(04): 

• Wlral are lire CIlUses of terrorism? What 
motivates suicide bombers? Are they 
psychologically d isordered, or can their 
behavior be seen as a ra tional resJXlnse 
to a particular system of beliefs? As 
we'll see in Chapter 12 when we discuss 
abnormal behavior, psychologists are 
gaining an understanding of the factors 
that lead people to embrace suicide and 
to engage in terrorism to further a cause 
in which they dl>eply believe. 

• How can behavior associaled with bet­
ler physical and psyc/rological health be 

errcoumgt:d? Many psychologists seek 
to help people live healthier lives. For 
example, some have devised ways to 
prevent the spread of AIDS. One such 
approach, showing soap operas in 
which the characters engage in safer 
sex, has led viewers in Tanzania to 
reduce the number of sexual partners 
they have (Bandura, 2002). 

• Wiry is agg resSion so prevalent, and how 
can more IlUmmre and petlcefulaltematives 
be promoled? Aggression, whether it be 
on the playground or the battlefield, is 
arguably the world's greatest problem. 
Psychologists have sought to under· 

22 

Terronsm and rts causes are among the loYOrld's most pressing 1!iSUeS. \Nhat can psychologists add 

to our t.rlderstanding of the problem? 

stand how aggression begins in chil­
dren and how it may be prevented. For 
example, psychologists Brad Bushman 
and Craig Anderson have been look­
ing at the ways in which violent video 
games may result in heightened vio­
lence on the part of those who play 
them. They h~ve found that people 
who play such games have an altered 
view of the world, seeing it as a more 
violent place. In addition, they are 
more apt to resJXlnd to aggresSion even 
when provoked only minimally. Other 
psychologists are working to limit the 
prevalence of violent behavior, and 
some have designed programs to teach 
people how to cope with exposure to 
violence (Bushman & Anderson, 2001, 
2002; Crawford, 2002). 

• Wiry do eyelrJituesses to crimes often 
remembt-r lire l'Vr'nls inaccurately, lind Irow 
CIln we increase Ihe precision of eycwil -

ness accounts? Psychologists' research 
has come to an imJXlrtant conclusion: 
Eyewitness testimony in criminal cases 
is often inaccurate and biased. Memories 
of crimes are often clouded by emotion, 
and the questions asked by JXllice inves­
tigators often elicit inaccurate responses. 
Work by psychologists has been used to 
provide national guidelines for obtain­
ing more accu rate memories during 
criminal investigations (Kassin, 2005; 
Loftus & Bernstein, 2005). 

These four topics represent just a few 
of the issues that psychologists address on 
a daily basis. To further explore the many 
ways that psychology has an impact on 
everyday life, check out the Psychology 
Matters Web site of the American 
Psychological Association, which features 
psychological applications in everyday 
life, at www.psychologymatters.org. 

What do yerr think are the major problems affecting society today? What are the 
psychological issues involved in these problems, and how might psychologists help 
find solutions to them? 
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issues, psychology is a unified science because psychologists of all perspectives agree 
that the issues must be addressed if the field is going to advance. As you contemplate 
these key issues, try not to think of them in "either/or" terms. Instead, consider the 
opposing viewpoints on each issue as the opposite ends of a continuum, with the posi­
tions of individual psychologists typically falling somewhere between the t\vo ends. 

Nature (heredity) vcrsus IIl1rlure (eI1VirOllmellt) is one of the major issues th<lt 
psychologists address. How much of people's behavior is due to their genetically 
determined nature (heredity), and how much is due to nurture, the influences of the 
physical and social environment in which a child is raised. Furthermore, what is the 
interplay bet\veen heredity and environment? These questions have deep philosophi­
cal and historical roots, and it is a factor in many topics in psychology. 

A psychologist's t.'1ke on this issue depends partly on which major perspective she 
or he subscribes to. For example, developmental psychologists, whose focus is on how 
people grow and change throughout the course of their lives, may be most interested 
in learning more about hereditary influences if they follow a neuroscience perspC(:­
tive. In contrast, developmental psychologists who <Ire proponents of the behavioral 
perspC(:tive would be more likely to focus on environment (Rutter, 2002). 

However, every psychologist would agree that neither nature nor nurture alone 
is the sole determinant of behavior; rather, it is a combination of the two. In a sense, 
then, the real controversy involves how much of our behavior is caused by heredity 
and how much is caused by environmental influences. 

A sC(:ond major question addressed by psychologists concerns cOl/scious VCrsllS 
rmconscious causf'S of behavior. How much of our behavior is produced by forces of 
which we are fully aware, and how much is due to unconscious activity-menta! 
processes that are not accessible to the conscious mind? This question represents one 
of the great controversies in the field of psychology. For example, clinical psycholo­
giSts adopting a psychodynamic perspC(:t ive argue that psychological disorders a rc 
brought about by unconscious factors, whereas psychologists employing the cognitive 
perspC(:tive suggest that psychological disorders la rgely are the result of faulty think­
ing processes. The spC(:ific approach taken has a clear impact on how psychological 
disorders are diagnosed and treated. 

The next issue is observable bdravior versus intermrl mental processes. Should 
psychology concentrate solely on behavior that can be seen by outs ide observers, 
or should it focus on unseen thinking processes? Some psychologists, particularly 
those relying on the behavioral perspective, contend that the only legitimate source 
of information for psychologists is beh<lvior that can be observed directly. Other 
psychologists, building on the cognitive perspective, argue that what goes on inside 
a person's mind is critical to understanding behavior, and so we must concern our­
selves with mental processes. 

Free will versus defr>rmillism is another key issue. How much of our behavior is a 
matter of free will (choices made freely by an individual), and how much is subject to 
detenninism, the notion that behavior is largely produced by factors beyond people's 
willful control? An issue long debated by philosophers, the free-will/determinism 
argument is also central to the field of psychology (Dennett, 2003). 

For example, some psychologists who specialize in psychological disorders argue 
that people make intentional choices and that those who display so-called abnormal 
behavior should be considered responSible for their actions. Other psychologists dis­
agree and contend that such individuals <Ire the victims of forces beyond thei r control. 
The position psychologists take on this issue has important implications for the way 
they treat psychological disorders, especially in deciding whether treatment should be 
fon:€'d on individuals who reject it. 

The last of the key issues concerns illdividual differf'llCt:s versus rmiversal pri/!­
ciples. How much of our behavior is a consequence of our unique and special qual i­
ties, and how much reflects the culture and society in which we live? How much 

Fll"e will: The idea that behavior is 
caused primarily by choices that are 
made freely by the individual. 

Detenninism: The idea that people's 
behavior is produced primarily by fac­
tors outside of their willful control. 
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of our behavior is universally human? Psychologists who rely on the neuroscience 
perspective tend to look for universal principles of behavior, such as how the 
nervous system operates or the way certain hormones automatically prime us for 
sexual activity. Such psychologists concentrate on the similarities in our behavioral 
destinies despite vast differences in our upbringing. In contrast, psychologists who 
employ the humanistic perspective focus more on the uniqueness of every indi­
vidual. They consider every person's behavior a reflection of distinct and special 
individual qualities. 

The question of the degree to which psychologists can identify universal prin­
ciples that apply to all people has taken on new significance in light of the tremendous 
demographic changes now occurring in the United States. For instance, the propor­
tion of people of Hispanic descent in the United States in 2050 is projected to be more 
than twice what it is today. Soon after that, non-Hispanic whites will be a numerical 
minority in the United States. Similar demographic changes are under way around the 
world. As we discuss next, these and other changes raise new and cri tical issues for 
the diSCipline of psychology in the twenty-first century. 

£s}:cb a I ogyl--'s"'---'--'Eu""'-'t->-ou.ure _ _____ _ 
We have examined psychology's foundations, but what does the future hold for the 
discipline? Although the course of scientific development is notoriously difficult to 
predict, severallrends seem likely: 

• As its knowledge base grows, psychology will become increasingly spe­
cialized and new perspectives will evolve. For example, with our grow­
ing understanding of the brain and the nervous system and as scientific 
advances such as gene therapy become common, more psychologists will 
find it possible 10 focus on the prevention of psychological disorders rather 
than on their treal ment. 

• Psychological treatments will become more available and socially acceptable as 
the number of psychologists increases. 

• The evolving sophistication of neuroscientific approaches is likely have an 
increasing influence over other branches of psychology. For instance, social psy­
chologists already are increasing their understanding of behavior such as atti­
tude change by examining brain scans (Cacioppo & Berntson, 20(4). 

• Technological advances also are likely 10 change the face of psychology. For 
example, Web-based psychological interventions may become possible. New 
technologies for repairing damaged nerve cells and even the brain are likely to 
evolve. Advances in our ability to examine internal changes in the nervous sys­
tem will lead 10 greater understa nding of its operation. 

• Psychology's influence on issues of public interest also will grow. The major 
problems of our time-such as violence, racial and ethnic prejudice, poverty, 
and environmental and technological d isasters-have important psychologi­
cal aspects, and il is li kely that psychologists will make importan t practi-
cal contributions toward their resolution (Lerner, Fisher, & Weinberg, 2000; 
Zimbardo, 2(04). 

• Finally, as the population of the United States becomes more diverse, issues 
of d iversity-embodied in the study of racial, ethnic, linguistic, and cultural 
factors-will become more importanl to psychologists prov iding services and 
doing research. The result will be a fie ld that can provide an understanding 
of hrrmrlll behavior in its broadest sense (Leung & Blustein, 2000; Chang & 
Sue, 2005). 
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R EC A PlEVA LUAT EI R ETH INK 

RECAP 

What are the origins of psychology? 

• Wilhelm Wund t laid the foundation of psychology in 
1879, when he opened his laboratory in Germany. (p. 15) 

• Early perspectives that guided the work of psychologists 
were stnlcturalism, hmctionalism, and gestalt theory. 
(pp.I6-18) 

What are the major approaches in contemporary psychology? 

• The neuroscience approach focuses on the biological 
components of the behavior of people and animals. 
(p.19) 

• The psychodynamic perspective suggests that power­
ful, unconscious inner forces and conflicts about which 
people have little or no awareness are the primary deter­
minants of behavior. (p. 19) 

• The behavioral perspective deemphasizes internal 
processes and concentrates instead on observable, mea­
surable behavior, suggesting that understanding and 
control of a person's environment are sufficient to fully 
explain and modify behavior. (p. 20) 

• Cognitive approaches to behavior consider how 
people know, understand, and think about the world. 
(p.20) 

• The humanistic perspective emphasizes that people are 
uniquely inclined toward psychological growth and 
higher levels of function ing and that they will strive to 
reach their full potential. (pp. 20-22) 

What are psychology's key issues and controversies? 

• Psychology's key issues and controversies center on 
how much of human behavior is a product of nature or 
nurture, conscious or unconscious thoughts, observable 
actions or internal mental processes, free will or deter­
minism, and individual differences or universal prin­
ciples. (pp. 22-24) 

What is the future of psychology likely to hold? 

• Psychology will become increasingly specia lized, will 
pay increasing attention to prevention instead of just 
treatment, will become increasingly concerned with 
the public interest, and will take the growing diversity 
of the country's populat ion into account more fully. 
(p.24) 

EVALUATE 

1. Wundt described psychology as the study of conscious 
experience, a perspective he called --:-:-_,-:-__ _ 

2. Early psychologists studied the mind by asking people 
to describe what they were experiencing when exposed 
to various stimuli. This procedure was known as 

3. The statement "In order to study human behavior, we 
must consider the whole of perception rather than its 
component parts" might be made by a person subscrib­
ing to which perspective of psychology? 

4. Jeanne's therapist asks her to recount a violent dream 
she recently experienced in order to gain insight into the 
unconscious forces affecting her behavior. Jeanne's ther-
apist is working from a perspective. 

S. "It is behavior that can be observed that should be stud­
ied, not the suspected inner workings of the mind." This 
statement was most likely made by someone with which 
perspective? 
a. Cognitive perspective 
b. Neuroscience perspective 
c. Humanistic perspective 
d. Behavioral perspective 

6. "My therapist is wonderful! She always points out 
my positive tra its. She dwells on my uniqueness and 
strength as an individual. , feel much more confident 
about myself-as if I'm really growing and reaching my 
potential." The therapist being described most likely fol-
lows a perspective. 

7. In the nature-nurture issue, nature refers to heredity, 
and nurture refers to the __ -,-_-:-__ 

8. Race is a biological concept, rather than a psychological 
one. True or fa lse? 

RETHINK 

1. Focusing on one of the five major perspectives in use 
today (i.e., neuroscience, psychodynamic, behavioral, 
cognitive, and humanistic), can you describe the kinds 
of research questions and studies that researchers using 
that perspective might pursue? 

2. From a journalist'S perspectilJt': Choose a current major 
political controversy. What psychological approaches or 
perspectives can be applied to that issue? 

An_ ..s to Evaluate Q uestions 
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KEY TERMS 

structura lism p, 16 
introspection p, 16 
functionalism p, 17 
gestalt (geh SHTAllT) 

psychology p. 18 

neuroscience perspi'Ctive 
p. 19 

psychodynamic pe rspective 
p, 19 

behavioral perspective p. 20 

cognilive perspi'Ctive p. 20 
humanistic perspective 

p, 20 
free will p. 23 
delenninism p. 23 
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"Birds of a feather flock together" ... or "opposites attract"? 

''Two heads are beller than one" ... or "if you want a thing done well, do it yourself"? 

''The more the merrier" ... or "two's company, tllree's a crowd"? 

If we were to rely on common sense to understand behavior, we'd have consid­
erable difficulty-espccially bc<:ause commonsense views are often contradictory. In 
fael, one of the major undertakings for the field of psychology is to develop supposi. 
tions about behavior and to determine which of those suppositions are accu rate. 

The Scieo1ific Me1uhou.du-_____ _ 
Psychologists-as well as scientists in o lher diSCiplines-meet the challenge of pos­
ing appropriate questions and properly answering them by relying on the scientific 
method. The scientific method is the approach used by psychologists to systematically 
acquire knowledge and understanding about behavior and o ther phenomena of inter­
est. As illustrated in Figure 1, it consists of three main s teps: (1 ) identifying questions 
of interest, (2) formulating an explanation, and (3) carrying out research designed to 
support or refute the explanation. 

THEORIES: SPECIFYING BROAD EXPLANATIONS 

In using the scientific method, psychologists start by identifying questions of inter­
est. We have all been curious at some time about our observations of everyday 

'ij"ili1~@~~ ~ § 

() The McGraw-Hili 
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Key c,o"eepts 
What is scientific me,.n<)d' 

How do -I 

theory to answer 
questions of interest? 

What research methods 
do psychologists use? 

How do psychologists estab­
lish cause-and-effect relation­
ships in research studies? 

Scientific method: The approach 
through which psychologists system­
atically acqui re knowledge and under­
standing about behavior and other 
phenomena of interest. 

Theories: Broad explanations and 
predictions concerning phenomeTlil of 
interest. 

behavior. If you have ever asked yourself why a 
particular teacher is so easily annoyed, why a friend 
is always la te for appointments, or how your dog 
understands your commands, you have been formu­
laling questions about behavior. 

Psychologists, too, ask questions about the nature 
and causes of behavior. They may wish to explore 
explanations for everyday behaviors o r for various 
phenomena. They may also pose questions that build 
on find ings from their previous research or from 
research carried out by other psychologists. Or they 
may produce new ques tions that are based on curios­

\ / \ / (i:::\lh) :Y;:::;;::~ 

ity, creativi ty, or insight. 
Once a question has been identified, the nex t 

step in the scientific method is to develop a theory 
to explain the observed phenomenon. Theories are 
broad explanations and p redictions concerning phe­
nomena of interest. They provide a framework for 
unders tanding the relationships among a set of oth­
envise unorganized facts or p rinciples. 

27 
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Ide ntify quest ion s of Interest 
stemming from 

• Behavlor and phenomenon 
requiring explanation 

• Prior re.ean;h finding. 

• CUriosity, creatiVity, Insight 

FOl'Tl'luiate an explanation 

Spedfy a theory 

~ 
Develop a Ilypothe.i. 

Ca rry out rese a rch 

Operationalize hypothesis 

~ 
Select a resean;h method 

~ 
Collect the data 

~ 
Analyze the dati 

I 
Communicate the findings 

FIGURE I The scientik method, which 
encompasses the process o f identifying. 
asking. and answering questions. IS used by 
psychologists. and by researchers from every 

other scientific discipline , to come to an 
understanding about the world. VVhat do 

you think are the advantages of thIS method? 

Hypothesis: A prediction, stemming 
from a theory, stated in a way that 
allows it to be tested. 
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The Scientific Method 

All of us have developed our own informal theories of human behavior, such as 
"People are basically good" or "People's behavior is usually motivated by self-inter­
est." However, psychologists' theories are more formal and focused. They are estab­
lished on the basis of a careful study of the psychological literature to identify relevant 
research conducted and theories fo rmulated previously, as well as psychologists' 
general knowledge of the field (Sternberg & Beall, 1991; McGuire, 1997). 

Growing out of the diverse approaches employed by psychologists, theories vary 
both in their breadth and in their level of detail. For example, one theory might seek 
to explain and predict a phenomenon as broad as emotional experience. A narrower 
theory might a ttempt to explain why people display the emotion of fear nonverbally 
after receiving a threat. 

Psychologists Bibb wtane and John Darley, responding to the failure of bystand­
ers to intervene when Kitty Genovese was murdered in New York, developed what 
they called a theory of diffusion of respollsibilily (wtane & Darley, 1970). According to 
their theory, the greater the number of bystanders or witnesses to an event that calls 
for helping behavior, the more the responsibility for helping is perceived to be shared 
by all the bystanders. Thus, the greater the number of bystanders in an emergency 
situation, the smaller the share of the responsibility each person fcels-and the less 
likely it is that any single person will come forward to help. 

HYPOTHESES: CRAFTING TESTABLE PREDICTIONS 

Although the diffusion of responsibility theory seems to make sense, it represented 
only the beginning phase of Latane and Darley'S investigative process. Their next step 
was to devise a way to test their theory. To do this, they needed to create a hypothesis. 
A hypothesis is a prediction srnted in a way that allows it to be tested. Hypotheses 
stem from theories; they help test the underlying validi ty of theories. 

In the same way that we develop our own broad theories about the world, we 
also construct hypotheses about events and behavior. Those hypotheses can range 
from trivialities (such as why our English instructor wears those weird shirts) to 
more meaningful matters (such as what is the best way to study for a test). Although 
we rarely test these hypotheses systematically, we do try to determine whether 
they are right. Perhaps we try comparing two s trategies: cramming the nigh! bdore 
an exam versus spreading out our study over several nights. By assessing which. 
approach yields better test performance, we have created a way to compare the two 
s trategies. 

Latanc and Darley's hypothesis was a straightfonvard prediction from their more: 
general theory of diffusion of responsibili ty: The more people who witness an emer­
gency situation, the less likely it is that help will be given to a victim. They could, of 
course, have chosen another hypothesis (for ins tance, that people with more first-aid. 
skills will be less affected by the presence of others and more likely to help than will 
those with fewer firs t-aid skills), but their initial formulation seemed to offer the most 
direct test of the theory. 

Psychologists rely on formal theories and hypotheses for many reasons. For onc 
thing, theories and hypotheses allow them to make sense of unorganized, separate 
observations and bits of information by permitting them to place the pieces within a 
structured and coherent framework. In addition, theories and hypotheses offer psy­
chologiSts the opportunity to move beyond already known facts and principles and 
make deductions about unexplained phenomena. In this way, theories and hypoth­
eses provide a reasoned guide to the direction that future investigation ought to take 
(Howitt & Cr.lmer, 2000; Cohen, 2003). 

In short, the scientific method, with its emphasis on theories and hypotheses, 
helps psychologists pose appropriate questions. With properly stated questions in 
hand, psychologists then can choose from a variety of research methods to find 
answers. (To get a better understanding of the scientific method used by psychologists, 
try the Psychlnteractive exercise on the scientific method.) 
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Esychological Research 
Rescarcll-systcmatic inquiry a imed at the discovery of new knowledge-is a central 
ingredient of the scientific method in psychology. It provides the key to understanding 
the degree to which hypotheses (and the theories behind them) are accurate. 

Just as we can apply different theories and hypotheses to explain the same phe­
nomena, weC.ln use a number of alternative methods to conduct research (Ray, 2CXJO). 
First, though, the hypothesis must be restated in a way that will allow it to be tested, 
which involves creating an operational definition. An operational definition is the 
translat ion of a hypothesis into specific, testable procedures that can be measured 
tlnd observed. 

There is no single way to go about devising an operational definition for a hypoth­
esis; it depends on logiC, the equipment and facilities available, the psychological per­
spective being empLoyed, and ultimately the creativity of the researcher. For example, 
one researcher might develop a hypothesis in which she uses an increase in heart 
rate as an operationaL definition of "fear." [n contrast, another psychologist might 
use a written response to the question "How much fear are you experiencing at this 
moment?" as an operationaL definition of "fear." 

In our discussion of research methods, we will consider several major tools in the 
psychoLogist's research kit. Keep in mind that their relevance extends beyond testing 
and evaLuating hypotheses in psychoLogy. Even people who do not have degrees in 
psychology often carry out eLementary forms of research on their own. For instance, 
a supervisor might need to evaluate an employee's performance; a physician might 
systematically test the effects of different doses of a drug on a patient; a salesperson 
might compa re different persuasive strategies. Each of these situations draws on the 
research practices we arc about to discuss. 

Furthermore, knowledge of the research methods used by psychologists permits 
us to better evaluate the research that others conduct. The media constantly bombard 
us with claims about research studies and findings. Knowledge of research methods 
allows us to sort out what is credible from what should be ignored. Finally, there is 
evidence that by studying some kinds of research methods in depth, people learn to 
reason more critically and effectiveLy. Understanding the methods by which psycholo­
gists conduct research can enhance our ability to analyze and evaluate the situations 
we encounter in our everyday lives (Shaughnessy, Zechmeis ter, & Zechmeister, 2000; 
Shadish, Cook, & Campbell, 2002; Tryon & Bernstein, 2003). 

Descriptive Research 
LeI's begin by conSidering severaL types of descriptive research designed to system­
atically invest igate a person, group, o r patterns of behavior. These methods include 
archivaL research, naturalistic observation, survey research, and case studies. 

ARCHIVAL RESEARCH 

Suppose that, like the psychologists Latane and Darley (1970), you were interested 
in finding out more about emergency situations in which bystanders did not provide 
help. One of the first pLaces you might tum to would be historical accounts. By search­
ing news paper r€'(;ords, for exampLe, you might find support for the notion that a 
decrease in helping behavior historically has accompanied an increase in the number 
of bystanders. 

Using newspaper articles is an exampLe of archival research. In archival research, 
existing dat.l, such as census documents, college records, and newspaper clippings, 
are examined to test a hypothesis. For example, college records may be used to deter­
mine if there are gender differences in academic performance. 

~ The McGraw-Hili 
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0p"rational definition: The transla­
tion o f a hypotheSiS into specific, test­
able prOCedures that can be measured 
and observed. 

Descriptive research: An approach to 
research designed to systematically 
investigate a person, group, or pat­
terns of behavior. 

Archival research: Research in which 
exis ting data, such as census docu­
ments, college rc.::ords, and newspa­
per clippings, arc examined to test a 
hypothesis. 
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Dian Fossey. a pioneer in the study of 
endangered mountain gorillas in their native 
habitat, relied on naturalOstic observation 
for her research. \Nhat are the advantages 
o f this approach? 
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Naturalistic Observation 

NaturaliSlic obsuvalion: Research in 
which an investigator simply observes 
some naturally occurring behavior and 
does not make a change in the situa­
tion. 

Survl'y rl'Sl'arch: Research in which 
people chosen to represent a larger 
population are as ked a series of ques­
tions about their behavior, thoughts, 
Qr attitudes. 

Archival research is a relatively inexpensive means of testing a hypothesis because 
someone else has already collected the basic data. Of wurse, the use of existing data 
has several drawbacks. Fo r one thing, the data may not be in a form that allows the 
researcher to test a hYPQthesis fully. The information could be incomplete, or it could 
have been collected haphazardly (Simonton, 2cxx); RiniQlo et aL, 2(03). 

Most attempts at archival research are hampered by the simple fact that records 
with the necessary information often do not exist. In these instances, researchers often 
turn to another research method: naturalistic observation. 

NATURALISTIC OBSERVATION 

In naturalistic observation, the investigator observes some naturally occurring behav­
ior and does not make a change in the s ituation. FQr example, a researcher investigat­
ing helping behavior might Qbserve the kind of help given tQ victims in a high-crime 
area of a city. The important point to remember about naturalistic observation is that 
the researcher simply records what occurs, making no modification in the s ituation 
that is being observed (Schutt, 2001; Moore, 2002). 

Although the advantage of naturalistic observation is obvious-we get a sample 
of what people do in their "natural habitat"- there is also an important drawback: 
the inability to control any of the factors of interest. For example, we might find SO 

few naturally occurring instances of helping behavior that we would be unable to 
draw any conclusions. Because naturalistic observation prevents researchers from 
making changes in a situation, they must wait until the appropriate conditions occur. 
Furthermore, if people know they are being watched, they may alter their reactions, 
producing behavior that is not truly representative. (To get more information on 
research using naturalistic observation, try the Psychlnteractive exercise on naturalis­
tic observation.) 

SURVEY RESEARCH 

There is no more straightforward way of finding out what people think, feel, and do 
than as king them dire<:tly. For this reason, surveys are an important research method. 
In survl'y rl'search, a sample of people chosen to represent a larger g roup of interest (a 
populatioll) are asked a series of questions about their behavior, thoughts, or attitudes. 
Survey methods have become so sophisticated that even with a very small sample 
researchers are able to infer with great accuracy how a larger group would respond. 
For instance, a sample Qf just a few thousand voters is sufficient to predict wi thin one 
or two percentage points who will win a presidential election- if the representative 
sample is chosen with care (Sommer & Sommer, 2001; Groves et OIL, 20(4). 

Researchers investigating helping behavior might conduct a survey by asking 
people to complete a questionnaire in which they indicate their reasons for not want­
ing to come forward to help another indi vidual. Similarly, researchers interested in 
learning about sexual practices have carried out surveys to learn which practices are 
common and which are not and to chart changing notions of sexual morality over the 
last several decades. 

However, survey research has several potential pitfalls. For one thing, if the sample 
of people who are s urveyed is not representative of the broader population of interest, 
the results of the s urvey will have little meaning. For instance, if a sample o f voters in a 
town only included Republicans, it would hardly be useful for predicting the results of 
an election in which both Republicans and Democrats were voting (Daley, 2003). 

People may also respond inaccurately if the survey includes loaded questions, ques­
tions that represent only one s ide of an issue or lead to biased responses. For example, 
someone who answers the question "Do you s upport reducing welfare benefits in 
order to reduce the budget defici t?" positively may ac tually be against a reduction 
in welfare benefi ts but agree wi th the question because it is placed in the context of 
deficit reduction. 
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Finally, survey respondents may not want to admit to holding socially undesir­
able attitudes. To overcome participants' reluctance to be truthful, researchers have 
developed alternative, and often ingenious, research techniques. For example, sexual 
pedophiles' interest in children may be assessed by a survey asking respondents to 
rate the attractiveness of a series of photos of adults and children. But what research­
ers are really measuring is how long they look at the photos of children compared 
with adults, and ignoring their ratings of the photos' attractiveness, which are easily 
manipulated. (See also the Psychlnteractive exercise on self-report bias in surveys (or 
information.) 

THE CASE STUDY 

When a coordinated group of terrorists bombed the London subway system in 2005, 
many people wondered what it was about the bombers' personalities or backgrounds 
that migh t have led to their behaviOl". To answer this question, psychologists might 
conduct a case study. ]n contrast to a survey, in which many people are studied, a 
case s tudy is an in-depth, intensive investigation of a single individual or a small 
group. Case studies often include psychological testing, a procedure in which a carefully 
deSigned set of questions is used to gain some insight into the personality of the indi­
vidual or group (Breakwell, Hammond, & Fife-Schaw, 2000; Gass et .11., 2000). 

When case studies are used as a research technique, the goal is often not only to 
learn about the few individuals being examined but also to use the insights gained 
from the study to improve our understanding of people in general. Sigmund Freud 
developed his theOries through case s tudies of individ ual patients. Similarly, case 
studies of the London bombers might help identify others who are prone to violence. 

The drawback to case studies? If the individuals examined are too unique, it is 
impossible to make val id generalizations to a larger population. Still, they sometimes 
lead the way to new theories and treatments. 

CORRELATIONAL RESEARCH 

In using the descri ptive research methods we have discussed, researchers often wish 
to determine the relationship between two variables. Variables are behaviors, events, 
or other characteristics that can change, or vary, in some way. For example, in a stud y 
to determine whether the amount of studying makes a difference in test scores, the 
variables would be study time and test scores. 

In correlational research, two sets of variables arc examined to determine whether 
they are associated, or "correlated." The strength and direction of the 
relationship behveen the two variables are represented by a math­
ematical statistic known as a correlation (or, more formally, a correlatimr 
coefficient), which can range from + 1.0 to - 1.0. 
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Self-report Bias in Surveys 

Case study: An in-depth, intensive 
investigation of an individual or small 
group of people. 

VariJbles: Behaviors, events, or other 
characteristics that can change, or 
val)', in some way. 

Corrcl.ltional rese.lrch: Research 
in which the relationship between 
two sets of variables is examined to 
determine whether they are asso­
ciated, or "correlated." 
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A positive correlation indicates that as the value of one variable 
increases, we can predict that the value of the other variable will also 
increase. For example, if we predict that the more time s tudents spend 
studying for a test, the higher their grades on the test will be, and that 
the less they study, the lower their test scores wiII be, we are expecting 
to find a positive correlation. (Higher va.lues of the variable "amount of 
study time" would be associated with higher values of the variable "test 
score," and lower values of "amount of study time" would be associ­
a ted w ith lower values of " test score.") The correlation, then, would be 
indicated by a positive number, and the s tronger the association was 
between studying and test scores, the closer the number would be to 
+ 1.0. For example, we might find a correlation of +.85 between test scores 
and amount of study time, indicating a strong positive associ<ltion. H"si",<s PoII IlWl;II, M r. l .am/;/II. 

In contrast, a negative rorrelatiOIl tells us that as the value of one 
variable increases, the value of the other decreases. For instance, we 

f)fi )'rw /n/ bell,... '" ""'IV fIhrIm II!~ ,rom",ry 
tlo"t! ]flU did ''''''''IJ mit!ul~ agn ~' 
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Correlation 

Experiment: Th(> inv(>Stigation of th(> 
relationship between two (or more) 
variabl(>S by delibera tely producing a 
change in one variable in a situation 
and observing the effects of that change 
(In other aspects of the situation. 

Many studies show that the observation 
of vio lence in the media is associated with 

aggression in viewers. Can we conclude 
that the observation of violence causes 

aggression! 

might predict that as the number of hours spent studying increascs, the number of 
hours spent in partying decreases. Here we are expecting a negative correlation, rang­
ing between 0 and -1 .0. More studying is associated with less partying, and less study­
ing is associated with more partying. The stronger the association between studying 
and partying is, the doser the correlation will be to - 1.0. For instance, a correlation of 
- .85 would ind ica te a strong negative association between partying and studying. 

Of course, it's quite pOSSible that little or no re la tionship exis ts between two 
variables. For instance, we would probably not expect to find a relationship between 
number of study hours and height. Lack of a relationship would be indicated by a 
correlation dose to O. For example , if we found a correla tion of -.02 or +.03, it would 
indicate that there is v irtually no association between the two variables; knowing how 
much someone studies does not tell us anything about how ta ll he or she is. 

When two variables are strongly correlated with each other, it is tempting to 
assume that one variable causcs the other. For example, if we find that more study 
time is associated with higher g rades, we might guess that more studying caliseS 
higher g rades. Although this is not a bad guess, it remains just a guess-because find­
ing that two variables are correlated docs not mean that there is a causal relationship 
between them. The strong correlation suggests that knowing how much a person 
studies can help us predict how that person will do on a test, but it does not mean 
tha t the studying causes the test performance. It might be, for ins tance, that people 
who arc more interested in the subject matter tend to study more than do those who 
arc less interested, and that the amount of interest, not the number of hours spent 
studying, predicts test p erformance. The mere fact that hvo variables occur together 
docs not mean that one causes the o ther. (To better understand this principle, use the 
Psychlnteractive exercise on correlation to participate in a demonst ration of how cor­
relation is unrela ted to causation.) 

Another example illustrates the cri tical point that correlations tell us nothing 
about cause and effect but merely provide a measure of the s trength of a relationship 
between two variables. We might find that children who watch a lot o f television 
programs featu ring high levels of aggression are likely to demonstrate a relatively 
high degree of aggressive behavior and that those who walch few television shows 
that portray aggression are apt to exhibit a relatively low degree of such behavior (see 
Figure 2). But we cannot say that the aggression is caused by the TV viewing, because 
several other explanations arc possible. 

For instance, it could be that children who have an unusually high level of energy 
seek out programs with aggressive content and are more aggressive. The children's 
energy level, then, could be the true cause of the children's higher incidence of aggres­
sion. Finally, it is also possible that people who arc already highly aggressive choose 
to watch shows with a high aggresSive content becarl$e they are aggressive. Clearly, 
then, any number of causal sequences are possible- none of which can be ruled out 
by correlational research. 

The inability of correlational research to demonstrate cause-and-effcct relation­
ships is a crucial drawback to its use. There is, however, an a lternative technique that 
does establish causality: the experiment. 

Experimental Resear.c~b-,-____ _ 
The ollly way psychologists can establish cause-and-effect relationships through 
research is by carrying ou t an experiment. In a formal experiment, the relationship 
between two (or more) variables is investigated by deliberately changing one variable 
in a controlled situation and observing the effects of that change on other aspects of 
the situation. In an experiment, then, the conditions are created and controlled by the 
researcher, who deliberately makes a change in those conditions in order to observe 
the effects of that change. 
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Possible Cause 

Choosing to wal(h 
television progralTl5 with •••••••••••••• ~ 
high aggressive (onte nt 

.. 

b. 

o. 

High viewer aggression .............. ~ 

Unusually high 
e nergy level 

.............. ~ 

3. Research in Psychology 

Potential Result 

High vi ....... r aggression 

ChoQsing to watch 
television program~ with 
high aggressive tonlent 

ChoQsing to wat(h 
television programs with 
high aggressive (onlent 

The change that the researcher deliberiltely makes in an experiment is called the 
experimental manipulation. Experimental manipulations are used to detect re lation~ 

ships bet\vccn different variables. 
Several steps are involved in carrying out an experiment, but the process typically 

begins with the development of one or more hypotheses for the experiment to test. For 
example, Latane and Darley, in testing their theory of the diffusion of responsibili ty in 
bystander behavior, developed this hypothesis: The higher the number of people who 
witness an emergency si tuation is, the less likely it is that any of them will help the 
vic tim. They then designed an experiment to lest this hypothesis. 

I( iTIH 
! It 

-

"What iflhe_(C gU)'-f in white CC-QN 1:Jhohring mfood are, like, -ftudying 
us and we're part o/s()me kirld ifbig eXpmm(lllr" 

() The McGraw-Hil i 

Compan ies. 2008 
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FIGURE 2 If we find that frequent view­

rng of television programs with aggressive 

content is associated with high levels of 

aggressive behavior, we might cite seve:ral 

plausible causes. as suggested in thIS figure. 

For example. choosing to watch shows 
with aggressive content could produce 

aggres~n (a): or be ing a highly aggres-

srve person might cause one to choose to 

watch televised aggresSIon (b): or having 

a high ener~ level might cause a person 

to both choose to watch aggressive shows 
and act aggressively (c). Correlational find­

ings, then, do not permit us to determine 

causalit), Can you think of a way to study 

the effects of televised aggression on 

aggressrve behavior that rs not correlational' 

Experimental manipulation: The 
change that an experimenter deliber­
ately produces in a situation. 
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Their first step was to fonnulate an opemtional definition of 
the hypothesis by conceptualizing it in a way that could be tested. 
latane and Darley had to take into account the fundamental prin­
ciple of experimental research mentioned earlier: Experimenters: 
must manipulate at least one variable in order to observe the effects 
of the manipulation on another variable while keeping other fac­
tors in the situation constant. However, the manipulation cannot be 
viewed by itself, in isolation; if a cause-and-effect relationship is to be 
established, the effects of the manipulation must be compared with 
the effects of no manipulation or a different kind of manipulation. 

EXPERIMENTAL GROUPS AND 
CONTROL GROUPS 

In this expenment preschoolers' reactions 10 the puppet are mol'll­

toree!. Can )'OU think of a hypothesrs that might be tested in this way) 
Experimental research requires, then, tha t the responses of at least 
two groups be compared. One group will T('(:eive some special. 
treatme nt- the manipulation implemented by the cxperimenter-

Treahnent: The manipulation imple­
mented by the experimenler. 

Experi men tal group: Any group 
participating in an experiment that 
receives a treatment 

Control group: A group partiCipat­
ing in an experiment that receives no 
treatment. 

Independen t variable: The variable 
that is manipulated by an experi­
menter. 

and another group will receive either no treatment or a different 
treatment. Any group that receives a treatment is called an experimental g roup; a group­
that receives no treatment is called a control g roup. (In some experiments there are mul­
tiple experimental and control groups, each of which is compared with another group.} 

By employing both experimental and control groups in an experiment, research­
ers are able to rule out the possibility that something o ther than the experimental. 
manipulation produced the results observed in the experiment. Without a control 
group, we couldn't be sure that some other variable, such as the temperature at the 
time we were running the experiment, the color of the experimenter 's hai r, or even the 
mere passage of time, wasn't causing the changes observed. 

For example, consider a medical researcher who thinks she has invented a medi­
cine that cures the common cold. To test her claim, she gives the medicine one day to 
a group of twenty people who have colds, and find s that ten days later all of them arc 
cured. Eureka? Not SO fast. An observe r viewing this flawed study might reasonably 
argue that the people would have gollen better even without the medicine. What the 
researcher obviously needed was a control group consisting of people with colds who 
dOIl't get the medicine and whose health is also checked ten days later. Only if there is 
a significant difference between experimental and control groups can the effectiveness 
of the medicine be assessed. Through the use of control groups, then, researchers can 
isolate specific causes for their findings-and draw causc-and-cffect inferences. 

Returning to Latane and Darley's experiment, we see that the researchers needed 
to translate thei r hypothesis into something testable. To do this, they decided to create a 
fa lse emergency situation that would appear to require the aid oi a bystander. As their 
experimental manipulation, they decided to vary the number of bystanders present. 
They could have had just one experimental group with, say, two people present, and 
a control group for comparison purposes with just one person present. Instead, they 
sett led on a more complex procedure involving the creation of groups of three sizes­
consisting of two, three, and six people-that could be compared with one another. 

INDEPENDENT AND DEPENDENT VARIABLES 

Latane and Darley's experimental design now included an operational definition of 
what is called the independent variab le. The independent variable is the condition that 
is manipulated by an experimenter. (You can think of the independent variable as being 
independent of the actions of those taking part in an experiment; it is controlled by the 
experimenter.) In the case of the Latane and Darley experiment, the independent vari­
able was the number of people present, which was manipulated by the experimenters. 

The next step was to decide how they were going to determine the effect that 
varying the number of bystanders had on behavior of those in the experiment. Crucial 
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to every experiment is the dependent variable, the variable that is measured and is 
expected to change as a result of changes caused by the experimenter's manipulation 
of the independent variable. The dependent variable is dependent on the actions of the 
parlicipmr/s or sflbjrr::ts-the people taking part in the experiment. 

Latane and Darley had several possible choices for their dependent measure. One 
might have been a simple yeslno measure of the participants' helping behavior. But the 
investigators also wanted a more precise analysis of helping behavior. Consequently, 
they also measured the amount of time it took for a participant to provide help. 

Latane and Darley now had all the necessary components of an experiment. The 
independent \'a riable, manipu lated by them, was the number of bystanders pres­
ent in an emergency si tuation. The dependent variable was the measure of whether 
bystanders in each of the groups provided help and the amoun~ of lime it took them 
to do so. Consequently, like a ll experiments, thjs one had both an independent vari­
able and a dependent variable. (To remember the difference, recall that a hypothesis 
predicts how a dependent variable depends on the manipulation of the independent 
variable.) All true experiments in psychology fit this st raightforward model. (Try the 
Psychlntcractivc exercise on experimental design for more infonnation.) 

RANDOM ASSIGNMENT OF PARTICIPANTS 

To make the experiment a valid test of the hypothesis, Latane and Darley needed to 
add a final step to the design: properly assigning participants to a particular experi­
mental group. 

The significance of this step becomes clear when we examine various al terna­
tive procedures. For example, the experimenters might have assigned just males 
to the group with two bystanders, just females to the group with three bystanders, 
and both males and females to the group with six bystanders. If they had done this, 
however, any differences they found in helping behavior cou ld not be attributed 
with any certa inty solely to group s ize, because the differences might just as well 
have been due to the composition of the group. A more reasonable procedure would 
be to ensure that each group had the same composition in terms of gender; then the 
researchers would be able to make comparisons across groups wi th conSiderably 
more accuracy. 

Participants in each of the experimental g roups ought to be comparable, and it is 
easy enough to create groups that arc similar in terms of gender. The problem becomes 
a bit more tricky, though, when we consider other participant cha racteristics. How 
can we ensure that participants in each experimental group will be equally intelligent, 
extroverted, cooperative, and so for th, when the lis t of characteris tics-any one of 
which could be important- is potentially endless? 

The solu tion is a simple but elegant procedure called random assignment to 
condition: PartiCipants are assigned to different experimental groups or "conditions" 
on the basis of chance and chance alone. The experimenter might, for instance, flip a 
coin for each participant and assign a participant to one group when "heads" came up, 
and to the other group when "tails" came up. The advan tage of this technique is that 
participant characteristics have an equal chance of being distributed across the vari­
ous groups. When a researcher uses random aSSignment- which in p ractice is usually 
carried out using computer-generated random numbers-::hances are that each of the 
groups will have approximately the same proportion of intelligent people, cooperative 
people, extroverted people, males and females, and so on. 

Figure 3 provides another example of an experiment. Li ke all experiments, it 
includes the following set of key e lements, which are important to keep in mind as 
you consider whether a research stu dy is truly an experiment: 

An independent variable, the variable that is manipulated by the experimenter 
A dependent variable, the variable that is measured by the experimenter and that 
is expected to change as a result of the manipulation of the independent variable 

~ The McGraw-Hili 
Compan ies. 2008 
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Dependent variable: The variable that 
is measured and is expected to change 
as a result of changes caused by the 
C"P"rimentcr's manipulation of the 
independent variable. 

www.mhhe .com/feldmaness7 

Psychlnteractive Online 

Experimental Design 

Random assignment to condition: A 
procedure in which participants arc 
assigned to different experimental 
groups or "conditions" on the basis of 
chance and chance alone. 
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a. Identify 
partlcipanB 

/ 

b. Randomly auign 
particlpanB to a 
condition 

• 
Group I : 
Treatment 
group 

Group 2: 

c. ManiptJlate the 
independent variable 

Receive-drug condition 

d. Measure the dependl!flt 
variable 

e. Com!>"n!! the resultli 
of the two group. 

\ 

Control 
group 

I.... ___ --;.~ 

'-

No-drug condition 

FIGURE ) In this depiction of a study ir"lVeStigating the effects of the drug propranolol on stress. we 

can see the basic elements of all true experiments. The participants in the experiment wen!! mon­

keys, who were randomly assigned to one of tlollO groups. Monkeys assigned to the treatment group 
were given a drug. propranolol. hypothesized to prevent heart disease. whereas those in the control 

group were not given the drug. Administration of the drugs. then. was the independent variable. All 

the monkeys were given a high-fat di et that was the human equivalent of two eggs VJith bacon every 

morn ing. and they occasionally were reassigned to di fferent cages to provide a source o f stress. To 
determine the effects of the drug. the monkeys' heart rates and other measu-es of heart disease 

were assessed after twenty-six months_ These meaSl.<"es constituted the dependent variable. (The 

results? As hypothesized. monkeys that received the drug shCMted lower heart rates and fewer symp­

toms of heart disease than those who d id not) (Based on a study by Kaplan & Manuck. 1989.) 

• A procedure that randomly assigns participants to different experimental groups 
or "conditions" of the independent variable 

• A hypothesis that predicts the effect the independent variable will have on the 
dependent variable 

Only if each of these elements is present can a research study be considered a true 
experiment in which cause-and-effect relationships can be determined. (For a sum­
mary of the different types of research that we've discussed, see Figure 4.) 

WERE LATANE AND DARLEY RIGHT! 

To test their hypothesiS that increasing the number of bystanders in an emergency 
s ituation would lower the degree of helping behavior, Latane and Darley placed the 
particip.1nts in a room and told them that the purpose of the experiment was to talk 
about personal problems associated with college. The discussion was to be held over 
an intercom, supposedly to avoid the potential embarrassment of face-ta-face contact. 
Chatting about personal problems was not, of course, the true purpose of the experi­
ment, but telling the participants that it was was a way of keeping their expecta tions 
from biasing their behavior. (Consider how they would have been affected if they had 
been told that their helping behavior in emergencies was being tested. The experi-
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Research Method 

Descriptive and 
cOrn!lationai 
research 

Archivai research 

NaturalistIC 
observation 

Survey research 

Case study 

Description 

Researcher observes a previously 
existing situation but does not 
make a change In the situation 

Examines existing data to 
confJrm hypothesis 

Observation of naturaity occulTing 
behavior. without making a change 
In the s.tuation 

A sample is chosen to represent 
a larger population and asked a 
series of questions 

Intensive ifTV'eStigation of an 
indilliduai or ~II group 
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Advantages 

Offers insight into 
~ationships between 
variabies 

Ease of data collection 
because data already 
~. 

Provides a sampie of 
people in their natura l 
erMronment 

Shortcomings 

Cannot 
determine 
causaiity 

Dependent on 
availability of 
d., 

Cannot control 
the "natural 
habrtat" berng 
observed 

A ~II sample can be Sample may not 
used to Infer attitudes be representatIVe 
and behavior of a larger of the larger 
population population; 

Provides a thorough. 
in-depth understanding 
of participants 

participants may 
not provide 
accurate responses 
to S!TVey questions 

Results may not be 
generaiizable 
beyond the sampie 

Experimental 
research 

Investigator produces a change in Experiments offer the 
one variabie to observe the effects onty way to determine 
of that change on other variables cause-and-effect 

To be vaiid, 
expenments 
require random 
assignment of 
partlapants to 
conOtions. weil­
conceptuaiized 
independent and 
dependent 
variables. and other 
careful controls 

FIGURE 4 Research strategies. 

menters could never have gotten an accurate assessment of what the participants 
would actually do in an emergency. By defini tion, emergencies are rarely announced 
in advance.) 

The sizes of the discussion groups were two, three, and six people, which consti­
tuted the manipulation of the independent variable of group size. Participants were 
randomly assigned to these groups upon their arrival at the laboratory. Each group 
included a trained confederate, or employee, of the experimenters. In each two-person 
group, then, there was only one real "bystander." 

As the participants in each group were holding thei r discussion, they suddenly 
heard through the intercom one of the other participants-the confederate-having 
what sounded like an epileptic seizure and calling for help. 

The participants' behavior was now what counted. The dependent variable was 
the time that elapsed from the start of the "seizure" to the time a participant began try­
ing to help the "victim." If six minutes went by without a participant's offering help, 
the experiment was ended. 

As predicted by the hypothesis, the size of the group had a Significant effect on 
whether a participant provided help. The more people who were present, the less 
likely it was that someone would supply help, as you can see in Figure 5 (Latanc & 
Darley, 1970). 

relationships 
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FIGURE 5 The Latane and Darley exper­

iment showed that as the size of the group 

witnessing an emergency increased, helping 

behavior de<:reased. 

Significant outcome: Meaningful 
results that make it possible for 
researchers to feel confident that they 
have confirmed their hypotheses. 

Replication : The repetition of 
research, sometimes using other proce­
dures, settings, and groups of partici­
pants, to increase confidence in prior 
findings. 
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Because these results are so straightfollvard, it seems clear that the experiment 
confirmed the original hypothesis. HOwever, Latane and Darley could not be sure 
that the results were truly meaningful until they determined whether the results rep­
resented a significant outcome. Using statistical analysis, researchers can determine 
whether a numeric difference is a real difference or is due merely to chance. Only 
when differences between groups are large enough that statistical tests show them to 
be Significant is it possible for researchers to confirm a hypothesis (Cwikel, Behar, & 
Rabson-Hare, 2000; Cohen, 2(02). 

MOVING BEYOND THE STUDY 

The Latanc and Darley study conta ins all the clements of an experiment: an indepen­
dent variable, a dependent variable, random assignment to conditions, and multiple 
experimental groups. Consequently, we can say with some confidence that group siZe 
cau$l'd changes in the degree of helping behavior. 

Of course, one experiment alone docs not forever resolve the question of bystander 
intervention in emergencies. Psychologists require that findings be replicated, or 
repeated, sometimes using other procedures, in other sett ings, with other groups of 
particip."lnts, before full confidence can be placed in the validity of <lny Single experi­
ment. A procedure called lI1eta-1lI1I1Jysis permits psychologists to combine the results of 
many separate studies into one overall conclusion (Peterson & Brown, 2005). 

In addition to replicating experimental results, psychologists need to test the limita­
tions of their theories and hypotheses to determine under which specific circumstances 
they do and do not apply. It seems unlikely, for instance, that increasing the number of 
bystanders a/ways results in less helping. Therefore, it is critic<ll to continue canying out 
experiments to understand the conditions in which exceptions to this general rule occur 
.and other circumstanCE'S in which the rule holds (Aronson, 1994; Garcia et aI., 2002). 

Before le<lving the Latanc and Darley study, it's important to note that it represents 
.a good illustration of the basic principles of the scientific method that we considered 
('<lrlier (as outlined in Figure 1). The two psychologists began with a qllf!Stioll of interest, 
in this caSe stemming from a real-world incident in which bystanders in an emergency 
did not offer help. They thenjorll1l1Jated IlIl explanation by specifying a theory of d iffu­
sion of responsibility, and from that formulated the specific hypothesis that increasing 
the number of bystanders in an emergency s ituation would lower the degree of help­
ing beh<lv ior. Finally, they carried Ollt research to test their hypothesis. This three-step 
process embodied in the scienti fic method underlies all scientific inquiry, <llIowing us 
to develop a valid understanding of others' --and our own-behavior. 
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R EC A PlEVA LUAT EI RETH INK 

RECAP 

What is the scientific method? 

• The scientific methcxi is the approach psychologists use 
to understand behavior. It consists of three steps: identi­
fying questions of interest, fonnulating an explanation, 
and carrying out research that is designed to support or 
refute the explanation. (p. 27) 

• For a hypothesis to be tested, it must be operationali7.ed: 
Research must translate the abstract concepts of the 
hypothesis into the actual procedures used in the study. 
(p.29) 

How do psychologists use theory and research to answer 
questions of interest? 

• Research in psychology is guided by theories (broad 
explanations and predictions regarding phenomena 
of interest) and hypotheses (theory-based predictions 
stated in a way that a llows them to be tested). (p. 29) 

What research methods do psychologists use? 

• Archival research uses existing records, such as old 
newspapers or other documenls, to test a hypothesis. In 
naturalistic observation, the investigator acls mainly as 
an observer, making no change in a naturally occurring 
situation. In survey research, people arc asked a series 
of questions about thei r behavior, thoughts, or attitudes. 
The case study is an in-depth interview and examination 
of one person or group. (pp. 29-31) 

• These descriptive research methods rely on correlational 
techniques, which describe associations betw'een vari­
ables but cannot determine cause-and-effect relation­
ships. (pp. 31-32) 

How do psychologists establish cause-and-effect relation­
ships in research studies? 

• In a fo rmal experiment, the relationship between 
varil1bles is investigl1ted by delibemtely producing 11 
change--called the experimental manipulation-in one 
variable and observing changes in the other variable. 
(pp.32-33) 

• In an experiment, at least two groups must be compared 
to assess cause-and-effect relationships. The group 
receiving the tre1llment (the special procedure devised 
by the experimenter) is the experimental group; the sec­
ond group (which receives no treatment) is the control 
group. There also may be multiple experimental groups, 
each of which is subjected to a different procedure and 
then compared with the others. (p. 34) 

• The vl1riable thai experimenters manipulate is the 
independent vl1riable. The varil1ble that they measure 
and expect to chilnge as a result of manipulation of the 
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independent variable is called the dependent variable. 
(pp.34-35) 

• [n a formal experiment, participants must be assigned 
randomly to treatment conditions, so that participant 
characteristics are distributed evenly across the different 
conditions. (pp. 35-36) 

• Psychologists use statistical tests to determine whether 
research findings are significant. (p. 38) 

EVALUATE 

1. An explanation for a phenomenon of interest is known 

"'-------------
2. To test this explanation, it must be stated in tenns of a 

testable question known as a -,-____ ,-, __ --,-__ 
3. An experimenter is interested in studying the relation­

ship between hunger and aggression. She decides that 
she will measure aggression by counting the number 
of times a participant will hi t a punching bag. In this 
case, her definition of aggression is the 
number of times the participant hils the bag. 

4. Match the following fonns of research to their defini­
tion: 
1. Archival research 
2. Naturalistic observation 
3. Survey research 
4. Case study 
a. Directly asking a sample of people questions about 

their behavior 
b. Examining existing records to test a hypothesis 
c. Looking at behavior in ils true setting without inter­

vening in the setting 
d. Doing an in-depth investigation of a person or small 

group 
5. Match each of the following research methods with its 

primary disadvantage: 
1. Archival research 
2. Naturalistic observation 
3. Survey research 
4. Case study 
a. May not be able to gcnemlize to the population at large 
b. People's behavior can change if they know they are 

being watched 
c. The data may not exist or may be unusable 
d. People may tie in order to present a good image 

6. A psychologist wants to study the effect of att ractive­
ness on willingness to help a person with a math prob-
lem. Attmctiveness would be the ___________ __ 
variable, and the amount of helping would be the 
=-______ ,---_ varil1ble. 

7. The group in an experiment that receives no treatment is 
called the group. 
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RETHINK 

1. Sta rting with the theory that diffusion of responSibility 
causes re;ponsibility for helping to be shared among 
bystanders, Latanc and Darley derived the hypothesis 
that the more people who witness an emergency situa­
tion, the less likely it is that help will be given to a victim. 
How many other hypotheses can you think of that are 
based on the S<lme theory of d iffusion of responsibility? 

2. Can you describe how a researcher might use natural­
istic observation, case studies, and survey research to 
investigate gender differences in aggressive behavior 
at the workplace? First sta te a hypothesis and then 

KEY TERMS 

scientific method p. 27 
theories p. 27 
hypothesis p. 28 
operational definition p. 29 
descriptive research p. 29 
archival research p. 29 

naturalistic observation 
p. 30 

survey research p. 30 
case study p. 31 
variables p.31 
correlational research p. 31 

describe your research approaches. What positive and 
negative features does each method have? 

3. From a hrn/t/r care W(Jrker's pcrspr!Ctive: Tobacco companies 
have asserted that no experiment has ever proved that 
tobacco use causes cancer. Can you explain this claim in 
terms of the research procedures and designs discussed 
in this module? What sort of research would establish a 
cause-and-.i>ffect re lat ionship between tobacco use and 
cancer? Is such a research study possible? 

Anowe nl to Evaluate Questions 

[OJIUO:>·1. ~Illi)pu;xl;)p 'lu;)pUi)(bpu! '9 ~I!'t 'p 
1: ''l-'/: ';)..\ 'S ~P-f' 'H-C ':>-'/: ''1-t 'f' ![mlO!II!Ja.cIO·C :S!S<I'l,odh'l"'/: !.uOO'lI"\ 

experiment p. 32 
experimental manipulation 

p.33 
treatment p. 34 
experimental group p. 34 
control group p. 34 

independent variable p. 34 
dependent variable p. 35 
random assignment to con-

dition p. 35 
Significant outcome p. 33 
replication p. 38 
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You probably realize by now that there are few simple formulas for psychological 
research. Psychologists must make choices about the type of study to conduct, the 
measures to take, and the most effective way to ,malyze the results. Even after they 
have made these essential decisions, they must still consider several cri tical issues. We 
turn first to the most fundamental of these issues: ethics. 

The Ethics of Research 
Put yourself in the place of one of the participants in the experiment conducted by 
Latanc and Darley to examine the helping behavior of bystanders, in which another 
"bystander" Simulating a seizure turned out to be a confederate of the experimenters 
(Latani! & Darley, 1970). How would you feel when you learned that the supposed 
victim was in reality a paid accomplice? 

Although you might at first experience relief that there had been no real emer­
gency, you might also feel some resentment that you had been deceived by the experi­
menter. You might also experience concern that you had been placed in an embarrass­
ing or compromising situation-one that might have dealt a blow to your self-esteem, 
depending on how you had behaved. 

Most psychologists a rgue that deception is sometimes necessary to prevent par­
ticipants from being influenced by what they think a study'S true purpose is. (If you 
knew that Latani! and Darley were actually studying your helping behavior, wouldn't 
you automatically have been tempted to intervene in the emergency?) To avoid such 
outcomes, a small proportion of research involves deception. 

Nonetheless, because research has the potential to violate the rights of partici­
pants, psychologists are expected to adhere to a strict set of ethical guidelines aimed 
at protecting participants (2002). As the Psych Interactive exercise on ethical dilemmas 
illustrates, those guidelines involve the follOWing safeguards: 

• Protection of participants from physical and mental harm 
• The right of participants to privacy regarding their behavior 
• The assurance that participation in research is completely voluntary 

The necessity of informing participants about the nature of procedures before 
thei r participation in the experiment 

A ll experiments that use humans as participants must be reviewed by an inde­
pendent panel before being conducted, including the minority of studies that involve 
deception (Fisher et aI., 2002, 2003; Smith, 2003). 

One of psychologists' key ethical principles is informed consent. Before partici­
pating in an experiment, the participants must sign a document affi rming that they 
have bccn told the basic outlines of the study and are OWOTC of whot their parti<;ipation 

will involve, what risks the experiment may hold, and the fact that their participation 
is purely voluntary and they may terminate it at any time. Furthermore, after partici­
pation in a study, they must be given a debriefing in which they receive an explana­
tion of the study and the procedures involved. The only time informed consent and 

() The McGraw-Hili 
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Key C<oncept 
What issues w,fo,nt 
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Psych Interactive Online 

Ethical Dilemmas 

Informed consent: A document 

signed by participants affirming that 
they have bc,:,n told the bas i.: outlines 
of the study and are awal'12 of what 
their participation will involve. 
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a debriefi ng can be eliminated is in experiments in which the risks are minimal, as in 
a purely observational study in a public place (Chastain & Landrum, 1999; DuBois, 
2002; Koocher, Norcross, & Hill, 2005). 

Exploring DIVERSITV 

Choosing Participants Who Represent 
the Scope of Human Behavior 

When Lat.:me and Darley, both college professors, decided who 
would participate in their experiment, they turned to the most 
available people: college students. In fact, college students arc 
used so frequently in experiments that psychology has been 
callcd-somewhat contemptuously- the "science of the behav-
ior of the college sophomore" (Rubenstein, 1982). 

Using college students as participants has both advantages and drawbacks. The 
big benefit is that because most research occurs in university settings, college students 
are readily available. Typically, they cost the researcher very little: They participate for 
ei ther extra course credit or a relatively small payment. 

The problem is that college students may not represent the general population 
adequately. They tend to be younger and better educated than a significant percentage 
of the rest of the population of the United States. Compared with older adults, their 
attitudes are likely to be less well formed, and they are more apt to be influenced by 
authority figures and peers (Sears, 1986). 

College students are a lso disproportionately white and middle class. However, 
even in research that does not involve college students, participants tend to be white, 
middle-class participants; the use of African Americans, Latinos, Asians, and o ther 
minorities as participants is low (Graham, 1992; Guthrie, 1998). Because psychology is 
a science tha t purports to explain human behavior in general. something is therefore 
amiss. Consequently, psychological researchers have become increasingly sensitive 
to the importance of using participants who are fully representative of the general 
population. Furthermore, the National Institute of Mental Health and the National 
Science Foundation- the primary U.s. fund ing sources for psychological research­
now require that experiments address issues of diverse populations (RogIer, 1999; 
Carpenter, 2002). 

Nthough readily available and widely used as research subjects. college students may not represent the 

population at large. \oVhat are some advantageS and drawbacks of using college students as subjects? 
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Should Animals Be Used in Research? 
Like those who work with humans, researchers who use nonhuman animals in experi­
ments have their own set of exacting guidelines to ensure that the animals do not suffer. 
Specifically, Jl$t>archers must make every effort to minimize discomfort, illness, and 
pain. Procedures that subject animals to distress are permitted only when an alternative 
procedure is unavailable and when the research is justified by its prospective value. 
Moreover, there are federal regulations spccifying how animals are to be housed, fed, 
and maintained. Not only must researchers strive to avoid causing phYSical discomfort, 
but they are also required to promote the psycllO/ogica/ well-being of some species of 
research animals, such as primates (Nov1lk & Petto, 1991; APA, 1993). 

Why should 1lnim1lls be used for research in the fi rst place? Is it really possible 
to learn about hum1ln beh1lvior from the results of research employing rats, gerbils, 
and pigeons? The answer is thilt psychological resem-ch thilt does employ 1lnimals 
has a different focus and is designed to answer different questions than is rese1lrch 
with humans. For eX1lmple, the shorter life sp1ln of 1lnim1lls (rats live an average of 
two years) 1lllows researchers to le1lrn about the effects of 1lging in a much shorter 
time frame than they could by using human participants. lt is also possible to provide 
greater experimental control over nonhumans and to carry out procedures that might 
not be possible wi th people. For example, some s tudies require brge numbers of par­
ticipants th1lt share simil1lr backgrounds or have been exposed to p1lrticubr environ­
ments-conditions that could not practically be met with human beings (Gallagher & 
Rrtpp, 1997; Mukf>rjr>e, 1997). 

Research with animals has provided psychologists with information that has pro­
foundly benefited humans. For instance, it furnished the keys to detccting eye disor­
ders in children early enough to prevent permanent d1lm1lge, to communicating more 
effectively with severely rct1lrdcd children, and to reducing chronic pain in people, to 
name just a few results (APA, 1988; Botting & Morrison, 1997). 

Despite the value of research with animal participants, the use of 1lnim1lls in psycho­
logical research is highly contro·{ersial. For example, some critics believe that animals 
have rights no less significant than those of humans, and that the use of anim1l1s in 

Research invo~ing an imals is controversial but wnen conducted with in ethical guidelines. yields sig­
nikant benefrts for humans. 
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Experimental bias; Factors that distort 
how the independenl variable affects 
the dependent variable in an experi­
ment. 

Placebo: A false treatment, such as a 
pill, udrug,U or other substance, with­
Qut any significant chemical properties 
or active ingredient. 

1 
l 
f , 
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studies is unethical because they are unable to give their consent. Others object animal 
research on methodolog;ical grounds, saying it is impossible to generalize from findings 
on nonhuman species to humans (PIous & Herzog, 2000). 

Because the issu~; surrounding animal research involve complex moral and 
philosophical concerns, they are not easily resolved. As a consequence, review panels, 
which must approve all research before it is carried out, are particularly careful to 
ensure that research involving animals is conducted ethically (Pious, 1996a, 1996b; 
S.unard & Kaufman, 1997; Herzog, 2005). 

Threats to Experiment Validity: 
Experimenter and Participant 
Expectat~io~n~s __________________ __ 
Even the best- laid experimental plans are susceptible to experimental bias-fac­
tors that distort the way the independent variable affects the dependent variable in 
an experiment. One Qf the most common forms of experimental bias is experimenter 
expectatiolls: An experimenter unintentionally transmits cues to participants about the 
way they are expected to behave in a given experimental condition. The danger is that 
those expectations will bring about an "appropriate" behavior-one that otherw ise 
might not have occurred (Rosenthal, 2002, 2(03). 

A related problem is participalll expectations about appropria te behavior. If you 
have ever been a participant in an experiment, you know that you quickly develop 
guesses about what is expected of you. In fact, it is typical for people to develop their 
own hypotheses about what the experimenter hopes to learn from the s tudy. If partici­
pants form their own hypotheses, it may the participant'S expectations, rather than the 
experimental manipulation, that produce an effect. 

To guard against participant expectations biasing the results of an experiment, the 
experimenter may try to disguise the true purpose of the experiment. Participants who 
do not know that helping behavior is being studied, for example, are more apt to ac t 
in a "natural" way than they would if they knew. 

Sometimes it is impossible to hide the actual purpose of research; when that is the 
case, other techniques are available to prevent bias. Suppose you were interested in 
testing the ability of a new drug to allevia te the symptoms of severe depression. If you 
simply gave the drug to half you r p.utidpants and not to the other half, the participants 
who were given the drug might report feeling less depressed merely because they knew 
they were getting a drug. Similarly; the participants who got nothing might report feel­
ing no better because they knew that they were in a nQ-treatment control group. 

To solve this problem, psychologists typically use a procedure in which all the 
partiCipants receive a treatment, but those in the control group receive only a pla­

cebo, a false treatment, such as a pill, "drug," or other substance, 
that has no significant chemical properties or active ingredient. 
Because members of both groups are kept in the dark about 
whelher they are getting a real or a false treatment, any differ­
ences in outcome can be a ttributed to the quality of the drug and 
not to the possible psychological effects of being administered a 
pill or other substance (Kirsch, 1999; Enserink, 1999, 2000a; Kim 
& Holloway, 2003). 

However, there is one mQre safeguard that a careful researcher 
must apply in an experiment such as this. To overcome the possibil­
ity that f!xperimcllter expectations will affect the participant. the per­
son who administers the drug shouldn't know whether it is actually 
the true drug or the placebo. By keeping both the participant and 
the experimenter who interacts with the participant "blind" to the 
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nature of the drug that is being administered, researchers can more accurately assess the 
effects of the drug. This method is known as the double-blind procedure. 

If you were about to purchase an automobile, it is unlikely that 
you would stop at the nearcst car dealership and drive off with 
the first car a salesperson recommended. Instead, you would 
probably mull over the purchase, read about automobiles, 
consider the alternativcs, talk to others about their experiences, 
and ult imately put in a fair amount of thought before you 
made such a major purchase. 

In contrast, many of us are conSiderably less conscientious 

BECOMING AN ~ 

'NF,;rp~y~h~iogy VfJJ 
Thinking Critically About Research 

when we expend our intellectual, rather than financial, assets. People often jump to con­
clusions on the b.lsis of incomplete and inaccurate infonnotion, and only rarely do they 
take the time to critically evaluate Ihe research and data 10 which they are exposed. 

Because the field of psycholr.>gy is based on an accumulated body of research, it is 
crucial for psychologists to scrutinize thoroughly the methods, fCSults, and claims of 
researchers. Yet it is not just psychologists who need to know how to evaluate research 
cri tically; all of us are constantly exposed to the claims of others. Knowing how to 
approach research and data can be helpful in areas far beyond the realm of psychology. 

$everal basic questions can help us sort through what is valid and what is nol. 
Among the most important questions to ask are the following: 

• Wlrat lUllS tire purpose of tire rYS('arch? Research studies shou ld evolve from a 
clearly specified theory. Furthermore, we must take into account the specific 
hypothesis that is being tested. Unless we know what hypothesis is being exam­
ined, it is not possible to judge how successful a study has been. 

• How uJCII was the study cOllducied? Consider who the participants were, how 
many were involved, what methods were employed, and what problems the 
researcher encountered in collecting the dota. There are important differences, 
for example, between a case study that reports the anecdotes of a handful of 
respondents and a survey th~t collects data from several thousand people. 

• Are lire results presellled fairly? II is necessary to assess statements on the basis of 
the actual data they reflect and their logic. For instance, when the manufacturer 
of car X boasts that "no other car a has a better safety record than car X," this 
docs not mean that car X is safer than every other car. It just means that no o ther 
car has been proved safer, though many other cars could be just as safe as car X. 
Expressed in the latter fashion, the finding doesn't seem worth bragging about. 

These three basic questions can help you assess the validity of research findings 
you come across-both within and outside the field of psychology. The more you 
know how to evaluate research in general, the better you will be able to assess what 
the field of psychology has to olfer. 

R EC A PlEVA LUAT EI RETH INK 

RECAP 

What major issues confront psychologists conducting research? 

• One of Ihe key ethical principles followed by psycholo­
gists is that of informed consent. Participants must be 
informed, before participation, about the basic outline 
of the experiment and the risks and potential benefits of 
thei r participation. (pp. 41-42) 

• Although the use of college students as participants has the 
advantage of easy availability, there are drawbacks too. For 
instance, students do not necessari ly represent the popula­
tion as a whol!'. TIle lise of M"limals as participants may also 
have costs in tenus of generalizability, although the benefits 
of using anim.1ls in research h.we been profound. (pp. 42-44) 

• Experiments are subject to a number of threats, or biases. 
Experimenter expectations can proollce bias when an 
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experimenter unintentionally transmits cues to par­
ticipants about her or his expectations regarding their 
behavior in a given experimental condition. Participant 
expectations can also bias an experiment. Among the 
tools experimenters use to help eliminate bias are place­
bos and double-blind procedures. (pp. 44-45) 

EVALUATE 

1. Ethical research begins with the concept of informed 
consent. Before signing up to participate in an experi­
ment, participants should be informed of 
a. The procedure of the study, s tated generally 
b. The risks that may be involved 
c. Their right to withdraw at any time 
d. All of the above 

2. List three benefits of using animals in psychological 
research. 

3. Deception is one means experimenters can use to try to 
eliminate participants' expectations. True or false? 

4. A false treatment, such as a pill, that has no significant 
chemical properties or ac tive ingredient, in known as a 

5. According to a report, a study has shown that men dif· 
fer from women in their preference for ice cream navors. 
This study was based on a sample of two men and three 
women. What might be wrong with this study? 

RETHINK 

1. A researcher strongly believes that college professors 
tend to show female s tudents less attention and 

KEY TERMS 

infonned consent p. 41 experimental bias p. 44 

respect in the classroom than they show male 
students. She sets up an experimental study involving 
obsen'ations of classrooms in different conditions. In 
explaining the study to the professors and students 
who will participate, what steps should the researcher 
take to eliminate experimental bias based on both 
experimenter expectations and participant 
expectations? 

2. Imagine that you pick up the newspaper and read an 
article about a new drug that claims to significantly pro­
long the life of terminally ill cancer patients. The article 
states: "Our study shows that patients who took the 
drug once a day lived longer than patients who did not 
take the drug." Based on the knowledge you learned in 
this module, are the results of this study valid? Why or 
why not? 

3. From r1 resenrcli analyst's perspective: You arc hired 
to study people's attitudes toward welfare programs 
by developing and circulating a questionnaire via 
the internet. is this study likely to accurately renect 
the views of the general population? Why or 
why not? 

Anowe n to Evaluate Questions 

'JO)pua'iiuo 
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Psychology on the Web 

J. Practice using several search strategies to find infomlation on the Web about one of the 
key issues in psychology (e.g .. free will versus determinism. nature ve~us nurture. or con· 
scious Vef'SUS unconscious determinants of behavior). using (a) a general-purpose search 
engine (such as Google at www.google.com)and(b) a more specialized search engine (such 
as Yahoo!'s Psychology section. under the "Sodal Science" heading. at www.yahoo.com). 
Surrmarize and then compare the kinds of information you have found through each strategy. 

2. Search the Web for discussions of youth violence and try to find (a) an article in the gen­
eral news media. (b) infomlation from a psychological point of view (e.g .. experimental 
information or recommendations for parents &om a professional organization). and (c) 
political opinion or debate about how to address the issue of youth violence. 

3. After completing the first Psychlnteractfve exercise on the multiple causes of behavior; 
identify a current news item (either from an online source or a daily newspaper) relating 
to human behavior: How would the different subfields of psychology be useful in explaining 
the behavior descnbed in the news item? VYhich subfields are the most relevant. and which 
have the least relevance to the topic of the news item? 

Epilogue The field of psychology. as we have seen, is broad and 
diverse. It encompasses many different subfields and spe­
cialties practiced in a variety of settings. with new sub fields 
continually aris ing. We have also seen that even within the 

various subfields of the field, it is possible to adopt several different approaches. including the 
neuroscience, psychodynamic, behavioral. cognitive. and humanistic pe~pectives. 

For all its diversity. though, psychologr focuses on certain key issues that serve to unift the 
field along common lines and shared find ings. These issues will reappear as themes throughout 
this book as we discuss the work and accomplishments of psychologists in the many subflelds of 
the discipline. 

In light of Vllhat you've already learned about the field of psychology. reconsider the ques­
tions raised regarding the hunicane that struck New Orleans and answer the follovving questions: 

I. If they were using the neuroscience perspective, on what kinds of factors might psycholo­
gists focus to explain people's reactions to the hurricane? 

2. Assume that two developmental psychologists are considering the effects of watching tele­
vision news reports of the disaster on a child's later development. How would the ques­
tions of interest to the psychologists differ if one employed the psychodynamic pe~pective 
and the other employed the behavioral pe~pectivel 

3. How might social psychologists explore the helpfulness and generosity of people in provid­
ing aid to the victims of the hlJfTicane? 

4. Design a simple experiment that looks at the hypothesis that "exposure of victims of 
Katrina to information about the dangers of living in a hurricane flood zone reduces their 
willingness to rebuild their homes." What might be the independent variable? What might 
be the dependent variable) 
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Experiments are used to establish a couse-and-effect relationship 

between two variables. Use this visual guide to better understand 

how experiments can help researchers draw conclusions by using 

experimental and control groups and random assignment Then 

answer the questions below to test your understanding of the 

concepts. 

I Researchers develop Iheories to explain behavioc. As an example. they might 
theorize that children wno are exposed to violence in the media behave 

more aggressively than other children. Based on this theory they develop a 
hypothesis to test the prediction that playing violent vKieo games causes children 
to behave aggressiver,.. 

() The McGraw-Hili 

Companies.2OOIl 

2An experiment in a controlled setting is the most powerful method of 
establishing a cause-and-effect relationship. Participants in an experiment are 

randomly assigned to either the experimental group (the group that receives a 
treatment) or the control group (the group that receives no special treatment). 

EVALUATE 

.. 

In this example. the independe"o~' ~~:rn~· :"'~~;'-=;----:-= __ _ 
and the dependent variable is-::: 
a aggressive behavior; exposure to violent video games 
b the experimenter; who wins the card games 
c exposure to violent video games: aggression di~layed by the 

children 
d the card games: the violent video games 

2 In this example. the experimental group ______ ~d 

the control group -:-c---:-~ 
.. pi,,),!> l«n.h; !)l")'!> viol"'''l vi<.l= ~(srTl"'~ 
b plays violent video games: does not play violent video games 
c is randomly assigned to conditio," is not randomr,. assigned 
d does not play violent video games; plays violent video games 
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31n this example, the rnoependenc vari(lble, the variable that researchers manipulate, is exposure 
to violent video games, The experimental group is given a violent video game to play. while the 

control group is not given the violent game. 

Sif the results show that the children in the experimental group (who had 
played the violent video games) were signifICantly more aggressive than the 

children in the control group (who hadn't played the game), the hypothesis is 
confirmed. The results would then support the researcher's theory that exposure 
to media violence ((luses aggression in children, Of course, no single experiment is 
sufficient to confrrm a theory: additional research is needed, 

RETHINK 

4AfterwardS, the experimental group and 
control group are brought together to play 

card games. A researcher who doesn't know 
which children are in the experimental group 
or the control group watches through a two­
way mirror and records signs of aggressive 
behavior (the dependent voriobfe), 

3 Because the control group receives no treatment in this exam­
ple, we cannot use it to draw conclusions about cause and 
dft!l.l,. True or F,d'>t!? 

Suppose you believe that listening to music while studying can 
improve test scores, Design an experiment that could be used 
to test your hypothesis, Be sure to include an experimental 
group and a control group. 
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Key Concepts for Chapter 2 

Why do psychologists study the brain and nervous 

system? • What are the basic elements of the 

nervous system? • How does the nervous system 

communicate electrical and chemical messages from 

one part to another? 

How are the structures of the nervous system 

linked together? • How does the endocrine 

system affect behavior? 

How do researchers identify the major parts and 

functions of the brain? • What are the major 

parts of the brain, and for what behaviors is each 

part responsible? • How do the two halves of the 

brain operate interdependently? • How can an understanding of the 

nervous system help us find ways to alleviate disease and pain? 

CC The McGraw-Hi li 
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of Behavior 
The StnJcture of the Neuron 

How Neurons Fire 

Where Neurons Meet: Bridging the Gap 

Neurotransmitters: Multitalented 
Chemical Couriers 

MODULE 6 

The N e rvous System and 
the Endocrine System: 
Communicating Within the 
Body 
The Nervous System 

The Endocrine System: Of Chemicals 
and Glands 

Studying the Brain"s StnJcture and 
Functions: Spying on the Brain 

Applying Psychology In the 21n Century: 
Mind Reading: Harnessing Brainpower to 
Improve lives 

The Central Core: Our ""Old I3rain"" 

The Limbic System: Beyond the Central 
C~ 

The Cerebral Cortex: Our "'New"" Brain 

Mending the Brain 

The Spe<:ialization of the Hemispheres: 
Two Brains or One? 

Exploring Diversity: Human Diversity 
and the Brain 

The Split Brain: Exploring the Two 
Hemispheres 

Becoming an Informed Consumer of 
Psychology: Leaming to Control Your 
Heart-and Mind-Through ~ofeedback 
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Prologue Out of).;! 

For Ray Farkas, the first signs of Parkinson's 
disease came on the tennis court, when 

he began to lose to opponents he had 
p~viousrt beaten, Later; when his 
legs began to shake and he had bal­
ance problems, his doctors informed 
him he had Parkinson's-a disorder 
marked by varying degrees of mus­

cular rigidity and shaking. 
Farkas was willing to try anything to 

prevent the sp~ad of the disease, vvh ich 
had kj ITed his father. When he learned he 

was a candidate for a new procedure called deep 
brain stimulation (DBS), he decided to take a chance on it In DBS, 
surgeons implant a battery-operated neurostirnulator that delivers tiny 
electric pulses to specific areas of the brain that control mCNernent, 

The ability of surgeons to identitY damaged portions of the brain and 
carry out repairs is little short of miraOJIous. The ~ter miracle is the 
brain itself. Aro organ ~Iy half the size of a loaf of bread, the brain 
controls our behavior through every waking and sleeping moment. Our 
Il'IO'Y'ements. thoughts. hopes, aspirations. drearns----QU' very avvare­
ness that we are human-all depend on the brain and the nerves that 
extend throughout the body, constituting the nervous system 

Because of the importance of the nervous system in controlling 
behavior. and because humans at their most basic level are biological 
beings. many researchers in psychology and other fields as diverse as 
computer science, zoology. and medicine have made the biological 
underpinnings of behavior their specialty, These experts collectively 
are called neuroscientists (Beatty, 2{)()); Posner & DiGiorlamo, 2{)()); 
Gazzaniga, ivry, & Mangun, 2002). 

Psychologists who specialize in considering the ways in which the 
biological structures and functions of the body affect behavior are 
known as behavio ra l neuroscientists (or biopsychologists), They 
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The electrical stimulation blocks abnormal nerve signals that produce 
the symptoms of Parkinson's. 

Because DBS requi res patients to be awake during the operation, 
Farkas was well aware of the procedure: 

"The surgeons numbed my skull and began drilling. When the 
anesthesia wore off, they were already in my head and I didn't even 
know itl " Next. the doctors inserted a high-tech microrecorder 
and began listening to brain ~s to locate the part of my brain. 
the subthalamic nucleus. that had been affected by Parkinson's, 
When they detected that part of my brain-it sounds like rain on a 
tin roof-they knew they had the right spot and stimulated it with 
an electrical charge, Suddenly, I could feel my legs quieting down­
and my doctor could see it It was a cool. peaceful feeling, I urgently 
whispered, 'More altemating current, more alternating current!' For 
the first time in years, I was tying still, I felt like I had gotten out of 
jail." (Farkas. 20040 p, 100). 

seek to answer several key questions: How does the brain control 
the voluntary and involuntary functioning of the body? How does 
the brain communicate with other parts of the body) What is the 
physical structUi1:! of the brain, and how does this structUi1:! affect 
behavior? Are psychological disorders caused by biological factors. 
and how can such disorders be treated? 

As you consider the biological processes that we'l l disOJss in this 
chapter, it is important to keep in mind why behavioral neurosci­
ence is an essential part of psychology. O ur l)Ilderstanding of human 
behavior reqUtreS know1edge of the brain and other parts of the 
nervous system, Biological factors are central to our sensory ~ri­
ences, states of consciousness. motivation and emotion, develop­
ment throughout the life span, and physical and psychological health. 
Furthetmore, advances in behavioral neuroscience have led to the 
creation of drugs and other treatments for psychological and physical 
d;soroers. In short. we cannot understand behavior without under­
standing our biological makeup (Kos.si)n et al .. 2002; PIomin, 2003a), 
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Watching Serena Williams hit a stinging backhand, Dario Vaccaro carry out a complex 
ballet routine, or Derek Jeter swing at a baseball, you may have marveled at the com­
pleXity-and wondrous abilities-)f the human body. But even the most everyday 
tasks, such as picking up a pencil, writing, and speaking, depend on a sophisticated 
sequence of events in the body that is itself truly impressive. For instance, the differ­
ence between saying the words dime and lime rests primarily on whether the vocal 
cords are relaxed or tense during a period lasting no more than one one-hundredth of 
a second, yet it is a distinction that most of us can make with ease. 

The nervous system is the pathway for the instructions that permit our bodies 
to carry out such precise act ivities. Here we will look at the structure and function of 
neurons, the cells that make up the nervous system, including the brain. 

The Structure of the Neuron 
Playing the piano, driving a car, or hitting a tennis ball depends, at one level, on exact 
muscle coordination. But if we consider iIolU the muscles C.ln be activated so precisely, 
we see that there are more fundamental processes involved. For the muscles to pro­
duce the complex movements that make up any meaningful physical activity, the 
brain has to provide the right messages to them and coordinate those messages. 

Such messages-as well as those w hich enable us to think, remember, and experi­
ence emotion-are passed through specialized cells called neurons. Neurons, or nerve 
cells, are the basic elements of the nervous system. Their quantity is staggering-per­
haps as many as 1 trillion neurons throughout the body are involved in the control of 
behavior (Boahen, 2005). 

Although there arc several types of neurons, they all have a similar structure, as 
illustrated in Figure 1. Like most cells in the body, neurons have a cell body that con­
tains a nucleus. The nucleus incorporates the hereditary material that determines how 
a cell will fu nction. Neurons are physically held in place by glilll cells. Glial cells prov ide 
nourishment to neuro115, i115ulate them, help repair damage, and generally support 
neural functioning (Uylings & Vrije, 2002; Fields, 2004; Kettenmann & Ra115Om, 2005). 

In contrast to most o ther cells, however, neurons have a distinctive feature: the 
ability to communicate with other cells and transmit information across relatively long 
distances. Many of the body's neurons receive signals from the environment or relay 
the nervous system's messages to muscles and other target cells, but the vast majority 
of neurons communicate only with other neurons in the elaborate information system 
that regulates behavior. 

As you can sec in Figure 1, a neuron has a cell body with a cluster of fibe rs 
called dendrites at one end. Those fibers, which look like the twisted branches of a 
tTl'f', n><"P;VP mf'sg.'8f>S from nthf'~ np"mns. On thp nppnsitp pnel nf thp ("pll hnrly is " 
long, slim, tubeli ke extension called an axon. The axon carries messages received by 
the dendrites to other neurons. The axon is considerably longer than the rest of the 
neuron. Although most axons are several millimeters in length, some are as long as 
three feet. Axons end in small bulges called terminal buttons, which send messages 
to other neurons. 
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Key c,o"eepts 

Why do P~~~~~;':'~ 
brain and I 

What are the basic elements 
of the nervous system? 

How does the nervous sys­
tem communicate electri-
cal and chemical messages 
from one part to another? 

Behavioral neuroscientists: 
PsychologiSts who spedalize in con­
Sidering thc ways in which the bio­
logical structures and functions of the 
body affect behavior. 

Neurons: Nerve cells, t~ ba.sic el!!­
ments of the nervous system. 

Dendrite: A dusler of fibers alone 
end of a neuron Ihal receive messages 
from other neurons. 

Axon: The part of the neuron that 
c~rries messages destined for other 
neurons. 

Terminal buttons: Small bulges at the 
end ofaxons that send mcss.lges to 
other neurons. 
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7 Dendrites 

Cell body 

Myelin sheath: A protective coat of 
fat and prolein that wraps around the 
axon. 

www.mhhe.com ffe ldmaness7 

Psych lnteractive Online 

Structure of Neurons 

All-or-none law: The rule that neu­
rons are either on or off. 

Axon (inside myelin sheath) 

~Terminal buttons 

FIGURE I The primary comp<:>:1ents of the specialized cell called the neuron. the basic element of 
the nervous system (Van de Gra<lff. 2000). A neuron. like most types of cens in the bod~ has a cell 
body and a nucleus, but it also contains structures that Glrry messages: the dendrites, which recerve 
messages from other neurons. and the axon. which carries messages to other neurons or body cells. 
In this neuron, as in most neurons. the axon is protected by the sausagelike myeli n sheath. \Nhat 
advantages does the treelike structure of the neuron provide? 

The messages that travel through a neuron are eledrical in nature. Although there 
are exceptions, those electrical messages, or impulses. generally move across neurons 
in one direction only, as if they were traveling on a one-way street. Impulses follow a 
route that begins with the dendrites, continues into the cell body. and leads ultimately 
along the tubelike extension, the axon, to adjacent neurons. Dendrites, then. detect 
messages from other neurons; axons carry Signals away from the cell body. 

To prevent messages from short-circuiting one another, axons must be insulated. 
in some fashion (just as electrical wires must be insulated). Most axons are insulated 
bya myelin sheath, a protective coating of fat and protein that wraps around the axon 
like links of sausage. 

The myelin sheath also serves to increase the velocity with which electrical 
impulses travel through axons. Those axons that carry the most important and most 
urgently required information have the greatest concentrations of myelin. If your 
hand touches a painfully hot stove, for example, the information regarding the pain 
is passed through axons in the hand and arm that have a relatively thick coaling of 
myelin, speeding the message of pain to the brain so that you can react instantly. In. 
certain diseases, such as multiple sclerosis, the myelin sheath surrounding the axon 
deteriorates, exposing parts of the axon that are normally covered. This short-circuits 
messages between the brain and muscles and results in symptoms such as the inability 
to walk, difficulties with vision, and general muscle impairment. (To review, try the 
Psychlnteractive exercise on the structure of neurons.) 

How Neurons Eire 
Like a gun, neurons either fire-that is, transmit an electrical impulse along the 
axon-or don't fire. There is no in-between stage, just as pulling harder on a gun trig­
ger doesn't make the bullel travel faster. Similarly. neurons follow an all-or-none law: 
They are either on or off, with nothing in between the on state and the off state. Once 
there is enough force to pull the trigger, a neuron fires. 
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Before a neuron is triggered- that is, when it is in a rest ing s la te- it has a nega­
tive electrical charge of about 270 millivolts (a millivolt is one one-thousand th of a 
volt). This cha rge is caused by the presence of more negatively charged ions within 
the neuron than outside it. (An ion is an atom that is el(!(:trically charged.) You might 
think o f the neuron as a miniature battery in which the inside of the neuron represents 
the negative pole and the outside represents the positive pole. 

When a message arrives at a neuron, its cell membrane opens briefly to allow 
positively charged ions to TUsh in at rates as high as 100 million ions per second. 
The sudden arrival of these positive ions causes the charge within the nearby part of 
the cell to change momentarily from negative to positive. When the positive charge 
reaches a critic.l1Ievel, the "trigger" is pulled, and an electrical impulse, known as an 
action potential, travels along the axon of the neuron (see Figure 2). 

The ac tio n potential moves from one end of the axon to the other like a flame 
moving along a fuse. As the impulse travels along the axon, the movement of ions 
causes a change in charge from negative to positive in successive sections of the axon 
(see Figure 3). After the impulse has passed through a particular section of the axon, 
positive ions are pumped out of that section, and its charge returns to negative while 
the act ion potential continues to move along the axon. 

Just after an action potential has passed through a section of the axon, the cell 
membrane in that region cannot admH posi tive ions again for a few milliseconds, and 
so a neuron cannot fire again immediately no matter how much stimulation it receives. 
It is as if the gun has 10 be reloaded after each shot. There then follows a period in 
which, though it is p ossible for the neuron to fire, a stronger s timulus is needed 
than would be n~ed if the neurOn had reached its normal resting state. Eventually, 
though, the neuron is ready to fire once again. 

These complex events can occur at dizzying speeds, although there is great varia­
tion among different neurons. The particular sp~ at which an action potential travels 
along an axon is determined by the axon's size and the thickness of its myelin sheath. 
Axons with s mall diameters carry impulses at about 2 miles per hour; longer and 
thicker ones can average speeds of more than 225 miles per hour. 

Neurons differ no t o nly in terms of how quickly an impulse moves along the axon 
but also in their potential rate of firing. Some neurons a re capable of firing as many 
as a thou5.1nd times per second; others fire at much slower rates. The intensity of a 
stimulus detennines how much of a neuron's potential firing rate is reached. A strong 

D 

/' Time I 

Voltage 

- Time 2 

___ 1\.,....---- VolGlge 

TIme 3 

Positive charge !\,..-. Voltage 
Negative charge 

..... Direction of Impulse 

Resting state: The slale in which Ihere 
is a negative electrical charge of about 
270 millivolts within n neuron. 

Action potenti al: An electric nerve 
impulse th.lt travels through a neuron 
when it is sel off by a "Irigger," chang­
ing the neuron's charge from negative 
to positive. 

FI GURE 2 Movement of an action polen­

liar across an axon. Just before Time I, posi­
tively charged ions enter the cell membrane, 

changing the marge in the nearo; part of 
the neuron from negative to positive and 

triggering an action potential. The action 
potential travefs along the axon as illustrated 
in the changes occurring from Time I to 
T IIlle 3 (from top to bottom in this draw­

ing). inmediately after the action potential 
has passed through a section of the axon, 

positive ions are pumped out. restoring 

the char&e in that section to negative. The 

change in voltage il lustrated at the top of 

the axon can be seen in greater detail in 

Figure 3 on page 56 (Stevens. 1979). 
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Synapse: The space beh.veen h.vo neu­
rons where Ihe axon of a sending neu­
ron communicates with the dendrites 
of a receiving ncuron by using chemi­
cal messages. 
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A sudden. brief re~rsal 
of charge within the 
neuron results in an 
action potential. 

FIGURE 3 Changes in the electrk:al charge in a neuron during the passage of an action potential 
In its normal rest ing state , a neuron has a r.egative charge. When an action potential is triggered, 

howeve~ the charge be<omes positive. increasing from around -70 millivolts to about +40 millivolts. 

Following the passage of the action potentia l. the charge becomes even more negative than it is in 

its typical state. It is not until the charge returns to its resting state that the neuron wi ll be fully ready 
to be triggered once again. (Sovn;C"_ Made<: 200;}) 

stimulus, such as a brighllighl or a loud sound, leads to a higher rate of firing than a 
less intense stimulus does. Thus, even though all impulses move at the same s trength 
or speed through a particular axon--be<:ause of the all-or-none law- there is variation 
in the frequency of impulses, providing a mechanism by which we can d istinguish the 
tickle of a feather from the weight of someone standing on our toes. 

The structure, operation, and functions of the neuron are fundamental biological 
aspects of Ihe body thai underlie several primary p sychological processes. Our under­
standing of the way we sense, perceive, and learn about the world would be greatly 
restric ted without the knowledge about the neuron that behavioral neuroscientists 
and o ther researchers have acquired. 

Where Neurons Meet: 
Bridging the Gap 
If you have ever looked ins ide a computer, you've seen that each part is phYSically 
connected to another part. In contrast, evolution has produced a neural transmission 
system Ihat at some points has no need for a structural connecti{)n between its compo­
nents. Instead, a chemical connection bridges the gap, known as a synapse, behveen 
two neurons (sec Figure 4). The synapse is the space between two neurons where the 
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•. 

Step I : NelJrotransmltters 
are produced and stored 
In the axon. 

V .. icle with 
neurotransmittel"S 

Dendrite 

' . • • . ' • 

•• • 
Step 2: If an action potential 
arrives. the axon releases 
neurotransmitters. • • 

Neurotransminer--

• 

Step 3: Neurotransmitters 
traVf!1 across the synapse to 
receptOr sites on another 
netJron's dendrite. 

Neurotransmitter 

' . . :.' 

o 
o • 

• ••• 
• ' . 

" . . ' 
• • ... -~. 

Receptor site 

Step 4. When a neurotransmitter 
fits into a receptor site. It deliVf!rs 
an excitatory or inhibitory message. 
If enough excitatory messages are 
deliVf!re<1. the neuron will fire. 

FIGURE 4 (a) A synapse is the junction between an axon and a dendrite , The gap between the 

axon and the dendrite is bridged by chemicals cal led neurotransmitters (Mader. 2000). (b) Just as the 

pieces o f a jigsaw puzzle can fi t in on~ one specifIC location in a puzzle , each kind of neurotransmit­
te r has a d istinctive confi gu ration that allows it to fit into a specific type of receptor ce ll Oohnson. 

2000). 'Wrrt is it advantageous for axons and dendrites to be linked by temporary chemica l bridges 

rather than by the hard wiring typical o f a radio connection o r telephone hookup? 

axon of a sending neuron communicates wi th the dendrites of a receiving neuron by 
using chemical messages (Holt & Jahn, 2004; Fanselow & Poulos, 2(05). 

When a nerve impulse comes to the end of the axon and reaches a terminal 
button, the terminal button releases a chemical courier called a neurotransmitter. 
Neumtransmillers are chemicals that carry messages across the synapse to a dendrite 
(and sometimes the cell body) of a receiving neuron. Like a boat that ferries passen­
gers across a river, these chemical messengers move toward the shorelines of other 
neurons. The chemical mode of message transmission that occurs behveen neurons is 
strikingly different from the means by which communication occurs inside neurons: 
Although messages travel in electrical form withill a neuron, they move between neu­
rons through a chemical transmission system. 

There are several types of neurotransmitters, and not all neurons are capable of 
receiving the chemical message carried by a particular neurotransmitter. In the same way 
that a jigsaw puzzle piece can fit in only one specific location in a puzzle, each kind of 
neurotransmitter has a distinctive configuration that allows it to fit into a specific type of 
receptor si te on the receiving neuron (see Figure 4b). It is only when a neurotransmitter 
fits precisely into a receptor s ite that successful chemical communication is possible. 

• ~ 
• / RecePtor 

• • • .\ site • • . .. . ... "". V. V .... T Y 

Dendrite 

Neurotransmitter 

b . 

Neurotransmitters: Chemicals that 
carry messages across the synapse to 
the dendrite (and sometimes the cell 
body) of a receiver neuron. 
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Excitatory message: A chemical mes­
sage thilt makes it more likely that il 
receiving neuron will fire and iln action 
potential will travel down its axon. 

Inhibitory message: A chemical mes­
sage that prevents or decreases the like­
lihood that il receiving neuron will fire. 

Reuplake: The reabsorption of neuro­
transmitters by a terminal button. 

If a neurotransmitter does fit into a site on the receiving neuron, the chemical 
mess.lge it delivers is basically one of two types: excitatory or inhibitory. Excitatory 
messages make it more li kely that a receiving neuron will fire and an action potential 
will travel down its axon. Inhibitory messages, in contrast, do just the opposite; they 
provide chemical information tha t prevents or decreases the likelihood that the receiv­
ing neuron will fire. 

Because the dendrites of a neuron receive both excitatory and inhibitory messages 
Simultaneously, the neuron must integrate the messages by using a kind of chemical 
calculator. Put simply, if the concentration of excitatory messages ("fire") is greater 
than the concentrat ion of inhibitory ones ("don't fire"), the neuron fi res. In contrast, 
if the inhibitory messages outnumber the excitatory ones, nothing happens, and the 
neuron remains in its resting state (Mel, 2002; Rapport, 2005). 

If neurotransmitters remained at the site of the synapse, receiving neurons would 
be awash in a continual chemical bath, producing constant stimulation of the receiving 
neurons--and effective communication across the synapse would no longer be possible. 
To solve this problem, neurotransmitters are either deactivated by enzymes or-more 
commonly-reabsorbed by the terminal button in an example of chemical recycling called 
reuptake, Like a vacuum cleaner sucking up dust, neurons reabsorb the neurotransmit­
ters that are now dogging the synapse. All this activity occurs at lightning speed, with the 
process taking just several millisec:onds (Helmuth, 2000; Holt & Jahn, 2()()4). 

OUf understanding of the process of reuptake has permitted the development of 
a number of drugs used in the treatment of psychological disorders. As we'll discuss 
later in the book, some antidepressant drugs, called 5SRls or $l!/f'(:live serolo"i" rellplake 
inhibitors, permit certain neurotransmitters to remain active for a longer period at cer­
tain synapses in the brain, thereby reducing the symptoms of depression. 

Neurotransmitters: Multitalented 
Cbemical CoutieL.;rs,-_ 
Neurotransmitters are a pmticularly important link behveen the nervous system and 
behavior. Not only are they important for maintaining vital brain and body functions, a 
deficiency or an excess of a neurotransmitter can produce severe behavior disorders. More 
than a hundred chemicals have been found to act as neurotransmitters, and neuroscien­
tists believe that more may ultimately be identified (Purves et aI., 1997; Penney, 201Xl). 

Neurotransmitters vary significantly in terms of how strong their concentration 
must be to trigger a neuron to fire. Furthermore, the effects of a particular neurotrans­
mitter vary, depending on the area of the nervous system in which it is produced. The 
same neurotransmitter, then, can act as an excitatory message to a neuron located in 
one part of the brain and can inhibit firing in neurons located in another parI. (The 
major neurotransmitters and their effects are described in Figure 5.) 

One of the most common neurotransmitters is aeely/cllO/ine (or ACh, its chemical 
symbol), which is found throughout the nervous system. ACh is involved in our every 
move, because--among other things-it transmits messages rela ting to our skeletal 
muscles. ACh is also involved in memory capabilities, and diminished production of 
ACh may be related to Alzheimer'S disease (Selkoe, 1997; Mohapel et aI., 2005). 

Another common eXCitatory neurotransmitter, g/lIlamale, plays a role in memory. 
Memories appear to be produced by specific biochemical changes at particular syn­
apses, and glutamate, along with o ther neurotransmitters, plays an important role in 
this process (Bennett, 2000; Riedel, Platt, & Micheau, 2003; Winters & Bussey, 2005). 

Gamma-amino bUlyrie acid (GABA), which is found in both th E' brain and the spinal 
cord, appears to be the nervous system's primary inhibitory neurotransmitter. It mod­
erates a variety of behaviors, ranging from eating to aggression. Several common sub­
stances, such as the tranquilizer Valium and alcohol, are effective because they permit 
GABA to operate more efficiently (Tabakoff & Hoffman, 1996; Ball, 20(4). 
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Name location Effect 

Acetylcholine (ACh) Bra"" SPinal cord, peripheral Excitatory in brain and 
nervous system, especially autonomic nervous 
some organs of the system: InlubrtOl"y 
parasympathetk: nervous elsewnere 
system 

Glutamate Brain, spinal cord Excitatory 
Dopamine pathway:; 

Gamma-amino Brain. \'pInal cord Main inhibrtory 
butyric acid (CABA) neurotransmiuer 

Serotonin pathways 
Dopamine (DA) "'" Inhibitory 01" excitatory 

Serotonin Brain, spinal cord Inhibitory 

Endorphins Brain. spinal cord Primarily inhibitory. 
except in hippocampus 

FIGURE 5 Some majOl" neurotransmitters. 

Another major neurotransmitter is dopamille (DA), which is involved in movement, 
attention, and learning. The d iscovery that certain drugs can have a Significant effect on 
dopamine release has led to the development of effective treatments for a wide variety 
of physical and mental ailments. For instance, Parkinson's disease, from which actor 
Michael J. Fox suffers, is caused by a deficiency of dopamine in the brain. Techniques 
for im:reasing the pnxiuction of dopamine in Pa rkinson's patients are proving effective 
(Schapira, 1999; Heikkinen, Nutt, & LeWitt, 2001; Kaasinen & Rinne, 2002; Willis, 20(5). 

In other inst.1nces, overpnxiuction of dopamine pnxiuces negative consequences. 
For example, researchers have hypothesized that schizophrenia and some other severe 
mental disturbances are affected o r perhaps even caused by 
the presence of unusually high levels of dopamine. Drugs tha t 
block the reception of dopamine reduce the symptoms displayed 
by some people diagnosed with schizophrenia (Baumeister & 
Francis, 2002; Bolonna & Kerwin, 2005). 

Another neurotransmitter, serotollill, is associated with the 
regulation of sleep, eating, mood, and pain. A growing body 
of research points toward a b roader role for serotonin, suggest­
ing its involvement in such diverse behaviors as alcoholism, 
depreSSion, suicide, impulsivity, aggresSion, and coping with 
stress (Zalsman & Apter, 2002; Addolorato et ai., 2005). 

E"dorpl1bls, another class of neurotransmitters, are a family 
of chemicals produced by the brain that are similar in struc­
ture to painkilling drugs such as morphine. The production of 
endorphins seems to reflect the b rOlin's effort to deal with pain 
as well as to elevale mood. People who are afflicted with d is­

FIlm:tion 

Muscle movement 
cognitive functioning 

Me~'Y 

Eating. aggress;OI'I. 
sleeping 

Muscle disorders. mental 
disorders. Parkinson's 
disease 

Sleeping. eating, mood, 
pam. depresSion 

Pain SUppresSion. 
pleasurable f~l;ngs, 
appetities, placebos 

eilses that produce long-term, severe pain often develop large Michael J. Fox. who suffers from Parkinson's disease. ha5 be<::ome a 
concentrations of endorphins in their brains. strong advocate fOl" research into the d;Sord~ 
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Endorphins also may produce the euphoric feelings th.lt runners sometimes experi­
ence after long runs. Although the research evidence is not finn, the exertion and perhaps 
the pain involved in a long run stimulate the production of endorphins, ultimately resulting 
in what has been called "runner's high" (Kremer & Scully, 1994; Kolata, 2002b; Pert, 2002). 

Endorphin release might also explain other phenomena that have long puzzled 
psychologists. For example, the act of taking pb cebos (pills or other substances that 
conta in no actual drugs but that patients /J;>ii(!/)/' will make them better) may ind uce 
the release of endorphins, leading to the reduction of pain. In support of such reason· 
ing, increasing evidence shows that people who are given placebos actually exhibit 
changes in brain functioning (Leuchter et aI., 2002; Stewart-Williams & Podd, 2(04). 

RE CA PIE VA LUATE/R E T H INK 

RECAP 

Why do psychologists study the brain and nervous system? 

• A full understanding of human behavior requires 
knowledge of the biological influences underlying that 
behavior, especially those originating in the nervous sys­
tem. Psychologists who specialize in studying the effects 
of biological structures and functions on behavior are 
known as behavioral neuroscientists. (p. 53) 

What are the basic elements of the nen'ous system? 

• Neurons, the most basic elements of the nervous sys­
tem, carry nen'e impulses from one part of the body 
to another. Information in a neuron generally follows a 
route that begins with the dendrites, continues into the 
cell body, and leads ultimately down the tubelike exten­
sion, the axon. (pp. 53-54) 

How does the nervous system communicate electrical and 
chemical messages from one part to another? 

• Most axons are insulated by a roating called the myelin 
sheath. When a neuron receives a message to fire, it releases 
an action potential, an electric charge that travels through 
the axon. Neurons operate according to an all-or-none law: 
Either they are at rest, or an action potential is moving 
through them. There is no in·behveen state. (pp. 54-55) 

• Once a neuron fires, nerve impulses are carried to other 
neurons through the production of chemical substances, 
neurotransmitters, that actually bridge the gaps-known 
as synapses-bctween neurons. Neurotransmitters 
may be either excitatory, tell ing other neurons to fire, 
or inhibitory, preventing or decreasing the likelihood 
of other neurons firing. Among the major neurotrans­
mitters are acetylcholine (ACh), which produces con­
tractions of skeletal muscles, and dopamine, which is 

KEY TERMS 

behavioral neuroscientists 
(or b iopsychologists ) 
p.53 

neurons p. 53 

dendrite p. 53 
axon p. 53 
tenninal buttons p. 53 
myelin shea th p. 54 

involved in movement, attention, and leaming and has 
been linked to Parkinson's disease and certain mental 
disorders, such as schizophrenia. (pp. 56-59) 

• Endorphins, another type of neurotransmitter, are 
related to the reduction of pain. Endorphins aid in the 
production of a natural painkiller and are probably 
responsible for creating the kind of euphoria that jog­
gers sometimes experience after running. (pp. 59--60) 

EVALUATE 

1. The _______ is the fundamenta l element of the 
nen'ous system. 

2. Neurons receive information through their 
_______ and send messages through their 

3. Just as electrical w ires have an outer coating, axons are 
insulated by a coating called the _____ _ 

4. The gap between two neurons is bridged by a chemical 

connection called a ki;:;;.-;;r::===~ __ 
5. Endorphins are one kind of ,the chemi-

cal "messengers" between neurons. 

RETHINK 

1. How might psychologists use drugs that mimic the effects 
of neurotransmitters to treat psychological disorders? 

2. From tire perspective of rl Irmlt/rcare provider: How would 
you explain the placebo effect and the role of endor­
phins to patients who w ish to try unproven treatment 
methods that they find on the Web? 

An. we .... to Evaluate Queltion~ 

all-or-none law p. 54 
resting state p. 55 
action potential p. 55 
synapse p. 56 

J.)II!WSU~J.lOJn,)U ·S ~J">d~'U,{s 't< 
:\jI~.)\jS U!l"'{w .£ :SUQJ(C ' .... '!Jpuap·z ~uQ.lnau 'r 

neurotransmitters p. 57 
excita tory message p. 58 
inhibitory message p. 58 
reuptake p. 58 
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In light of the complexity of individual neurons and the neurotransmission process, 
it should come as no surprise that the connections and structures fonned by the neu­
rons are complicated. Because each neuron can be connected to 80,000 other neurons, 
the total number of possible connections is astonishing. For instance, estimatcs of the 
number of neural connections within the brain fall in the neighborhood of 10 qua­
drillion-a 1 followed by 16 zeros-and some experts put the number even higher. 
However, connections among neurons are not the only means of communication 
within the body; as we' ll see, the endocrine system, which secretes chemical messages 
that circulate through the blood, also communicates messages that influence behav­
ior and many aspects of biological functioning (Kandel, Schwartz, & Jessell, 2000; 
Forlenz.1 & Saum, 2004; Boahen, 2005). 

Th e NeLVJ2UL.LS _S'+y.list-'-<eLLm-'--_ __ _ 
Whatever the actual number of neural connections, the human nervous system has 
both logic and elegance. We tum now to a discussion of its basic structures. 

CENTRAL AND PERIPHERAL NERVOUS SYSTEMS 

As you can see from the schematic representation in Figure 1, the nervous system is 
divided into two main parts: the central nervous system and the peripheral nervous 
system. The centr .. 1 nervous system (eNS) is composed of the brain and spinal cord. 
The spinal cord, which is about the thickness of a pencil, contains a bundle of neurons 
that leavcs the brain and runs down the length of the back (see Figure 2 on page 63). 
As you can see in Figure 1 and in the Psychlnteractive exercise on the organi1.ation of 
the nervous system, the spinal cord is the primary means for transmitting messages 
between the brain and the rest of the body. 

However, the spina l cord is not just a communication channel. It also controls some 
simple behaviors on its own, without any help from the brain. An example is the way 
the knee jerks forward when it is tapped with a rubber hammer. This behavior is a type 
of reflex. an automatic, involuntary response to an incoming stimulus. A reflex is also 
at work when you touch a hot s tove and immediately withdraw your hand. Although 
the brain eventually analyzes and reacts to the s ituation ("Ouch-hot stove-pull 
away!"), the initial withdrawal is directed only by neurons in the spinal cord. 

Three kinds of neurons are involved in reflexes. Sensory (afferent) neurons tnms­
mit information from the perimeter of the body to the centrol nervous system. Motor 
(efferent) neurons communicate information from the nervous system to muscles and 
glands. Intemeu ronsconnect 5CnSOry and motor neurons, carrying messagcs between 
the two. 

The importance of the spin .. l cord and reflexes is illustrated by the outcome of 
accidents in which the cord is injured or severed. In somecascs, injury results in qUlld-

o 

Key 

How are ''111. Sln"te,"" 
nervous syitenU[I,.1ft',ge,thE'" 

How does the endocrine 
system affect behaviod 

_ .mhhe.com /fe ldmaness7 

Psych Interactive Online 

Organization of the Nervous System 

Cl'nlral nl'rvous systl'm (CNS); 
The pil rt of the nervous system that 
includes the brain and spinal cord. 

Spin,tl cord: A bundle of neurons 
thilt leaves the brain and runs down 
the length of the back ilnd is the main 
means for transmitting messages 
between the brain and the body. 

Rl'flex; An automatic, involuntary 
response to an incoming stimulus. 

Sensory (afferent) neurons: Neurons 
that transmit information from the 
perimeter of the body to the ~ntral 
nervous system. 

Motor (efferent) nl'urons: Neurons 
that communicate infonnation from the 
nervous system to muscles and glands. 

Intcmeurons: Neurons that connect 
sensory and motor neurons, carrying 
messages between the two. 

" 
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Periphe ral N .. O"YOUS Syst. m 

Made up of long axoM and 
d",dr;t"". It (anGlin. all paru 
of me llerV'Qus system omer 
than the b",ln and spinal cord 

Spec::i.alltes in the 
control of voluntary 
movements and the 
communi~tIon 01 
Information to and 
from the sense 
organs 

Autonomic ol"'illon 
(involuntary) 

Concerned with 
the paru 01 the 
body that function 
Involuntanly with­
out our awareness 

The Ne rvous System 

Consists of me brain and the neurons 
extending throughout the body 

Ce nual Ne ..... ous Syst e m 

Consists of t he br.tin :md 
spinal cord 

.... 
An organ roughly 
half d'>e site of a 
loaf of bread Wt 
connantly cOf'lvols ........ 

I 

A burtdle 01 nenes 
that lewes the 
bn.ln and runs 
down the length 01 
the back: transmits 
menages between 
the brain and the 

"'" 
Sympathetic o MMon Ppuympathetlc o lYlNon 

Acu to pre~ me body In 
streSsful emergency situations, 
engaging resour(es to respond 
to a threat 

Am to <:ai m d oe body after 
an emergenc:y siu.WOn has 
engaged the sympad'>etJc 
division; provides a means b~ 

the body to maintain storage 
of energy soun:es 

Periphl"ral nrm'ous system: The part 
of the nervous system that includes 
the autonomic and somatic subdivi­
sions; made up of neurons with long 
axons and dendrites, it branches out 
from the spinal cord and brain and 
reachL'S the extremities of the body. 

SomOltic d ivis ion: The part of the 
peripheral nervous system thilt spe­
cializes in the control of voluntary 
movements and the communication 
of information to and from the sense 
organs. 

Autonomic divis ion: The pari of the 
peripheral nervous system that con­
trols involuntary movement of the 
henrt, glands. lungs. nnd other organs. 

FIGURE I A schematic diagram of the relationship of the parts of the nervous system. 

ri)llegia, a condition in which voluntary muscle movement below the neck is lost. In a 
less severe but still debilit.1ting condition, paraplegia, people are unable to voluntarily 
move any muscles in the lower half of the body. 

As suggested by its name, the peri pheral nervous system branches out from the 
spinal cord and brain and reaches the extremities of the body. Made up of neurons 
with long axons and dendrites, the peripheral nervous system encompasses all the 
parts of the nervous system other than the brain and spinal cord. There are two major 
divisions-the somatic division and the autonomic division-both of which connect 
the central nervous system wi th the sense organs, muscles, glands, and other organs. 
The somatic divis ion specializes in the control of voluntary movements-such as the 
motion of the eyes to read this sentence or those of the hand to tum this page-and 
the communication of information to and from the sense organs. On the other hand, 
the autonomk d ivision controls the parts of the body that keep us alive-the heart, 
blood vessels, g lands, lungs, and other organs that function involuntarily without our 
awareness. As you are reading at this moment, the autonomic division of the periph­
cral nervous system is pumping blood through your body, pushing your lungs in and 
out, overseeing the digestion of the meal you had a few hours ago, and so on- all 
without a thought or cnre on your part. 

Act ivat ing the Divis ions of the Autonomic Nervous System . The autonomic divi­
sion plays a particulnrly crucial role during emergencies. Suppose that ns you nre 
rending you suddenly sense that a stranger is wntching you through the window. 
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As you look up, you see the glint of something that might be a 
knife. As confusion clouds your mind and fear overcomes your 
attempts to think ra tionally, what happens to your body? If you 
are like most people, you react immediately Oil a phySiological 
level. Your heart rate increases, you begin to sweat, and you 
develop goose bumps all over your bocly. 

The phYSiological changes that occur during a crisis resul t 
from the activation of one of the two parts of the autonomic 
nervous system: the sympathetic division. The sympathetic 
division acts to prepare the body for action in s tressful si tua­
tions by engag ing all of the organism's resources to nm away 
or confront the threat. This response is often called the "fight 
o r flight" response. In contrast, the parasympathetic division 
acts to calm the body after the emergency has ended. When 
you find, for ins tance, that the s tranger at the window is actu­
ally your roommate, who has lost his keys and is climbing 
in the window to avoid waking you, your pa rasympathetic 
division begins to predominate, lowering your heart rate, 
s topping your swea ting, and returning your body to the state 
it was in before you became alarmed. The pa rasympathetic 
division also directs the body to store energy for use in emer­
gencies. The sympathetic and parasympathetic divis ions work 
togeth er to regulate many functions of the body (see Figure 3). 
For instance, sexual arousal is controlled by the parasympa­
thetic division but sexual orgasm is a function of the sympa­
thetic d iv ision. 

THE EVOLUTIONARY FOUNDATIONS 
OF THE NERVOUS SYSTEM 

The complexities of the nervous system can be better under­
stood if we take the course of evolution into consideration. The 
forerunner of the human nervous system is found in the e,1rliest 
simple organisms to have a spinal cord. Basically, those organ­
isms were simple input-Qutput devices: When the upper side of 
the spinal cord was stimulated by, for instance, being touched, 
the o rganism reacted with a simple response, such as jerking 
away. Such responses were completely a consequence of the 

t---- Braln 

-

Spinal cord 

Central 
nervous system 

Autonomic division 

of the peripheral 
nervous system 

Somatic division of 
the peripheral 
nervous system 

organism's genetic makeup. FIGURE 2 The centraJ nervous system, consisting of the brain 
Over mit.lions of years, the front end of the spinal cord and spinal cord, and the peripheral nervous system. (Soo.ne: Loftu~ & 

became more specialized, and organisms became capable of Wortmar\l\ 1989.) 

distinguishing between different kinds of stimuli and respond-
ing appropriately to them. Ultimately, the fron t end of the spinal cord evolved into 
what we would consider a primitive brain. At first, it had just three parts, devoted 
to close stimuli (such as smell), more distant stimuli (such as sights and sounds), and 
the ab ility to maintain balance and bodily coordination. In fact, many animals, such 
as fish, stitl have a nervous system that is structured in roughly similar fashion today. 
In contrast, the human brain evolved from this three-part configuration into an organ 
that is fa r more complex and d ifferentiated (Merlin, 1993). 

Furthermore, the nervous system is ilierarcilically orgallized, meaning that rela­
tively newer (from an evolutionary point of v iew) and more sophisticated regions of 
the brain regulate the older, and more primitive, parts of the nervous system. As we 
move up along the spinal cord and continue upward into the brain, then, the fu nctions 
controtted by the various regions become progressively more advanced. 

Sympathetic division: The part of the 
autonomic division of the nervous sys­
tem that acts to prepare the body for 
action in stressful situations, engaging 
all the organism's resources to respond 
to a threat. 

Parasympathetic division: The part of 
the autonomic division of the nervous 
system that acts to calm the body after 
an emergency or stressful situation has 
ended. 
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FIGURE l The majo r functions o f the 

autonomic nervous system. The sym­

pathetic dM~n acts to prepare certain 

organs of the body for stressfu l situations. 

and the parasympathetic division acts to 

calm the body after the emergency has 

b~ passed Can )Qu explain why each 

response of the sympathetic divi~n mIght 

be useful in an emergency? 

Evolutionary psychology: lhe branch 
of psychology that seeks to identify 
behavior patterns that are a result 
of our genetic inheri tance from our 
ancestors. 

Behavioral genetics: The study of the 
effects of heredity on behavior. 

Sympathetic Para'")'mp .. thetic: 

'Y''' Pupil Widens Pupil constricts 

Mouth Dc, Salivation Increases 

Heart Accelernte~ Siom 

Lungs Swell ConstriCt 

Digenion Slow. In<r"aJ<e. 

Sell: organ~ Cnmax Arousal 

S"ffl!at glands Sweating Increases No sweating 

Why should we care about the evolutionary background of the human nervous 
system? The answer comes from researchers working in the area of evolutionary psy­
chology, the branch of psychology that seeks to identify how behavior is influenced 
and produced by our genetic inheritance from our ancestors. 

Evolutionary psychologists argue that the course of evolution is reflected in the 
structure and functioning of the nervous system and that evolutionary factors conse­
quently have a Significant influence on our everyday behavior. Their work, in conjunc­
tion with the rcsc.lrch of scientists studying genetics, biochemistry, and medicine, has 
led to an understanding of how our behavior is affected by heredity, our genetically 
determined heritage. In fact, evolutionary psychologists have spawned a new and 
increaSingly influential field: behavioral genetics. 

BEHAVIORAL GENETICS 

Our evolutionary heritage manifests itself not only through the structure and function­
ing of the nervous system but through our behavior as well. In the view of a grow­
ing area of study, people's personality and behavioral habits are affected in part by 
their genetic heritage. Behavioral genetics studies the effects of heredity on behavior. 
Behavioral genetics researchers are finding increasing evidence that cognitive abilities, 
personality traits, sexual orientation, and psychological disorders are determined to 
some extent by genetic factors (Reif & Lesch, 2003; Viding e t aL. 2005). 

Behavioral genetics lies at the heart of the nature-nurture question, one of the key 
issues in the study of psychology. Although no one would argue that our behavior 
is determined !Wlely by inherited factors, evidence collected by behavioral geneticists 
docs suggest that our genetic inheri tance predisposes us to respond in particular 
ways to our environment, and even to seek out particular kinds of environments. 
For instance, research indica tes that genetic faclors may be related to such diverse 
behaviors as level of family conflict, schizophrenia, learning disabilitieS, and general 
sociability (Berrettini, 2000; McGuire, 2003; Harlaar el aI., 2005). 
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Furthermore, important human characteristics and behaviors are related to the 
presence (or absence) of particular genes, the inherited material that controls the trans­
mission of traits. For example, researchers have found evidence that novelty-seeking 
behavior is determined, at least in part, by a certain gene. 

As we will consider later in the book when we discuss human development, 
researchers have identified some 25,000 individual genes, each of which appears in 
a specific sequence on a particular chromosome, a rod-shaped structure that transmits 
genetic information across generations. In 2003, after a decade of effort, researchers 
identified the sequence of the 3 billion chemical pairs that make up human DNA, the 
basic component of genes. Understanding the basic structure of the human genome­
the "map" of humans' total genetic makeup-brings scientists a giant step closer 10 
understanding the contributions of individual genes to spedfic human structures and 
functioning (Plomin & McGuffin, 2003; Plomin et a I. , 2003; Andreasen, 2005). 

Molecular Genetics and Psychological Disorders, Despite its relative infancy, 
the field of behavioral genetics has already made substantial contributions to our 
understanding of behavior. One branch of behavioral genetics, mo/ew/ar genetics, 
seeks to identify specific genes that are associated with behavior and, in particular, 
psychological disorders. Genes that are physically close 10 one another on a par­
ticular chromosome tend to be linked and inherited together. By finding genetic 
markers-genes with a known location-that are linked to a disorder, scientists are 
beginning to learn how disorders such as schizophrenia and depression develop and 
can potentially be trea ted. 

Molecular geneticists have already found that the risk of developing autism (a 
severe disorder that influences the development of language and effective social 
functioning) is increased in the presence of a gene related to early brain development. 
Children with this gene, a variation of the gene called HOXA1, are twice as likely to 
develop the disorder as children who do not have this variant (Hyman, 2003). 

Yet having the variant gene docs not always lead to autism. More than 99.5 per­
cent of people with the variant do not develop the disorder, and 60 percent of those 
with autism do not have the variant. II is probable that autism, like other disorders 
with a genetic basis, is not triggered by the presence or absence of a Single, particular 
gene. More likely; it is produced by several genes in combination, as well as perhaps 
requiring the presence of certain environmental influences, such as infection or brain 
injury. The challenge for behavior geneticists, then, is not only to determine what 
genes are responsible for particular behaviors, but also to identify the environmental 
triggers that ac tivate those genes. 

In examining the genetic roots of various behaviors, the study of behavioral 
genetics has stirred controversy. For instance, questions about the existence of genetic 
influences on criminality, intelligence, and homosexuality raise considerable emotion. 
Furthermore, it is unclear what the social and political consequences of discoveries in 
behavioral genetics would be. Might the discovery of a set of genes that cause homo­
sexuality lead to greater or less prejudice against gays and lesbians? Would finding a 
strong genetic basis for criminal behavior lead to genetic screening and restricted civil 
rights for individuals having "criminal" genes? Clearly, behavioral genetic discoveries 
could have an impact on a number of important social issues. 

Behavioral Genetics, Gene Therapy, and Genetic Counseling. Behavioral genetics 
also holds the promise of developing new diagnostic and treatment techniques for 
genetic deficiencies that can lead to physical and psychological d ifficulties. In gene 
therapy, scientists inject genes m""nt to cure " p"rticubr d isc"sc into" patient's blood­
stream. When the genes arrive at the site of defective genes that are producing Ihc 
illness, they trigger the production of chemicals that can treat the disease (Grady & 
Kolata, 2003; Lymberis et aI., 2004; Rattazzi, LaFuci, & Brown, 2(04). 
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Endocrine system: A chemical com­
munication network that sends mes­
sages throughout the body via the 
blOCKistream. 

Honnones: Chemicals that circulilte 
through the blOCKi and regulate the 
functioning or growth of the body. 

Pituitary gland: The major component 
of the endocrine system, or "master 
gland," which secretes hormones thilt 
control growth and other parts of the 
endocrine system. 

The number of diseases that can be treated through gene therapy is growing, as 
we will see when we discuss human development. For example, gene therapy is now 
being used with pati,ents suffering from cancer, leukemia, and Hodgkin's disease 
(Nakamura, 2004; Wagner et OIL, 2(04). 

Advances in behavioral genetics also have led to the development of a profes­
sion that did not exist several decades ago: genetic counseling. Genetic counselors 
help people deal wi th issues related to inherited disorders. For example, genetic 
counselors provide advice to prospective parents about the potential risks in a 
future pregnancy, based on their family history of birth defects and hereditary ill­
nesses. In addition, the counselor will consider the parents' age and problems with 
children they already have. They also can take blood, skin, and urine samples to 
examine specific chromosomes. 

Scientists have already developed genetic tests to determine whether someone is 
susceptible to certain types of cancer or heart disease, and it may not be long before 
analysis of a drop of blood can indicat(' wh('ther a child-or potentially an unborn 
fetus-is susceptible to certain psychological disorders. How such knowledge will 
be used is a source of considerable speculation and controversy, controversy that is 
certain to grow as genetic testing becomes more common (Etchegary, 2(04). 

The Endocrine System: 
Of Ch em i c~Ll'nd,,---,-G-'-"la[J.ln-,,-dL>s ___ _ 
Another of the body's communication systems, the endocrine system is a chem ica l 
communication network that sends messages throughout the body via the blood­
stream. Its job is to secrete hormones, chemicals that circulate through the blood and 
regulate the functioning or growth of the body. It also influences-and is influenced 
by-the functioning of the nen'ous system. Although the endocrine system is not 
part of the brain, it is closely linked to the hypothalamus. 

As chemical messengers, hormones are like neurotransmitters, al though their 
speed and mode of transmission are qui te d ifferent. Whereas neural messages 
are measured in thousandths of a second, hormonal communications may take 
minutes to reach their destination. Furthermore, neural messages move through 
neurons in specific lines (like a Signal carried by wires strung along telephone 
poles), whereas honnones travel throughout the body, similar to the way radio 
waves are transmitted across the entire landscape. Just as radio waves evoke a 
response only when a radio is tuned to the correct station, hormones flowing 
through the bloodstream activate only those celts which are receptive and "tuned" 
to the appropriate hormonal message. 

A key component of the endocrine system is the tiny pituitary gland, which is 
found near-and regulated by-the hypothalamus. The pituitary gland has some­
times been called the "master gland" because it controls the functioning of the rest 
of the endocrine system. But the pituitary gland is more than just the taskmaster 
of other glands; it has important functions in its own right. For instance, hormones 
secreted by the pituitary gland control growth. Extremely short people and unusu­
ally tall ones usually have pituitary gland abnormalities. Other endocrine glands, 
shown in Figure 4, affect emotional reactions, sexual urges, and energy levels. 

Despite its designation as the "master gland," the pituitary is actually a servant 
of the brain, because the brain is ultimately responsible for the endocrine system's 
functioning. The brain regulates the internal balance of the body, ensuring that 
homeostasis is maintained through the hypothalamus. 



feldman : hs.mials of II. Neurosc ience and 

Understanding Ps~chologV, Behavior 

S.v.mh Ed ition 

6. The Nel'lous S~sten and 

the Endocrin . System: 

Communicating Withi n the 

Body 

() The McGraw-Hil i 

Companies. 2008 

Module 6 The Nervous System and the Endocrine System: Communicating Within the Body 67 

Sb'ucture 

Hypothalamus ~ 

Pituitary gland 

Parathyro id gland 

Thyroid gland ---'--

Thymus--------IM 

Adrenal gI'o, - -f- --j--'----,,,,.L .. 

(in female) 

Testis ----'LOc'~,---- IIIQI 
(in male) 

Function 

Homeostasis 

Growth 

Metabolic rate 

Immune sptem 

Insulin and glucagon 
contrOl sugar metabolism 

Produce hormones that affect 
bodily d .... elopment and that 
maintain nlproductive organs 
in adults 

Individual hormones can wear many hats, depending on circumstances. 
For example, the hormone oxytocin is at the root of many of life's satismctions 
and pleasures. In new mothers, oxytocin produces an urge to nurse newborn 
offspring. The same hormone also seems to stimulate cuddling between species 
members. And-at least in rats-it encourages sexually active males to seek out 
females more passionately, and females to be more receptive to males' sexual 
advances. There's even evidence that oxytocin is related to the development 
of trust in others, helping 10 grease the wheels of effective social interaction 
(Angier, 1991; Quadros et aI., 2000; Kosfeld et aI., 2005). 

Although hormones arc produced naturally by the endocrine system, the 
ingestion of artificial hormones has proved to be both beneficial and potentially 
dangerous. For example, before the early 2000s, physicians frequently pre­
scribed hormone replacement therapy (HRT) to treat symptoms of menopause 
in older women. However, because recent research suggests that the treatment 
has potentially dangerous side effects, health experts now warn that the dan­
gers outweigh the benefits (Herrington & Howard, 2003). 

The use of testosterone, a male hormone, and drugs known as strroids, 
which act like testosterone, is increasingly common. For athletes and others 
who want to bulk up their appearance, steroids provide a way to add muscle 
weight and increase strength. However, these drugs can lead to heart attacks, 
:.tn)k,,:., Ldl1<;e,; <lilt.! e vell v ivlellt ud, .. vivI, ", .. killS the", exlJ"e",ely t.!dllselvu~ 

(Kolata, 2oo2a; Arangure, 2005). 

FIGURE" Location and function of the 

major endocrine glands (Mader. 201Xl). The 

pituitary gland controls the functioning o f 

the other endocrine glands and in tum is 

regulated by the hypothalamus. Steroids. 

drugs whICh act like testosterone, can pr0-

vide added musde and strength. but they 
have dangerous side effects. 

Steroids can provide added rruscle and 

strength. but they h<r...e dangerous side effects. 
A runber of well-knov.11 athletes have beer 

accused of using the chJgs i legalft. 
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RE CA PIE VA LUATE/R E T H INK 

RECAP 

How are the structures of the nervous system linked together? 

• The nervous system is made up of the central nervous 
system (the brain and spinal cord) and the peripheral 
nervous system. The peripheral nervous system is made 
up of the somatic division, which controls voluntary 
movements and the communication of information to 
and from the sense organs, and the autonomic d ivision, 
which controls involuntary functions such as those of 
the hearl, blood vessels, and lungs. (pp. 61-62) 

• The autonomic division of the peripheral nervous sys­
tem is further subdivided into the sympathetic and 
parasympathetic divisions. The sympathetic division 
prepares the body in emergency situations, and the 
parasympathetic division helps the body re turn to its 
typical rest ing state. (p. 62) 

• Evolutionary psychology, the branch of psychology that 
seeks to identify behavior patterns that are a result of our 
genetic inheritance, l1<1s led to increased understanding of 
the evolutionary basis of the structure and organization of 
the human nervous system. Behavioral genetics extends 
this study to include the evolutionary and hereditary basis 
of human personality traits and behavior. (pp. 64--(7) 

How does the endocrine system affect behavior? 

• The endocrine system secretes hormones, chemicals that 
regula te the functioning of the body, via the bloodstream. 
The pituitary gland secretes growth hormones and influ­
ences the release of hormones by other endocrine glands, 
and in tum is regulated by the hypothalamus. (pp. 66-67) 

EVALUATE 

1. If you put your hand on a red-hot piece of metal, the 
immediate response of pull ing it away would be an 

KEY TERMS 

centra l nervous system 
(eNS) p. 61 

spinal cord p. 61 
refl ex p. 61 
sensory (affe rent) neurons 

p. 61 

motor (efferent) neurons 
p.61 

intemeurons p. 61 
peripheral nervous system 

p.62 
somatic divis ion p. 62 

example of a(n) _____ _ 

2. The central nervous system is composed of the 

__________ 'nd-:~~~,,~----------3. In the peripheral nervous system, the 
divis ion controls voluntary movements, whereas the 
_______ divis ion controls organs that keep us 
aJive and functioning without our awareness. 

4. Maria saw a young boy run into the street and get hit by 
a car. When she got to the fallen child, she was in a state 
of panic. She was sweating, and her heart was racing. 
Her biological sta te resulted from the activation of what 
div is ion of the nervous system? 
a. Parasympathetic 
b. Central 
c. Sympathetic 

5. The increasing complexity and hierarchy of the nervous 
system over millions of years is the subject of study for 
researchers working in the field of _ _____ _ 

6. The emerging field of studies ways in 
which our genetic inheri tance predisposes us to behave 
in certain ways. 

RETHINK 

1. In what ways is the fight-or-flight response helpful to 
humans in emergency situations? 

2. From tire perspectiVl! of u gelletic cormsdor: How would you 
explain the pros and cons of genetic counseling to some­
one who was interested in receiving genetic screening 
for various diseases and disorders? 

Arwwen to Evaluate Q uestions 
fh)11"Ui>~ IIUO!"'c'iiXI '9 ~.\Sol0'i).{sd A..eUO!lnlo",,·S 

~)II"l[ledW.{S·\, ~)!WOUOln" ')!lcwos T ~PJoo I",,!ds 'u""q ',~x"U;)J 'I 

autonomic division p. 62 
sympathetic divis ion p. 63 
parasympathetic divis ion 

p.6J 
evolutionary psychology 

p. 64 

behavioral genetics p. 64 
endocrine system p. 66 
honnones p. 66 
pituitary gland p. 66 
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It is not much to look at. Soft, spongy, mottled, and pinkish-gray in color, it hardly can 
be said to possess much in the way of physical beauty. Despite its physical appearance, 
however, it ranks as the greatest natural marvel that we know and has a beauty and 
sophistication all its own. 

The object to which this description applies: the brain. The brain is responsible for 
our loftiest thoughts-and our most primitive urges. It is the overseer of the intricate 
workings of the human body. If one were to attempt to design a computer to mimic 
the range of capabilities of the brain, the task would be nearly impossible; in fact, it 
has proved difficult even to come dose. The sheer quantity of nerve cells in the brain 
is enough to daunt even the most ambitious computerengincer. Many billions of neu­
rons make up a structure weighing just 3 pounds in the average adult. However, it is 
not the number of cells that is the most as tounding thing about the brain but its ability 
to allow the human intellect to flourish by guiding our behavior and thoughts. 

We tum now toa consideration of the particular structures of the brain and the primary 
functions to which they are related. However, a caution is in order. Although we'll discuss 
specific areas of the brain in relation to specific beh.wiors, this approach is an oversimplifica­
tion. No simple one-to-one correspondence exists Jx>t\veen a distinct part of the brain and a 
particular behavior. Instead, behavior is produced by complex interconnections among sets 
of neurons in many areas of the brain: Our behavior, emotions, thoughts, hopes, and dreams 
are produced by a variety of neurons throughout the nervous system working in concert. 

Studying the Brain's 
Structure and Functions: 
Spying on the Brain 
The brain has posed a continual challenge to those who would 
study it. For most of his tory, its examination was possible only 
after an individual had died. Only then could the skull be 
opened and the brain cut into without serious injury. Although 
informative, this procedure could hardly tell us much about the 
functioning of the healthy brain. 

() The McGraw-Hili 
Companies. 2OOIl 

Key c,o"eepts 
How do re,;eao"ch,ers 

t;fy the maj" "p,art. :a1id 
functions of the brain? 

What are the major parts of 
the brain, and for what behav­
iors is each part responsible? 

How do the two halves of the 
brain operate interdependently? 

How can an understanding of the 
nervous system help us find ways 
to alleviate disease and pain? 

Today, however, brain-scanning techniques provide a 
window into the living brain. Using these techniques, inves­
tigators can take a "snapshot" of the internal workings of the 
brain without haVing to cut open a person's skull. The most 
important scanning techniques, illustrated in Figure 1, are the 
electroencephalogram (EEL), positron emission tomogr,'phy 
(PEl), functional magnetic resonance imaging (fMRI), and 
transcranial magnetic stimulation imaging (TMS) . 

The eieciroenccpillllogram (EEG) records electrical activity in 
the brain through electrodes placed on the outside of the skull. 
Although traditionally the EEG could produce only a graph of 

The brain (Ylown here in cross section) may oot be much to look at, 

but it represents one of the great marvels of human development Why 

do most scientists believe that it win be djfficu~. if not impossible. to 
dupl icate the brain·s abil rt~1 .. 



CD I hldman: En.nrials of II. N.urosci.nc. and 1. The Brain 
Und.rstanding Psychology. B. havior 

() The McGraw-Hili 

Compan ies. 2OOB 
Sn.nlh EdiriDn 

70 Chapter 1 Neuroscience and Behavior 

.a. EEG 

b. fMRI .un ~. TMS apparatu. d. PET .. .an 

FIGURE I Brain scanning tectvliques. (a) A computer-produced EEG image. (b) The fMRI scan 

uses a magnetic field to provide a detailed view of brain actrvrty on a moment·by-moment basis. 

(c) Transcranlal Magnetic StimJlation (TMS). the newest type of scan, produces a momentary 

disruption in an area of the brain, allowing researchers to see what activities are controlled by that 

area. TMS also has the potential to treat some psy<:hological disorders. (d) The PET scan displays 

the functioning of the brain at a given moment. 

electrical wave patterns, new techniques are now used to transform the brain's electrical 
activity into a pictoria l representation of the brain that, as a result of their greater detail, 
allows more precise diagnosis of disorders such as epilepsy and learning disabilities. 

Positron emission tomograplry (PET) scans show biochemical activity within the brain 
at a given moment. PET scans begin wi th the injection of a radioact ive (but safe) liquid 
into the bloodstream, which makes its way to the brain. By locating radia tion within the 
brain, a computer can determine which are the more active regions, providing a striking 
picture of the brain at work. For example, PET scans may be used in cases of memory 
problems, seeking to identify the presence of brain tumors (Gronholm et aI., 2005). 

Flllrctiolial magnetic resonance imaging (jMR/) scans provide a detailed, three­
dimensional computer-generated image of b rain structures and activity by aiming 
a powerful magnetic field at the body. With fMRl scanning, it is possible to p roduce 
vivid, detailed images of the functioning of the brain. 

Using fMRI scans, researchers are able to view features of less than a millimeter in 
size and v iew changes occurring in intervals of one-tenth of a second . For example, fMR I 
scans can show the operation of individual bundles of nerves by tracing the flow of 
blood, opening the way for improved diagnosis of ailments ranging from chronic back 
pain to nervous system disorders such as strokes, multiple sclerosis, a nd Alzheimer's. 
Scans using fMRI are routinely used in planning brain surgery, because they can help 
surgeons distinguish areas of the brain involved in normal and d isturbed functioning. In 
addition, fMRI scans have beco me a valuable research tool in a variety of areas of psy­
chology, ranging from better understanding thinking and memory to learning about the 
development o f language (Knops et aI., 2005; Mazard et aI., 2005; Quenot et aI., 2005). 

Transcrmrial magnetic stimlllation (TMS) is one of the newest types of scans. By expos­
inga tiny region of the brain to a strong magnetic field, TMS causes a momentary interrup­
tion of electrical activity. Researchers then are able to note the effects of this interruption Oil 

normal brain functioning. The procedure is sometimes called a "virtual lesion" because it 
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APPLYING PSYCHOLOGY IN THE 21 ST CENTURY 

Mind Reading: Harnessing 
Brainpower to Improve Lives 

A baggage screener at the Atlanta 
Hartsfield Airport is looking al his 
nine-hundredth bag of the day. Just 
as his attention begins to wander, an 
alann sounds, reminding him that he 
needs to focus more carefully. While 
this is happening, an air controller 
in the control tower, working an 
overtime shifl, begins to feel sleepy. 
At thilt very moment, a buzzer 
sounds, jolting her to full attention. 

Although for the moment this scenario 
remains the stuff of fiction, it may soon 
become a reillity. According to research­
ers working in a new field called rrl'lIroer­
gorromics, innoviltive brain imaging tech­
nologies will soon allow employers to 

A fter extensive practice. people can leam to 
control ~ computer using only their thoughts. 

anticipate when wandering illiention or 
futigue may impair workers' performance. 
Neuroergonomics combines neuroscience 
and ergonomics, a field thilt examines 
how objects and environments can best be 
designed to make use of humiln capabili­
ties (Parasuraman & Rizzo, 2005). 

The main stumbling block to applying 
neuroergonomics to job situations is the 
awkward nature of brain scanning devices. 
Most now require that scans be carried out 
in large, body-encompassing equipment. 
However, more sophisticated devices are 
on the horizon, such as near infrared spec­
troscopy (NIRS), which makes usc of laser 
optics and n'quires only a headpie<:e dur­
ing a scan (Huff, 2()().t). 

Neuroscientists are also developing tech­
niques whereby brain waves can be har­
nessed to activities outside the mind. Even 
now, il is possible for people to control 
computers by using only their thoughts. For 
example, using EEG somning techniques 
that react to the pattern of brain waves origi­
ffilting in the brain, one patient who suffered 
from paralysiS leMl1ed to boost and curtail 
CC"ItIin types of brain waves. After hundreds 

of hours of practice, he was able to scle<:1 
letters that appeared on a video screen. By 
stringing letters together, he could spell out 
messages. "The process, which makes use of 
brain waves called slow cortical potentials, 
pennitted the patient to COmmunic.lte effec­
tively for the first time in years. Although the 
method is slow and tedious-the patient can 
produce only about tv.-o characters per min­
ute-it holds great promise (Mitchener, 2001; 
Hinterbcrger, Birbaumer, & flor, 2005). 

As our understanding of the meaning of 
brain wave patterns becomes more sophis­
ticated, significant privacy issues are likely 
to emerge. Conceivably, the military could 
screen soldiers for homosexuality, or prison 
authorities could screen for potential vio­
lence in prisoners up for parole. Police 
could use "brain profiling" to search sus­
pects for brain wave patterns indicative of 
an inclination to violence. Employers might 
use brain scans to weed out job applicants 
who are dishonest. Such possibilities, once 
seen as merdy theoretical, may need to 
be addressed within the next few years 
(Goldberg. 2003; Ross, 2003; Grezes, Frith, 
& Passingham, 2004; Rosen, 2005). 

Should the technology become avai lable, do you think it would be appropriate to 
observe brain wave patterns of students in classes to make sure that they were paying 
attention to an instructor? Would it be ethical to require convicted sex offenders to have 
their brains monitored constantly to ensure that they don't sexually assaul t a child? 

produces effects analogous to what would occur if are,lS of the brnin were physically cut. 
The enonnous advantage of TIvlS, of course, is toot the vi rtual rut is only temporary; 

In addition to identifying areas of the brain that are responsible for particular functions, 
TIvlS hilS the potential to treilt certain kinds of psychological disorders, such as depression 
ilnd schizophrenia, by shooting brief magnetiC pulses through the brain. Also, TMS might 
be used on patients who have suffered brain damage due to a stroke. TMS has the potential 
to activate undamaged areas of the brain to take over the functions of the damaged areas 
(George, 2003; DoumilS, Prailmstrn, & Wing. 2005; Simons & Oierick, 2005). 

Eilch of these imilging techniques offers excit ing possibilities not only for the diag­
nosis and treatment of brain d isease and injuries, but also for an increased understand­
ing of the normal func tioning of the brain. Advances in brain imaging a lso have given. 
rise to IIEllrofOrl'lISics, the applicat ion of brain science, behavioral genetics, and neural 
imaging to legal questions. For example, brain scanning has the potential to determine 
if suspects arc telling the truth or lying. [n addition, specialists in behavioral genetics 
and molecular genetics have helped develop procedures to match suspects with crime 
scene evidence (GrezC5, Frith, & Pilssinghilm, 2004; Silks & Koehler, 2005). 

71 
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Central core: 1ne "old brain:' which con­
trols basic functions such as eating and 
sleeping and is common to all vertebrates. 

Ce~bellum (ser uh BELL urn): 1ne part 
of thc brain that controls bodily balance. 

Reticular (onnation: The part of the 
brain extending from Ihe mcdulla 
through the pons and made up of 
groups of nerve cells that can immedi­
ate ly activate other parts of the brain 
to produce general bodily arousal. 

Advances in our understanding of the brain also are paving the way for the devel­
opment of new methods for harnessing the brain's neural Sign.lls. We consider some of 
these intriguing findings in the Applyi"g Psycllology ill tile 21st Celltllry box. 

Ibe...Cffit[aLCQLe~w.: "Old B1:a~ 
Although the capabilities of the human brain far exceed those of the brain of any other 
species, humans share some basic functions, such as breathing. eating, and sleeping, 
with more primitive animals. Not surprisingly, those activities are directed by a rela­
tively primitive part of the brain. A portion of the brain known as the central core (see 
Figure 2) is quite similar in all vertebrates (species with backbones). The central core is 
sometimes referred to as the "old brain" because its evolution can be traced back some 
500 million years to primitive structures found in nonhuman species. 

If we were to move up the spinal cord from the base of the skull to locate the 
structures of the central core of the brain, the fi rst part we would come to would be 
the hindbrain, which contains the medrl/la, pons, and cerebellum (see Figure 3). The 
medulla controls a number of critical body functions, the most important o f which arc 
breathing and heartbeat. The poliS comes next, joining the hvo halves of the cerebel­
lum, which lies adjacent to it. Containing large bundles of nerves, the pons acts as a 
transmitter of motor i nformation, coordinating muscles and integrating movement 
between the right and left halves of the body. It is a lso involved in regulating sleep. 

The cerebellum is found just above the medulla and behind the pons. Without the 
help of the cerebellum we would be unable to walk a straight Hne without s taggering 
and lurching forward, for it is the job of the cerebellum to control bodily balance. It 
constantly monitors feedback from the muscles to coordinate their p lacement, move­
ment, and tension. In fact, drinking too much alcohol seems to depress the activity of 
the cerebellum, leading to the uns teady gait and movement characteristic of drunken­
ness. The cerebellum is also involved in several intellectual functions, ranging from 
the analysis and coordination of sensory information to problem solving (Saab & 
Willis, 2003; Bower & Parsons, 2003; Paquier & Marien, 2005). 

The reticular formation extends from the medulla through the pons, passing: 
through the middle section of the brain-or midbrairr-and into the front-most part 
of the bmin, called the forebrahr. Like an evcr-vigilant guard, the reticular fonnation is 
made up of groups of nerve cells that can activate other parts of the brain immediately 

Cerebral cortex 
(the "new brain") 

'" 
I core 

(the "old brain") 
Although the cerebellum is iTM:ltveci in several intellectual 

fvlctions, its main duty is to control balance , constantly 

monitoring feedback from the ITk.Jsdes to coordinate 

FIGURE 2 The major divisions :)f the their placement movement. and tension. Do you think. 

brain: the cerebral cortex and the central the cerebellum is under consc ious or automatic control 

core. (Source: Se.!1ey. Stephens. & T.te, 2000.) as people negotiate difficult balancing tasks? 
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Responsible fo~ ~egulating basic 
biologiul needs: hunge~. thi ... t , 
temperatu~e control 

~~_:.reb"' .. ".' 
'-~~---C.,P"' callosum 

Pituitary g"~" --------~ 

of fibe~s passing 
information between the two 
ce~eb~al hemispheres 

"Mane~" I that 
othe~ -~;:------+-t--I---- Thalamus 

Involved in .Ieep and 3~ou'3 1 

Relay center for cortex; handles 
incoming and outgoing .ignal. 

Controls bodily balance 

A network of neuron. ~ela ted to 
sleep. a~ousaJ. and attention 

_ _ _ _ L _____ Medulla 

Splnalcord----------------------­
Responsible for communication 
between brain and rest of body: 
involved with simple reflexes 

FIGURE ) The majo r strvctures in the brain. (Soun:e: Johnson, 2000.) 

to produce general bodily arousal. If, for example, we are startled by a loud noise, the 
reticular formation can prompt a heightened state of awareness to determine whether 
a response is nccess.lry. The reticular formation serves a different function when we are 
sleeping, seeming to fil ter out background stimuli to allow us to sleep undisturbed. 

Hidden within the forebrain, the thalamus acts primarily as a relay station for 
information about the senses. Messages from the eyes, ears, and skin travel to the 
thalamus to be communicated upward to higher parts of the brain. The thalamus also 
integrates information from higher p.lrts of the brain, sorting it out so that it can be 
sent to the cerebellum and medulla. 

The hypothalamus is located just below the thalamus. Although tiny-about 
the size of a fingertip-the hypothalamus plays an extremely important role. One of 
its major functions is to maintain Iromeostasis, a steady internal environment for the 
body. The hypothalamus helps provide a constant body temperature and monitors the 
amount of nutrients stored in the cells. A second major function is equally important: 
The hypothalamus produces and regulates behavior that is critical to the basic survival 
of the species, such as eating, self-pro tection, and sex. 

The Limbic System: Beyond 
the Central Core 
In an eerie view of the future, some science fiction writers have suggested that people 
someday will routinely have electrodes implanted in their brains. Those electrodes 
will permit them to receive tiny shocks that will produce the sensation of pleasure 
by stimulating certain centers of the brain. When they fccl upset, people will simply 
activate their electrodes to achieve an immediate high. 

Although far-fetched-and ultimately improbable-such a futuristic fantasy is 
based on fact. The brain does have pleasure centers in several areas, including some in 
the limbic system. Consisting of a series of doughnut-shaped structures that include 
the amygdala, hippocampus, and fomix, the limbic system borders the top of the central 
core and has connections with the cerebral cortex (see Figure 4). 

R"~poll~iL .. ,, fo,- r"x"I''''IlX la'1:"ly 
unconscious functions such as 
b~eathing and circulation 

Thalamus: The part of the brain 
located in the middle of the central core 
that acts primarily to relay information 
about the senses. 

Hypothalamus: A tiny part of the 
brain, located below the thalamus, that 
maintains homeostasis and produces 
and regulates vital behavior, such as 
eating, drinking, and sexual behavior. 

Limbic system: The pari of the brain 
that controls eating, aggression, and 
reproduction. 
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Fornix Frontal lobe The structures of the limbic system jointly cont rol a variety of basic 
functions relating to emotions and self-preservation, such as eating, aggres­
sion, and reproduction. Injury to the limbic system can produce striking 
changes in behavior. Such injuries C<ln tum animals that are usually docile 
and tame into belligerent savages. Conversely, animals that are usually wild 
and uncontrollable may become meek and obedient fo llowing injury to the 
limbic system (Bedard & Persinger, 1995; Gontkovsky, 2005). 

______ Spinal cord 

Research examining the effects of mild electric shocks to parts of the limbic 
system and other parts of the brain has produced some thought-provoking 
find.ings (Olds & Milner, 1954; Olds & Fobes, 1981). In one experiment, rats that 
pressed a bar rL-ceived mild electric stimulation through an electrode implanted 
in their brains, which produced pleasurable feelings. Even starving rats 011 their 
way to food would stop to press the bar as many times as they could. Some rats 
would actually stimuJate themselves literally thousands of times an hour- unti l 
they collapsed with fatigue (Routtenberg & Lindy, 1965). 

FIGURE 4 The limbic sy.;tem consists of a series of 

dougtnrt-shaped structures that are irr.clved in seIf-pres-

The extraordinarily pleasurable quality of certain kinds of stimulation has 
also been experienced by humans, who, as P.1ft of the treatment for ccrt.1in kinds 
of brain disorders, have received electrical stimulation to certain areas of the limbic 
system. Although at a loss todescribe just what it feels \jke, these people report the 
experience to be intensely pleasurable, similar in some respects to sexual orgasm. 

ervation. learning. memory. and the experience of pleas.re. 

Cerebral wrtex: The "new brain," 
responSible for the most sophisticated 
information processing in the brain; 
contains four lobes. 

Lobes: The four major sections of the 
cerebral wrlex: frontal, parietal, tem­
poral, and occipital. 

The limbic system also p lays an important role in learning and memory, a find­
ing demonstrated in patients with epilepsy. In an attempt to stop their seizures, such 
P.1tients have had portions of the limbic system removed. One unintended consequence 
of the surgery is that individuals SOmetimes have difficulty learning and remember­
ing new information. In one case, a patient who had undergone surgery was unable to 
remember where he lived, although he had resided at the same address for eight years. 
Further, even though the patient was able to carryon animated conversations, he was 
unable, a few minutes later, to recall what had been discussed (Milner, 1966). 

The limbic system, then, is involved in several important functions, including self­
preservation, learning, memory, and the experience of pleasure. These functions are 
hardly unique to humans; in fael, the limbic system is sometimes referred toas the "animal 
brain" because its structures and functions are so similar to those of other mammals. To 
identify the part of the brain that provides the complex and subtle capabilities that are 
uniquely human, we need to tum to another structure-the cerebral cortex. 

The Cerebral Cortex: 
O "N R'" lJreWralO 
As we have proceeded up the spinal cord and into the brain, our discussion has cen­
tered on areas of the brain that control functions similar to those found in less sophis­
ticated organisms. But where, you may be askinSr are the portions of the brain tha t 
enable humans to do what they do best and that distinguish humans from all o ther 
an imals? Those unique features of the human bra in-indeed, the very capabilities that 
allow you to come up with such a question in the first place-are embodied in the abil­
ity to think, evaluate, and make complex judgments. The principal location of these 
abilities, along with many others, is the cereb ral cortex. 

The cerebral cortex is referred to as the "new brain" because of its relatively recent 
evolution. It consists of a mass of deeply folded, rippled, convoluted tissue. Although 
only about one-twelfth of an inch thick, it would, if flattened out, cover an area morc 
than two feet square. This configuration allows the s urface area of the cortex to be 
considerably greater than it would be if it were smoother and more uniformly packed 
into the skull. The uneven shupe also permits a high level of integration of neurons, 
allowing sophisticated infomlation proceSSing. 

The cortex has four major sections called lobes . If we luke a side view of the brain, 
the fron/a//obes lie at the front center of the cortex and the parietal/obc;; lie behind them. 
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The tcmpomllobes are found in the lower center portion of the cortex, with the occipital 
lobes lying behind them. These four sets of lobes are physically separated by deep 
grooves called sulci. Figure 5 shows the four areas. To further review the parts of the 
cortex, try the Psychlnteractive exercise on areas and functions of the brain. 

Another way to describe the brain is in terms of the functions associated with a 
particular area. Figure 5 also shows the specialized regions within the lobes re lated to 
specific functions and a reas of the body. Three major areas arc known: the motor areas, 
the sensory areas, and the association areas. Although we will discuss these areas as 
though they were separate and independent, keep in mind that this is an oversimpli­
fication. In most instances, behavior is influenced simultaneously by several structures 
and areas within the brain, operating interdependently. Furthermore, even within a 
given area, additional subdivisions exist. Finally, when people suffer certain kinds of 
brain injury, uninjured portions of the brain can sometimes take over the functions 
that were previously handled by the damaged area. In short, the brain is extraordi­
narily adaptable (Sh.lrma, Angelucci, & Sur, 2CXXJ; Sacks, 200J; Boller, 2(04). 

THE MOTOR AREA OF THE CORTEX 

If you look at the frontal lobe in Figure 5, you will see a shaded portion labeled motor 
area. This part of the cortex is largely responSible for the body's voluntary movement. 
Every portion of the motor area corresponds to a specific locale within the body. If we 
were to insert an electrode into a particular part of the motor area of the cortex and apply 
mild electrical s timulation, there would be involuntary movement in the corresponding 
part of the body. If we moved to another part of the motor area and stimulated it, a dif­
ferent part of the body would move. 

Frontal { Motor 

lobe 
Broca's area ___ , _ _ "",-=~ 

FIGURE 5 The cerebral cortex of the brain. The major physical structures of the cerebral cortex 
are called lobes. This figure also ill ustrates the functions associated 'Nith particular areas of the cere· 
bral cortex Are any areas of the cerebral cortex present in nonhuman an imals? 
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Areas and Functions of [he Brain 

Motor area: The part of the cortex that 
is largely responSible for the body's 
voluntary movement. 

"'"o'y '~') 
Temporal 
lobe 

Audrtory a~socratron 
3rea 

Vi,".I.~. } 
Occipital 

I association lobe 
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The motor area is so well mapped that researchers have 
identified the amount and relative loc<ltion of cortical tissue 
used to produce movement in specific p<lrtsofthe human body. 
For exa mple, the control of movements that are relatively large 
scale and require little precision, such <IS the movement of a 
knee or a hip, is centered in a very small space in the motor 
area. In contrast, movements that must be precise and delicate, 
such as facial expressions and finger movements, are controlled 
by a considerably larger portion of the motor area. 

FIGURE 6 The greater the amount of tissue in the SO<TlatO$Cll$Or)' area 

In short, the motor area of the cor tex provides a guide 
to the degree of complexity and the importance of the motor 
capabilities of specific parts of the body. It may do even more, 
in fact: Increasing evidence shows that not only does the motor 
cortex control different parts of the body, but it may also direct 
body p.uts into complex postures, such as the stance of a foot­
ball center just before the ball is snapJX!d to the quarterback or 
a swimmer standing a t the edge of a diving board (Graziano, 
Taylor, & Moore, 2002; Dcssing et al., 2005). 

of the brain that i§ related to a specific body part, the more sensitive is 
that body part. If the size of O\T body parts reflected the corresponding 
amolJ'lt of brain tissue. we would look like this strange creatLre. 

Ultimately, movement, like other behavior, is produced 
through the coordin4lted firing of a complex variety of neurons in the nervous system. The 
neurons that produce movement are linked in elaborate ways and work closely together. 

Sensory area: The site in the brain of 
the tissue that corresponds to each of 
the senses, with the degree of sensitiv· 
ity related to the amount of tissue allo­
cated to that sense. 

THE SENSORY AREA OF THE CORTEX 

Given the one-to-one correspondence between the motor area and body location, it is 
no t surprising to find a similar re lationship between specific portions of the cortex and 
the senses. The sensory area of the cortex includes three regions: one that corresponds 
primarily to body sensations (including touch and pressure), one relating to sight, and a 
third relating to sound. For instance, the 5{)matosem;ory area encompasses specific locations 
associated with the ability to perceive touch and pressure in a particular area of the body. 
As with the motor area, the amount of brain tissue related to a particular location on the 
body determines the degree of sensitivity of that location: the greater the area devoted to a 
specific area of Ihebody within the cortex, the more sensitive that area of the body. As you 
can see from the weird-looking individual in Figure 6, parts such as the fingers are related 
to proportionally more area in the somatosensory area and are the most sensi tive. 

The senses of sound and sight are also represented in specific a reas of the cerebral 
cortex. An auditory area located in the temporal lobe is responsible for the sense of hearing. 
If the audi to!), area is stimulated electrically, a person will hear sounds such as clicks or 
hums. It also appears that particular locations within the audi tory area respond to specific 
pitches (deChanns, Blake, & Merzenich, 1998; Klinke et al., 1999; Hudspeth, 200J). 

The visual area in the cortex, located in the occipital lobe, responds in the same 
way to electr ical stimulation. Stimulation by electrocles procluces the experience of 
flashes of light or colors, suggesting that the raw sensory input of images from the 
eyes is received in this area of the brain and transformed into meaningful stimuli. The 
visual area provides another example of how areas of the brain are intimately related 
to specific areas of the body: Specific structures in the eye are related to a particular 
part of the cortex- with, as you might guess, more area of the brain given to the most 
sensitive portions of the retina (Wurtz & Kandel, 2000). 

THE ASSOCIATION AREAS OF THE CORTEX 

Twenty.five-year-old Phineas Gage, a railroad employee, was blasting rock one day in 
1848 when an accidental explosion punched a 3-foot-long spike, about an inch in diameter, 
completely through his skull. The spike entered just lUlder his left cheek, came out the top 
of his heJd, and flew into the air. Gage immediately suffered a series of convulsions, yet a 
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few minutes later was talking with n.'SCUers. In fad, he was able to 
walk up a long Oight of stairs before receiving any medical atten­
tion. Amazingly, after a few weeks his wound healed, and he was 
physically dose to his old self again. Mentally, however, there was 
a difference: On<;e a careful and hard-working person, Phineas 
now became enamored with wild S<:hemcs and was flighty and 
often irresponsible. As one of his physicians put it , "Previous to 
his injury, though untrained in the schools, he possessed a well­
balancro mind, and was looked upon by those who knew him 
as a shrewd, smart busin('SSman, "ery L'TIe.getic and persistent in 
executing all his plans of operation. In this regard his mind was 
radically changed, SO decidedly that his friends and acquaintances 
said he was 'no longer Gage'" (Harlow, 1869, p. 14). 
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What had happened to the old Gage? Although there is 
no way of knowing for sure-science being what it was in the 
1800s-wc can speculate that the accident may have injured 
the region of Gage's cerebral corte)( known as the association 
areas, which generally are considered to be the site of higher 
mental processes such as thinking, language, memory, and 
speech (Rowe et aI., 2000). 

A model of the injury sustained by Phineas Gage. 

The association areas make up a large portion of the cerebral cortex and consist 
of the sections that are not directly involved in either sensory processing or directing 
movement. Most of our understanding of the association areas comes from patients 
who, like Phineas Gage, have suffered some type of brain injury. In some cases, the 
injury stemmed from natural causes, such as a tumor or a stroke, either of which would 
block certain blood vessels in the cerebral cortex. In other cases, accidental causes were 
the culprits, as was true of Gage. In any event, damage to these areas can result in 
unusual behavioral changes, indicating the importance of the association areas to nor­
mal functioning (Gannon et ai., 1998; Macmillan, 20(0). 

Gage's case provides evidence that there are specialized areas for making rational 
decisions. When those areas are damaged, people undergo personality changes that 
affect their ability to make moral judgments and process emotions. At the same time, 
people with damage in those areas can still be capable of reasoning logically, perform­
ing calculations, and recalling information (Damasio, 1999). 

Injuries to other parts of the association areas can produce a condition known as 
apraxia. Apraxia occurs when an individual is unable to integrate activities in a ra tio­
nalor logical manner. The disorder is most evident when people are asked to carry out 
a sequence of behaviors requiring a degree of planning and foresight, suggesting that 
the association areas act as "master planners," that is, organizers of actions. 

Injuries to the association areas of the brain can also produce aplmsia, problems 
with language. In Broca's aphasia (caused by damage to the part of the brain first iden­
tified by a French physician, Paul Broca, in 1861), speech becomes halting, laborious, 
and often ungrammatical. The spea ker is unable to find the right words in a kind of 
tip-of-the-tongue phenomenon that we all experience from time to time. People wilh 
aphasia, though, grope for words almost constantly, eventually blurting out a kind 
of "verbal telegram." A phrase like "I put the book on the table" comes out as " I . 
put ... book ... table" (Faroqui-Shah & Thompson, 2003; Keams, 2(05). 

Wemicke's aplUlsia is a disorder named for Carl Wernicke, who identified il in the 
18705. Wernicke's aphasia produces difficulties both in understanding others' speech 
and in the production of language. The disorder is characterized by speech that sounds 
fluent but makes no sense. For instance, one patient, asked what brought him to a hospi­
tal, gave this rambling reply: "Boy, I'm sweating, I'm awful nervous, you know, once in 
a while I get caught up, I can't mention the tarripoi, a month ago, quite a little, I've done 
a lot well, I impose a lot, while, on the other hand, you know what I mean, 1 have to run 
around, look it over, trcbbin and all that sort of stuff" (Gardner, 1975, p. 68). 

Association areas: One of the major 
reg ions of the cerebral cortex; Ihe si te 
of the higher menial processes, such 
as thought, language, memory, and 
speech. 
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Mending the Brain 

Shortly after he was born, Jacob Stark's arms and legs started jerking every 20 minutL'S. 
Weeks later he could not focus his eyes on his mother's {ace. The diagnosis: uncontrol­
lable epileptic seizures involving his entire brain. 

His mother, Sally Stark, recalled: "When Jacob was two and a half monlhsold, they said 
he would never learn to sit up, would never be able to fc-cd himself. Nothing could be 
done to prevent profound retardation. They told us to take him home, love him and find 
an institution·' (Blakeslee, 1992, p. 0). 

Ins tead, Ihe Starks brought Jacob 10 Ihe University of California at Los Angeles 
for brain surgery when he waS five months old. Surgeons removed 20 percent of his 
brain. The operation was a complete success. Three yenTs later Jacob seemed normal 
in every way, with no sign of seizures. 

Jacob's surgery is representative of increasingly daring approaches in the treatment 
of brain disorders. It also illustrates how our growing understanding of the processes 
that underlie brain functioning can be translated into solutions to difficult problems. 

The surgery that helped Jacob was based on the premise that the diseased part of his 
brain was produdng seizures throughout the brain. Surgeons reasoned that if they removed 
the misfiring portion, the remaining parts of the brain, which appeared intact in PET scans, 
would take over. They bet that Jacob could still lead a nonnallife after surgery, particularly 
because the surgery was being done at so young an age. Clearly; the gamble paid off. 

The success of Jacob's su rgery illustrates something that has been known forsom" 
time: The brain has the ability to shift functiOnS to different lOCatiOnS after injury to 
a specific area or in cases of surgery. But equally encouraging are some new findings 
about the n:gi:l!crafivt: powers of the brain and nervous system. Scientists had assumed 
for decades that the neurons of the spinal cord and brain could never be replaced. 
However, new evidence is beginning to suggest otherwise. For instance, researchers 
have found that the cells from the brains of adult mice can produce new neurons, at 
least in a test-tube environment. 

Similarly, researchers have reported partial restoration of movement in rats who 
had a onc-fifth-inch-Iong gap in their spinal cords and, as a result, were unable to move 
their hind limbs. The researchers transplanted neurons from the peripheral nervous sys­
tem into the gap, and subsequently the rats were able to flex their legs. One year after the 
operation, they were able to support themselves and move their legs, and examination 
of the neurons in the spinal cord showed significant regeneration around the area of the 
transplantation (Cheng, Cao, & Olson, 1996; McDonald, 1999; Blakeslee, 2000). 

The future also holds promise for people who suffer from the tremors and loss 
of motor control produced by Parkinson's disease, although the research is mired 
in controversy. Because Parkinson's disease is caused by a gradual loss of cells that 
stimulate the production of dopamine in the brain, many investigators have reasoned 
that a procedure that would increase the supply of dopamine might be effective. They 
seem 10 be on the right track. When stem cells from human fetuses are injected directly 
into the brains of Parkinson's sufferers, they seem to take root, stimulating dopamine 
prodUction. For most of those who have undergone this procedure, the preliminary 
results have been promising, with some patients showing great improvement (pollack, 
2000; Siderowf & Steam, 2003; Levy et aI., 2(04). 

The technique of implanting stem cells raises some thorny ethical issues. Stem cells 
are immature cells that have the potential to develop into a variety of more specialized, 
different cell types, depending on where they are implanted. When a stem cell divides, 
each newly created cell has the potential to be transformed into more spedal i.zed cells. 
In the process, they could-at least theoretically- repair damaged. cells. Because many 
of the most disabling diseases, ranging from Cancer to stroke, result from damage to 
cells, the potential of stem cells to revolutionize medicine is significant. 
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However, the source of the implanted stem cells is aborted fetuses, making the 
use of such cells quite controversial. Some have argued that the use of stem cells in 
research and treatment should be prohibited, while others argue that the potential 
benefits of the resea rch are so great that stem cel I research should be unrest ricted. The 
issue has been politicized, and whether and how stem cell research should be regu­
lated remains a source of argument (Rosen, 2005). 

NEUROPLASTICITY AND THE BRAIN 

Regardless of the outcome of the continuing debate over the use of stem cells, it is 
dear that the brain continually reorganizes itself in a process termed neuroplaslicily. 
Although for many years conventional wisdom held that no new brain cells are cre­
ated after childhood, new research finds othenvisc. Not only do the interconnections 
between neurons become more complex throughout life, bu t recent findings suggest 
that new neurons are also crea ted in certain areas of the brain during adulthood. In 
fact, new neurons may become integrated with existing neural connections after some 
kinds of brain injury during adulthood (Lichtenwalner & Parent, 2005). 

The ability of neurons to renew themselves during adulthood has significant impli­
cations fo r the potential treatment of disorders of the nervous system. For example, 
drugs that trigger the development of new neurons might be used to counter diseases 
like Alzheimer's that are produced when neurons die (Stix, 2003; Lie et al.. 2004). 

Furthermore, specific experiences can modify the way in which information is 
processed. For example, if you learn to read Braille, the amount of tissue in your 
COrtex related 10 sensation in the fingertips will expand. Similarly, if you take up the 
violin, the area of the brain that receives messages from your fingers will grow-but 
only relating to the fingers that actually move across the violin's strings (Schwartz & 
Begley, 2002; Kolb, G ibb, & Robinson, 2003). 

The Specialization of the 
Hemispheres' Two Brains or One? 

The mos t recent development, at least in evolutionary terms, in the organization and 
operation of the human brain probably occurred in the last million years: a specializa­
tion of the functions controlled by the left and right sides of the brain (McManus, 2004; 
Sun et al., 2(05). 

The brain is divided into two roughly mirror- image halves. Just as we have two 
arms, two legs, and two lungs , we have a left brain and a right brain. Because of 
the way nerves in the brain are connected to the res t of the body, these symmetrical 
left and right halves, called hemispheres, control motion in-and receive sensation 
from- the side of the body opposite their location. The left hemis phere of the brain, 
then, generally rontrols the right side of the body, and the right hemisphere controls 
the left side of the body. Thus, damage to the right side of the brain is typically indi­
cated by functional difficulties in the left side of the body. 

Despite the appearance of similarity between the 1\."0 hemispheres of the brain, they 
are somewhat different in the functions they control and in the ways they control them. 
Certain behaviors are more likely to reflect activity in one hemisphere than in the other. 
Early evidence for the functional d ifferences between the halves of the brain came from 
shtdies of people with <lphasia. Researchers found that people with the speech difficul­
ties rn."lracteristic of aphasia tended to have physical damage to the left hemisphere of 
the brain. In contrast, physical abnormalities in the right hemisphere tended to produce 
far fewer problems with language. This finding led ll'SCarchers to roncludc that for most 
people, language is lateralized, or located more in one hemisphere than in the other-in 
this case, in the left side of the brain (Grossi ct aI., 19%; Ansaldo, Arguin, & Roch 2002). 
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Neuroplasticity: Changes in the brain 
that occur throughout the life span 
relating to the addi tion of new neurons, 
new interconne<::tions between neurons, 
and the reorganization of infonnatiOll­
processing areas. 

Hemispheres: Symmetricilileft and 
right halves of the brain that control 
the side of the body opposite to their 
location. 

Lateralization: The dominance of one 
hemisphere of the brain in specific 
functions, such as language. 
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It now seems dear that the two hemispheres of the brain are somewhat special­
ized in the functions they carry out. The left hemisphere concentrates more on tasks 
that require verbal competence, such as speakin& reading, thinkin& and reasoning. 
The right hemisphere has its own strengths, particularly in nonverbal areas such as the 
understanding of spatial relat ionships, recognition of patterns and drawings, music, 
and emotional expression. Cerebral specialization starts at a very early age. For exam­
ple, even before infants under the age of one year have developed real language skills, 
their babbling involves left hemisphere specialization (Holowka & Petitto, 2(02). 

In addition, information is processed somewhat differently in each hemisphere. 
The left hemisphere tends to consider information sequentially, one bit at a time, 
whereas the right hemisphere tends to process information globally, considering it as 
a whole (Turkewitz, 1993; Banich & Heller, 1998; Hines, 2(04). 

However, it is important to keep in mind that the differences in specialization bctvveen 
the hemispheres are not great and that the dcgrcc and nature of lateralization vary from one 
person to another. If, like most people, you are right-handed, the control of language is prob­
ably concentrated more in your left hemisphere. By contrast, if you are among the 10 percent 
of people who are left-handed or are ambidextrous (you use both hands interchangeably), 
it is much more likely that the language centers of your brain are located more in the right 
hemisphere or are divided equally between the left and right hemispheres. 

Researchers have also unearthed evidence that there may be subtle differences in brain 
lateralization patterns between males and females. In fact, some scientists have suggested 
that there are slight differences in the structure of the brain according to gender and culture. 
As we see next, such findings have led to a lively debate in the scientific community. 

DIVERSITY 

The interplay of biology and environment in behavior is partic­
ularly dear when we consid.erevidence suggesting that even in 
brain structu.re and function there are both sex and cultural dif­
ferences. Let's consider sex first. Accumulating evidence seems 
to show intriguing differences in males' and females' brain 
lateralization and weight, a lthough the nature of those differ-
ences-and even their existence-is the sou rce of considerable 

controversy (Kimura, 1992; Dorion, 201Xl; Hugdahl & Davidson, 2002; Boles, 2005). 
Some statements can be made vvith reasonable confidence. For instance, most males 

tend to show greater lateralization of language in the left hemisphere. For them, language 
is clearly relegated largely to the left side of the brain. In contrast, womcn display less 
lateralization, with language abilities apt to be more evenly divided bctvvcen the two 
hemispheres (Gur et ai., 1982; Kulynych ct ai., 1994; Shaywitz et ai., 1995). Such differences 
in brain iateralization may account, in part, for the superiority often displayed by females 
on certain measures of verbal skil ls, such as the onset and fluency of speech, and the fact 
that far more boys than girls have re.1ding problems in elementary school (Kitterle, 1991). 

Other research suggests that men's brains are somewhat bigger than women's 
brains even after taking differences in body s ize into account. tn contrast, part of the 
corpus callosum, a bundle of fibers that connects the hemispheres of the brain, is pro­
portionally larger in women than in men. Furthermore, some research suggests that 
in women, a higher proportion of brain neurons are actually involved in thinking 
compared with men (Falk e t ai., 1999; Gur et ai., 1999; Cahill, 2(05). 

Men and WOmen also may process information d ifferently. For exampl .. , in one 
study, fMRI brain scans of men making judgements discriminating real from false 
words showed activation of the left hemisphere of the brain, whereas women used 
areas on both sides of the brain (Rossell et aI., 2002; see Figure 7). Similarly, PET brain 
scans of men and women while they are not engaged in mental activity show differ­
ences in the use of glucose (Gur et al.. 1995; Gur, 1996). 

The meaning of such sex differences is (ar from clear. Consider one possibility related 
to differences in the proportional size of the corpus callosum. Its greater size in women may 
permit stronger connections to develop between the parts of the brain that oontrolspccch.In 
rum, this would explain why speech tends to emerge slightly earlier in girls than in boys. 
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FIGURE 7 These comp05ite fMRI brain scans show the distribution of active areas in the brains 

of males (top) and females (bottom) du ring a verbal task involving judgments of whether 'M)rds 

were real or were non'M)rds. In males, activation is more latera li zed, or confined. to the left hemi­

sphere, whereas in females, actrvation ~ bilateralized, that is, occurring in both hemispheres of the 

brain. (Soun:e: Rossell et aI., 2002.) 

Before we rush to such a conclusion, though, it is important to consider an al terna­
tive hypothesis: The reason verbal abilities emerge earlier in girls may be that infant 
girls receive greater encouragement to talk than do infant boys. In tum, this greater 
early experience may foster the growth of certain parts of the brain. Hence, phySical 
brain differences may be a reflectiol1 of social and environmental influences rather than 
a ca1lseof the differences in men's and women's behavior. At this point, it is impossible 
to confirm which of these two alternative hypotheses is correct. 

The culture in which people are raised also may give rise to differences in brain 
lateralization. Native speakers of Japanese seem to process information regarding 
vowel sounds primarily in the brain's left hemisphere. In contrast, North and South 
Americans, Europeans, and individuals of Japanese ancestry who learn Japanese later 
in life handle vowel sounds principally in the right hemisphere. 

The reason for this cultural difference in latcralization? One explanation is that 
certain characteristics of the Japanese language, such as the abi lity to express complex 
ideas by using only vowel sounds, result in the development of a specific type of brain 
lateralization in native speakers. Differences in lateralization may account for other 
dissimilarities betv.cen the ways in which native Japanese speakers and Westerners 
think about the world (fsunoda, 1985; Kess & Miyamoto, 1994). 

Scientists are just beginning to understand the extent, nature, and meaning of sex 
and cultural differences in lateralization and brain structure. In evaluating research on 
brain lateral iZation, kt"ep in mind also that tht" two ht"misphert"S of the brain function 
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Brain Lateral ization 

in tandem. It is a mistake to think of particular kinds of information as being processed 
solely in the right o r the left hemisphere. The hemispheres work interdependently in 
decipherin!;s interpreting, and reacting to the world. 

In addition, people who suffer injury to the left side of the brain and lose linguistic 
capabilities often recover the ability to speak: The right side of the brain often takes 
over some of the functions of the left side, especially in young children; the extent of 
recovery increases the earlier the injury occurs (Gould et 0. 1., 1999; Kempermann & 

Cage, 1999; Johnston, 2(04). (For first-hand experience, complete the PsychInteractivc 
exercise on brain lateralization) 

The Split Brain: Exploring 
the Two Hemispheres 

The p~tient, V.I., h~d suffered severe seizures. By cutting her corpus callosum, the fibrous 
portion of the brain that <:arries messages between the hemispheres, surgeons hoped to create 
a firebreak to prevent the seizur(>S from spreading. The operation did decrease the frequency 
~nd severity of v.J:s attacks. But V.I. developed an wtexpected side effect: She lost the ability 
to write at will, although she could read and spell woms aloud (Strauss, 1998, p. 287). 

People like Y.J., whose corpus callosum has been surgica lly cut to stop seizures 
and who a re called split -brain patients, offer a rare opportunity for researchers investi­
gating the independent functioning of the two hemispheres of the brain. For example, 
psychologist Roger Sperry-who won the Nobel Prize for his work-developed a 
number of ingenious t~hniques for studying how each hemisphere operates (Sperry, 
1982; Baynes et aI., 1998; Cazzaniga, 1998). 

In one experimental procedure, blindfolded patients touched an object with their 
right hand and were asked to name it. Because the right s ide of the body corresponds 
to the language-oriented left side of the brain, split-brain patients were able to name 
it. However, if blindfolded patients touched the object with their left hand, they were 
unable to name it aloud, even though the information had registered in their brains: 
When the blindfold was removed, patients could identify the object they had touched. 
Information can be learned and remembered, then, using only the right side of Ihe 
brain. (By the way, unless you've had a split-brain operation, th is experiment won't 
work with you, because the bundle of fibers connecting the two hemispheres of a nor­
mal brain immediately transfers the infoonation from one hemisphere to the other.) 

It is dear from experiments like this one that the right and left hemispheres of 
the brain sp~ialize in handling different sorts of information. At the same time, it is 
import~nt to realize tha t both hemispheres are c~pable of understanding, knowing, 
and being aware of the world, in somewhat different ways. The two hemispheres, 
then, should be regarded as different in leons of the efficiency with which they process 
certain kinds of inform.'ltion, rather than as hvo entirely separate brains . Moreover, in 
people with normal, nonsplit brains, the hemispheres work interdependently to allow 
the full range and richness of thought of which humans are capable. 

BECOMING AN 
INFORMED CONSUMER 

Tammy DeMichael was cruising along the New York State 
Thruway with her fiance when he fell aslccp at the wheel. The 
car s lammed into the guardrail and flipped, leaving DeMichael 
with what the doctOr:(! called a "~ph} ttered C-6, 7"-n broken 
neck and crushed spinal cord. 

of Psychology 
Learning to Control Your Heart-and 
Mind-Through Biofeedback 

After a yca r of exhaustivc medical treatment, she still 
had no function or feeling in her arms and legs. "The experts 
said I'd be a quadriplegic for the rest of my life, able to move 
only from the neck up," she rec.l11s .. .. But DeMichael proved 
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the experts wrong. Today, feeling has returned to her limbs, her a rm strength is 
normal or better, and she no longer uses a wheelchair. "1 can walk about 60 feet 
with just a cane, and I can go almost i1nywhere with crutches," she says (Morrow 
& Wolf, 1991, p. 64). 

The key to DeMichael's astounding recovery: biofeedback. Biofeedback is a pro­
cedure in which a person learns to control through conscious thought internal physi­
ological processes such as blood pressure, heart and respiration rate, skin temperature, 
sweating, and the constriction of particular muscles. Although it traditionally had been 
thought that the heart rate, respiration rate, blood pressure, and other bodily functions 
are under the control of parts of the brain over which we have no influence, psycholo­
giSts have discovered that these responses are actually susceptible to voluntary control 
(Bazell, 1998; Martin, 2002; Violani & Lombardo, 2003; Nagai et al.. 2004). 

In biofeedback, a person is hooked up to electronic devices that provide continu­
ous feedback relating to the physiological response in question. For instance, a person 
interested in controlling headaches through biofeedback might have electronic sen­
sors placed on certain muscles on her head and learn to control the constric tion and 
relaxation of those muscles. Later, when she felt a headache starting, she could relax 
the relevant muscles and abort the pain. 

In DeMichael's case, biofeedback was effective because not all of the nervous 
system's connections bel\veen the brain and her legs were severed. Through biofeed­
back, she learned how to send messages to specific muscles, "ordering" them to move. 
Although it took more than a year, DeMichael was successful in restoring a large 
degree of her mobility. 

Although the control of physiological processes through the use of biofeedback is 
not easy to learn, it hilS been employed with success in a variety of ailments, including 
emotional problems (such as anxiety, depression, phobias, tension headaches, insom­
nia, and hyperactivity), physical illnesses with a psychological component (such as 
asthma, high blood pressure, ulcers, muscle spasms, and migraine headaches), and 
physical problems (such as DeMichael's injuries, strokes, cerebral palsy, and curvature 
of the spine). 

R E C A PlEVA LUAT EI R ETH INK 
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Biofeedback: A procedure in which 
a person learns to control through 
conscious thought internal phySiologi­
cal processes such as blood pressure, 
heart and respiration rate, skin tem­
perature, sweating.. and the constric­
tion of particular muscles. 

RECAP (whiCh communicates sensory messages to and from 

How do researchers identify the major parts and functions of 
the brain? 

• Brain scans take a "snapshot" of the internal workings 
of the brain without haVing to cut surgically into a per­
son's skull. Major brain-scanning techniques include the 
electroencephalogram (EEG), positron emission tomog­
raphy (PEl), func tional magnetic resonance imaging 
(fMRI), and transcranial magnetic stimulation imaging 
(TMS). (pp. 69-70) 

What are the major parts of the brain, and for what behaviors 
is each part responsible? 

• The central core of the brain is made up of the medulla 
(which controls functions such as breathing and the 
heartbeat), the pons (which coordinates the muscles 
and the two sides of the body), the cerebellum (which 
controls balance), the reticular formation (which acts 
to heighten awareness in emergencies), the thalamus 

the brain), and the hypothalamus (which maintains 
homeostasis, or body equilibrium, and regulates behav­
ior related to basic survival). The functions of the central 
core structures are similar to those found in other verte­
brates. This central core is sometimes referred to as the 
"old brain." Increasing evidence also suggests that male 
and female brains may differ in structure in minor ways. 
(pp.72-73) 

• The cerebral cortex-the "new brain"-has areas that 
control voluntary movement (the motor area); the senses 
(the sensory area); and thinking, reasoning, speech, 
and memory (the association areas). The limbic system, 
found on the border of the "old" and "new" brains, is 
associated with eating, aggression, reproduction, and 
the experiences of pleasure and pain. (pp. 74- 76) 

How do the I\vo halves of the brain operate interdependently? 

• The brain is di vided into left and right halves, or hemi­
spheres, each of which generally controls the opposite 
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s ide of the body. Each hemisphere can be thought of as 
being specialized in the functions it carries oul: The left 
is best at verbal tasks, such as logical reasoning, speak­
ing, and reading; the right is best at nonverbal tasks, 
such as spatial perception, pattern re<:ognition, and emo­
tional expression. (pp. 79-80) 

How can an understanding of the nervous system help us 
find ways to alleviate disease and pain? 

• Biofeedback is a procedure by which a person learns 
to control internal physiological processes. By control­
ling what were once considered involuntary responses, 
people are able to relieve anxiety, tension, migraine 
headaches, and a wide range of other psychological and 
physical problems. (p. 83) 

EVALUATE 

1. Match the name of each brain scan with the appropriate 
description: 
a. EEG 
b. fMRI 
c. PET 
1. By locating radiation within the brain, a computer 

can provide a striking picture of brain activity. 
2. Electrodes placed around the skull record the elec­

trical Signals transmitted through the bra in. 
3. Provides a three-dimensional view of the brain by 

aiming a magnetic field at the body 
2. Match the portion of the brain with its function: 

a. medulla 
b. pons 
c. cerebellum 
d. reticular fonnation 
1. Maintains breathing and heartbeat 
2. Controls bodily balance 

KEY TERMS 

central core p. 72 
cerebellum (ser uh BEll urn) 

p.72 
reticular fonnation p. 72 

thalamus p. 73 
hypothalamus p. 73 
limbic system p. 73 
cerebral cortex p. 74 

3. Coordinates and integrates muscle movements 
4. Activates other parts of the brain to produce general 

bodily arousal 
3. A surgeon places an electrode on a portion of your brain 

and stimulates it. Immediately, your right wrist involun­
tarily twitches. The doctor has most likely stimulated a 
portion of the area of your brain. 

4. Each hemisphere controls the side of 
the body . 

5. Nonverbal realms, such as emotions and music, are con-
tro lled primarily by the hemisphere of 
the brain, whereas the hemisphere is 
more responsible for speaking and reading. 

6. The left hemisphere tends to consider information 
_______ , whereas the right hemisphere tends to 
process infonnation ______ _ 

RETHINK 

1. Before sophisticated brain-scanning techniques were 
developed, behaviora l neuroscientis ts' understanding of 
the brain was based largely on the brains of people who 
had died. What limitations would this pose, and in what 
areas would you expect the most significant advances 
once brain-scanning techniques became possible? 

2. Could personal differences in people's specialization of 
right and left hemispheres be related to occupational 
success? For example, might an archi tect who relies on 
spatial skills have a different pattern of hemispheriC spe­
cialiZation than a writer? 

3. From tile perspective of r1ll edllcator: How might you use dif­
ferent tcchniques to teach reading to boys and girls based 
on research showing difference in male and female brains? 

Anowe .... to Evaluate Questions 

An~qol9 '.( n~!lu"nbas·9 ~IJ"1 'It(.J!-' ·S 
~Jl!:roddo'" ~JOlOW "£ :".p ',;-.:> 'E-q 'l-~'Z :1'" 'E-q 'Z·~ '1 

lobes p. 74 
motor area p. 75 
sensory area p. 76 
associat ion areas p. 77 

neuroplas ticity p. 79 
hemispheres p. 79 
lateralization p. 79 
biofeedback p. 83 
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Looking Back . 

Psychology on the Web 

I. Biofeedback research is continuously changing and being applied to new areas of human 
functioning. Rnd at least two Web sites that dis<uss recent research on biofeedback and 
surrvnarize the research and any frndings it has produced. Include in your summary your 
best estimate of future applications of this technrque. 

2. Rnd one or more Web sites on Parkinson's disease and leam more about this topic. 
Specifically, find reports of new treatments for Parkinson's disease that do not involve the 
use of fetal tissue. Write a sUrTV11ary of your findings. 

3. After completing the Psychlnteractive exercise on areas and functions of the brain. choose 
one of the structures of the brain that is discussed and enter it in one of the major search 
engines. After consulting at least three reputable Web sites, write a brief summary of 
recent findings about the particular structure in which you are interested. 

Epilogue In our examination of neuros<ience, we've traced the ways 
in which biological structures and functions of the body affect 
behavior. Starting with neurons. we considered each of the 

components of the nervous system, culminating in an examination of how the brain permits us 
to think, reason, speak, recall. and experience emotions-the hallmarks of being human. 

Before proceeding. tum back for a moment to the chapter prologue about Ray Farkas. 
whose symptoms of Parkinson's disease were rel ieved by a daring medical procedure. Consider 
the following questions. 

I. Using ...mat you oow know about brain structures and functioning, can you explain what 
might have produced Farkas's Parkinson's disease in the first place? 

2. The operation used to treat Farkas's disor"der disnJpted the functioning of certain neurons 
in his brain. lNhat part of the brain might the operation have affectec!1 

3. Do you think biofeedback techniques could be used to control the symptoms of 
Parkinson's disease? "Why or why not? 

. .... -, 
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The action potential is an electrical impulse'--=>-~d~""!(<; 
that trovels along the axln or a neuron. 

Use this visual guide to understand the 

process by which the impulse trovels 

through a neuron and on to other neurons. 

Then answer the questions below to test 

your understanding or the concepts. 

v 

I The nervous system comm .. micates by means of electncal signals or 
impulses that travel from one neuron to another. These impulses 

regulate our beh<J\lior, instructlng our muscles. for example, how to 
respond to a ball moving toward us through the air. 

() The McGraw-Hili 
Companies.2OOIl 

21mpulses travel from the neuron's dendntes. through the cell body and the axon to the termrnal 
buttons. The terminal buttons release chemicals called neurotransmitters into the synapse, where 

they are sent to the dendrites of the adjacent neuron to transmn: the impulse to the next neuron. 

EVALUATE 

86 

An action potential travels across an axon 
a in a chemical form 
b as an electrical impulse 
c as a s.ound wave 
d in a corkscrew pattem 

2 The is the space between neurons that is 
bridged by chemcals released from the terminal buttons. 
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31n Fts normal. resting state. a neuron has a negative 
internal electrical ch~e. When the neuron is 

activated, Fts intemal charge briefly becomes positive 
as an electrical impulse, called an action potential, 
mCNeS through the neuron. Ar. action potential travefs 
through the neuron like a flame along a fuse . After Ft 
has passed. the negative charge is restored. 

~ 
, 

A .udden. brief r«elYl 
of charge in the membrane 
f>O'entiol " ,.ult. In an 
action f>O,enu.). 

Thruhold 
I 

L 
Re<ting I - \ p<)tentiol 

TIme _ 

I-

Po.iti~e charge 

Negative charge 

....... Direction of Im~l<e 

() The McGraw-Hili 
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TI me 3 

f\,- Voltage 

i o 

4Ar. action potential is generated only if the charge of the incoming 
impufse is sufficiently strong to cross the neuron's cell membrane 

and raise the neuron's ch~e to a level of +40 millivolts.. Equally 
important the impulse does not travel faster. nor is Ft stronger. if the 
voltage exceeds the threshold. Neurons operate according to an 
ali-{lr-none law. Either a neuron is at rest. or an action potential is moving 
through it There is no in-between state. 

5 Most impulses move in one direction. either away from or toward the brain 
or spinal cord. When we catch a ball. neurons in the hand send a signal to the 

brain for interpretation: the brain. n tum, sends a sjgnal telling the hand what to 
do next Due to the speed at which ner\le impulses travef--..some move as quickly 
as 225 miles per hour-the whole process occurs with amazing rapidity and 
coordination. 

3 The all-or-none law says that all neurons must fire at the same 
time for an impulse to be transmitted. True or Fafse? 

RETHINK 

What IS the process by which one neuron sends a message to 
another neuron? 
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Key Concepts for Chapter 3 

What is sensation, and how do psychologists 

study it? • What is the relationship between 

a physical stimulus and the kinds of sensory 

responses that result from it? 

What basic processes underlie the sense 

of vision? • How do we see colors? 

What role does t he ear play in the senses of 

sound, motion, and balance? • How do smell 

taste function? • What are the skin senses, 

how do they relate to the experience of pain? 

What principles underlie our organization of the 

visual world and allow us to make sense of our 

environment? • How are we able to perceive 

in three dimensions when our retinas are capable of sensing 

two-ejinlerlSicmal images? • What clues do visual illusions give us 

our understanding of general perceptual mechanisms? 

() The McGraw-Hili 

Companies.2OOIl 

Absolute Thresholds: Detecting What's 
Out There 

Difference Thresholds: Noticing 
Distinctions Between Stimuli 

Sensory Adaptation: Turning Down CNr 
Responses 

MODULE 9 

Vision: Shedd ing Light on the 
Eye 
Illuminating the Structure of the Eye 

Color Vision and Color Blindness: The 
Seven-Million-Color Spectrum 

H earing and the Other 
Se nses 

Applying Psychology In the 21st Century: 
Making Senses: New Technologies for 
Restoring Sound and Sight 

Smell and Taste 

The Skin Senses: Touch, Press.ure, 
Temperature, and Pain 

Becoming on Informed Consumer of 
Psychology: Managing Pain 

How Our Senses Interact 

MODULE II 

Perceptua l Organization: 
Constructing Our View of the 
World 
The Gestalt Laws of Organization 

Feature Analys ts: Focusing on the Parts 
of the Who~ 

Top-DO'M) and Bottom-Up Processing 

Perceptual Constancy 

Depth Perceptioo: Translating 2-D to 3-D 

Motion Perception: As the World Turns 

Perceptual Illusions: The Deceptions of 
Perceptions 
e"plDrlng DI .... rslty: c:ult" .... ~nrl 
Perception 

Subliminal Perceptioo 
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HCMt lucky can)Q.J get? That's what john and Tara Blocker fi~ when 
their then 1.¥Jo-weeI<-ok:l baby dauttter AsIiyn developed a diaper rash 
so tenible it hurt just to look at it Miraculousty, here she was with an 
.l'Nf.j in/lammation and ~I this sweet child-....OO always slept thuugh 
the night and r.e..oer cried--was acting ~ke nothing was wrong. Recal ls 
Tara. 33: 'We took her to the doctor and vve were ike, W(JW, vve have 
the happiest baby in the world because she's not even affected by thls.'. 

It was only then that physicians diagnosed the problem: Ashlyn suf­
fered from an extremely rare and untreatable condition that made 
her completety insensitive to pain or extreme temperatures, 

Although at first a condition like Ashlyn's would seem to be 
an advantage, in fact it is typK:ally a death sentence, Few of those 
afflicted vvith it live past young adulthood because they accidentally 
injure themselves so frequently, 

Pain. li ke our other senses. provides a window to the world. pro­
viding us with not only an awareness, understanding. and apprecia­
tion of the world's beauty. but alerting us to its dangers. Our senses 
enable us to feel the gentlest of breezes, see flickering lights miles 
awar. and hear the soft munnuring of distant songbirds 

In the next four modules. we focus on the field of psychology 
that is concerned with the ways our bodies take in information 
through the senses and the ways vve interpret that information. We 
will explore both sensation and perception. Sensation encompasses 
the processes by wtlich our sense organs receive information from 
the environment. Perception is the brain's and the sense organs' 
sorting out. interpretation, analysis, and integration of stilT'lJli. 

Although perception clearly represents a step beyond sensa­
tion. in practice it is sometimes difficult to find tne precise bound­
ary between the two. Indeed, psychologists-and pnilosophers 
as well--have argued for year; over the distinction. The primary 
difference is that sensation can be thought of as an organism's first 
encounter with a raw sensory stimulus. 'Whereas perception is the 

90 

It wasn't unt~ a few months tater. when Ashlyn's left eye became 
bloodshot. that the Blockers began to worry. 'We gave her eyedrops, 
oot she wasn't getting better." says Tara. a homemaker. "My morrvny 
instincts just kept saying. 'Something's not right,'" Sure enough, an oph­
thalmologist discO\ler'ed a massive corneal abrasion, a condition nor­
malty so painful that even an adult would be howling, But not Ashlyn 
(Tresniowski, 2005, p. 99), 

process by which that stimulus is interpreted. ana~ed, and inte­
grated with other sensory information. 

For example. if we were considering sensation, we might ask 
about the loudness of a ringing fire alarm, If we were considering 

perception, we might ask whether someone rec.ognizes the ringing 
sound as an alarm and identifies its meaning. Similarly, 'When baseball 
batters are Judging whether they should swing the bat after a ball 
is pitched, they first make use of sensation in noting the moment 
vmen the ball is released from the pitcher's hand, But because a 
baseball is pitched at speeds faster than the eye can fo ll ow (it t urns 
out that the old advice to keep your eye on the ball is impossible to 
follow), batters must depend on perception to anticipate vmen, and 
vmere, the ball is likely to anive. Oearly, botn sensation and percep­
tion are necessary for transforming the physical world into our psy­
chological reality (Bahill & Kamavas. 1993; Gray. 2002). 

To a psychologist interested in understanding the causes of 
behavior, sensation and perception are funda mental topics because 
so much of our behavior is a reflection of how we react to and 
interpret stimuli from the world around us. The areas of sensation 
and perception deal with a wide range of questions- among them, 
how we respond to the characteristics of physical stimuli: what pro­
cesses enable us to see, hear: and experience pain; 'Why visual illu­
sions fool us: and how we d istinguish one person from another. As 
we explore these issues, we'll see how the senses work together te 
provide us with an integrated view and understanding of the world. 



Feldman: Essentials 01 III. Sansation and 
Undersla nding Psychology. Perception 
Sevanth Edition 

8. Slnsing Ih World 
Afound Us 

As [sabel sat down 10 llIanksgiving dinner, her father carried Ihf! turkey in on a Iray 
and placOO it squarf!ly in the ("('nleT of the lable. Thf! noise level. already high from the 
talking and laughter of family members, grew louder still. As Isabel picked up her fork, 
the smell of the turkey reached her and she felt her stomach growl hungrily. The sight 
and sound of h(>J" family around the tablf!, along with the smells and tnstes of the holi­
day mf!al, made lsaJxoI feel more relaxed than she hnd since starting school in the fa IL . 

Put yourself in this setting and cons ide r how d ifferent it might be if anyone of 
your senses was not functioning. What if you were blind and unable to see the faces of 
your fami ly members or the welcome shape of the golden-brown turkey? What if you 
had no sense of hearing and could not listen to the conversations of fam ily members 
or were unable to feel your stomach growl, smell the dinner, o r taste the food? Clearly, 
you would experience the dinner very differently than would someone whose sensory 
apparatus was intact. 

Moreover, the sensations mentioned above barely scratch the surface of sen­
sory experience. Although perhaps you were taught, as I was, that there are just 
five senses-sight, sound, taste, smell, and touch- that enumerat ion is too modest. 
Human scnsory capabilities go well beyond the basic five senses. For example, we are 
sens itive no t merely to touch but to a conSiderably wider set of stimuli- pain, pres­
sure, temperature, and vibration, to name a few. In addition, vision has two subsys­
tems-relating to day and night vision-and the car is responsive to information tha t 
allows us not only to hear but also to keep our balance. 

To consider how psychologiSts understand the senses and, more broadly, sensa­
tion and perception, we first need a basic working vocabulary. [n formal terms, sensa­
tion is the activation of the sense o rgans by a source of physical energy. Perception 
is the sorting out, interpretation, analysis, and integration of stimuli carried out by 
the sense organs and brain. A s timulus is any passing source of phySical energy that 
produces a response in a sense organ. 

Stimuli vary in both type and intensity. Different types of stimuli activate different 
sense organs. For instance, we can differentiate light stimuli (which activate the sense 
of sight and allow us to see the colors of a tree in autumn) from sound stimuli (which, 
through the sense of hearing, permit us to hear the sounds of an orchestra). 

How intense a light stimulus needs to be before it can be de tected and how much 
perfume a person must wear before it is noticed by others are questions rela ted to 
stimulus intensity. 

The issue of how the intensi ty of a s timulus influences our sensory responses is 
considered in a branch of psychology known as psychophysics. Psychophysics is the 
study of the relationship bctv,reen the physical aspects of s timuli and our psychologi­
cal experience of them. Psychophysics played a central role in the development of the 
field of psychology, and many of the fi rst psychologists studied issues related to psy­
chophysics (Chechile, 2003; Gardner, 2005). 

() The McGraw-Hili 
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Key c,o"eepts 
What is 
do 

What is the relationship 
between a physical stimu-
lus and the kinds of sensory 
responses that result from it? 

Sensation: The activation of the sense 
organs by a source of physical energy. 

Perception: The sorting out, interpre­
tation, analysis, and integration of 
stimuli by the sense organs and brain. 

Stimu lus: Energy that produces a 
response in a sense organ. 

Psychophysics: The study of the rela­
tionship between the physical aspects 
of stimuli and our psychological expe­
rience of them. 
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Absolute th reshold: The smallest 
intensity of a stimulus that must be 
present for the stimulus to be detected. 

Crowded conditions. solrlds, and sights 
can all be considered as noise that inter­
feres wrth sensatIOn. Can you thInk of 
other examples of notse that IS not audi­

tory In nature! 

FIGURE I This test can shed some 
light on how sensitive the human senses 
are. {S<xrce: GaLmte<: 1962_} 

Absolute Thresholds: Detecting 
VVha~_cmt~T~h~er~e, ____________ __ 
Just whcn docs a stimulus become strong enough to be detected by our sense organs? 
The answer to this question requires an understanding of the concept of absolute 
threshold. An absolute thres hold is the smallest intenSity of a stimulus tha t must be 
presen t for it to be detected. 

Our senses are extremely responsive to stimuli. For example, the sense of touch. 
is so sensitive tha t we can feel a bee's wing falling on our cheeks when it is drop ped 
from a distance of one centimeter. Test your knowledge of the absolute threshold s of 
o ther senses by completing the ques tionna ire in Figure 1. 

In fact, our senses are so fine-tuned that we m ight have p roblems if they were any 
more sensi tive. For instance, if o u r cars wcre s lightly more acute, we would be able 
to hear the sound of ai r molecu les in our ears knocking in to the eardrum-a phenom­
enon that would surely prove d istracting a nd might even p revent us from hea ring 
sounds outside our bodies. 

Of course, the absolute thresholds we have been discussing are measured under ideal 
conditions. NonnaUy our senses cannot detect stimulation quite as weU becauseof the pres­
ence of noise. Noise, as defined by psychophysicists, is background stimulation that inter­
feres with the perception of other stimuli. Hence, noise refers not just to auditory stimuli, as 
the word suggests, but also to unwanted stimuli that interfere with other senses. Picture a 
talk.1tive group of people crammed into a smaU, crowded, smoke-fiUed room at a P.lrty. The 
din of the crowd makes it hard to he.lT individual voices, and the smoke makes it difficult to 
see, or even taste, the food.. In this case, the smoke and the crowded conditions would both 
be considered "noise" bec.1USC they are preventing sensation at more discriminating levels. 

Difference Thresholds: Noticing 
Distinctions Between Stimuli 
Suppose you wanted to choose the six best apples from a supermarket display- the big­
gest, reddest, and sweetest apples. One appCO<lch would be to compare one apple w ith 

How Sensitive Are You~ 
To test your awareness of the capabilities of your senses. ans.....er the fol lowing questions: 

I. How far can a candle flame be seen on a clear. dark night 

a. From a distance of I J miles :==== b. From a distance of 3J miles 
2. How far can the ticking of a watch be heard under quiet conditions) 

a. From 5 feet awa
y;====--b. From 20 feet away 

1 How much sugar is needed to allow it to be detected when dissolved In 2 gallons of wateri' 

a. 2 tablespooo",,::===-_ 
b, I teaspoon_ 

'I. Over what area can a drop of perfume be detected) 

a. A 5-(oot by 5-(oot are",~===-_ 
b, A 3-room apartment_ 

Scoring: In each case. the answer is b.lliustratmg the tremendous senSr1Mty of our senses. 
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another systematically until you were left with a few so similar that you could not tell 
the d ifference between them. At that point, it wouldn' t matter which ones you chose. 

Psychologists have discussed this comparison problem in terms of the difference 
thres hold, the smallest level of added (or reduced) stimulation required to sense that 
a c/runge in stimulation has occurred. Thus, the difference threshold is the minimum 
change in stimulation required to detect the difference behveen two stimuli, and so it 
also is called a just noticeable difference. 

The stimulus value that constitutes a just noticeable difference depends on the 
initial intensity of the s timulus. The relationship between changes in the original value 
of a stimulus and the degree to which a change will be noticed forms one of the basic 
laws of psychophysics: Weber's law. Weber's law (with Weber pronounced "vay-ber") 
states that a just noticeable difference is a COIIS/Ullt proportioll of the intensity of an 
initial st imulus. 

For example, Weber found that the just noticeable d ifference for weight is 1:50. 
Consequently, it takes a l--ou!"u;e increase in a so.-ounce weight to produce a noticeable 
difference, and it would take a l0-0unce increase to produce a noticeable difference if 
the initial weight were 5<X} ounces. In both cases, the same proportional increase is nec­
essary to produce a just noticeable difference--1:5=1O:5<X}. Similarly, the just noticeable 
difference distinguishing changes in loudness between sounds is larger for sounds 
that are initially loud than it is for sounds that are initially soft, but the proportiollal 

increase remains the same. 
Weber 's law helps explain why a person in a quiet room is more apt to be s tartled 

by the ringing of a telephone than is a person in an already noisy room. To produce 
the :5<lme amount of reaction in a noisy room, a telephone ring might have to approxi­
mate the loudness of cathedral bells. Similarly, when the moon is visible during the 
late afternoon, it appears relatively dim- yet against a dark night sky, it seems quite 
bright. By trying the Psychlnteractive exercise, in which you can conduct an experi­
ment on your ability to d iscern d ifferences in sound levels, you can see for yourself 
how Weber's law operates. 

Sensory Adaptation: Turning 
Down Our Responses, _____ _ 
You enter a movie theater, and the smell of popcorn is everywhere. A few minutes 
later, though, you barely notice the smell. The reason you acclimate to the odor is 
sensory adaptation. Adaptation is an adjuSbnent in sensory capacity after prolonged 
exposure to unchanging stimuli. Adaptation occurs as people become accustomed to 
a stimulus and change their frame of reference. In a sense, our brain mentally turns 
down the volume of the stimulation it's experiencing. 

One example of adaptation is the decrease in sensi tivity that occurs after repeated 
exposure to a strong stimulus. If you were to hear a loud tone over and over again, even­
tua lly it would begin to sound softer. Simila rly, although jumping into a cold lake ma y 
be temporarily unpleasant, eventually we probably will get used to the temperature. 

This apparent decline in sensitivity to sensory s timuli is due to the inabili ty of the 
sensory nerve receptors to fire off messages to the bra in indefinitely. Beca use these 
receptor cells are most responsive to changes in stimulation, constant stimulation is not 
effective in producing a sustained reaction. 

Judgments of sensory stimuli are also affec ted by the context in which the judg­
ments are made . This is the case because judgments are made not in isolation from 
o ther s timuli but in te rms of p receding sensory experie nce. You can demonstra te this 
for yourself by trying a simple experiment: 

Take two envelopes, one large and one small, and put fi fteen nickels in each 
one. Now lift the large envelope, put it down, and lift the small one. Which seems to 
weigh more? Most people report that the small one is heavier, a lthough, as you know, 

Difference threshold (just notice­
able difference): The smallest level of 
added or reduced stimulation required 
to sense that a change in stimulation 
has occurred. 

Weber's law: A basic law of psycho­
phySiCS stating that a just noticeable 
difference is in constan t proportion to 
the intensity of an initial stimulus. 

www.mhhe.comlfeldmaness7 

Psychlnteractive Online 

Weber's Law 

Adaptation: An adjustment in sensory 
capaCity after prolonged exposure to 
unchanging stimuli. 
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the weights are nearly identical. The reason for this misconception is that the visual 
context of the envelopt' interferes with the sensory expt'rience of weight. Adaptation 
to the context of one stimulus (the size of the envelope) alters responses to another 
stimulus (the weight of the envelope) (Coren & Ward, 20(4). 

R E CA PIE VA LUATE/R E T H INK 

RECAP 

What is sensation, and how do psychologists study it? 

• Sensation is the activation of the sense organs by any 
source of physical energy. In contrast, perception is the 
process by which we sort out, interpret, analyze, and inte­
grate stimu li to which our senses are exposed. (p. 91) 

What is the relationship behveen a physical stimulus and the 
kinds of sensory responses that result from it? 

• Psychophysics studies the relationship between the 
physical nature of stimuli and the sensory responses 
they evoke. (p. 91) 

• The absolute threshold is the smallest amount of physi­
cal intensity at which a stimulus can be detected. Under 
ideal conditions absolute thresholds are extraordinarily 
sensitive, but the presence of noise (background stimuli 
that interfere with other s timuli) reduces detection capa­
bilities. (p. 92) 

• The difference threshold, or just noticeable difference, is 
the smallest change in the level of stimulation required to 
sense that a change has occurred. According to Weber's 
law, a just noticeable difference is a constant proportion 
of the intensity of an initial stimulus. (p. 93) 

• Sensory adaptation occurs when we become accustomed 
to a constant stimulus and change our evaluation of it. 
Repeated exposure to a stimulus results in an apparent 
decline in sensitivity to it. (p. 93) 

KEY TERMS 

sensation p. 91 
perception p. 91 
s timulus p. 91 
psychophysics p. 91 

absolute threshold p. 92 
diffenmce threshold (just 

noticeable difference) 
p.93 

EVALUATE 

1. -=======is the stimulation of the sense organs; 
_ is the sorting out, interpretation, anal­
ysis, and integration of stimuli by the sense organs and 
the brain. 

2. The term abseIl/Ie: IlrresllOld refers to the __ -:---:_-,._ 
intensity of a stimulus that must be present for the stim­
ulus to be detected. 

3. Weber discovered that for a difference between hvo 
stimuli to be perceptible, the stimuli must differ by at 
least a proportion. 

4. Aftt'r completing a very difficult rock climb in the 
morning, Cannella found the aftemoon climb unex­
pectedly easy. This case illustrates the phenomenon of 

RETHINK 

1. Do you think it is possible to have sensation without 
perception? Is it possible to have perception without 
sensation? 

2. From lire: perspective: 01 a ma/mlneturer: How might you 
need to take psychophysics into account when develop­
ing new products or modifying existing ones? 

Anower5 to Evaluate Quest ions 

U01lCldcpc"t :IUC;SUOO"C :1S;}lIcWS"Z :uo!)d<>)J<KI 'U011I!SUM "t 

Weber's law p. 93 
adaptation p. 93 
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If, as poets say, the eyes provide a window to the soul, they also provide us with a 
window to the world. Our visual capabilities permit us to admire and react to scenes 
ranging from the beauty of a sunset, to the configuration of a lover's face, to the words 
written on the pages of a book. 

Vision starts with light, the physical energy that stimulates the eye. Light is a 
form of electromagnetic radiation waves, which, as shown in Figure 1, are measured 
in wavelengths. The sizes of wavelengths correspond to different types of energy. The 
range of wavelengths that humans a re sensitive to-<alled the vislllll spectrllm- is rela· 
tively small. Many nonhuman species have different capabilities. For instance, some 
reptiles and fis h sense energies of longer wavelengths than humans do, and certain 
insects sense energies of shorter wavelengths than humans do. 

() The McGraw-Hili 

Companies.2OOIl 

How do we see colors? 

Light waves coming from some object outside the body (such as the tree in 
Figure 2) are sensed by the only organ that is capable of responding to the visible spec­
trum: the eye. Our eyes convert light to a form that can be used by the neurons that 
serve as messengers to the brain. The neurOils themselves take up a relatively small 
percentage of the total eye. Most of the eye is a mechanical device thai is s imilar in 
many respects to a camera without film, as you can see in Figure 2. 

www.mhhe.com/feldmaness7 

Psychlnteractive Online 
Despite the similarities behveen the eye and a camera, vision involves processes 

that are far more complex and sophisticated than those of any camera. Furthermore, 
once an image reaches the neuronal receptors of the eye, the eye/camera analogy 
ends, for the processing of the visual image in the brain is more reflective of a com­
puter than it is of a camera. The animation of the eye in the Psychlnteractive exercise 
on how we see will help you to understand how we are able to see. 

Gamma Ultraviolet Shortwave 

How Do We See! 

"'I s X rays ral Y' II ~ra, co, 1 Radar 1 FM 1 TV " 
- , ',leCtricity I, I 

LI ,'----'-::----'--c--'-,-,.'7 «<_---",'--_-'-::-_--'--c_-'-_--"-_---". __ '-' . . 
10-!1 l O- !l IO-!O 10-8 10.... 10-1 1o-110! 101 101 106 108 

AM 

/ ",''', ",h' 
Wavelength in meters 

Violet Blue Green Ye llow Red 

":,,",: ::111 
'"' so, 60' 

Wavelength In nanometers (billionths of a meter) 

FIGURE I The visible ~trum-the range of wavelengths to which people a~ sensitive--is only 

a small part of the kinds of wavelengths pn!'>ellt in our envirorYTlent Is it a benef<l. or disadvanuee 
to our everyday lives that we aren·t more sensitive to a broader range of v~ual stimuli! Why? 

9S 
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Like the automatic lighting system on 

a camera, the pupil in the human c)'C 
expands to let in more light (left) and 

contracts to block out light (right). Can 
humans adjust their ears to let in more 

o r less sound in similar mannerl 

A camera's lens focuses the 
______ --\ inverted Image on the film in 
" the same ~ the eye's lens 

focuses images on the retina. 

---Optic nerve 

" Nom,,,ro, cells 
of retina 

FIGURE 2 Although human viston is far more complicated than the most sophisticated camera. in 

some ways basi<: visual processes are analogous to those used in photography 

IIlllmioatiog the Stwctllre ofthe Eye 
The ray of light being reflected off the tree in Figure 2 fjrst travels through the cornea, 
a transparent, protective window. The cornea, because of its curvature, bends (or 
refracts) light as it passes through to focus it more sharply. After moving through the 
cornea, the light traverses the pupiL The pupi! is a dark hole in the center of the iris, 
the colored part of the eye, which in humans ranges from a light blue to a dark brown. 
The size of the pupil opening depends on the amount of light in the environment. The 
dimmer the surroundings are, the more the pupil opens to allow more light to enter. 

Why shouldn't the pupil be open completely all the time, allowing the greatest 
amount of light into the eye? The answer relates to the basic physics of light. A small 
pupil greatly increases t.he range of distances at which objects are in focus. With a 
wide·open pupil, the range is relatively small, and details are harder to discern. The 
eye takes advantage of bright light by decreasing the size of the pupil and thereby 
becoming more discerning. In dim light the pupil expands to enable us to view the 
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situation better- but a t the expense of visual detail. (Perhaps one reason candlelight 
dinners are thought of as romantic is that the d im light prevents one from seeing a 
partner 's physical flaws.) 

Once light passes through the pupil, it enters the /1'115, which is directly beh ind the 
pupil. The lens acts to bend the rays of light so that they are properly focused on the 
rear of the eye. The lens focuses light by changing its own thickness, a process called 
accommodation: It becomes flatter when viewing distant objects and rounder when 
looking at closer objects. 

REACHING THE RETINA 

Having traveled through the pupil and lens, our image of the tree finally reaches its 
ultimate destination in the eye-the re lina, Here the electromagnetic energy of light 
is converted to electrical impulses for transmission to the brain. It is important to note 
that because of the physical properties of light, the image has reversed itself in trav­
eling through the lens, and it reaches the retina upside down (relative to its original 
position). Although it might seem that this reversal would cause difficulties in under­
standing and moving about the world, this is not the casco The brain interprets the 
image in terms of its original position. 

The retina consists of a thin layer of nerve cells at the back of the eyeball (see 
Figure 3). There are two kinds of light-sensitive receptor cells in the retina. The names 
they have been given describe their shapes: rods and cones. Rods are thin, cylindrical 
receptor cells that a re highly sensitive to light. Cones are cone-shaped, light-sens itive 
receptor cells that are responsible fOr sharp focus and color perception, particularly in 
bright light. The rods and cones are distributed unevenly throughout the retina. Cones 
are concentrated on the part of the retina called the fovea. The fovea is a particularly 
sensit ive region of the retina. If you want to focus on something of particular interest, 
you will automatically try to center the image on the fovea to see it more sharply. 

The density of cones declines just outside the fovea, although cones are found 
throughout the retina in lower concentrations. In contrast, there are no rods in the 
fovea. The dens ity of rods is greatest just outside the fovea and then gradually declines 
toward the edges of the retina. Because the fovea covers only a s mall portion of the 
eye, we have fewer cones (between 5 million and 7 million) than rods (between 100 
million and 125 million). 

The rods and cones are not only structurally dissimilar but they also play dis­
tinctly different roles in vision. Cones are primarily responsible for the sharply focused 
perception of color, particularly in brightly lit situations; rods are rela ted to vision in 
dimly lit situations and are largely insensitive to color and to details as sharp as those 
the cones are capable of recogniz.ing. The rods playa key role in peripheral uisiOlr-see­
ing objects that are outside the main center of focus-and in night vision. 

Rods and cones also are involved in dark adaptatioll, the phenomenon of adjusting 
to dim light after being in brighter light. (Think of the experience of walking into a dark 
movie theater and groping your way to a scat but a few minutes later seeing theseats quite 
dearly.) The speed at which dark adaptation occurs is a result of the rate of change in the 
chemical composition of the rods and concs. Although the cones reach their greatest level 
of adaptation in just a fC'.'\I minutes, the rods tllke 20 to 30 minutes to reach the maximum 
level. The opposite phenomenon-liglrt adaptation, or the process of adjusting to bright 
light after exposure to dim light---occurs much faster, taking only a minute or so. 

The distinctive llbilitics of rods llnd cones make the eye llnalogous to a camera that 
is loaded with two kinds of film. One type is a highly sensitive b lack-and-white film 
(the rods). The other type is a somewhat less sensitive color film (the cones). 

SENDING THE MESSAGE FROM THE EYE TO THE BRAIN 

When light energy strikes the rods and cones, it stllrts a chain of events that trans forms 
light into neural impulses that can be communicated to the bmin. Even before the 

Retina: The pari of the eye that con­
verts the electromagnetic energy of 
light to electrical impulses for trans­
mission to the brain. 

Rods: Thin, cylindrical l"e<:eptor cells 
in the retina that arc highly sensi tive 
to light. 

Cones: Cone-shapcd, light-sensitive 
receptor cells in the retina that are 
responsible for sharp focus and color 
perception, particularly in bright light. 
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Front of eye 

Light wave. 

Impulses to 

optic nerve 

t 
Nan'e fi"",,--

Light 
waveS 

cell cell . 

~ 
0 

J 
0 

Back of eye 

rJ 
0 

~ 
0 

0 

Layer of connecting neurons Receptor cells 

Optic nerve: A bundle of ganglion 
axons that carry visual information to 
the brain. 

FIGURE 1 The bas~ cells of the eye. Light entering the eye tra'~s through the ganglion and 

bipolar cells and strikes the light-sensitive rods and cones located at the back of the eye. The rods 
and cones then transmit nerve impo.;lses to the brain via the bipoar and ganglion cell s. (Soun:e: Shier. 

Butler. & Lewrs. 2(0)) 

neural message reaches the brain, however, some init ial coding of the visual informa­
tion takes place. 

What happens when light energy stri kes the retina depends in part on whether 
it encounters a rod or a cone. Rods contain rhodopsin. a complex reddish-purple sub­
stance whose composition changes chemically when energized by light. The substance 
in cone receptors is different, but the principles are similar. Stimulation of the nerve 
cells in the eye triggers a neural response that is transmitted to other nerve cells in the 
retina called bipolar cells and ganglion cells. 

Bipolar cells receive information directly from the rods and cones and communi­
cate that information to the ganglion cells. The ganglion cells collect and summarize 
visual information, which is then moved out of the back of the eyeball and sent to the 
brain through a bundle of ganglion axons called the optic nerve. 

Because the opening for the optic nen'. passes through the retina, there arc 
no rods or cones in the area, and that creates a blind spot. Normally, however, this 
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FIGURE 4 To find your blind spot dose your right eye and look at the haunted house with your 
left~. You will see the ghost on the periphery of yo .... vision. Now, while staring at the house, 

move the page toward you 'vVhen the book. is about a foot frum your eye, the ghost will disappear. 
At this moment the image of the ghost is falling on YO!r bl ind spot 

But also notice how, 'When the page is at that distance. not only does the ghost seem to dis­
appear; but the line seems to run continuously through the area vA1ere the ghost used to be. This 
shO'NS how we automat>cally compensate for missing information by using nearby material to com­
plete what is unseen. That's the reason you never notice the blind spot What is missing is replaced 
by.....nat is seen next to the CN rnd spot Can you think of any advantages that this tendency to provide 
missing information gives humans as a species! 

absence of nerve cells does not interfere with vision because you automatically com­
pensate for the missing part of your field of vision (Ramachandran, 1995). To find your 
blind spot, see Figure 4. 

Once beyond the eye itself, the neural impulses relating to the image move 
through the optic nerve. As the optic nerve leaves the eyeball, its path does not take 
the most direct route to the part of the brain right behind the eye. Instead, the optic 
nerves from each eye meet at a point roughly between the two eyes--called the optic 
chiasm (pronounced "ki-asm")-where each optic nerve then splits. 

When the optic nerves split, the nerve impulses coming from the right half of 
each retina are sent to the right side of the brain, and the impulses arriving from the 
left half of each retina are sent 10 the left s ide of the brain. Because the image on the 
retinas is reversed and upside down, however, those images coming from the right 
half of each retina ac tually originated in the field of vision to the person's left, and the 
images coming from the left half of each retina originated in the field of vis ion to the 
person's right (see Figure 5). 

PROCESSING THE VISUAL MESSAGE 

By the time a visual message reaches the brain, it has passed through several s tages 
of processing. One of the initial sites is the ganglion cells. Each ganglion cell gathers 
information from a group of rods and cones in a particular area of the eye and com­
pares the amount of light entering the center of that area with the amount of light in the 
area around it. Some ganglion cells are activated by light in the center (and darkness 
in the surrounding area). Other ganglion cells are activated when there is darkness in 
the center and light in the surrounding areas. The ultimate effect of this process is to 
maximize the detection of variations in light and darkness. The image that is passed 
on to the brain, then, is an enhanced version of the actual visual stimuJus outside the 
body (Kubovy, Epstein, & Gepshtein, 2003; Pearson & Clifford, 2(05). 

The ultimate processing of visual images takes place in the visual cortex of the 
brain, and it is here that the most complex kinds of processing occur. Psychologists 
David Hubel and Torsten Wiesel won the Nobel Prize in 1981 for their discovery that 
many neurons in the cortex arc extraordinarily specialized, being activated only by 
visual stimuli of a particular shape or pattern- a process known as feature detection, 
They found that some cells are activa ted only by lines of a particular width, shape, or 
orientation. Other cells are activated only by moving, as opposed to stationary, stimuli 
(Hubd & Wiesel, 2004). 

More recent work has added to our knowledge of the complex ways in which 
visual information coming from individual neurons is combined and processed. 

Feature detedion: The activation of 
neurons in the cortex hy visual stimuli 
of specific shapes or patterns. 
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FIGURE 5 Because the optic nerve corn­

ing from each eye sp irts at the optic. chiasm, 

the image to a person's right is sent to the 

left side of the brain and the image to the 
person's lell. is transmrtted to the right side 

of the brain. (So<Kc.e: Made!; 2000.) 

cortex 

Optic tract ---------1-221 

Right 
visual field 

left visual field 

Different parts of the brain process nerve impulses in several individual systems 
simultaneously. For instance, one system relatcs to shapes, one to colors, and others to 
movement, loca tion, and depth. Furthermore, different parts of the brain appear to be 
involved in the perception of specific kinds of stimuli, showing d istinctions between 
the perception of fa ccs, cats, and inanimate stimuli (Haxby et aI., 2001; Hasson et aI., 
2004; Brady, Campbell, & Flaherty, 2005). 

If sepa rate neural sys tems exist for processing information about specific aspects 
of the visual world, how are all these data integrated by the brain? Although the exact 
process is not well understood, it seems likely that the brain makes use of information 
regarding the frequency. rhythm, and timing of the firing of particular sets o f neural 
cells. Furthermore, it appears that the brain's integration of visual information does 
not occur in any s ingle s tep or location in the brain but instead is a process that occurs 
on several levels simultaneously. The ultimate outcome, though, is indisputable: a 
vision of the world around us (deGelder, 2000; Macaluso, Frith, & Driver, 2(00). 

Color Vision and Color Blindness: 
The Seven-Million-Color SpectrtJm 
Although the range of wavelengths to which humans are sensitive is relatively narrow, 
at leas t in comparison with the entire electromagnetic spectrum, the portion to which 
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we are capable of responding allows us great flexibility in sensing the world. Nowhere 
is this clearer than in terms of the number of colors we can discern. A person with 
normal color vision is capable of distinguishing no less than 7 million different colors 
(Bruce, Green, & Georgeson, 1997; Rabin, 2(04). 

Although the var iety of colors tha t people are generally able to d istinguis h is 
vast, there are certain indiv iduals whose ability to perceive color is qui te limited- the 
color-blind. Interestingly, the condition of these individuals has provided some of 
the most important clues to unders tanding how color vis ion operates (Neitz, Neitz, 
& Kainz, 1996). 

Before continuing, though, look at the photos shown in Figure 6. If you have dif­
ficu lty seeing the differences among the series of photos, you may well be o ne of the 
1 in 50 men or 1 in 5,000 women who are color-blind. 

For most people with color-blindness, the world looks qui te dull. Red fire 
engines appear yellow, green grass seems yellow, and the three colors of a traffic 
light all look yellow. In fact, in the most common form of color-blindness, all red and 
g reen objects a re seen as yellow. There are other fo rms of color-blindness as well, but 
they are qui te rare. In yellow-blue blindness, people are unable to te ll the difference 
between yellow and blue, and in the most extreme case an individual perceives no 
colo r at a ll. To such a person the world looks something like the picture o n a black­
and-white television set. 

EXPLAINING COLOR VISION 

To understand why SOme people a re color-blind, we need to consider the basics of 
color v ision. There are two p rocesses involved. The first process is explained by the 
trich romatic Iheo ry of color vis ion. This theory suggests that there are three kinds 
of cones in the retina, each o f which responds primarily to a s pecific range of wave­
leng ths. One is most respons ive to blue-violet colors, one to g reen, and the third 10 
yellow-red (Brown & Wald, 1%4). According to trichromatic theory, perception of 

FIGURE 6 (a) To someone with normal vision. the hot-air ba ll oon in the foreground appears with 

regions of very pure red. orange. rellow. green. blue. and vi~et. as well as off-whfte: and ttle balloon 
in the rear is a bright shade of red-orange_ (b) A person with red-green color blindness would see 
the scene in part (a) li ke this. in hues of blue and yellow. (c) A person who is blue-yellow blind, con­
ve~1)o: would see ft in hues of red and green. 

Trichromatic theory o f color vis ion: 
The theory that there are three kinds 
of cones in the re tina, each of which 
responds primarily to a specific range 
of wavelengths. 
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Opponent-process theory of color 
vision: The theory that re<::eptor cells 
for color are linked in pairs, working 
in opposition to each other. 

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 

FIGURE 7 Stare at the dot in this flag for about a minute and then look at a ~ece of plain white 
pape~ \llJhat do )'Ou see? Most people see an afterimage that converts the colors in the figure into 
the traditionalll!:d, white, and blue U.S. flag. If you have trouble seeing it the first time, blink once 

and try again. 

color is influenced by the relative strength with which each of the three kinds of 
cones is activated. If we see a blue sky, the blue-violet cones are primarily triggered, 
and the others show less activity. The trichromatic theory provides a straightforward 
explanat ion of color-blindness. It suggests that one of the three cone systems mal­
functions, and thus colors covered by that range are perceived improperly (Nathans 
et al., 1989). 

However, there are aspects of color vision that the trichromatic theory is less suc­
cessful at explaining. For example, the theory does not explain what happens after you 
stare at something like the flag shown in Figure 7 fo r about a minute. Try this yourself 
and then look at a blank white page: You'll see an image of the traditional red, white, 
and blue U.s. flag. Where there was yellow, you'll see blue, and where there were 
green and black, you'll sec red and white. 

The phenomenon you have just experienced is called an afterimage. It occurs 
because activity in the retina continues even when you are no longer staring at the 
original picture. However, it also demonstrates that the trichromatic theory does not 
explain color vision completely. Why should the colors in the afterimage be different 
from those in the original? 

Because trichromatic processes do not provide a full explanation of color vision, 
alternative explanations have been proposed. According to the opponent-process 
theory of color vis ion, receptor cells arc linked in pairs, working in opposition to 
each other. Specifically, there is a blue-yellow pairing, a red-green pairing, and a 
black-white pairing. If an object reflects light that conta ins more blue than yellow, it 
will stimulate the firing of the cells sensitive to blue, simultaneously discouraging or 
inhibiting the firing of receptor cells sensitive to yellow-.1nd the object will appear 
blue. If, in contrast, a light contains more yellow than blue, the cells that respond to 
yellow will be stimulated to fire while the blue ones are inhibited, and the object will 
appear yellow. 

The opponent-process theory provides a good explanation for afterimages. When 
we sta re at the yellow in the figure, for instance, our rE'ceptor cells for the yellow 
component of the yellow-blue pairing become fatigued and are less able to respond 
to yellow stimuli. In contrast, the receptor cells for the blue part of the pair are not 
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tired, because they are not being stimulated. When we look at a white surface, the 
light reflected off it would normally stimulate both the yellow and the blue receptors 
equally. But the fatigue of the yellow receptors prevents this from happening. They 
temporarily do not respond to the yellow, which makes the white light appear to be 
blue. Be<ause the other colors in the figure do the same thing relative to their specific 
opponents, the afterimage produces the opponent colors-for a while. The afterimage 
las ts only a short time, because the fatigue of the yellow receptors is soon overcome, 
and the white light begins to be perceived more accurately. 

Both opponent processes and trichromatic mechanisms are at work in allowing 
us to see color. However, they operate in different parts of the visual sensing system. 
Trichromatic processes work within the retina itself, whereas opponent mechanisms 
operate both in the retina and at later stages of neuronal processing (de Valois & de 
Valois, 1993; Lee, Wachtler, & Sejnowski, 2002; Gegenfurtner, 2003; Chen, Zhou, & 

Gong, 2(04). 

R E C A P/EVALUAT E/ RETH INK 

RECAP 

What basic processes underlie the sense of vision? 

• Vision depends on sensitivity to light, electromagnetic 
waves in the visible part of the spectrum (wavelengths 
of roughly 390 to 770 nm) that are ei ther reflected off 
objects or produced by an energy source. The eye shapes 
the light into an image that is transformed into nerve 
impulses and interpreted by the brain. (p. 95) 

• As light enters the eye, it passes through the cornea, 
pupil, and lens and ultimately reaches the retina, where 
the electromagnetic energy of light is converted to nerve 
impulses for transmission to the brain. These impulses 
leave the eye via the optic nerve. (pp. 96-98) 

• The visual information gathered by the rods and cones 
is transferred via bipolar and ganglion cells through the 
optic nerve, which leads to the optic chiasm-the pOint 
where the optic nerve splits. (pp. 98-99) 

How do we see colors? 

• Color vision seems to be based on two processes 
described by the trichromatic theory and the opponent­
process theory. (pp. 101-102) 

• The trichromatic theory suggests that there are three 
kinds of cones in the retina, each of which is responsive 
to a certain range of colors. The opponent-process the­
ory presumes pairs of different types of cells in the eye 
that work in opposi tion to each other. (pp. 101-102) 

EVALUATE 

1. Light entering the eye first passes through the =-_____ ,-' a protective window. 
2. The structu re that converts light into usable neural mes-

sages is called the ______ _ 

3. A woman with blue eyes could be described as having 
blue pigment in her _____ _ 

4. What is the process by which the thickness of the lens is 
changed in order to focus light properly? 

5. The proper sequence of structures that light 
passes through in the eye is the _____ _ 

______ " and 

6. Match each type of visual receptor with its function. 
iI . Rods 1. Used for dim light, largely insensitive to 

color 
h. Cones 2. Detect color, good in bright light 

7. Paco was to meet his girlfriend in the movie the-
ater. As was typical, he was la te and the movie had 
begun. He stumbled down the aisle, barely able to see. 
Unfortunately, the woman he sat down beside and 
attempted to put his arm around was not his girlfriend. 
He sorely wished he had given his eyes a chance and 
waited for adaptation to occur. 

8. theory states that there are three types 
of cones in the retina, each of which responds primarily 
to a different color. 
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RETHINK 

1. If the eye had a second lens that "unreversed" the image 
hitting the retina, do you think there would be changes 
in the way people perceive the world? 

2, Froll! tlw perspective of {III aduertisillS specialist: How might 
you market your products simila rly or differently to 

KEY TERMS 

retina p, 97 
rods p. 97 
cones p. 97 

optic nerve p. 98 
feature d (>tectio n p" 99 

those who are color-blind versus those who have normal 
color vision? 

Ans_n to E"a1uac. Q ..... tlon. 

J!IIIWWo.Pf.l1 "S ::pUP"t. :,..q '\-""9 :"U'I"I 's""l 
'\!dnd '~')Wo:l"S :UOllopowwOXIO"to :s1J! '£ :CU'l ill', :MWro "I 

trichromatic theory of color 
vision p. 101 

opponent-process theory of 
color vision p. 102 
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The blast-off was easy compared with whntthe astronaut was cxpcriencing now: 
space sickness. The constant nausea and vomiting were enough to m~ke him won­
der why he h~d worked so hard to become an astronaut. Even though he had been 
warned that there was a two-thirds chance that his first experience in space would 
C;!use these symptoms, he wasn' t prepanxl for how terribly side he re;!lly felt. 

Whether or not the astronaut wishes he could head right back to earth, his experi­
ence, a major problem for space travelers, is rela ted to a basic sensory pro<:ess: the sense 
of motion and balance. This sense allows people to naVigate their bodies through the 
world and keep themselves upright without falling. Along with hearing-the process 
by which sound waves arc translated into understandable and meaningful forms-the 
sense of motion and balance resides in the ear. 

SeosiogSnund ________ _ 
Although many of us think primarily of the outer ear when we speak of the ear, that 
structure is only one simple part of the whole. The outer car acts as a reverse mega­
phone, designed to collect and bring sounds into the internal portions of the ear (see 
Figure 1). The location of the outer ears on different sides of the head helps with sound 
l«aliZi/timr, the process by which we identify the direction from which a sound is com­
ing. Wave patterns in the air enter each car at a slightly different time, and the brain uses 
the discrepancy as a clue to the sound's point of origin. In addition, the two outer ears 
delay o r amplify sounds of particular frequencies to different degrees (Yost, ZIXJO). 

Sound is the movement of air molecules brought about by a source of vibration. 
Sounds travel through the ai r in wave patterns simila r in shape to those made in water 
when a stone is thrown into a still pond. Sounds, arriving at the outer ear in the form 
of wavelike vibrations, are funneled into the allditory canal, a tubelike pass.'lge tha t 
leads to the eardrum. The eardrum is aptly named because it operates like a minia­
ture drum, vibrating when sound waves hit it. The more intense the sound, the more 
the eardrum vibrates. These vibrations are then transferred into the middle eM, a tiny 
chamber containing three bones (the hummer, the anvil, and the stirrrlp) that transmit 
vibrations to the oval window, a thin membrane leading to the inner ear. Because the 
hammer, anvil, and stirrup act as a set of levers, they not only transmit vibrations but 
increase their strength. Moreover, because the opening into the middle car (the ear­
drum) is conSiderably larger than the opening out of it (the oval window), the force of 
sound waves on the oval window becomes amplified. The middle ear, then, acts as a 
tiny mechanical amplifier. 

The imrer (!(If is the portion of the ear that changes the sound vibrations into a fonn in 
which they can be transmitted to the brain. (As you wi ll see, it also contains the organs that 
allow us to locate our position and determine how we are moving through space.) When 
sound enters the inner ear through the oval window, it movcs into the cochlea, a coiled tube 
Uk'lt looks something like a snail and is filled with fluid that vibrates in response to sound. 
Inside the cochlea is the bas ilar membrane, a structure that runs through the center of the 
cochlea, dividing it into an upper chamber and a lower chamber. The basilar membrane is 
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Key c,o"eepts 

vvhm~:~;:;~~~~e~~d, play in the 
motion. and balance? 

How do smell and taste function? 

VVhat are the skin senses. 
and how do they relate to 
the experience of pain? 

Sound: The movement of air mol­
~ules brought about by a source of 
vibration. 

Eardrum: The pari of the ear that 
vibrates when sound hits it. 

Cochlea (KOKE lee uh): A coiled tube 
in th(' ear filled with fluid that vibrates 
in response to sound. 

Basilar membran!': A vibrating struc­
ture that runs through the center of 
the cochlea, dividing it into an upper 
chamber and a lower chamber and 
containing sense receptors for sound. 

lOS 
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Outer ear 

Tempor.al External Eardrum 

OO".~.'M 

.J--- Cochlea 

Oval window 

Inner 
m 

Hammer Anvil Stinvp 

Hair cells: Tiny cells covering the 
basilar membrane that, when bent by 
vibrations entering the co<:hlea, trans­
mit neural messages to Ihe brain. 

. 
Middle ear b. 

FIGURE I (a) The majOr regions and parts of me ear (See1ey. Stephens. & Tate, 2COO). (b) The 

eardrum This structure is a pt~ named because it operates like a miniature drum vibrating..men 
sound waves hit it 

covered with hair cells. When the hair cells are bent by the vibrations entering the cochlea, 
the cells send a neural rness.1ge to the brain (Cho, 2(1)); Zhou, Liu, & Davis, 2005). 

Although sound typically enters the cochlea via the oval window, there is an addi­
tional method of entry: bone conduction. Because the ear rests on a maze of bones in 
the skull, the cochlea is able to pick up subtle vibrations that travel across the bones 
from o ther parts of the head. For instance, one of the ways you hear your own voice 
is through bone conduction. This explains why you sound different to yourself than 
to o ther people who hear your voicc. (Listen to a recording of your voice to hear what 
you rmlly sound like!) The sound of your voice reaches you both through the air and 
via bone conduction and therefore sounds richer to you than to everyone else. 

THE PHYSICAL ASPECTS OF SOUND 

As we mentioned earlier, what we refer to as sound is actually the phySical movement 
of air molecules in regular, wavelike patterns caused by a vibrating source. Sometimes 
it is even possible to sec these vibrations: If you have ever secn an audio speaker that 
has no enclosure, you know that, at least when the lowest no tes are playing, you can 
see the speaker moving in and ou l. What is less obvious is what happens nexl: The 
speaker pushes air molecules into waves with the s.1me pattern as its movement. 
Those wave patterns soon reach your car, although their strength has been weakened 
conSiderably during the ir travels. All other sources that produce sound work inessen­
tially the same fashion, setting off wave patterns that move through the air to the ear. 
Air---or some other medium, such as water-is necessary to make the vibrations of 
objects reach us. This explains why there can be no sound in a vacuum. 

We are able to see the audio speaker moving when low no tes are played because 
of a primary characterist ic of sound called frequency. Frequency is the number of wave 
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lower frequency 
(lower pitch) , 

Time 

Higher frequency 
(higher pitch) , 

cycles that occur in a second. At very low frequencies there are re latively few wave 
cycles per second (see Figure 2). These cycles are visible to the naked eye as vibrations 
in the speaker. Low frequencies are translated into a sound that is very low in pitch. 
(Pitell is the characteristic that makes sound seem "high" or " low.") For example, the 
lowest frequency that humans are capable of hearing is 20 cycles per second. Higher 
frequencies are heard as sounds of higher pitch. At the upper end of the sound spec­
trum, people can detect sounds with frequencies as high as 20,CXXJ cycles per second. 

Amplilude is a feature of wave patterns that allows US to distinguish between loud 
and soft sounds. Amplitude is the spread betwccn the up-and-down peaks and valleys 
of air pressure in a sound wave as it travels through the air. Waves with small peaks 
and valleys produce soft sounds; those with relatively large peaks and valleys produce 
loud sounds (see Figure 2). 

We are sensitive to broad variations in sound amplitudes. The strongest sounds 
we are capable of hearing are over a trillion times as intense as the very weakest sound 
we can hear. This range is measured in decibels. When sounds get higher than 120 
decibels, they become painful to the human ear. (For a review, try the Psychlnteractive 
exercise on hearing.) 

HEARING LOSS AND 
DEAF CULTURE 

Kathy Peck has some great memories of 
her days playing bass and singing with The 
Contractions, an all-female punk band. The San 
Francisco group developed a loyal following 
~s it played hundreds of shows, ~nd released 
hvo singles and an album behvccn 1979 and 
1985. Thcir music wa s fun, fast, and loud. Too 
loud, as it turned out. Alter The Contractions 
opened for Duran Duran in front of thousands 
of screaming teeny-boppers at the Oaki.nnd 
Coliseum in 1984, Peck's caTS wcrc ringing 
for days. Tht'l1 her hearing gradually dete­
riorated. "It got to the point where 1 oouldn't 
hear conversations," says P£'Ck, nOw in her 50s. 

"Pffiple's lips would move and there was no 
sound. i was totally freaked out." (Noonan, 
2005, p. 42). 

The delicacy of the organs involved in 

FIGURE 2 The WiNes produced by diffe r­
ent stimuli are transmitted----usually througl­

the air-in different pattems. with lower 
frequen<:ies ir.dKated by fewer peaks and 

valleys per second (Source; ~ Stephens. 

& Tate, 2000.) 

www.mhhe.com/feldmaness7 

Psych Interactive Online 

Hearing 

hearing makes the ear vulnerable to damage. Former punk rocker Kathy Peck suffered severe hearing loss that cut short her m.Jsic. caree~ 
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Exposure to intense levels of sound-coming from events ranging from rock concerts 
to overly loud earphones-cventually can result in hearing loss, as the hair cells of 
the bas ilar membrane lose their elasticity (see Figure 3). Such hearing loss is often 
permanent. 

Some 28 million people in the United States have some degree of hearing impair­
ment, .:Ind the number is predicted to climb to 78 million by 2030. Although minor 
he.:lring impairment c.:In be treated with hearing aids that increase the volume of 
sounds reaching the ear, in some cases they are ineffective. In such sinmtions, tech­
nological .:Idv.:lnces have provided some amazing innovations, as we consider in the 
Applying PsyC//Ology in tile 21s1 Cmlilry box. 

Although the restor.:ltion of hearing to a de.:lf person may seem like an unquestion­
.:Ibly positive achievement, some advocates for the deaf suggest otherwise, especially 
when it comes to deaf children who are not old enough to provide informed consent. 
These critics suggestth.:lt deafness represents a legitimate culture-no better or worse 
than the hearing culture-and that providing even limited hearing to deaf children robs 
them of their natural cultural heritage. It is, wi thout doubt, a controversial position. 

SORTING OUT THEORIES OF SOUND 

How are our brains able to sort out wavelengths of different frequencies and intensi­
t ies? One clue comes from studies of the basil.:lr membrane, the area in the cochlea that 
translates physical vibrations into neural impulses. It turns out th.:lt sounds affcct dif­
ferent areas of the b.:lsilar membrane, depending on the frequency of the sound w.:lve. 
The part of the basilar membrane nearest to the oval window is most sensi tive to high-

SOI.Ind Decibel Level 

Whispering 25 dB 

Library 30 dB 

Average home 50 dB 
Normal conve~tJon 60 dB 

Washing machine 65 dB 

e.. 70 dB 
Vacuum deaner 70 d6 

Busy traffic 75 d6 

AJarm clock SO dB 

Noisy restaurant SO dB 

Average factory 85 d6 
Live rock music (moderately loud) 90 dB 

Screaming child 90 dB 

Subway train I 00 dB 

Jackhammer I 00 dB 

Loud song played through earphones 100 d6 
Helicopter 105 dB 

Sandblasting 110 dB 
Auto hom 

Live rock music (loud) 

:=~~::i:~'i~~~I.D OF 
Rocket launchtng 

PAIN 

120 d6 

130 d8 
130 dB 
140 de. 
140 dB 

180 dB 

Exposure Time 
Leading to Damage 

16 t-,m 
8 "',~ 
8 "',~ 
2 "',~ 
2 "',~ 

30 minutes 

"'" 30 minutes 
75 minutes 

3.75 minutes 

3.75 minutes 
Immed",te damage 

Immediate damage 

Immediate damage 

FIGURE 3 VariOl.ls sound ... their decibel level ... and the amount of exposure that resu!!.s In hearing 
damage. Source: e 1998 Better HeUYlg Institute. Washington. DC. All nghu reserved 
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APPLYING PSYCHOLOGY IN THE 21 ST CENTURY 

Making Senses: New 
Technologies for Restoring 
Sound and Sight 

You'd almost think Amy Ecklund 
is a contestant on a game show called 
Gucss Thai Sormd. "Thai's a glass!" 
she proudly exdaims as she hears 
a clinking noise in the New Haven 
pub where she's having lunch. 
"Silverware!" she cries ilt the dilng 
of a fork. When a hammer bilngs, 
Ecklund gets really excited. "Wow!" 
she says, "that is loud!" (Ecklund, 
1999, p. 68.) 

Ecklund's ability to hear is the result of 
a dramatic operJtion in which she ret:eived 
a oochlear implant. Hearing-impaired from 
the age of six, Ecklund, a television soap 
operil stilr, can now hear nearly normally. 

Ecklund is one of the 90,000 people 
worldwide who have cochlear implants, 
which treat certain forms of deafness pro­
duced by damage to the ear's hair cells. A 
cochlear implmrl consists of a tiny receiver 
inside the car and an electrode that stimu­
lates hair cells, controlled by a small exter­
nal sound processor worn behind the ear. 
The electrodes stimulate nerve endings, 
thereby relaying the information to the 
brain, where it can be interpreted as mean­
ingful sound. 

The cochlear implant is just one of il 
new generation of technological devices 
that offer the promise of restored hearing 
to the tens of thousands of people with 
hearing impairments. For eXilmple, the 
/Jolle anchored hcarillg appliance (BAHA) is a 
device for people with deafness in one ear 
or damage to the middle or outer ear. A 
BAHA transports vibrations from thedam­
aged ear to the good ear, helping people to 
hear sounds originating from both sides of 
their ears. Similarly, the pem:lmling auditory 
brainstem imp/mrt (PAB!) is an experimen­
tal technology that sidesteps the auditory 
nerve and sends sound stimuli direc tly 
to the auditory area of the brain stem. By 

Amy Ecklund's Itfe changed when she received a cochlear implanL 

working directly at the brain stem, the new 
device bypasses the auditory nerves and 
nerve endings that often degenerate soon 
after people lose their hearing (Murugasu, 
2005; Rauschecker & Shannon, 2002). 

It's not just individuals with hear­
ing impai rments who arc benefi ting 
from technologies designed to overcome 
physicill limitations. For example, scien­
tists are developing new technologies to 
help restore vision to blind people. In 
one advance, eye specialists have invented 
tiny silicon chips contilining thousands of 
receptors that can help people suffering 
from retinitis pigmentosa, a disease that 
slowly damages light-sensitive cells in the 
eye. The chips, which surgeons surgicill1y 
implant underneath people's retinas, con­
vert light in to electrical energy that stimu­
lates the damaged cells (Chow et aI., 2004; 
Palanker et aI., 2005). 

Taking a more direci route, another 
experimental technique for res toring vision 
involves wiring a small digital camera 
directly into the brain. Mounted on a pair 
of sunglasses, the camera connects to the 
brain's surface through a small opening 
in the skull behind the person's ear. 1he 

camera, equipped with an ultrasonic range 
finder, transmits information loa small com­
puter, which in tum stimulates an area on 
the brain associated with vision. Although 
much research remains before techniques 
like this will recreate the vision provided by 
normal eyesight, initial results are promis­
ing (J)Qbelle, 2000; Boahen, 21Xl5). 

Once they have been perfected, these 
tet:hnologies will drastically change the 
way users perceive the world. Byenhanc­
ing people's perceptual abilities, they pres­
enl the opportunity of experienCing every· 
day life in an exciting new way. 

What psychological reactions might be expected in people who can newly hear or 
sec and never experienced these senses previously? How might psychologists help 
people adjust to these new experiences? 

109 
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Place theory of hearing: The theory 
that different areas of the basilar mem­
brane respond to different frequencies. 

Frequency theory of hearing: The the­
ory that the entire basilar membrane 
acts like a microphone, vibrating as a 
whole in response to sound. 

Semicircu lar canals: Three tubelike 
structures of the inner ear containing 
fluid that sloshes through them when 
the head moves, signaling rotational 
or angular movement to the bra in. 

Otoli ths: Tiny, motion-sensitive crys­
tals within the semicircular canals th .. t 
sense body acceleration. 

frequency sounds, and the part nearest to the cochlea 's inner end is most sensi tive 
to low-frequency sounds. This findi ng has led to the place theory of hearing, which 
states that different areas of the basilar membrane respond to different frequencies. 

However, place theory does not tell the full story of hearing, because very low 
frequency sounds trigger neurons across such a wide area of the basila r membrane 
tha t no single site is involved. Consequently, an addi tional explanation for hearing has 
been proposed: frequency theory. The frequency theory of hearing suggests that the 
entire bas ilar membrane acts like a microphone, vibrating as a whole in response to 
a sound. According to this explanation, the nerve receptors send out signals that are 
tied directly to the frequency (the number of wave crests per second) of the sounds to 
which we are exposed, w ith the number of nerve impulses being a di re<:t function of 
a sound's frequency. Thus, the higher the pitch of a sound (and therefore the greater 
the frequency of its wave crests), the greater the number of nerve impulses that are 
transmitted up the auditory nerve to the brain. 

Neither place theory nor frequency theory provides the full explanation for hear­
ing (Hirsh & Watson, 1996; Hudspeth, 2000). Place theory provides a better explana­
tion for the sensing of high-frequency sounds, whereas frequency theory explains 
what happens when low-frequency sounds are encountered. Medium-frequency 
sounds incorporate both processes. 

After an auditory message leaves the ear, it is lTansmitted to the auditory cortex 
of the brain through a complex series of neural interconnections. As the message is 
transmitted, it is communicated through neurons that respond to specific types of 
sounds. Within the auditory cortex itself, there are neurons that respond selectively 
to very specific SOrts of sound featu~, such as clicks and whistles. Some neurOnS 
respond only to a specific pattern of sounds, such as a steady tone but not an intermit­
tent one. Furthermore, specific neurons transfer information about a sound's location 
through their particular pattern of firing (Hackett & Kass, 2003; Polyakov & Pratt, 
2003; Middlebrooks et aI., 2005; Wang et aI., 2005). 

If we were to analyze the configuration of the cells in the auditory cortex, we 
would find that neighboring cells are responsive to similar frequencies. The audi tory 
cortex, then, provides us with a "map" of sound frequencies, just as the visual cortex 
furnishes a representation of the visual field. 

BALANCE: THE UPS AND DOWNS OF LIFE 

Several s tructures of the ea r are related more to our sense of balance than to our hear­
ing. The semicircular canals of the inner car (refer to Figure 1) consist of three tubes 
containing fluid that sloshes through them when the head moves, signaling rotational 
or angular movement to the brain. The pull on our bodies caused by the accelera­
tion of fo rward, backward, o r up-and-down motion, as well as the constant pull of 
gravity, is sensed by the otoli ths, tiny, motion-sensitive crystals in the semicircular 
cana ls . When we move, these crystals shift like sands on a windy beach. The brain's 
inexperience in interpreting messages from the weightless otoliths is the cause of 
the space sickness commonly experienced by two-thirds of all space travelers (Flam, 
1991; Stern & Koch, 1996). 

Smell aOd'-L---,J;LUa'..Lstw..e~ _______ _ 

Until he bit into a piece of raw cabbage on that February evening, . .. Raymond Fowler 
had not thought much about the sense of taste. 

The cabbage, part of a pasta dish he was preparing for his famil y's dinner, had an odd, 
burning taste, but he did not pay it much attention. Then a few minutes later, his daughter 
handed him a glass of cola, and he took a swallow. " It was like sulfuric acid;' he s.lid. " It was 
like the holiest thing you could imagine boring into your mouth" (Goode, 1999, pp. 01-02). 
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It was evident that something was very wrong with Fowler's sense of taste. After 
extensive testing, it be:ame clear that he had damaged the nerves involved in his sense 
of taste, probably because of a viral infection or a medicine he was taking. (Luckily for 
him, a few months later his sense of taste returned to normal.) 

Even without disruptions in OUT ability to perceive the world such as those expe­
rienced by Fowler, we all know the important roles that taste and smell play. We'll 
consider these two senses next. 

SMELL 

Although many animals have keener abilities to detect odors than we do, the 
human sense of smell (o/faC/ioll ) permils us to detect more than 10,000 scp.1Tate 
smells. We also have a good memory for smells, and long-forgotten events and 
memories can be brought back with the mere whiff of an odor associated with 
a memory (Gillyatt, 1997; Schiffman el aI., 2002; Dilorenzo & Youngcntob, 2003; 
Stevenson & Case, 2(05). 

Results of "sniff tests" have shown that women generally have a beller 
sense of smell than men do (Engen, 1987). People also seem 10 have the ability 
to dis tinguish males from females on the basis of smell alone. In one experiment, 
blindfolded students who were asked to sniff the breath of a female or male vol­
unteer who was hidden from view were able to distinguish the sex of the donor 
at beller than chance levels. People can also distinguish happy from sad emotions 
by sniffing underarm smells, and women are able to identify their babies solely 
on the basis of smell just a few hours after birth (Doty et al., 1982; Haviland-Jones 
& Chen, 1999). 

Our understanding of the me:hanisms that underlie the sense of smell is just 
beginning to emerge. We do know that the sense of smell is sparked when the 
molecules of a substance enter the nasal passages and meet olfactory celis, the recep­
tor neuronS of the nose, which are spread across the nasal cavity. More than 1,000 
separate types of receptors have been identified on those cells so far. &1ch of these 

The weightless.ness of the ear's otoliths 
produ~es !>pace sickness in most astronauts. 

receptors is so specialized that it responds only to a small band of different odors. tory cells. are spread aams the nasal cavity. The 
111e responses of the sep."lrate olfactory cells are then transmitted to the brain, cel ls are specialized to react to particular odor>. 

where they are combined into recognition of a particula r smell (Rubin & Katz, 1999; Do )'OU think it is posr.ible to "train" the nose to 
Murphy et aI., 20(4). pick up a greater number of odors? 
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There is increasing evidence that smell can also act as a hidden means of com­
munication fo r humans. It has long been known that nonhumans release plu:ro­
IIWlres, chemicals secreted into the environment by individuals that produce a reac­
tion in o ther members of the same species, permitting the transmission of messages 
such as sexua l availability. For ins tance, the vaginal secretions of female monkeys 
contain pheromones th,1t stimulate sexual interest in male monkeys (Holy, Dulac, 
& Meister, 2(00). 

Although it seems reasonable that humans might also communicate through the 
release of pheromones, the evidence is still scanty. Women's vaginal secretions contain 
chemicals similar to those found in monkeys, but in humans the smells do not seem 
to be related to sexual activity. However, the presence of these substances may explain 
why women who live together for long periods of time tend to start their menstrual 
cycles on the same day (McClintock et aI., 2001; McCoy & Pitino, 2(02). 

TASTE 
The sense of taste (gustatiOlI) involves receptor cells that respond to four basic stimu­
lus qualities: sweet, sour, salty, and bitter. A fifth category a lso exists, a flavor called 
IIlIIallli, although there is <:OT1troversy about whether it qualifies as a fundamen tal 
taste. Umami is a hard-to-translate Japanese word, although the English "meaty" or 
"savory" comes close. C hemically, umami involves food st imuli that contain amino 
acids (the substances that make up proteins) (Smith & Margolskee, 2001; de Araujo, 
Kringelbach, & Rolls, 2003; Shi, Huang, & Zhang, 2005). 

Although th(' speciaii?.ation of the receptor cells leads them to respond most 
strongly to a particular type of taste, they also seem capable of responding to other 
tastes as well. Ultimately, every taste is simply a combination of the basic flavor quali­
ties, in the same way that the primary colors blend into a vast variety of shades and 
hues (GHberson, Damak, & Margolskee, 2000; Dilorenzo & Youngentob, 2003). 

The receptor cells for taste are located in roughly )0,000 laste bllds, which 
are d istributed across the tongue and other parts of the mouth and throat. 
The taste buds w('ar out and are replaced ('very ten days or so. That's a 
good thing, because if our taste buds weren't constantly reproducing, we'd 
lose the ability to taste after we'd accidentally burned our tongues. 

There are 10,000 taste buds on the tongue and other 

The sense of taste differs significantly from one person to another, 
largely as a result of genetic factors. Some people, dubbed "supertasters," 
are highly sensitive to taste; they have twice as many taste receptors as 
"nontastcrs," who are relatively insensitive to taste. Supertasters (who, 
for unknown reasons, are more likely to be female than male) find sweets 
sweeter, cr('am creami('r, and spicy dishes spider, and weaker conc('ntra­
tions o f flavor are enough to satisfy any cravings they may have. In contrast, 
be<:ausc they aren 't so sensitive to taste, nontaslers may seck out relatively 
sweeter and fattier foods in order to maximize the taste. As a consequence, 
they may be prone to obesity (B."1rtoshuk & Drewnowski, 1997; Bartoshuk, 
2CXJO; Snyder, Fast, & Bartoshuk, 20(4). 

parts of the mouth. Taste buds wear out and are replaced 

every ten days. W hat ......au ld happen if taste buds were 

not regenerated? Are you a supertaster? To find out, complete the questionnaire in 
Figure 4. 

The Skin Senses: Touch, Pressure, 
Temperature, and Pain 

It starlt.>d innocl'ntly when Jennifer Darling hurt her right wrist during gym class. At first 
it Sttm~>d like a simple sprain. But even though the initia l injury heak>d, the exnu(iating, 
burning pain ~ccompanying it did not go away.lnsteJd, it spreJd to her other arm Jnd 
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f'f'f'f'f'f'f' 
Take a TasteTest 

I. Taste 8...:1 Count 
Pl.nc:h a hole with a standard hole purw:h m a sq.;are of wax paper. Pamt the front of )"0 .... 

tongue with a cotton ~ab dIpped In blue food colonng. Put wax paper on the trp of )<lur 
tongue. just to the nght of center. W<th a ftashhgMt and magnifying glass. count the ...... mber 
of pink, unstained circles. They contain taste buds. 

2. S~Taste 
Rinse)"O .... mouth WIth water before tastrng each sample. Put 112 cup sugar In a measunng 
c'-P. and then add enou#, water to make I <:up. MIX. Coat front hatf of )'Uurtongue. 
rndudlng the tip. with a cotton swab dipped in the solutIO" Wart a few moments. Rate the 
sweetness according to the scale shown below. 

3. Salt Taste 
Put 2 teaspoons of salt in a measuring cup and add enough water to make I cup. Repeat the 
steps listed above. rating how salty the solution is. 

4. Sprcy Taste 
Add I teaspoon ofTabasco sauce 10 I cup of water. Apply with a cotton swab to first half 
inch of the tongue , including the tip. Keep )'Uurtongue OUi of )'Our mouth unti l the bum 
reaches a peak. then rate the bum according to the scale. 

TASTE SCALE 

Barely Moderate Stronges t 

o.'Ii~;;'II'II,L II'IIIIII'II::~l~;"IIII,::,I:;';':II'IIIIIIII'IIIIII':~::I'I~;I~:;II:;rO" I I I I I I I I I I I , 

No. oftaste buds 
Sweet rating 
Tabasco 

., 
SUPERTASTERS 
25 on Average 
56 on Average 
64 on Average 

" " H" 

NONTASTERS 
10 
12 
31 

Average tasters lie in between supertasters and nontasters. Bartoshuk and Lucchina lack the 
data at th is time to rate salt reliably. but you can compare your res .... ts with others takjng the 
,~, 

then to her legs. The pain, which Jennifer described as similar to "a hot iron on your arm," 
was unbcarabk-.and nevCT stopped. 

The source of Darling's pain turned out to be a rare condition known as "reflex 
sympathetic dys trophy syndrome," Or RSOS fOr short. For a victim of RSDS, a s timu­
lus as mild as a gentle breeze or the touch of a feather can produce agony. Even bright 
sunlight or a loud noise can trigger intense pain. 

Pain like Darling's can be devastating, yet a lack of pain can be equally bad. If­
like Ashlyn Blocker, whose case was described in the chapter-opening prologue-you 
never experienced pain, for instance, you might not notice that your arm had brushed 
against a hal pan, and you would suffer a severe bum. Similarly, without the warning 
sign of alxlominal pain that typically accompanies an inflamed appendix, your appen­
dix might eventually rupture, spreading a fatal infect ion throughout your body. 

In fact, all our skin senses- touch, pressure, temperature, and pain- playa criti­
cal role in survival. making us aware of potential danger to our bodies. Most of these 
senses operate through nerve recep tor cells located at various depths throughout the 
skin, distributed unevenly throughout the body. For example, some areas, such as the 
fingertips, have many more receptor cells sensitive to touch and as a consequence 

FIGURE 4 All tongues are not cre-

ated equal. accord ing to taste researUr­

ers Linda Bartoshul<: and Laurie Lucchina. 
Instead. they suggest that the intensity of 

a flavor- experienced by a given person is 

determined by that person's genetic back­
ground. This taste test can help determine 

if you are a nontaster. average taster. or 
supertaster. (Soun::e; Bartoshuk & Lucm.na. 

1997.) 

Skin senses: The senses of touch, pres­
sure, temperature, and pain. 
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Gate-contro l theory of pa in: The 

theory that particular nerve recep­
tors lead to specific areas of the brain 
related to pain. 

FIGURE 5 Skin sensitivity in various areas 

o f the body. The lower the mean threshold 

is, the more sensitive a body part is. The 

fingers and thumb. lips. nose , cheeks, and 

big toe are the most sensitive. Why do you 

think eeTta,n areas are more sensitive than 
others? (Sou-ce: Kenshalo. The SkIn ~. 

1968. Courtesy of Charles C. Thomas. PWIrsher. 
LId .. Spnngfoeld, n.r.ois.) 

are notably more sensitive than other areas o f the body (Gardner & Kandel, 2000; see 
Figure 5). 

Probably the most extensively researched skin sense is pain, and with good rea ­
son: People consult physicians and take medication for pain more than for any other 
symptom or condition. Pain costs $100 billion a year in the United States alone (Price, 
2000; Kalb, 2001.1; Kalb, 2(03). 

Pain is a response toa great variety of different kinds of s timuli. A light that is too 
bright can produce pain, and sound that is too loud can be painful. One explanation is 
that pain is an outcome of cell injury; when a cell is damaged, regardless of the source 
of damage, it releases a chemical called subs/mIce P tha t transmits pain messages to 
the b rain. 

Some people a re more s usceptible to pain than o thers. For example, women expe­
rience painful stimuli more intensely than men. These gender differences are associ­
ated with the production of hormones related to menstrual cycles. In addition, certain 
genes are linked to the experience of pain, so that we may inherit o ur sens itivi ty to 
pain (Zubieta et ai., 2003; Frot, Feine, & Bushnell, 2004; Apkarian et aI., 2005). 

But the experience of pain is not determined by biological fa ctors alone. For 
example, women report that the pain experienced in childbirth is moderated to some 
degree by the joyful nature of the situation. 1n contrast, even a minor stimulus can 
produce Ihe perception of strong pain if it is accompanied by anxiety (li ke a v isit to 
the dentist). C learly, then, pain is a perceptual response tha t depends heavily on our 
emotions and thoughts (Montgomery & Bovbjerg, 2003; Hadjis tavropoulos, Cm ig, & 
Fuchs-Lacelle, 2004; Rollman, 20(4). 

According to the gate-control theory of pa in, pa rticu lar nerve receptorS in the 
spinal cord lead to specific areas of the brain related to pain. When these receptors arc 

Forehead 

4 

B"k 

"', 
Thigh 

Calf 

SQ, 

Big t oe 

~ 
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activated because of an injury or problem with a part of the 
body, a "gate" to the brain is opened, allowing us to experi­
ence the sensation of pain (Melzack & Katz, 2(04). 

However, another set of neural receptors can, when 
stimulated, close the "gate" to the brain, thereby reducing 
the experience of pain. The gate can be shut in two different 
ways. First, other impulses can overwhelm the nerve path­
ways relating to pain, which are spread throughout the brain. 
In this case, non painful stimuli compete with and sometimes 
displace the neural message of pain, thereby shutting off the 
painful stimulus. This explains why rubbing the skin around 
an injury (or even listening to distracting music) helps reduce 
pain. The competing stimuli can overpower the painful ones 
(Villemurc, Slotnick, & Bushnell, 2003). 

Psychological factors account for the Se(:ond way a gate 
can be shut. Depending on an individual"s current emo­
tions, interpretation of events, and previous experience, 
the brain can close a gate by sending a message down the 

The ancient practice of acupuncture i5 rtiH used in the twenty-first century. 

How does the gate·contrd theory of pain explain how acupuncture world 

spinal cord to an injured area, producing a reduct ion in or relief from pain. Thus, 
soldiers who are injured in battle may experience no pain-the surprising si tuat ion 
in more than half of all combat injuries. The lack of pain probably occurs because 
a soldier experiences such relief at still being alive that the brain sends a s ignal to 
the injury site to shut down the pain gate (Turk, 1994; Gatchel & Weisberg, 2000; 
Pincus & Morley, 2001). 

Gate-control theory also may explain cultural differences in the experience of 
pain. Some of these variations are astounding. For example. in India people who 
participate in the "'hook-swinging"' ritual to celebrate the power of the gods have steel 
hooks embedded under the skin and muscles of their backs. Ouring the ritual, they 
swing from a pole. suspended by the hooks. What would seem likely to induce excru­
ciating pain instead produces a state of celebration and near euphoria. In fact, when 
the hooks are later removed, the wounds heal quickly, and after two weeks almost no 
visible marks remain (Kosambi, 1%7; Melzack & Wall, 2001). 

Gatc-control theory suggests that the lack of pain is due to a message from the 
participant'S brain. w hich shuts down the pain pathways. Gate-control theory also 
may explain the effectiveness of acuprmcl ll re, an ancient Chinese technique in which 
sharp needles are inserted into various parts of the body. The sensation from the 
needles may close the gateway to the brain, reducing the experience of pain. It is 
also possible that the body's own painkillers-called endorphins-as well as posi­
tive and negative emotions, playa role in opening and closing the gate (Daitz, 2002; 
Fee et ai., 2002). 

For some people, pain is an everyday part of life, sometimes so much so that it 
interferes with the most simple tasks. Chronic, lingering pain may s tart when some­
one experiences an injury that damages neurons involved in the transmission of pain. 
These injured neurons send out endless false alarms to the brain and cause the brain 
to experience pain. For many people, pain is unceasing: According to the American 
Pain Foundation. some 50 million people in the United States suffer from chronic pain 
(Clay, 2002; Marx, 2(04). 

Psychologists and medical specialists have devised several 
strategies to fight pain. Among the most important approaches 
are the following: 

• Medicatioll. Painkilling drugs are the most popular treat­
ment in fighting pain. Drugs range from those which 
directly treat the source of the pain-such as reducing 

BECOMING AN ~ 

INF~rp~y~h~iogy vtJJ 
Managing Pai n 
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swelling in painful joints-to those which work on the symptoms. Medication 
can be in the form of pills, patches, injections, or liquids. In a recent innova­
tion, drugs a re pumped directly into the spinal cord (Wallace, 2002; Kalb, 
2(03). 

• Nerve rmd brain stimu/aliol/. Pain can sometimes be relieved when a low-voltage 
e lectric current is passed through the specific part of the body that is in pain. 
In even more severe cases, electrodes can be implanted surgically directly into 
the brain, or a handheld battery pack can stimulate nerve cells to provide direct 
relief. This process is known as transcutaneous electrical nerve stimulation, or TENS 
(Ross, 2000; Campbell & Ditto, 2(02). 

• Liglrilirerapy. One of the newest forms of pain reduction involves exposure to 
specific wavelengths of red or infrared light. Certain kinds of light increase 
the production of enzymes that may promole healing (Whelan el aI., 2001; 
Underwood, 2(03). 

• Hypnosis. For people who can be hypnotized, hypnosis can greatly relieve pain 
(Nash, 2001; Ketterhagen, VandeVusse, & Berner, 2002; Patterson, 2CKl4). 

• Biofeedback and relaxatiml teclmiques. Using biofeedback, people learn to control 
'"involuntary" functions such as heartbeat and respirat ion. If the pain involves 
muscles, as in tens ion headaches or back pain, sufferers can be trained to relax 
their bodies systematically (National Institutes of Health, 1996; Middaugh & 

Paw lick, 2002). 
• Surgery. In one of the most extreme methods, nerve fibers that carry pain mes­

sages to the brain can be cut surgically. Still, because of the danger that other 
bodily functions will be affected, surgery is a treatment of last resort, used most 
frequently with dying patients (Cullinane, Chu, & Mamelak, 2002). 

• Cogl/itive restfllctllrillg. Cognitive treatments arc effective for people who con­
tinually say to themselves, '"This pain will never stop:' '"The pain is ruining my 
life," or '"I can't take it anymore" and are thereby likely to make their pain even 
worse. By substituting more positive ways of thinking, people can increase thei r 
sense of control-and actually reduce the pain they experience. Teaching people 
to rewrite their pain '"script" through therapy can result in significant reduc­
tions in their perception of pain (Mufson, 1999; Pincus & Morley, 2001; Bruehl & 

Chung, 2CKl4). 

To learn more about chronic pain, you can consult the American Pain Society 
(847-375-4715; www.ampainsoc.org) or the American Chronic Pain Association (916-
632-0922; www.theacpa.org). Many hospitals have dinics that specialize in the treat­
ment of pain. Any pain dinic, though, should be approved by the Commission for the 
Accreditation of Rehabilitative Facilities or the Joint Commission on the Accreditation 
of Health-Care Organizations. 

How Our Senses Interact 
When Matthew Blakesl.,." shilpes h;lmburgcr pallies with his hands, he ")(perien.:es a vivid 

biller laste in his mouth. Esmerelda Jon~'S (a pseudonym) SI..>eS blue when she listens to the 

note C sharp played on the piano; other notes evoke different hues-so much so thJllhe 

piano keys are actually color-codoo, making it easier for her to remember and play musi· 
(,,1 sca les. And when Jeff Coleman looks at printed black numbers, he sees them in oolor, 

cad, a different hue. (Ramachandran &. Hubbard, 200.:1, p. 53). 

The explanation? Each of thes.e people has a rare condition known as $YJIl!!>tirl'Sia , 

in which exposu re to one sensation (such as sound) evokes an additional one (such 
as vision). 

We don' t know why some people experience synesthesia. It is possible that they 
have unusually dense neural linkages between the different sensory a reas of the 
brain. Another hypothesis is that they lack neural controls that usually inhibit COll-
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FIGURE 6 Try to pick out the 2s in the display in (a). Most people take several seconds to find 

them buried among the 5s and to see that the 2s fo rm a triangle . For people .,..;th certain forms of 

synesthesia. however. it's easy. because they perceive the different numbers in contrasting colors. as 
in (b). (Based on Ramachandran & Hubbard. 2001.) 

ncctions between sensory areas (Ramachandran & Hubbard, 2001; Shannon. 2003; 
Ramachandran, 2(04). 

Whatever the reason for synesthesia, it is a rare condition, and most of us do not 
experience it. (If you'd like to check out this phenomenon, see Figure 6.) Even so, the 
senses of all of us do interact and integrate in a variety of ways. 

For example, the taste of food is influenced by its texture and temperature. 
We perceive food that is warmer as sweeter (think of the sweetness of steamy hot 
chocolate compared with cold chocolate milk). Spicy foods stimulate some of the 
same pain receptors that are also stimulated by heat- making the use of ""hot"" as 
a synonym for ""Spicy" quite accur,lte (Cruz & Green, 2000; Green & George, 2004; 

Ba laban, McBurney, & Affeltranger, 2005). 

It's important, then, to think of our senses as interacting. They work in tandem to 
build our complex understanding of the world around us. 

R EC A PlEVA LUAT EI RETH INK 

RECAP 

Wllat role does tile ear play ill tire $elr5e$ of sound, ilia/ion, and 
hulmrce? 

• Sound, motion, and balance are centered in the ear. 
Sounds, in the fonn of vibrating air waves, enter 
through the outer car and travel through the auditory 
canal until they reach the eardrum. (p. 105) 

• The vibrations of the eardrum are transmitted into the 
middle ear, which consists of three bones: the hammer, 
the anvil, and the stirrup. These bones transmit vibra­
tions to the oval window. (p. 105) 

• In the inner ear, vibrations move into the cochlea, which 
encloses the basilar membrane. Hair cells on the basi­
lar membrane change the mechanical energy of sound 
waves into nerve impulses that are transm itted to the 
brain. The ear is also involved in the sense of balance 
and motion. (pp. 105-106. 110) 

• Sound has a number of physical characteristics, includ­
ing freque ncy and amplitude. The place theory of hear­
ing and the frequency theory of hearing explain the 

processes by which we distinguish sounds of varying 
frequency and intensity. (pp. 106-107, 110) 

How do smell and taste function? 

• Smell depends on olfactory cells (the receptor cells of the 
nose), and taste is centered in the tongue's taste buds. 
(pp.111 - 112) 

What are the skin senses, and how do they relate to the expe­
rience of pain? 

• The skin senses are responsible for the experiences 
of touch, pressure, temperature, and pain. Gate­
control theory suggests that particular nerve 
receptors, when activated, open a ""gate" to specific 
areas of the brain related to pa in, and that another 
set of receptors closes the gate when s timulated. 
(pp.1I3-115) 

• Among the techniques used frequently to alleviate pain 
are medication, hypnosis, biofeedback, relaxation tech­
niques. surgery, nerve and brain stimulation, and cogni­
tive therapy. (p. 115-116) 
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EVALUATE 

1. The tubelike P.l ss.l ge leading from the outer ear to the ear-
drum is known as the -,_-, _____ -,-____ --

2. The pu rpose of the eardrum is to protect the sensitive 
nerves underneath it. It serves no purpose in actual 
hearing. True or fa lse? 

3. The three middle ear bones transmit their sound to thc 

4. The theory of hearing s tates that the 
entire basilar membrane responds to a sound, vibrating 
more or less, depending on the nature of the sound. 

5, The three fluid ·filled tubes in the inner ear that are 
responsible for our sense of balance a re known as the 

6, The theory s tates 
tha t when certain skin receptors are activated as a result 
of an injury, a "pathway" to the bra in is opened, allow­
ing pain to be experienced. 

KEY TERMS 

sound p. 105 
eardrum p. 105 
cochlea p. 105 
bas il ar membrane p, 105 
hair cells p, 106 

place theory of hearing 
p. 110 

frequency theory of hearing 
p, 110 

semicircular canals p. no 

RETHINK 

1. Much resea rch is being conducted on repairing fau lty 
sensory organs through devices such as personal guid­
ance systems and eyeglasses, among others. Do you 
think tha t researchers should attempt to improve normal 
sensory ca pabilities beyond their "natural " range (for 
example, make human visual or audio capabilities more 
sens itive than normal)? What benefits might this ability 
bring? What problems might it cause? 

2, From tire perspectiw af u social Toorker: How would you 
handle the case of a deaf child whose hearing could be 
restored with a cochlear implant, but d ifferent fa mily 
members had conflictin g views on whether the proce­
dure should be done? 

Answe ... to Evaluate Que .tIons 

(OJluro-;)1CS"9 :sJ"eue:> JeIIUlUjWiJoS"S 
:,6u.mb;,.,J ' r :MOPU!M IVMl'£ :punos alll Si'WSUl'JI puB ' I! 

IN lH>.\CM punos ~M Q Il'Jq111 11 :iJoSlcJ '~ :[cue;, A.lo:!lpnC · \ 

o toli ths p. n o 
skin senses p. n3 
gate-control theory of pain 

p. 114 



Feldman: Essentials 01 III. Sensation and 
Understanding Psychology. Perception 
Savanth Edition 

11. Perceptual 
Organization: Consuucting 
Our Vi ew III the World 

Consider the vase shown in Figure la for a moment. Or is it a vase? Take another look, 
and instead you may see the profiles of two people. 

Now that an alternative interpretation has been pointed out, you will probably 
shift back and forth between the two interpretations. Similarly, if you examine the 
shapes in Figures Ib and Ie long enough, you w ill probably experience a shift in what 
you' re seeing. The reason for these reversals is this: Because each figure is two-dimen­
sional, the usual means we employ for dist inguishing the figure (the object being per­
ceived) from the ground (the background or spaces within the object) do not work. 

The fact tMt we can look at the same figure in more than one way illustrates an 
important point. We do not just passively respond to visual stimuli that happen to fall 
on our retinas. Instead, we actively try to organize and make sense of what we see. 

We turn now from a focus on the initial response to a stimulus (sensation) to what 
our minds make of that stimulus-perception. Perception is a constructive process by 
which we go beyond the stimuli that are presented to us and attempt to construct a 
meaningful si tuation. 

The Gestalt Laws of Organization 
Some of the most basic perceptual processes can be described by a series of principles 
that focus on the ways we organize bits and pieces of infonnation into meaningful 
wholes. Known as gesta lt laws of organization, these principles were set forth in 

.. b • 

FtGURE I VVh.., the usual cu ... we use to dirtingu i.h figure frem ground are ab<ent. we may shift 

back and forth between differe nt views of the same figure. If)'Ow look at each of these objeas long 

enough. you'll probably experience a sh,ft in what you're seeing. In (a). )'O u can see e<mer a vase or 

the profi les of t'M) people. In (b). the shaded portion of the figure. called a Necker cube. can appear 

to be either the front or the back of the cube. Finally; III (c). )'Ou'li be able to see a face of a woman 

if you look at the drawing kmg enough. 

() The McGraw-Hili 
Companies. 2OOIl 

i 
Key c.oncepts , 
What prin~iples Ii 

, , 
world and allow us to make 
sense of our environment? 

How are we able to perceive the 
world in three dimensions when 
our retinas are capable of sensing 
only two-dimensional images? 

What clues do visual illusions give 
us about our understanding of 
general perceptual mechanisms? 

Gestalt laws of organ ization: A series 
of principles that describe how we 
organize bils and pieces of informa­
tion inlo meaningful wholes. 

<. 

II. 
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L~ 

Clo,ure b. 

FIGURE 3 Nthough at first it IS difficult 

to distinguish a nything in th is dl"aVY'lng. keep 

Iool<ing. and eventually you 'll probably be 

able to see the figure of a dog Oames. 
1966). The dog represents a gestalt. or per­
ceptua l whole. INhich is something greater 

than the sum of the individual e lements 

Proximity < • 

••••••• ••••••• ••••••• ••••••• ••••••• ••••••• ••••••• ••••••• 
Similarity d. Simplidty 

FIGURE 2 Organizing these various bits and pie<:es of infotmation into meaningful v.+des constitutes. 

some of the most basic process.es of perception, lNh ich are summed up in the gestalt laws of organiza­

tion, Do you think any other spe<ies share this organizatiO<\aI tendency? How might vve find out? 

the early 1900s by a group of German psychologists who studied patterns, or gestl!lt;; 
(Wertheimer, 1923). Those psychologists discovered a number of important principles 
tha t are valid for visual (as well as auditory) stimuli, illustrated in Figure 2: closure, 
proximity, Similarity, and simplicity. 

Figure 2a illustrates closure. We usually group elements to form enclosed or com­
plete figures rather than open ones. We tend to ignore the breaks in Figure 2a and 
concentrate on the overa ll form. Figure 2b demonst rates the principle of proximity: We 
perceive elements that are closer together as grouped together. As a result, We tend to 
sec pairs of dots rather than a row of single dots in Figure 2b. 

Elements that are similar in appearance we perceive as grouped together. We sec, then, 
horizontal rows of circles and squares in Figure 2c instead of vertical mixed columns. Finally, 
in a general sense, thl' overriding gl'Stali principle is simplicity: When WI" ob$ervl' a pattern, 
we perceive it in the most bask, strnightfonvard manner that we can. For example, most of 
us sec Figure 2d as a square with lines on two sides, rather than as the block letter Won top 
of the letter M. If WI" have a choiCE' of interpreta tions, WI" generally opt for the simpler one. 

Although gestalt psychology no longer p lays a prominent role in contemiX'rary psy­
chology; its legacy endures. One fundamental gestalt principle that remains influential is 
that two objects oonsiderod together fonn l\ whole that is different from the simple combi­
nation of thl' objects. Gestalt psychologists argued, quitl' convincingly. that the perCE'ption 
of stimuli in our environment goes well beyond the individual elements that we sense. 
Instead, it represents an active, constructive process carried out within the brain. There, 
bits and pieces of .sens.1tions arc put together to make something more meaningful than 
the separate elements (Humphreys & Muller, 2CXlO; Lehar, 2000; see Figure 3). 

. -" '-' - . -
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Feature Analysis: Focusing on the 
.Ear1!i~tbe WhQLe 
Amon! l'C<enl approach 10 perception- feature analysis--considers how we perceive 
a shape, pattern, object , or scene through the reaction of specific neurons to the indi­
vidual elemenls Ihat make up the stimulus. We then use those individual components 
to understand the overall nature of whal we are perceiving. Feature analysis begins 
with the evidence thai individual neurons in the brain arc sensi tive 10 specific spa­
tial configurations, such as angles, curves, shapes, and edges. The presence of these 
neurons suggesls that any stimulus can be broken down into a series of component 
features. For example, the letter R is a combination of a verlicalline, a diagonal line, 
and a half circle (see Figure 4). 

According to feature ilnalysis, when we encounter a stimulus--such ilS a lct«::r­
the brain's perceptual processing system initia lly responds to its component parts. 
Each of those parts is compared wi th information about components that is stored in 
memory. When the specific components we perceive match up with a particular set 
of components we have encountered previously, we are able to identify the s timulus 
(Spillmann & Werner, 1990; Ullman, 19%). 

According to some research, the way we perceive complex objects is s imilar to the 
way we perceive simple letters-viewing them in terms of their component elements. 
For instance, just 36 fundamental components seem to be capable of producing over 
150 million objects-more than enough to describe the 30,000 separate objects that 
the average person can recognize (see Figure 5). Ultimately, these component fea tures 
are combined into a representation of the whole object in the brain. This representa­
tion is compared to existing memories, thereby permitting us to identify the object 
(Biederman, 1987, 1990). 

Psychologist Anne Treisman has a different perspective. She suggests that the 
perception of objects is best understood in terms of a two-stage process. In the preat­
telltivc stage, we focus on the physical features of a stimulus, such as its size, shape, 
color, orientation, and direction of movement. This initial stage takes little or no con­
scious effort. [n the focllsed-allenfion stllge, we pay attention to particular features of an 

R- R 

Stlmulus Sensatlon 
On retin3 

Feature 
detectors 

p 

:-_ .. IOecislon ............. " R" 

Higher-level 
3naty.l. 

Integnt ion Percept ion 

Feature analys is: An approach to 
perception suggesting thai we per­
ceive 11 shape, pattern, object, or scene 
through the reaction of specific neu­
rons to the individual elements that 
make up the stimulus. 

FI CURE 4 According to feato..re ana!ysr.; 
approaches to perception, we break down 

stimuli into their component parts and then 

compare those parts to rnformation that is 
stored in memory W'hen we find a match , 

we are able to identify the stim.;lus. k"I this 

example. the process by which we re.:ognize 
the letter R ~ illustrated (Goldstein, 1984) 
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FIGURE 5 Components and simple 
objects created from them. (Source; 
Adapted from Biederman. 1990.) 

FIGURE 6 Double Mona lisas1 

These pictures appear similar at first glance 
because only our preattentive process 
is active. \Nhen the pictures are seen 
upright. the true detail in the two faces is 
revealed. (Sourre; Juleg 1986.) 

Components Objects 

1 
1 

3 
3 

5 

5 

5 

3 

objcct. choosing and emphasizing features that were initially considered separately 
(Treisman, 1988,1993,2004). 

For example, take a look at the two upside-down photos in Figure 6. Probably, 
your first impression is that you're viewing two similar photos of the Mona Lisa. But 
now look at them right side up, and you'll be surprised to note that one of the photos 
has distorted features. In Treisman's terms, your initial scanning of the photos took 
place at the preallentive stage. When you turned them over, however, you immedi­
ately progressed to the focused-attention stage, where you were able to consider the 
actual nature of the stimuli more carefully. 

Treisman's perspective (and other approaches to feature analysis), compared with 
that of proponents of the gestaltist perspective, raises a fu ndamental question about 
the nature of perceptual processes: [s perception based mainly on consideration of the 
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compon('flt parts of a stimulus, or is it grounded primarily in perception of the stimu­
lus as a whole? This is the issue to which we tum ne:o:t. 

Top-Down and Bottom-Up 
Emcesslng ______ _ 
Ca- yo- re-d t-is -en-en-e, w-ic- ha- ev-ry -hi-d I-tt-r m-ss-ng? It probably won't take 
you too long to figure out that it says, "Can you read this sentence, which has every 
third letter missing?" 

If perception were b..1sed primarily on breaking down a stimulus into its most 
basic elements, understanding the sentence, as well as other ambiguous stimuli, 
would not be possible. The fact that you were probably able to recogni7.l! such an 
imprecise stimulus illustrates that perception proceeds along two different avenues. 
called top-down processing and bottom-up processing. 

In lop-down processing. perception is guided by higher-level knowledge, expe­
ri('flee, expectations, and motiV,1tions. You were able to figure out the meaning of 
the sentence wi th the missing tetters because of your prior reading experience, and 
because written English contains redundancics. Not every letter of each word is neces­
sary to decode its meaning. Moreover, your expectations played a role in you r being 
able to read the sentencc. You were probably expecting a statement that had semel/lillg 
to do with psychology, not the lyrics to an Eminem song. 

Top-down processing is illustriltcd by the importance of context in detcnnining 
how we perceive objects. Look, for eXilmple, at Figure 7. Most of us perceive that the 
first row consists of the letters A through F, while the second contains the numbers 
10 through 14. But take a more careful look and you'll see that the "B" and the "13" 
are identical. Clearly, our perception is affected by our expectations about the two 
SCf;Juences---even though the two stimuli are exactly the same. 

However, top-down processing cannot occur on its own. Even though top-down 
processing allows us to fill in the gaps in ambiguous and o ut-of-context stimuli, 
we would be unable to perceive the meaning of such s timuli without bottom-up 
processing. Bottom-up processing consists of the progression of recognizing lind 
processing information from individu1l1 components of a s timuli and moving to the 
perception of the whole. We would make no headway in our recognition of the sen­
tence without being able to perceive the individulll shllpes that make up the letters. 
Some perception, then, occurs li t the level of the patterns and features of each of the 
separa te letters. 

[t should be apparent that top-down and bottom-up processing occur simul­
taneously, and interact w ith each other, in our perception of the world around us. 
Bottom-up processing pennits us to process the fundamenta l ch<lracteristics of stimuli , 
whereas top-down processing allows us to bring our experience to bear on perception. 
As we learn more about the complex processes involved in perception, we lire devel­
oping a better understanding of how the brain continually interprets infonnation from 
the senses and pennits us to make responses appropriate to the environment. 

J"- 13 C I) I: 1= 
10 II 12 13 14 

FIGURE 7 The power of context is shown in tNs ~gure. Note how the 6 and the I) are identical. 
(Sourc.e: CoI= & Ward 1989.) 

Top-down processi ng: Perception 
that is guided by higher-le\'el knowl­
edge, experience, expectations, and 
motivations. 

Bollom-up processing: Perception th<1t 
consists of the progression of recogniz­
ing and processing infonnation from 
individual components of a stimuli 
and moving to the perception of the 
whole. 
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Perceptual Coostancy'-_____ _ 
Consider what happens as you finish a convers.ltion with a friend and she begins to 
walk away from you. As you watch her walk down the street, the image on your retina 
becomes smaller and smalle r. Do you wonder why she is shrinking? 

Of course not. Despite the very real change in the size of the retinal image, you 
factor into your thinking the knowledge that your friend is moving farther away from 
you because of perceptual constancy. Perceptual collstalley is a phenomenon in which 
physical objects are perceived as unvarying and consistent despite changes in their 
appearance or in the physical environment. 

In some cases, though, our application of perceptual constancy can mislead us. 
One good example of this involves the rising moon. When the moon first appears a t 
night, dose to the horizon, it seems to be huge-much larger than when it is high in 
the sky later in the evening. You may have thought that the apparent change in the 
size of the moon was caused by the moon's being physically doser to the earth when 
it first appears. In fact, though, this is not the case a t all: the ac tual image of the moon 
on our retina is the same, whether it is low or high in the sky. 

Ins tead, the moon appears to be larger when it is dose to the horizon primarily 
because of the phenomenon of perceptual constancy. When the moon is near the hori­
zon, the perceptual cues of intervening terrain and objects such as trees on the horizon 
produce a misleading sense of distance. The phenomenon of perceptual constancy 
leads us to take that assumed distance into account when we view the moon, and it 
leads us to misperceive the moon as relatively large. 

In contrast, when the moon is high in the sky, we sec it by itself, and we don't try to 
compensate for its distance from us. In this case, then, perceptual constancy leads \.IS to 
perceive it as relatively small. To demonstrate perceptual constancy for yourself, try looking 
at the moon when it is relatively low on the horizon through a paper-towel tube; the moon 
suddenly will appear to "shrink" b.lck to normal size (Coren, 1992; Ross & Plug. 2002). 

In addition to the phenomenon of perceptual constancy, other fac tors may 
contribute to the moon illusion. In fact, scientists have put forward a va riety of pos-

When the moon is near the horizon, we do not see it by itself and perceptual constancy leads us to 

take into account a misleading sense of distance. 
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sibil ities over the years and have yet to agTCC on the best explanation (Kaufman & 
Kaufman, 2000). 

Although we don't fu lly understand the moon illusion as yet, it is clear that 
perceptual constancy is a primary ingredient in our susceptibility to the illusion. 
Furthermore, perceptual constancy applies not just to size (as with the moon illusion) 
but to shape and color as well. For example, despite the varying images on the retina 
as a plane approaches, flies overhead, and disappears, we do not perceive the plane as 
changing shape (Redding, 2002; Wickelgren, 2(04). 

Depth Perception: Translating 
2-D to 3-D 
As sophisticated as the retina is, the images projected onto it are flat and two-dimen­
sional. Yet the world around us is three-dimensional, and we perceive it that way. How 
do we make the transformation from 2-D to 3-D? 

The ability to view the world in three dimensions and to perceive distance--.1 skill 
known as depth perception- is due largely to the fact thai we have hvo eyes. Because 
there is a certain distance behveen the eyes, a slightly different image reaches each retina. 
The brain integrates the two images into one composite view, but it also recognizes the 
difference in images and uses it to estimate the distance of an object from us. The differ­
ence in the images seen by the left eye and the right eye is known as bimXlllar disparity. 

To get a sense of binocular disparity for yourself, hold a pencil a t arm's length and 
look at it first with one eye and then with the o ther. There is little difference between 
the two views relative to the background. Now bring the pencil just six inches away 
from your face, and try the same thing. This time you will perceive a greater difference 
between the two views. 

The fact that the discrepancy between the images in the two eyes varies according to 
the distance of objects that we view provides us with a means of determining distance. 
1.£ we view two objects and one is considerably closer to us than the other is, the retinal 
disparity will be relatively large and we will have a greater sense of depth between the 
hvo. However, if the hvo objects arc a similar distance from us, the retiThll disparity wilJ 
be minor, and we will perceive them as being a similar distance from us. 

In some cases, certa in cues permit us to obta in a sense of depth and distance with 
just one eye. These cues are known as monocular cues. One monocular cue-motion 
//aral/ax-is the change in position of an object on the retina caused by movement of 
your body relative to the object. For example, suppose you are a passenger in a mov­
ing ca r, and you focus your eye on a stable object Such as a tree. Objects that a re closer 
than the tree will appear to move backward, and the nearer the object is, the more 
quickly it will appear to move. In contrast, objects beyond the tree will seem to move 
at a slower speed , but in the same direction as you arc. Your brain is able to use these 
cues to calculale the relative distances of Ihe tree and other objects. 

Similarly, experience has taughl us that if two objects are the same size, the 
one tha t makes a smaller image on the retina is fa rther away than is the one that 
provides a la rger image-an example of the monocular cue of relative size. But it's 
not just s ize of an objecllhal provides information about d istance; the quality of the 
image on Ihe retina helps us judge dis tance. The monocular cue of texture gradient 
provides information about distance because the deta ils of things tha t are far away 
are less distinc t. 

Finally, anyone who has ever seen ra ilroad tracks that seem to join together in the 
distance knows Ihat distant objects appear to be closer together than a re nearer ones, 
a phenomenon called linear perspective. People use linear perspective as a monocular 
cue in estimating distance, allowing the two-dimensional image on the retina to record 
the three-dimensional world (Bruce, Green, & Georgeson, 1997; Dobbins et aI., 1998; 
Shimono & Wade, 2002). 

Depth perception: The ability to view 
Ihe world in Ihree dimensions and to 
perceive dis tance. 
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Psychlnteractive Online 

Depth Perception 

Railroad tracks that seem to join together in the distance are an example of linear perspective. 

The way in which we U5e cues to perceive depth is illustrated in the Psychlnteractive 
exercise on depth perception. Try it to sec how judgments about depth perception, although 
quite sophisticated, can also be misled by the context in which we make our judgments. 

Motion Perception: As the 
World~ums_ 

When a batter tries to hit a pitched ball, the most important factor is the motion of the 
ball. How is a batter able to judge the speed and location of a target that is moving at 
some 90 miles per hour? 

The answer rests in part on several cues that provide us with relevant information 
about the perception of motion. For one thing, the movement of an object across the 
retina is typically perceived relative to some stable, unmoving background. Moreover, 
if the stimulus is heading toward us, the image on the retina will expand in size, fill­
ing more and more of the visunl field. In such cases, we assume that the stimulus is 
approaching-not that it is an expanding stimulus viewed at a constant distance. 

It is not, however, just the movement of images across the retina that brings about 
the perception of motion. If it were, we would perceive the world as moving every 
time we moved our heads. Instead, one of the critical things we learn about perception 
is to factor information about our own head and eye movements along with informa­
tion about changes in the retinal image. 

Perceptual Illusions: The 
Deceptions of Perceptions 
If you look carefully at the Parthenon, one of the most famous buildings of ancient 
Greece, still standing at the lop of an Athens hill, you'll see that it was built with a bulge 
on one s ide. If it didn't have tha t bulge-and quite a few other "tricks" like it, such 
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FIGURE 8 In building the ParthenOl\ the Greeks constrvaed an architectlXal wonder that looks per· 
fect~ straight with right angles at every comer. as in (a). However. if it had been built with completely 

true right angles, it would have looked as it does in (b). To compensate for tNs illusion. the Parthenon 
was desigr.ed to have a slight upward curvature, as ~ in (c). (Source: Coren & W<Id. 1989, P. 5.) 

as columns that indine inward-it would look as if it were crooked and about to fall 
down. Instead, it appears to stand completely straight, at right angles to the ground. 

The fact that the Parthenon appears to be completely upright is the result of a 
series of visual illusions. Visual illus ions are physical stimuli that conSistently pro­
duce errors in perception. In the case of the Parthenon, the building appears to be 
completely square, as illustrated in Figure 8a. However, if it had been built that way, 
it would look to us as it does in Figure 8b. The reason for this is an illusion that makes 
right angles placed above a line appear as if they were bent. To offset the illusion, the 
Parthenon was constructed as in Figure &, with a slight upward curvature. 

Such perceptual inSights did not stop with the Greeks. Modem-day architects 
and designers also take visual distortions into account in thei r planning. For example, 
the New Orleans Superdome makes use of several visual tricks. Its scats vary in color 
throughout the stadium to give the appearance, from a d istance, that there is always 
a full house. The carpeting in some of the sloping halls has stripes that make people 
slow their pace by producing the perception that they are moving faster than they 
actually are. The same illusion is used at toll booths on superhighways. Stripes painted 
on the pavement in front of the toll booths make drivers feel that they are moving 
more rapidly than they actually are and cause them to decelerate quickly. 

The implications of visual illusions go beyond design features. For instance, sup­
pose you were an air traffic controller watching a radar screen like the one shown in 
Figure 9a. You might be tempted to sit back and relax as the two planes, whose flight 
paths are indicated in the figure, drew doser and doser together. If you did, however, 
the result might be an air disaster. Although it looks as if the two planes will miss 
each other, they are headed for a collision. Investigation has suggested that some 70 
to 80 percent of all airplane accidents are caused by pilot errors of one sort or another 
(Krause, Z003; Shappell & Wiegmann, 2003). 

The flight-path illustration provides an example of a well-known visual illusion 
called the Poggel/dor! il/usiol/. As you can see in Figure 9b, the Poggcndorf illusion, 
when stripped down to its basics, gives the impression that line X would pass below 
line Y if it were extended through the pipelike figure, instead of heading directly 
toward line Y as it actually does. 

b. 

o. 

Visu~1 illusions: Physical stimuli 
that consistently produce errors in 
perception. 
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FIGURE 9 (a) Put yourself in the shoes of 

a flight controller and loo k al the flight paths 

o f the two planes on thts radar screen. A 

~rst glance suggests that they are headed on 

different courses and will not hrt each other. 

But now take a ruler and lay it along the 
two paths. Your career as a flight controHer 

might ~n be over if you were guiding the 

two planes and all~ them to continue 

without a change in COlJl'5e (Coren, Parae. 

& Ward. 1984. P. 7). (b) The Poggerdorf 

il lusion. in which the two d'agonailines 

appear Oncorrectly) as if they would not 

meet if extended toward each o~ 

)>----« 

( ) 
.. b • 

y 

• 
b. 

The Poggendorf illusion is jus t one of many that consistently fool the eye (Perkins, 
1983; Greist-Bousquet & Schiffman, 1986). Another, illus lTated in Figure 10, is called 
the Miilier-Lyer illusion Although the two lines are the same length, the one with the 
arrow tips pointing inward (Figure lOa, top) appears to be longer than the one with 
the arrow tips pointing outward (Figure lOa, bottom). 

Although all kinds of explanations for visual illusions have been suggested, most 
concentrate ei ther on the physical operation of the eye or on our mis interpretation of 
the visual s timulus. f'or example, one explanation for the Muller-Lyer illusion is that 
eye movements are greater when the arrow tips point inward, making us perceive the 
line as longer than it is when the arrow tips face outward. In contrast, a different expla-

<. 

FIGURE lO in the Muller-Lrer i lusion (a) , the upper horizontal li ne appears longer than the 1000000r 

one. One e~lanation for the Muller-Lyer illusion suggests thai the ine with arrow points directed inward 
ts to be interpreted as the inside comer of a rectangular room extending away from us (b), and the li ne 

wrth arrow points directed outward is viewed as the relativety dose comer of a rectangular object such 

as the building corner in (c). Our previous experience with distance cues leads us to asso.rne that the 

outside comer ts closer than the inside comer and that the inside corner rTkJSt therefore be longer. 
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nation for the illusion suggests that we unconsciously attribute particu lar significance 
to each of the lincs (Gregory, 1978; Redding & Hawley, 1993). When we sec the top line 
in Figure lOa, we tend to perceive it as if it were the inside corner of a room extend­
ing away from us, as illustrated in Figure lOb. In contrast, when we view the bottom 
line in Figure lOa, we perceive it as the relatively close outside corner of a rectangular 
object such as the building comer in Figure IOc. Because previous experience leads us 
to assume that the outside corner is closer than the inside corner, we make the further 
assumption that the inside comer must therefore be larger. 

Despite the complexity of the latter explanation, a good deal of evidcncesupports 
it. For instance, cross-cultural studies show that people raised in areas where there are 
few right angles-such as the Zulu in Africa- are much less susceptible to the illusion 
than are people who grow up where most structures are built using right angles and 
rectanglcs (Segall, Campbell , & Herskovits, 1966). 

To better understand illusions and the reasons we're susceptible to them, try the 
Psychlnteractive exercise on visual illusions. 

www.mhhe.com/feldmaness7 

Psychlnteractive Online 

Visual i!!usions 

As the example of the Zulu indicates, the culture in which we 
are raised has clear consequences for how we perceive the 
world. Consider the drawing in Figure 11. Sometimes called 
the "devWs tuning fork," it is likely to produce a mind-bog­
gling effect, as the center tine of the fork alternates bc"vcen 
appearing and disappearing. 

Exploring 
DIVERSITV G 

Culture and Perception 

Now try to reproduce the drawing on a piece of paper. 
Chances arc that the task is nearly impossible for you- unless you are a member 
of an African tribe with little exposure to Western cultures. For such individuals, 
the task is simple; they have no trouble reproducing the figu re. The reason seems 
to be that Westerners automatically interpret the drawing as something that cannot 
exist in three dimensions, and they therefore are inhibited from reproducing it. The 
African tribal members, in contrast, do not make the assumption tha t the figure is 
"impossible" and instead view it in two dimensions, a perception that enables them 
to copy the figure wi th ease (Deregowski, 1973). 

Cultural differences are also renccted in depth perception. A Western viewer of 
Figure 12 would interpret the hunter in the drawing as aiming for the antelope in the 
foreground , while an elephant stands under the tree in the background. A member 
of an isolated African tribe, however, interprets the scene very differently by assum­
ing that the hunter is aiming a t the elephant. Westerners use the difference in sizes 

FIGURE I I The "<:!evil's tuning fork'" has 

t!vee prongs.. or does It have two? 

FIGURE 12 Is the man aiming for the 

elephant or the antelope) Westem~ 

assume that the differences in size betweer 

the two animals indicate that the elephant 
is farther away, and therefore the man 

is aiming fo r the antelope. In contrast, 

members of some African tribes. not 

used to depth cues in two·dimensional 
dra"";ngs. assume that the man is aiming 

for the elephant (The dra"";ng is based 
on Deregowski, 1973.) Do )Qu think 

Westerners. wno view the picture in three 
dimensions. could expla.n wnat they see 

to someone wno views the scene: in two 

dimensions and eventually get that person 
to view it ~ three dimensions? 
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between the two animals as a cue that the elephant is farther away than the antelope 
(Hudson, 1%0). 

The misinterpretations created by visual illusions are ultimately due, then, to 
errors in both fundamental visual processing and the way the brain interprets the 
information it receives. But visual illusions, by illustrating something fundamental 
about perception, become more than mef(' psychological curiosi ties. There is a basic 
connection between our prior knowledge, needs, motivations, and expectations about 
how the world is put together and the way we perceive it. Our view of the world is 
very much a function, then, of fundamental psychological factors. Furthermore, each 
person perceives the environment in a way tha t is unique and special-a fact that 
allows each of us to make ou r own special contribution to the world. 

Subl imioaL£en::eptiDoLL-_____ _ 
Can stimuli that we're not even aware we've been exposed to change our behavior in 
n significant way? Probably not. 

Sublimil1al prrcepliol1 refers to the perception of messages about which we have no 
nwareness. The stimulus could be a word, a sound, or even a smell that ac tivates the 
sensory system but that is not intense enough for a person to report having experi­
enced it. For example, in some studies people are exposed to a descriptive label-called 
n l!rime-about a person (such as the word smarl or /rappy) so briefly that they cannot 
report seeing the label. Later, however, they form impressions that are influenced by 
the content of the prime. Somehow, they have been influenced by the prime that they 
say they couldn't see, providing some evidence for subliminal perception (Greenwald, 
Draine, & Abrams, 1996; Key, 2003). 

Does this mean that subliminal messages can actually lead to significant ch.;mges 
in attitudes or behavior? Most research suggesls that they cannot. Although we are 
nble to perceive alleasl some kinds of information of which we are unaware, no evi­
dence demonstrates that subliminal messages can change our attitudes or behavior in 
<Iny substantial way (Greemvald et al., 1991; Greenwald et aI., 2002). 

EXTRASENSORY PERCEPTION (ESP) 

Given the lack of evidence that subliminal perception can meaningfully affect our 
behavior, psychologists are even more skeptical of reports of extrrlSl'l1wry p .. rc .. pfiol1, 

A short-lived scandal of the 2co) U.S. presidential campaign involved a George Bush political adve r­
tisement in whic.h the word "'RATS"' appeared fo r one_thirtieth of a second wh ile a voic.e-over 

criticized his opponent AI Gore's prescription drug plan. Critics argued that the ad sought to take 

advantage of subliminal per<:eption. Based on the research evidence, do 'fCAJ think this use of '"RATS" 

co ul d have been effective in influencing voters? 
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or ESP-pert:eption tha t docs not involve our known senses, Although half of the 
general population of the United States believes it exists, most psychologists reject the 
exis tence of ESP, asserting that there is no sound documentation of the phenomenon 
(Swets & Bjork, 1990; Hyman, 1994; Gallup Poll, 2001). 

However, debate in one of the most prestig ious psychology journals, Psychological 
Builetill, heigh tened interest in ESP. According to proponents of ESp, reliable evidence 
exists for an "anomalous process of information transfer," or psi. These researchers, 
who painstakingly reviewed conside rable evidence, argued that a cumulative body of 
research shows reliable support for the existence of psi (Bern & Honorton, 1994; Storm 
& Ertel. 2001). 

Their conclusion was challenged on several counts. For example, cri tics s uggest 
that the resea rch methodology was inadequate and tha t the experiments supporting 
psi are flawed (Hyman, 1994; Milton & Wiseman, 1999; Kennedy, 2004). 

Because of questions about the quality of the research, as well as a lack of any 
credible theoretical explanation for how exlTasensory perception might take place, 
most psychologists continue to believe that there is no reliable scientific support fo r 
ESP (Rose & Blackmore, 2002; Wiseman & Greening, 2002). Still, the exchanges in 
Psychological Blilielill are likely to heighten the debate. More important, the renewed 
interest in ESP among psychologists is likely to inspire more research, which is the 
only way the issue can be resolved. 

R E C A PlEVA LUAT EI R ETH INK 

RECAP 

What principles underlie our organiz.,tion of the visual world 
and a llow us to make sense of our environment? 

• Perception is a constructive process in which people go 
beyond the stimuli that are physically present and lTy to 
construct a meaningful interpretation. (p. 119) 

• The gestalt laws of organization are used to describe the 
way in which we organize bits and pieces of information 
into meaningful wholes, known as gestalts, through clo­
sure, proximity, Simila rity, and simplicity. (pp. 119-120) 

• Feature analysis pertains to how we perceive shapes, 
patterns, objects, or scenes through the reaction of specific 
neurons to the individual elements th.,t make them up. 
(pp.121-122) 

• In top-down processing, perception is guided by higher­
level knowledge, experience, expecta tions, and motiva­
tions. In bottom-up processing, perception consists of 
the progression of recognizing and processing informa~ 

tion from individual components of a stimuli and mov­
ing to the perception of the IVhole. (po 123) 

• Perceptual constancy permits us to perceive stimuli as 
unvarying in size, shape, and color despite changes in 
the environment or the appearance of the objects being 
perceived. (p. 124) 

How are we able to perceive the world in three dimensions 
when our retinas are capable of sensing only two-dimensional 
images? 

• Depth perception is the ability to perceive distance and 
view the world in three d imensions even though the 
images projected on our retinas are tlVo-dimensiona l. 
We are able to judge depth and d istance as a result of 
binocular disparity and monocular cues, such as motion 
parallax, the relative size of images on the retina, and 
linear perspective. (po 125) 

• Motion perception depends on cues such as the per­
ceived movement of an object across the retina and 
info rmation about how the head and eyes a re moving. 
(p.126) 

What clues do visual illusions g ive us about our understand­
ing of general perceptual mechanisms? 

• Visual illusions are physical stimuli that consistently 
produce errors in perception, causing judgments that 
do nol reflect the physical reality of a stimulus accurate­
ly. Two of the best-known illusions are the Poggendorf 
illusion and the MUlier-Lyer illusion. (pp. 127-129) 

• Visual illusions are usually the result of errors in the 
brain's interpretation of v isual stimuli. Furthermore, 
culture clearly affects how we perceive the world. 
(pp. 129- 130) 

• Subliminal perception refers to the perception of mes­
sages about which we have no alVareness. The reality of 
the phenomenon, as well as of ESP; is open 10 question 
and debate. (pp. 130-131) 
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EVALUATE 

1. Match each of Ihe following organizational laws with its 
meaning: 

ill. Closure 1. Elements close together are 
grouped together. 

b. Proximity 2. Patterns are perceived in the most 
basic, direct manner possible. 

c. Similarity 3. Groupings are made in tenns of 
complete figures. 

d. Simplicity 4. Elements similar in appearance are 
grouped together. 

2. analysis deals with the way in which 
we break an object down into its component pieces in 
order to understand it. 

3. Processing thai involves higher functions such as expec-
tations and motivations is known as ______ _ 
whereas processing that recognizes the individual com-
ponents of a s timulus is known as ______ _ 

4. When a ca r P.1SSCS you on the road and appears to 
shrink as it gets farther away, the phenomenon of 
_-,-,,---__ ,--- permits you to realize that the car is 
not in fact getting smaller. 

5. is the ability to view the world in three 
dimensions instead of two. 

6. The brain makes use of a phenomenon known as 
_______ or the d ifference in the images the two 
eyes see, to give three dimensions to sight. 

KEY TERMS 

gestalt laws of organiution 
p.119 

feature ana lysis p. 121 

top-down processing p. 123 
bottom-up processing 

p.l23 

7. Match the monocular cues with their definitions. 
ill. Rela tive size 
b. Linear perspective 
c. Motion parallax 
1. Straight lines seem to join together as they become 

more d istant. 
2. An object changes position on the retina as the head 

moves. 
3. If two objects are the same s ize, the one producing 

the smaller retinal image is farther away, 

RETHINK 

1, In what ways do p..linle rs represent three-dimensional 
scenes in two dimensions on a canvas? Do you think 
artists in non-Western cultures use the same or different 
principles to rep~nt three-dimensionalily? Why? 

2. From I/le pl.'rspetlivl.' of (I corporatt txl.'Cutiw : What argu­
ments might you make if a member of your staff 
proposed a subliminal advertising campaign? Do you 
think your explanation would be enough to convince 
them? Why? 

Ans_ n to IE.-aluate Q uestions 

l~ · ' '''I'C·I!·£ ~'\I !.II~ds!p J~lruou!q '9 !UO!~;,d 4Idlp'S' !k>ut!lSlKP 
len,d.:u...:Id·f' ~dn.wOlloq 'UMOp-OOl '( !;u"le'JJ 'Z !Z' P '~ ' , "'1 '(-11' \ 

depth perception p. 125 
visual illusions p. 127 
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Looking Back /. 

Psychology on the Web 

I. Select one topic of personal interest to you that was mentioned r. this set of modules 
(for instance, psi. cochlear implants, visual illusions). Find one "serious·· or scientific Web 
sfte and one ··popular·· or commercial Web site with information about the chosen topic. 

Compare the type. level. and reliability of the information that you find on each site. Write 
a summary of your findings. 

2. Are there more gestaft laws of organization than the four we've considet"ed (closure, prox­
imity. similarity. and simplicrty)? Find the answer to this question on the Web and write a 
summary of any additional gestalt laws you find. 

3. After completing the Psych Interactive exercise on how we see, search the Web for a 
recent research finding about the eye. Surrvnarize the findings in several paragraphs. 
describing why you think it is important. 

Epilogue We have noted the important distinction between sensa­
tion and perception. and we have examined the processes; 
that underl ie both of them. We·ve seen how external stimuh 

evoke sensory responses and how our different senses process the information contained in 
those responses. We also have focused on the ph~cal structure and internal workings of the 
individual senses. including vision. hearing. balance. smell. taste. and the skin senses. and we've 
explored how our brains organize and process sensory information to construct a consistent. 
integrated picture of the world around us. 

To complete our investigation of sensation and perception, lefs reconsider the story of 
Ashlyn Blocker. the girl who couldn't feel pain. Using your knowledge of sensation and percep· 
tion. answer the following questions: 

I. Why is pain such an important sense? How would an evolutionary psychologist explain its 
value? 

2. People who suffer from the same disorder as Ashlyn ~ocker often develop emotional 
problems. showing bad judgment and taking excessive risks. Why do you think this is truei 

3. How might you compensate for a lack of awareness of pain? 
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The difference between the processes or sensation and percep­

tion is not always clear. Use this visual guide to better grasp 

the difference between the two. Then answer the questions 

below 10 test your understanding or these concepts. 

l in this example. sensation occurs when light enters the eye and 

forms an..irnage on the retina where it initiates a complex series of 

neural impulses. Perception occurs. by means of bottom-up and top­
down processing. when the brain analyzes these mpulses and combines 

them with memories and experiences. Bottom-up and top-down 

processing occur sim.Jltaneousfy and. along with the gestalt principle and 
depth perception. help us to construct our perceptual reality. 

3 In bottom-up processing information about individual 
components of stimuli tr.wels first to the thalamus and then to the 

visual cortex for preliminary analysis.The first level of analysis identifies 

only basic angles. features. and shapes. 

o 

• 
EVALUATE 

I . In this example. sensation is represented by 
a . the stimulation of visual receptors in the eye when looking at 

the building initially 

b . the interpretation of the individual visual cues arriving In the 
brain from the retina as a ··building"· 

c. the Interpretation of the visual information as the vie'Nef" 

compares it to other buildings 

134 

.- -

\ 

2 Visual receptors in the retina, which is on the back of the eye. 
transform light energy into neural impulses. These raw impulses 

are the visual sensation that tra\lels to the brain for anatysis by 

successive visual processing areas. These processing areas con\lert 

the sensation into a complete perception. 

4 Next. neurons transport information about basic fea· 
tures and shapes from the visual cortex to another 

area of the brain. At this point basic features and are 

combined and assembled into complete objects. such as 

a bui lding. 

d . the breaking down of visual information into component 

P"" 
2. In this example, perception is represented by 

a . the stimulation of visual receptors in the eye when looking at 

the building initialfy 
b. the interpretation of the individual visual cues arriving in the 

brain from the retina as a ''building'' 
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5 The brnin also interprets distance cues in the visual field and 

uses these cues to convert the 2-dimensional sensations into 
3-dimensional perception. After analyzing distance cues, the brnin 

assigns each object both a relative distance and a corresponding 

size. resulting in depth perception. 

6 Using gestalt laws of organization, the 

brain then organizes all of the objects C~[:~~~~ 
into a coherent v.+!ole. For example. similar 
objects are perceived as a unit Here, the 

vertical columns and the roughly triangular 

roof above them are perceived as a building. 

'O,,";~::::::;-__________________________ .. 
""0 Pt"oeeSSing 

7 In top-down processing, the 

brain modifies perception based 

on previous personal experiences 

and memories. For example. the 
brain might contain a memory of a 

friend 's face which the brain uses to 

enhance facial features and fill in missing 

information. 

8 Finally, top-down processing incorporates 

personal expectatklns, needs. and drives to 

enhance what we see. For example. if we expect a 

place or person to be beautiful. our perception might 
be altered to match 01)1' expectation. 

. ' " 

RETHINK 

() The McGraw-Hili 
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c. the interpretation of the visual information as the viewer 

compares it to other buildings 

d. the breaking dovvn of visual rnformation into component 

P'''' 

Suppose you are an artist who is encountering a famous build­

ing for the first time. and you want to paint a picture of it. 
Describe how you might use the processes of sensation and 
perception as you re-create the building in your painting. 

J. Perception is a constn.Jctr.oe process, in which sensory 

information about stimuli is used to II1terpret a situation. 

Tn.Je or false? 
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Key Concepts for Chapter 4 

What are the different states of consciousness? • 

What happens when we sleep, and what are the 

meaning and function of dreams? • What are the 

major sleep disorders, and how can they be 

treated? • How much do we daydream? 

What is hypnosis. and are hypnotized people 

in a different state of consciousness? • 

What are the effects of meditation? 

are the major classificat ions of drugs, and 

their effects? 

() The McGraw-Hili 

Companies.2OOIl 

The Stages of Sleep 

REM Sleep: The Paradox of Sleep 

Why Do We Sleep. and How Much 
Sleep Is Necessary? 

The Function and Meaning of Dreaming 

Sleep Disturbances: Slurrbering Prot:.'ems 

Applying Psychology In the 2 1st 
Century: Ana~ This 

Circadian Rhythms: life Cycles 

Daydreams: Dreams Without Sleep 

Becoming on Informed Consumer of 
Psychology: Sleeping Better 

MODULE 11 

Hypnosis and Meditation 
Hypnosis: A Trance-Forming Experience? 

Meditation: Regulating Our Own State of 
Consciousness 

uploring Diversity: Cross--Cultural 
Routes to Altered States of 
Consciousness 

Drug Use:The Highs and 
Lows of C onsciousness 
Stimulants: Drug Highs 

Depressants: Drug Lows 

Narcotics: Relieving Pain and Anxiety 

Becoming on Informed Consumer of 
Psychology: Identifying Drug and Alcohol 
Problems 
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Prologue V;olentSleep 

Awake. Jim Smrth was an amiable and popular man. 
As the director of public works in the small town of Osseo, 

Minnesota, he could be counted on to make house calls day or 
night attending to burst pipes or broken water mains. 

In fall. he hunted deer wrth buddies. who affectionately 
called him Smitty. In summer, he took his family pan-fishing for 
crappie. 

~ was only when Smith fell asleep that something changed. 

Smrth·s wife had good reason to worry Smith was suffering from 
a rare condition (called REM sleep behavior disorder) in whkh the 
me<hanism that usually shuts down bodily movement during dreams 
does not function properly People with the malady have been 
known to hit others, smash windows, punch holes in walls-all while 
fast asleep. 

Luckily. Smith·s problem had a happy ending. With the help of 
donazepam. a drug that suppresses movement during dreams. his 
malady vanished, permitting him (and his wife!) to sleep through the 
night undisturbed. 

In th;s and the following modules we'll consider a range of topics 
about sleep and. more broad~ states of consciousness. What ;s sleep? 
'Why do we dream, and do dreams have meaning? Can people be 
forced into a~ered states of consciousness, say by hypnosis, against 
their wilP What leads people to use consciousness-altering drugs? In 
the following modules we will address these questions by considering 
the nature of both normal and a~ered states of consciousness. 

Co nscio us ness is the awareness of the sensations, thougnts, 
and feelings being experienced at a given moment. Consciousness 
is our subjective understanding of both the environment around us 
and our private internal world, unobservable to outsiders. 

In waking consciousness, we are awake and aware of our thoughts, 
emotions. and perceptions. All other states of consciousness are 
considered altered states of consciousness. Among these. sleeping 
and dreaming occur naturally; drug use and hypnosis, in contrast, are 
methods of deliberately a~ering one·s state of consciousness. 

138 

Wrapped in slumber. he would shout obscenities. kick the walls. 
punch the pillows. Sometimes, he hit his wife, Dee. in the back or 
grabbed her by the hair. One night dreaming that he was putting 
a wounded deer out of its misery. he came dose to breaking his 
wife·s wrist 

"I just didn·t sleep real sound:· Mrs. Smith recalled. '·Once he 
started talking or swearing. I would be afraid that the next thing. he 
would be swinging his fIStS." (Goode. 2003a p. 12A). 

Because consciousness is so personal a phenomenon, psycholo­
gists sometimes have been reluctant to study it. After aD, who can 
say that your consciousness is similar to or. for that matter. different 
from <myone el~·s? Although the earliest psychologists. including 
Will iam James ( 1890), saw the study of consciousness as central to 
the field, later psychologists suggested that it was out of bounds for 
the discipline. They argued that consciousness could be understood 
onfy by relying ··unscientifically" on what experimental participants 
said they were experiencing. In th is view, it was philosophers-not 
psychologists-who should speculate on such knotty issues as 
whether consciousness is separate from the physical body. how 
people know they exist. how the body and mind are related to each 
othel; and how we identiry, what state of consciousness we are in at 
any given moment (Rychlak. 1997; Gennaro, 2(04). 

Contemporary psychologists reject the view that the study of 
consciousness is unsuitable for the field of psychology. Instead. they 
argue that several approaches pennit the scientifIC study of con­
sciousness. For example, behavioral neuroscientists can measure 
brain-wave patterns under conditions of consciousness ranging from 
sleep to waking to hypnotic trances. And new understanding of 
the chemistry of drugs such as marijuana and akohol has provided 
insights into the way they produce their pleasurable-as well as 
adverse-effects (Damasio. 1999; Sorrmemof. 2000). 

Whatever state of consciousness we are in-be it waking. sleep­
ing, hypnotic, or drug-induced-the complexities of consciousness 
are profound. 



Feldman: Essenlials 01 IV. Slales 01 12. Sleep and Dreams 
Underslanding Psychology. Consciolllness 
Sevanth Edilion 

Mike Tr(>v ino, 29, skpl n ine hou rs in nine d~ys in his qu~1 to win J 3,QOO-mi!c, cros$­

country bike r~(:e. For th., first 38 hou rs and 646 mil~, h., skipp ed sl~p (>ntird y. 

Later tll'" napped- with no dre~ms he can remember- for no mo re than 90 minutes 

a nigh t. Soon he began to imagine that his support crew was part of a bomb p lot. " II 

was almos t lik., riding in a movie. I tho ught it was J complex dream, e ven though 

I was conscious," s.ays Trevino, who finished second (Springen, 2004, p. 47). 

Trevino's case is unusual-in part because he was able to function with so little 
s leep for so long-and it raises a hos t of questions about s leep and d reams. Can we 
live w ithout s leep? What is the meaning of dreams? More generally, what is s leep? 

Although sleeping is a state that we all experience, there a re still many unanswered 
questions about sleep that remain, <llong with a considerable number of myths. Test 
your knowledge of s leep and dreams by answering the questionn.1ire in Figure 1. 

-~,.-_(:. (:.-1-_ (' (' (' (' (' (' (' 
Sleep Quiz 
Althougtl sl~ping is something we all do for a signifocant part of our lives, myths and mis­
conceptions about the topic abolYld. To test you r ovvn knowledge of sleep and d reams, try 
an~ring the following questions before reading furthe r. 

I. Some people never dream. " If we lose some sleep we will 
True or (a"e? eventually make up all the 

lost sleep the next night or 
another nigtlt True or false? 

2. Most dreams are caused by 7. No one has been able to 
bodily sensattons such as an go for more than 48 hours 
upset stomach Tru~ or (oh;.e? without sleep. True or (alse? 

J. It has been prove<! that •• Evel)Qne is able to ~eep 
people need eigtlt hours and breathe at the same 
of slee p to maintain mental time. True or foh;.e? 
health. Tru~ or (o's~? 

4. When people do not recall 9. Sleep enables the bra in 
their dreams. it is probably to rest because li ttJ ~ bra in 
because they are secretly activity takes place du ri ng 
trying to fo rget them. Tru~ sleep. True or foh;.e? 
or foh;.e? 

5. Depriving someone o f sleep 10. Drugs have been proved to 
will invariably cause the indi- provide a 10 "2 term cure for 
vidual to become mentally sleeples~ess. True or (ols~ ? 

Imbalanced. True or false? 

Scoring: Ths IS an easy sel of questions to score for e-Iet'f nem IS false. But don"t lose any sleep If 
)OIl missed tI>em: they were chosert to represent the most C()fI"rnOIl myths regarding ~ 
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Key C;olncepts 

~tes of",",ian5"~' 

What happens when we 
sleep, and what are the mean­
ing and function of dreams? 

W hat are the major sleep 
disorders. and how can 
they be t reated? 

How much do we daydream? 

Conscious n ess: The awareness o f the 
s('t1sa tions, thoughts, and feelings 

being experienced a t a g iven moment. 

FIGURE I There are many unanswered 

questions about sleep. Taking this quiz can 

help you clear up some of the myths. 
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Stage 1 sleep: The state of transi-
tion bctwren wakefulness and sleep, 
charncterized by relntively rapid, low­
amplitud(> brain wnves. 

Stage 2 sleep: A deeper sleep than 
that of stag(> 1, characteriz(>d by a 
slow(>r, more regular wav(> patt ... m, 

along with momentary interruptions 
of "sleep spindles." 

Stage 3 sleep: Slrep characterized by 
slow brain waves, with greater peaks 
nnd vnll(>ys in the waV(' patt(>m than 
in stag(> 2 sleep. 

Stilge 4 sleep: The dC(>pest stage 
of sleep, during which we are least 
responsive to outside stimulation. 

Depth 
of 

sleep 

Awake 

The Stages of Sleep 
Most of us consider sleep a time of tranquility when we set as ide the tensions of the 
day and spend the night in uneventful slumber. However, a closer look at sleep s hows 
that a good denl of nctivity occurs throughout the night, and that what at first appears 
to be a unitary state is, in fact, quite diverse. 

Much of our knowledge of what happens during sleep comes from the e/ec­
Iroellceplmlogram, or EEG, a measurement of electrical activity in the brain. When 
probes from an EEG machine are attached to the surface of a sleeping person's scalp 
and face, it becomes clear that the brain is active throughout the night. It produces 
electrical discharges with systematic, wavelike patterns that change in height (or 
amplitude) and speed (or frequency) in regular sequences. Instruments that measure 
muscle and eye movements also reveal a good deal of phySical activity. 

People progress through five distinct stages o f sleep during a night's rest-known 
as stage 1 through stage 4 and REM sleep-moving through the stages in cycles lasting 
about ninety minutes. Each of these sleep s tages is associOlted wi th a unique pattern of 
brain waves, which you can S('(' in Figure 2. 

When people first go to s leep, they move from a waking state in which they are 
relaxed with their eyes closed into stage 1 sleep, which is characterized by relatively 
rapid, low-amplitude brain waves. This is actually a stage of transition between wake­
fulness and sleep and las ts only a few minutes. During stage 1, images sometimes 
appear, as if we were viewing still photos, although this is not true dreaming, which 
occurs later in the night. 

As sleep becomes deeper, people enter s tage 2 sleep, which makes up about h.'1lf 
of the total sleep of those in their early twenties and is characterized by a slower, more 
regular wave p.lttern. However, there are also momentary interruptions of s harply 
pointed, spiky waves that are called, because of their configuration, sleep spilldles. It 
becomes increaSingly difficult to awaken a person from sleep as stage 2 progresses. 

As people drift into s tage 3 sleep, the brain waves become slower, with higher 
peaks and lower valleys in the wave pattern. By the time sleepers a rri ve at stage 4 
sleep, the pattern is even slower and more regular, and people are least responsive to 
outside stimulation. 

Stage I 
(non-REM) 

As sleep becomes 
deeper. bra in waves 
take on a slower 
wave pattem 

Stage 3 
(non·REM) 

Stage 4 
(non-REM) 

FIGURE 2 Bran-~ panems (mea9..O:"ed by an EEG apparatus) wry signikMltly drilg the afl"erent 
stages of sleep (Hobson. 1989). As sleep ma.es from stage I through stage 4. brain WiNeS become slcJ.Ner. 
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I 
Wakefulness 

I 
I ... n mr 

REM sleep 

o 5 6 8 

Hours slept 

As you can see in Figure 3, and l('arn more about in the Psychlnterat:tive exercise 
on sleep stages, stage 4 sleep is most likely to occur during the early part of the night. 
[n the first half of the night, sleep is dominated by s tages 3 and 4. The second half is 
charat:terized by stages 1 and 2-as well as a fifth stage during which dreams occur. 

REM Sleep' The Paradox of Sleep 
Several times a night, when sleepers have cycled b'lck to a shallower state of s leep, 
something curious happens. Their heart rate increases and becomes irregular, 
thei r blood pressure rises, their breathing ra te increases, and ma les-even male 
infants- have erections. Mos t characteristic of this period is the back-and-forth 
movement of their eyes, as if they were watching an action-filled movie. This 
period of sleep is called rapid eye movem ent, or REM sl eep, and contrasts with 

People progress tlYougll four distinct stages of sleep during a night's reS"t spread over cycles lasting 
about ninety minutes, REM sleep. which occup,es only 20 percent of adults' sleeping time. occurs in 

stage I sleep. These photos. taken at different times of night show the synchronized pattem5 of a 

couple accustomed 10 sleeping in the same bed 

~ The McGraw-Hil i 

Companies. 2008 

Module 12 Sleep and Dreams ,<4 , 

FIGURE 1 During Ire night the Iypeal 

sleeper passes through all four stages of 
sleep and several REM periods, (Source: 

H.lrtmann. 1967.) 

www.mhhe.com/fe ldmaness7 

Psychl nteractive Online 

Sleep Stages 

Rapid eye movement (REM) sleep: 

Sleep occupying 20 percent of an 
adult's sleeping time, characterized 
by increased heart rale, blood pres­
sure, and breathing rale; erections (in 
males); eye movements; and the expe­
rience of dreaming. 
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142 Chapter 4 State. of Comeiou.ne .. 

S0 r------------------------------

<0 r-----------------~ 

• 

stages I through 4, which are collectively labeled lIoll-REM 
(or NREM) sleep. REM s leep occupies a little over 20 percent 
of adults ' total sleeping time . 

~ 30 r--------------
Paradoxically, while all this activity is occurring, the major 

muscles of the body appear to be paralyzed-except in rare cases 
such as Jim Smith's (described in the prologue). In addition, and 
most important, REM sleep is usually accompanied by dreams, 
which-whether or not people remember them-are experi­
enced by everyolle during some part of the night. Although some 
dreaming occurs in non-REM stages of s leep, dreams are most 
likely to occur in the REM period, where they are the most vivid 
and easily remembered (Dement, 1999; Schwartz & Maquet, 
2002; Titone, 2002; Conduit, Crewther, & Coleman, 2(04). 

~ • 20 r--------------
~ 

10 r-----------

o L..o _______ L-

< 5 , 7 8 , 10 " 
Number of hours of sleep 

There is good reason to believe that REM sleep plays a 
critical role in everyday human functioning. People deprived 
of REM sleep-by being awakened every time they begin to 
display the physiological signs of that stage-show a rebound 

effeet when allowed to rest undisturbed. With this rebound 
effect, REM-deprived sleepers spend significantly more time 
in REM sleep than they normally would. 

FIGURE 4 Although most people report sleeping between eight and 

nine hours per night, the amount varies a great deal (Bort>ely, 1996). 

INhere would }Ou place yourself on this graph. and why do you th ink 

you need more or Jess sleep than others? 

W hy Do We Sleep, and How 
MuctLSleep Is Ne~~? ___ _ 
Sleep is a requirement for normal human func tioning, although. surpris ingly. we 
don't know exactly why. It is reasonable to expect that our bodies would require 
a tranquil "'rest and relaxation"' period to revitalize themselves, and experiments 
with rats show that total s leep deprivation results in death. But why? 

Some researchers. using an evolutionary perspective, suggest that sleep permit­
ted our ancestors to conserve energy at night, a time when food was relatively hard 
to come by. Others suggest that the reduced activity of the brain during non-REM 
s leep may give neurons in the brain a chance to repair themselves. Another hypothe­
sis suggests that the onset of REM sleep stops the release of neurotransmitters called 
monoomiw:s, and so permits receptor cells to get some necessary rest and to increase 
their sensitivity during period s of wakefulness. Still, these explanations remain 
speculative (Porkka-Heiskanen et aI., 1997; Siegel, 2003; McNamara, 2004). 

Scientists have also been unable to establish just how much sleep is absolutely 
required. Most people today sleep between seven and eight hours each night. which 
is three hours a night less than people s lept a hundred years ago. In addition, there 
is wide variability among individuals, with some people needing as little as three 
hours of sleep. Sleep requirements also vary over the course of a lifetime: As they 
age. people generally need less and less sleep (see Figures 4 and 5). 

People who participate in sleep deprivation experiments, in which they are kept 
awake for stretches as long as 200 hours, show no lasting effects. It's no fun- they feel 
weary and irri table. can' t conC€ntrate, and show a loss of creativity, even after only 
minor deprivation. They also show a decline in logical reasoning ability. However. after 
being a llowed to sleep normally, they bounce back quickly and are able to perfonn at 
predeprivation levels after just a few days (Dinges et aI., 1997; Veasey et aI., 20(2). 

In short, as far as we know. most people suffer no permanent consequences 
of such temporary sleep deprivation. But- and this is an important but- a lack of 
s leep can make us feel edgy, s low our reaction time, and lower our performance 
on academic and physica l tasks. In addition, we put ourselves, and others, at risk 
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when we carry out routine activities, such as driving, 
when we're very sleepy (Walker et aI., 2002; Thiffaul t 
& Bergeron, 2003; Stickgold, Winkelman, & Wehrwein, 
2004; Philip et aI., 2005). 

The Function and 
t1eaning of Dreaming_ 

I was si tting at my desk when I remembered that 

thi s was the day of my chemistry final! I was terri­

fied, because I hadn't studied a bit for it. In fact, I had 

missed every lecture all semester. In a panic, I began 

running across campus desperately searching for the 

classroom, to which I'd never been. It was hopeless; I 

knew [was going to fail and flunk out of college. 

If you have had a similar dream-a surprisingly 
common dream among people involved in academic 
pursuits-you know how utterly convincing arc the 
paniC and fear that the events in Ihe drea m can bring 
about. Nightmares, unusua ll y frightening d reams, 
occur fairly often. In one survey, almost ha lf of a 
group of college students who kepi records of their 
dreams over a two-week period reported having al 
least one nightmare. This works oul to some twenty­
four nightmares per person each year, on average 
(Wood & Bootzin, 1990; Bcrquier & Ashton, 1992; Tan 
& Hicks, 1995; Blagrove, Farmer, & Williams, 2004). 

However, most of the 150,000 dreams the average 
person experiences by the age of 70 are much less dra­
matic. They typically encompass everyday events such 
as going to the supermnrket, working 111 the office, and 

• REM sleep 

• Non-REM sleep 

33-35 so 80 

'THE FAR 51l>E" 

Mo d u le 11 Sleep and Dreams 1<43 

FIGURE S As people get older. they 

spend less time sleeping (Roffw-arg. Muzio, 

& Dement, 1966). In addition, the propor­
tion of REM sleep decreases with age. 

BV GARY LARSOII 

"I've got It again, Larry ___ an eerie feeling like 
there's something on top of the bed." 
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FIGURE 6 Although dreams tend to be 
subjective to the person having them. there 
are common elements that frequently 
occur in everyone's dreams. W'hy do 
you think so many common dreams are 
unpleasant and so few are pleasant? Do 
you think this tells us anything about the 
function of dreams) 

Unconscious wish fulfillment theory: 
Sigmund Freud's theory that dreams 
represent unconscious wishes that 
dreamers desire to see fulfilled. 

Lalent conl"nl of dreams: According 
to Freud, the "disguised" meanings 
of dreams, hidden by more obvious 
subjects. 

Manifest content of dreams: 
According to Freud, the apparent story 
line of dreams. 

Perc"ntale of Respondl'nts 
Reporting at Least 0" .. 

Thematic Element 

Aggression 
Frien dline~, 

Sexuality 

Misfortune 
Success 
Failure 

Source: Schneiger. A. & Domholf, G. W (2002). 

Male$ .,. 
38 
12 
36 
IS 
IS 

Females ... 
i2 , 
3J 
8 

10 

preparing a meal. Students dream about going 10 class; professors dream aboulle<;:­
turing. Dental patients dream of getting their teeth drilled; dentists dream of drilling 
the wrong tooth. The English take tea with the queen in their dreams; in the United 
States, people go to a bar with the president (Webb, 1992; Potheraju & Soper, 1995; 
Oomhoff, 1996; Schredl & Piel, 2005). See Figure 6 fOr the most common themes found 
in people's dreams. 

But what, if anything, do all these dreams mean? Whether dreams have a 
s pecific significance and function is a question that scientists have considered for 
many years, and they have developed several al ternative theories. 

DO DREAMS REPRESENT UNCONSCIOUS WISH 
FULFILLMENT! 

Sigmund Freud viewed dreams as a guide to the unconscious (Freud, 19(0). In his 
unconsc ious wish fulfillment theory, he proposed that dreams represent uncon­
scious wishes that dreamers desi re to see fulfilled. However, because these wishes 
are threatening to the dreamer's conscious aW3reness, the actual wishes--ealled the 
la tent content of dreams-are disguised. The true subject and meaning of a dream, 
then, may have li ttle to do with its apparent story line, which Freud called the mani­
fe s l content o f dreams, 

To Freud , it was important to pierce the armor of a dream's manifest content to 
understand its true meaning. To do this, Freud tried to get people to discuss their 
dreams, associating symbols in the dreams with events in the past. He also sug­
gested that certain common symbols with universal meanings appear in dreams. For 
example, to Freud, dreams in which a person is flying symbolize a wish for sexual 
intercourse. (See Figure 7 for o ther common symbols.) 

Many psychologists reject Freud's view that dreams typically represent uncon­
scious wishes and that particular objects and events in a dream are symbolic. Instead, 

Symbol (Hal'lifest COl'ltent of Dream) 
Climbing up a stairway, crossing a bridge. rid ing an 
elevator. flying in an airplane. walking down a long 
hallway. entenng a room. train tr<M!ling throuit> a 
tunnel 

Interpretatiol'l (Latent Content) 
Sexual intercourse 

Apples. peaches. grapefruits ~asts 

Bullets, fire. snakes. sticks. <.mbrellas. guns. hoses. ~ Male $C )( organs 
Ovens. boxes, tunnels. clo$Cts. caves. bott les, ships Female $C)( organs 

FIGURE 7 According to Freud. dreams contain common symbols with unive~1 meanings 
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they believe that the d irect, overt action of a dream is the focal point of its meaning. 
For exumple, a dream in which we are walking down a long hallway to take an exam 
for which we haven't studied does not relate to unconscious, unacceptuble wishes. 
Instead, it simply may mean that we a re concerned about an impending test. Even 
more complex dreams can often be interpreted in terms of everyday concerns and 
stress (Domhoff, 1996; Nikles et aI., 1998; Picchioni et aI., 2(02). 

Moreover, some dreams refle(:t events occurring in the dreamer's environment 
as he or she is sleeping. For example, sleeping participants in one experiment were 
sprayed with water while they were dreaming. Those unlucky volunteers reported 
more dreams involving water than did a comparison group of participants who were 
left to sleep undisturbed (Dement & Wolpert, 1958). Similarly, it is not unusual to wake 
up 10 find thai the doorhellihat was heard ringing in a dream is actually an alarm 
clock telling us it is time to get up. 

However, recent research lends some support for the w ish fu lfillment view. For 
instance, according to work by Allen Braun and colleagues, the parts of the brain 
associated with emotions and visu al imagery are strongly activated during REM 
sleep. Using positron emission tomography (PET) scans that show brain activi ty, 
Braun's research team found that the limbic and paralimbic regions of the brain, 
which are associated with emotion and motivation, are pa r ticularly active during 
REM sleep. At the same time, the association areas of the prefrontal cortex, which 
control logical analysis and attention, are inactive during REM s leep (Braun, 1998; 
Occhionero, 2004; see Figure 8). 

These results can be viewed as consistent with several aspects of Freudian theory. 
For exampl£>, the high activation of £>motionaJ and motivational C('nt£>rS of Ih£> brain 
during dreaming makes it more plausible that dreams may refle(:t unconscious wishes 
and instinctua l needs, just as Freud suggested. Similarly, the fac t that the areas of the 
brain responSible for emotions are highly active, whereas the brain regions responSible 
for rational thought are offline during REM s leep, suggests that conscious parts of 
personality (what Freud called the ego and the superego) are inactive. This inactivity 
p(>rmits unconscious thoughts to dominat(>. 

DREAMS·FOR·SURVIVAL THEORY 

According to the dreams-for-survival theory, dreams permit informution that is criti­
cal for our daily survival to be re(:onsidered and reprocessed during sleep. Dreaming 
is seen as an inheritance from our animal ancestors, whose small brains Were unable 
to sift sufficient information during waking hours. Consequently, dreaming provided 
a me(:hanism that permitted the processing of information twenty-four hours a day. 

According to this theory, dreams represent concerns about our daily lives, illus­
trating our uncertainties, inde(:isions , ideas, and desires. Dreams are seen, then, as 
consis tent with everyday living. Rather than being disguised wishes, as Freud sug­
gested, they represent key concerns growing out of our daily experiences (Pavlidcs & 
Winson, 1989; Winson, 1990). 

Research supports the dreams-for-survival theory, suggesting that certain dreams 
permit people to focu s on and consolidate memories, particularly dreams that pertain 
to "how-to-do-it" memories related to motor skills . For example, rats seem to dream 
about mazes that they learned to run through during the day, a t least according to the 
patterns of brain activity that appear while they are sleeping (Kenway & Wilson, 2001; 
Stickgold ct aI., 200 1; Kuriyama, Stickgold, & Walker, 2004) 

A similar phenomenon appears to work in humans. For instance, in one experi­
ment, participants learned a visual memory task late in the day. They were then sent 
to bed , but awakened at certain times during the night. When they were awakened 
at times that did not interrupt dreaming, their performance on the memory task 
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Dreams-for-surviv.ll theory: The 
theory suggesting that dreams permit 
infonnation that is critical for our 
daily survival to be recons idered and 
reprocessed during sleep. 

(Higher-order Attention 

Memory 
formation 

Complex 
visual 
processing 

_ Areas active during REM sleep 

FIGURE S The parts of the brain that are 
associated with emotions and visual imag­
ery are strongly activated during REM sleep. 

Why might this be the casel 
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typically improved the next day. But wh('1l they were awakened during rapid eye 
movement (REM) sleep-the stage of sleep when people dream-their perfonnance 
declined. The implication is that dreaming, at least when it is uninterruplL'"<i, can 
playa role in helping us remember material to which we have been previously 
exposed (Kami et aI., 1992, 1994). 

ACTIVATION-SYNTHESIS THEORY 

Activation-synthesis theory: Hobson's 
theory that the brain produces random 
electrical energy during REM sleep 
that stimulates memories lodged in 
various portions of the brain. 

According to psychiatrist J. Allan Hobson, w ho proposed the activation-synthesis 
theory, the brain produces random electrical energy during REM sleep, possibly as 
a result of changes in the production of particular neurotransmitters. This electri­
cal energy randomly stimulates memories lodged in various portions of the brain. 
Because we have a need to make sense of our world even while asleep, the brain takes 
these chaotic memories and weaves them into a logical story line, filling in the gaps to 
produce a rational scenario (Porte & Hobson, 1996; Hobson, 2005). 

Theory 
Uncon5ciou$ wish futfrllment 
theory (Freud) 

Dreams·for-survival theory 

Activation-synthesis theory 

However, Hobson does not entirely reject the view that dreams reflect uncon­
scious wishes. He suggests that the particular scenario a dreamer produces is not ran­
dom but instead is a due to the dreamer's fears, emotions, and concerns. Hence, what 
starts out as a random process culminates in something meaningful. 

DREAM THEORIES IN PERSPECTIVE 

The range of theories about dreaming clearly illustrates that researchers have yet to 
agree On the fundamental purpose of dreams. Figure 9 Summal.""izC$ the three major 
theories. In fact, there are quite a few additional theories of dreaming, probably 
reflecting the fact that dream research ultimately must rely on self-reports of hidden 
phenomena that a re not directly observable. For now, the true meaning of dreams 
remains a mystery (Domhoff, 2001, 2003; Stem, 2(01). (For more on the Significance of 
dreaming, see the AI/plyillg Psychology ill tile 21 st Celltllry box.) 

Sleep Disturbances: 
SllJmbering Problems 
At one time or another, a lmost all of us have difficulty sleeping- a condition known 
as insomnia. It could be due to a pa rticular situation, such as the breakup of a relation­
ship, concem about a test score, or the loss of a job. Some cases of insomnia, however, 
have no obvious cause. Some people are simply unable to fall asleep easily, or they go 
to sleep readily but wake up frequently during the night. Insomnia is a problem that 

Basic Explanation 

Dreams represent llnconsCtOUS wishes the 
dreamer wants to fu tfll l 

Information relevant to daily slll"Vivai is 
reconsidered and reprocessed 

Dreams are the result of random activation 
of vanous memories. whK:h are tied together 
in a logical story line 

Meaning of D reams 

Latent content reveals 
unconscious ....,,;mes 

Oues to everyday concerns 
about su rvival 

Dream scenario that is 
co nstructed rs related to 
dreamer's concems 

15 Meaning of Dream 
Disguised? 

Yes. by manifest content of 
dreams 

Not necessarily 

Not necessarily 

FIGURE 9 Three theories of dreams. Researcher.; have ~t to agree on the fundamental meaning 

of dreams. and so several theories about dreaming have emerged. 
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Analyze This 

At aboutll !'.M. on a Wednesday, 
23-year-old Yamara Coutinho, 
a research subject at Beth Israel 
Deaconess Medical Center, settled 
into bed. It would not be a restful 
night, though. Just as she drifted off, 
Coutinho-her face and scalp dotted 
with electrodes, her head covered 
with a caplike device used for moni­
toring sleep-was jolted awake by 
a computerized voice asking her to 
"please report now" (Zook, 200·t, p. 7). 

The voice was telling Coutinho, a vol­
unteer prlftidpating in a study conducted 
by researcher Robert Stickgold, to describe 
any dreams she might be having. Stickgold 
is studying how our daytime, waking expe­
riences are incorporated into dreams. 

participants in the study had psychological 
disorders tMt prevented them from recall­
ing what happened during the day. But even 
those participants with the disorder-who 
couldn't remember their day's activities­
dreamed of Terris pieces (Stickgold et aI., 
2001; Walker & Stickgold, 20(», 2005). 

Other research shows that it's not just 
information that we're thinking about that 
shows up in OUT dreams. Even material 
that we're attempting to suppress from 
consciousness has a way of be<:oming the 
stuff of dreams. According to studies by 
psychologist Daniel Wegner, when we 
try to IIof think about someone before we 
go to sleep, we're actually more likely to 
dream about that person than if we're not 
aVOiding thoughts about that individual 
(Wegner, Wenzlaff, & Kozak, 2004). 

Can we use dreams to help solve prob­
lems? Some researchers believe so. According 
to dream researcher Deirdre Barrett (2001), 
people are particularly able to solve visual 

problems, such as how to fit furniture from 
an old apartment into a new one, as a result 
of dreaming about the problem. She also 
points out that many artists, such as Jasper 
Johns and Salvador Dali, claim to have had 
their creativity inspired by their dreams. 

[n support of such reasoning. researchers 
at the University of Chicago trained 001-
lege students to understand distorted speech 
produced by a speech synthesizer. They 
found tMt students who learned the task 
and then had a good night's sleep did bet­
ter on the task the next day compared with 
students who were tested two hours after 
learning the task, but who had no sleep. A 
good night's rest, by itself, may be sufficient 
(and perhaps even necessary) to enhance 
our cognitive abilities. Getting some extra 
hours of shut-eye, then, may not only make 
college students less sleepy-it may make 
them do better on their schoolwork (Fenn, 
Nussb.lum, & Margoliash, 2003; Cipolli et 
aI. , 2005; Margoliash, 2(05). 

To figure out how our dreams may reflect 
our waking experiences, Stickgold asks pm·­
ticipants to play video games such as Tetris 
or Alpine Racer. In one study, for example, 
he had a group of participants play Tetris 
just before going to sleep. When they were 
awakened during the night, more than half 
reported seeing falling Tetris objects in their 
dreams. Even more interesting. some of the 

Which of the theories of dreaming is consistent with the research findings showing 
that sleep improves problem solving and learning? If you wanted to use these find­
ings to improve performance on an upcoming test, what would you do? 

afflicts as many as one-third of all people (BlaiS et aI., 2001; Monti, 2004; American 
Insomnia Associa tion, Z005). 

Interestingly, some people who thil1k they have sleeping problems are mistaken. 
For example, researchers in sleep laboratories have found that some people who 
report being up all night actually fall asleep in thirty minutes and stay asleep all night. 
Furthermore, some people with insomnia accurately recall sounds that they heard 
while they were asleep, which gives them the impression tha t they were awake dur­
ing the night. In fac t, some researchers suggest that future drugs for insomnia could 
function by changing people's ~rcepliolls of how much they have slept, ra ther than by 
making them sleep more (Engle-Friedman, Baker, & Bootzin, 1985; Klinkenborg, 1997; 
Semler & Harvey, ZOOS). 

Other sleep problems are less common than insom nia, although they are 
s till widespread. For instance, some 20 million people suffer from sleep apnea, a 
condition in which a person has difficulty brea thing while sleeping. The resu lt is 
dis turbed, fitful sleep, as the person is constantly reawakened when the lack of 
oxygen becomes grea t enough to trigger a waking response. Some people with 
apnea wake as many as 500 times during the course of a night, although they 
may not even be aware that they have wakened. Not surprisingly, such disturbed 
sleep-which may be related to a loss of neurons in the brain stem- results in 
complaints of fatigue the next day. Sleep apnea a lso may playa role in sudden infanl 

147 
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Cin:adian rhythms: Biological pro­
cesses that occur regularly on approxi­
mately a twenty-four-hour cyde. 

dr:a/ll syndrome (SIDS), a mysterious killer of sC(!mingly norma l infants who die 
while sleeping (Ram baud & Guilleminault, 2004; Gami e t aI., 2005). 

Nigllt terrors arc sudden awakenings from non-REM sleep that are accompanied 
by extreme fea r, panic, and strong physiological arousal. Usually occurring in stage 
4 sleep, night terrors may be so frighten ing that a sleeper awakens with a shriek. 
Although night terrors initially produce great agitation, victims usually can get back 
to sleep fairly quickly. They occur most frequen t ly in children between the ages of 3 
and 8, although adults may suffer from them as well. Their cause is not known, but 
they are unrelated to emotional disturbance. 

Narcole/Isy is uncontrollable sleeping that occu rs for short periods while a 
person is awake. No matter what the activi ty-holding a hea ted conversation, 
exercising, or driving-a narcoleptic will suddenl y fall asleep. People with narco­
lepsy go directly from wakefulness to REM sleep, skipping the other stages. The 
causes of narcolepsy are not known, although there could be a genetic component 
because narcolepsy runs in families (Lockrane, Bhatia, & Gore, 2005; Mahmood 
& Black 2005). 

We know relatively little about sleeptalking and sleepwalking, two sleep distur­
bances that are usually harmless. Both occur during stage 4 sleep and are more com­
mon in children than in adults. Sleeptalkers and sleepwalkers usually have a vague 
consciousness of the world around them, and a sleepwalker may be able to walk with 
agility around obstructions in a crowded room. Unless a sleepwalker wanders into a 
dangerous environment, sleepwalking typically poses little risk (Hobson & Silverstri, 
1999; Baruss, 2003; Guilleminault et aI., 2005). 

Ciccadja0J3.b}1bms: Uf~ C ~des 
The fact that we cycle back and forth between wakefulness and slC(!p is one example 
of the body's circadian rhythms. Circadian rhythms (from the Lltin circa diem, or 
"Mound the day") nre biological processes thnt occur regulMly on approximntely a 
twenty-four-hour cyde. Sleeping and waking, for instance, o<xur naturally to the beat 
of an internal pacemaker that works on a cycle of about twenty-fou r hours. Several 
other bodily functions, such as body temperature, hormone production, and blood 
pressure, also follow circadian rhythms (Oren & Terman, 1998; Czeisler et aI., 1999; 
Young, 2000; Saper et aI., 2005). 

Circadian cycles are complex, and th ey involve a variety of behaviors (see 
Figure 10). For instance, sleepiness occurs not just in the evening but throughout 
the day in regular patterns, with most of us getting drowsy in midafternoon­
regardless of whether we have eaten a heavy lunch. By making an afternoon 
siesta part of their everyday habit, people in several cultures take advantage of 
the body's natural inclination to sleep at this time (Ezzel, 2002; Wright, 2002; 
Taknhashi el nl., 2004). 

The brain's supracliiasmatic Ilucleus (SeN) controls circadian rhythms. However, 
the relative amount of light and darkness, which varies with the seasons of the 
year, also plays a role in regulating circadian rhythms. In fac t, some people expe­
rience seasmrai affective disorder, a form of severe depression in which feelings of 
despair and hopelessness increase during the winter and lift during the res t of the 
year. The disorder appears to be a result of the brevity and gloom of winter days. 
Daily exposure to bright lights is sometimes sufficient to improve the mood of 
those with this disorder (Roush, 1995; Orcn & Terman, 1998; Young, 2000; Eagles, 
2001; Golden et aI., 2005) . 

Circadian rhythms explain the phenomenon of jet lag, caused by flying through 
multiple time zones. Pilots, as well as others who must work on constantly chang-
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6:00A.M. 

• Hay leve~ .ymptom. 
are worU • Symptoms of ~heumatoid 

an:h~iti. are wo",t 
• level of hemoglobin in 

the blood is at its peak 
• Onset of menstruation is most likely 
• Insulin levels in the bloodstream are lowest 
• Blood pressure and heart rate begin to rise 
• Levels of the stress hormone cortisol 

Increase 
• Melatonin levels begin to fall 

4:00 A.M. 
• ~thma attacks are 

mon likely to occur 

1.:00 A.M. 
• levels of growth 

hormone are highest 

1:00 A.M. 
• Pregnant women are 

most likely to go into 
labor 

• Immune cell. ulled 
helper T lymphocyt"" 
are at thei~ peak 

• Helpe~ T lymphocyt"" are at 
their lowe.t daytime level 

FIGURE 10 Day times, night times: regular body changes CNef" every 24·hour period. Over the 

course of the day. oor circadian rhytl"ms produce a wide va6ety of e ffects. (Source: YOIing. 2000.) 

ing time shifts (police officers and physicians), must fight their internal clocks. The 
result can be fatigue, irrit.lbility, and, even worse, outright error. In fact, an analysis 
of major disasters caused by human error finds that many, including the EXXOII 

Valdez oil spill in Alaska and the Chemobyl nuclear reactor accident, occurred late 
a t night (Moore-Ede, 1993; Refinetti, 2005). 

Daydreams: Dreams 
Without Sleep 
It is the stuff of magic: Our past mistakes can be wiped out and the future filled 
with noteworthy accomplishments. Fame, happiness, and wealth can be ours. In 
the next moment, though, the most horrible tragedies call occur, leaving us devas­
tated, alone, and penniless. 

The source of these scenarios is daydreams, fan lasies that people construct while 
awake. Unlike dreaming that occurs during sleep, daydreams are more under people's 
control. Therefore, their content is often more closely related to immediate events in 
the environment than is the content of the dreams that occur during sleep. Although 
they may include sexual content, daydreams also pertain to other activities or events 
that are relevant to a person's life. 

Daydreams are a typical part of waking consciousness, even though our aware­
ness of the environment around us declines while we arc daydreaming. People vary 
considerably in the amount of daydreaming they do. For example, around 2 to 4 per­
cent of the population spend at least half their free time fantasizing. Although most 

3:00 P.M. 
• Grip strength. respiratory 

rate. and renex sensitivity are 
highest 

4:00 P.M. 
• Body temperawre. pulse rate . 

and blood pressure peak 

6:00 P.M . 
• Urinary flow is hi~hest 

\1:00 P.M. 
• Pain threshold is 

lowest 

II :00 P.M. 
• Allergic responses 

are most likely 

Day<:teams are fantasies that pe<lple con­

struct .....tlie they are awake_ What are the 

smilanties and differences betvveen day­
dreams and nrght dreams! 

Daydreams: Fantasies that people con­
struct while awake. 
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people daydream much less frC<juen tly, almost everyone fantasizes to some degree. 
Studies tha t ask people to identify what they are doing at random times during the 
day have shown tha t they are daydreaming about 10 percent of the time. As for the 
content of fantasies, most concern such mundane, ordinary events as paying the tele­
phone bill. picking up the groceries, and solving a romantic problem (Singer. 1975; 
Lynn & Rhue, 1988; Lynn et aI., 1996). 

Frequent daydreaming may seem to suggest psychological difficulties, but 
there appears to be little relationship between psychological di sturbance and 
daydreaming. Except in those rare cases in which a daydreamer is unable to 
dis tingu ish a fa ntasy from reality (a mark of serious psychological problems), 
daydreaming seems to be a normal part of waking consciousness. Indeed, fanta sy 
can contribute to the psychological well-being of some people by enhanCing their 
crea tivity and permitt ing them to use their imagination to unders tand what other 
people arc experiencing (Lynn & Rhue, 1988; Pihlgren, Gidycz, & Lynn, 1993; 
Lynn e t aI., 1996). 

BECOMING AN 
INFORMED CONSUMER 

Do you have trouble sleeping? You're not alone-70 million 
people in the United Sta tes have sleep problems. For those of 
us who spend hours tOSSing and turning in bed, psychologists 
studying slccp disturbances have a number of suggestions for 
overcoming insomnia (Edinger et aI., 2001; Benca, 2005; Finley 

of Psychology 
Sleeping Better & Cowley, 2(05). Here are some ideas. 

Exercise durillg tire day (at least six Irours befon: bedtime) 
mId avoid Imps. Not surpriSingly, it helps to be tired before goi ng to s leep! 
Moreover, learning systematic re laxation techniques and biofeedback can help 
you unwind from the day's s tresses and tensions. 

• Clwose a ,,,gular hodlime alld Slick 10 il. Adhering to a habitual schedule helps 
your internal timing mechanisms regulate your body more effectively. 

• DOII't use you, bed as 1711 all-purpose area. Leave s tudying, reading, eating, watch­
ing TV, and other recreational activities to some other part of your living quar­
ters. If you follow this advice, your bed will become a cue for s leeping. 

• Avoid drillks witlr caffeille after IUllclr. The effects of beverages such as coffee, tea, 
and some soft drinks can linger for as long as eight to twelve hours after they 
are consumed. 

• Drillk a glass of warm milk at bedtime. Your grandparents were right when they 
dispensed this advice: Milk contains the chemical t ryptophan, w hich helps 
people fall asleep. 

• Avoid sleepillg pills. Even though 25 percent of U.S. adults report having taken 
medication for sleep in the previous yea r, in the long run sleep medica tions 
can do more harm than good because they dis rupt the normal sleep cycle. 

• Try not to sleep. This approach works because people often have difficulty 
fa lling asleep because they are trying so hard. A better strategy is to go to 
bed only w hen you feel tired. If you don't get to s leep within ten minutes, 
leave the bed room and do something else, returning to bed only when 
you feel sleepy. Continue this p rocess all night if necessary. But get up a t 
you r usual hour in the morning, and don' t take any naps during the day. 
Afte r three or four weeks, most people become condi tioned to associate 
their beds w ith sleep-and fal l as leep rapidly at night (Sloan et aI., 1993; 
Ubell, 1993; Smith, 200 1). 

• Talk YOllrselfillto s/eepillg. In some cases, therapy is effective in reducing 
insomn ia. For example, people who learn through therapy to replace negative 
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thoughts that keep them awake ("I'll never get back to sleep now, and I've got 
so much to do tomorrow") w ith more positive ones ("I'm probably sleeping 
more than I think I am") report sleeping better (Morin, 2004; Dooreen, 2005). 

For long-term problems with sleep, you might consider visiting a sleep disor-
ders center. For information on accredited clinics, consult the American Academy of 
Sleep Medicine at www.aasmnet.org. 

R EC A PlEVA LUAT EI RETH INK 

RECAP 

What are the different states of consciousness? 

• Consciousness is a person's awareness of the sensations, 
thoughts, and feelings at a given moment. Waking con­
sciousness can vary from more active to more passive 
states. (p. 138) 

• Al tered states of consciousness indude naturally occur­
ring sleep and dreaming, as well as hypnotic and drug­
induced states. (po 138) 

What happens when we sleep, and what are the meaning and 
function of dreams? 

• Using the electroencephalogram, or EEG, to study sleep, 
scientists have found that the brain is active throughout the 
night, and that sleep proceeds through a series of stages 
identified by unique patterns of brain waves. (pp. 140-141) 

• REM (rapid eye movement) sleep is characterized by 
an increase in heart rate, a rise in blood pressure, an 
increase in the rate of breathing, and, in males, erections. 
Dreams occur during this stage. (p. 141) 

• According to Freud, dreams have both a manifest con­
tent (an apparent story line) and a la tent content (a true 
meaning). He suggested that the latent content provides 
a guide to a dreamer's unconscious, revealing unful­
fi lled wishes or desires. (p. 144) 

• The dreams-for-survival theory suggests that infor­
mation relevant 10 daily survival is reconsidered and 
reprocessed in dreams. The activation-synthesis theory 
proposes that dreams are a result of random electrical 
energy that stimulates different memories, which then 
are woven into a coherent story line. (pp. 145-146) 

What are the major sleep disorders, and how can they be 
treated? 

• Insomnia is a sleep disorder characterized by difficulty 
sleeping. Sleep apnea is a condition in which people 
have difficulty sleeping and breathing at the same time. 
People with narcolepsy have an uncontrollable urge 
to sleep. Sleepwalking and sleeptalking are relatively 
harmless. (pp. 146-148) 

• Psychologists and sleep researchers advise people with 
insomnia to increase exercise during the day, avoid 
caffeine and sleeping pills, drink a glass of warm milk 
before bedtime, and try to avoid going to sleep. (p. 150) 

How much do we daydream? 

• Wide individual differences exist in the amount of time 
devoted to daydreaming. Almost everyone daydreams 
or fantasizes to some degree. (pp. 149-150) 

EVALUATE 

1. --::----c.,-- is the term used to describe our under­
standing of the world external to us, as well as our own 
internal world. 

2. A great deal of neural activity goes on during sleep. 
True or false? 

3. Dreams occur in sleep. 
4. are internal bodily processes that occur 

on a daily cycle_ 
S. Freud's theory of unconscious states 

that the actual wishes an individual expresses in dreams 
are disguised because they are threatening to the per­
son's conscious awareness. 

6. Match the theory of dreaming with its definition. 
1. Activation-synthesis theory 
2. Dreams-for-survival theory 
3. Dreams as wish fulfillment 
01 . Oreams permit important information to be repro­

cessed during sleep. 
b. The manifest content of dreams disguises the latent 

content of the dreams. 
c. Electrical energy stimulates random memories, 

which are woven together to produce dreams. 
7. Match the s leep problem with its definition. 

1. Insomnia a. Condition that makes breathing 

2. Narcolepsy 
3. 51e",p apnea 

while sleeping difficult 
b, Difficulty sleeping 
c. Uncontrollable need to sleep 

during the day 
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RETHINK 

1. Suppose that a new "miracle pill" will allow a person to 
funct ion with only one hour of sleep per night. However, 
because a night's sleep is so shorl, a person who takes 
the pill will never dream again, Knowing whal you do 
about the functions of s leep and dreaming. what would 
be some advantages and d rawbacks of such a pill from a 
personal standpoint? Would you take such a pill? 

KEY TERMS 

consciousness p. 139 
stage 1 s leep p. 140 
s tage 2 s leep p. 140 
s tage 3 sleep p. 140 
s tage 4 s leep p. 140 
rapid eye movement (REM) 

s leep p. 141 

unconscious wish fulfill­
ment theory p. 144 

latent content of dreams 
p. 144 

manifest content of dreams 
p.l44 

2. From Ihe perspective of all educator: How might you uti­
lize the findings in sleep research to maximize student 
learning? 

Anowe .... to Evaluate Queltions 
c-t '~I: ''l-t 'L :q-t 'e_1: '~t '9 :lu<>wn!JlnJ '{SlM ·S 

:SW'{IA .... UC!P"""P 't' :VII3~ T :"fUl 'I: ~~'SaUsnupsuw '\ 

dreams-for-survivaltheory 
p. 145 

activation-synthesis theory 
p. 146 

circadian rhythms p. 148 
daydreams p. 149 
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You art:> feeling rt:>laxed nnd drowsy. You are getting slCo:!pier and sleepier. Your 
body is be<:oming limp. Now you art:> starting to become warm, nt case, mort:> 
comfortable. Your eyelids are feeling heavier and heavier. Your eyes are clos­
ing; you can't keep them open anymore. You are totally relaxed. 

Now, as you listen to my voice, do exactly as I say. Place your hands 
above your head. You will find they are getting heavier and heavier-so 
heavy you can bart:>ly keep them up. In fact, although you are strain-
ing as hard as you <:;In, you will be unable to hold them up any longer. 

An observer watching the above some would notice a curious phenomenon 
occurring. Many of the people listening to the voice would, one by one, drop their 
anns to their sides, as if they were holding heavy lead weights. The reason for this 
strange behavior? Those people have been hypnotized. 

It is only re<:ently that hypnotism has become an area considered worthy of sci­
entific investigation. In part, the initial rejection of hypnosis relates to its bizarre eigh­
teenth-century origins, in which Franz Mesmer argued that a form of "animal magne­
tism" could be used to influence people and cure their illnesses. After a commissiOIl 
headed by Benjamin Franklin discredited the phenomenon, it fell into d isrepute, only 
to rise again to respectability in the nineteenth century. But even today, as we will see, 
the nature of hypnosis is controversial. 

Hypnosis: A Trance-Forming 
Experience? 
People under hypnos is are in a trancelike state of heightened susceptibility to the sug­
gestions of others. In some respects, it appears that they are asleep. Yet other aspects 
of their behavior contradict this notion, for people are atlentive to the hypnotist's sug­
gestions and may carry out bizarre o r silly suggestions. 

Despite their compliance when hypnotized, people do not lose all will of their 
own. They will not perform antisocial behaviors, and they will not carry out sclf­
destructive acts. People will not reveal hidden truths about themselves, and they are 
capable of lying. Moreover, people cannot be hypnotized against their will--despi te 
popular misconceptions (Gwynn & Spanos, 1996). 

There are wide variations in people's susceptibility to hypnosis. About 5 to 20 
percent of the population cannot be hypnotized at all, and some 15 percent are very 
easily hypnotized. Most people fa ll somewhere in between. Moreover, the ease with 
which a person is hypnotized is related to a number of other characteristics. People 
who are hypnotized readily arc also easily absori.>t.>d while reading books Of listening 
to music, becoming unaware of what is happening around them, and they ofte n spend 
an unusual amount of time daydreaming. i n sum, then, they show a high ability to 
concentrate and to become completely absorbed in what they are doing (Rhue, Lynn, 
& Kirsch, 1993; Kirsch & Braffman, 200t; Rubichi et ai., 20(5). (To investigate hypnosis 
more, try the Psychlnteractive exercise on hypnosis.) 

() The McGraw-Hili 
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ent state of ",nsc;c,u"ne,;s' 

What are the effects 
of meditation? 

Hypnos is: A trancelike state of height­
ened susceptibility to the suggestions 
of others. 
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Hypnosis 
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Despite comnon ~onceptions. people cannot be hypnot0'!<l against their win. nor do they lose all 

win of their 0YIIT'l. 'NITt. then. do people somebneS behave so unusually when asked to by a hypnotist? 

A DIFFERENT STATE OF CONSCIOUSNESSI 

The question of whether hypnosis is a state of consciousness that is qualitatively dif­
ferent from normal waking consciousness is controversial. Psychologist Ernest Hilgard 
presented one side of the argument when he argued convincingly that hypnosis repre­
sents a s tate of consciousness that differs significantly from other sta tes. He contended 
that particular behaviors clearly differentiate hypnosis from other s tates, including 
higher suggestibility, increased ability to recall and construct images, and acceptance 
of suggestions that clearly contradict reality. Moreover, changes in electrical <lctivity in 
the brain are associated with hypnosis, supporting the position thai hypnosis is a slate 
of consciousness different from normal waking (Hilgard, 1975, 1992; Graffin, Ray, &: 
Lund y, 1995; Kall io &: Revonsuo, 2(03). 

On the other side of the controversy were theorisls who rejected the notion that 
hypnosis is a sta te significantly d ifferent from normal waking consciousness. They 
argued that altered brain wave pattems <Ire not sufficient to demonstrate a qualita­
tive d ifference in light of the fact that no other specific physiological changes occur 
when a person is in a trance. Furthermore, little support exists for the contention that 
adults can recall memories of childhood events accurately wni le hypnotized. That 
lack of evidence suggests that there is nothing qualitatively special about the hyp­
notic trance (Spanos et aI. , 1993; Kirsch &: Lynn, 1998; Lynn, Fassler, &: Knox, 20(5). 

There is increasing agreement that the controversy over the nature of hypnosis has 
led to extreme positions on both sides of the issue. More recent approaches suggest 
that the hypnotic state may best be viewed as lying along a continuum in which hyp­
nosis is neither a totally d ifferent state of consciousness nor totally similar to normal 
waking consciousness (Kirsch &: Lynn, 1995; Kihlstrom, 2005). 

As arguments about the true nature of hypnosis continue, though, one thing is 
clear: Hypnosis has been used successfully to solve practical human problems. In fact, 
psychologists working in many different areas have found hypnosis to be a rel iable, 
effective tool. It has been applied to a number of areas, including the following: 

Con trolling pain. Patients suffering from chronic pain may be given the sug­
gestion, while hypnotized, that their pain is gone or reduced. They also may be 
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taught to hypnotize themselves to relieve pain or gain a sense of control over 
their symptoms. Hypnosis has proved to be particularly useful during childbirth 
and dental procedures (Nash, 2001; Cosser, 2002; Ketterhagen, VandeVusse, & 

Berner, 2002; Mehl-Madrona, 2(04). 
Reducing smoking. Although it hasn't been successful in stopping drug and 

alcohol abuse. hypnosis sometimes helps people stop smoking through hypnotic 
suggestions that the taste and smell of cigarettes are unpleasant (Barber, 2001; 
Zarren & Eimer, 2002; Elkins & Rajab, 2(04). 

Trealing psyC//Ological disorders. Hypnosis sometimes is used during treat­
ment for psychological disorders. For example. it may be employed to heighten 
relaxation, reduce anxiety, increase expectations of success, or modify self­
defeating thoughts (Fromm & Nash, 1992; Baker, 2001; Zarren & Eimer, 2002; 
Iglesias, 2005). 

Assisting in law enforcement. Witnesses and victims are sometimes better 
able to recall the details of a crime when hypnotized. In one often-ci ted case, a 
witness to the kidnapping of a group of California schoolchildren was placed 
under hypnosis and was able to recall all but one digit of the license num-
ber on the kidnapper's vehicle. However, hypnotic recollections may also be 
inaccurate, just as other recollec tions are often inaccurate. Consequently, the 
legal status of hypnosis is unresolved (Geiselman et aI., 1985; Drogin, 2005; 
Whitehouse et aI., 2(05). 

Improving alll/elic performance. Athletes sometimes tum to hypnosis to 
improve their performance. For example, some baseball players have used hyp­
notism to increase their concentratiOn when baiting, with considerable success 
(Edgette & Rowan. 2003; Lindsay. Maynard. & Thomas, 2005). 

Meditation: Regulating Our Own 
Slate of ConsciolJsness 
When traditional practitioners of the ancient Eastern religion of Zen Buddhism want 
to achieve greater spiritual insight, they turn to a technique that has been used for 
centuries to alter their state of consciousness. This technique is called meditation. 

Meditation is a learned technique for refOCUSing attention that brings about an 
altered state of consciousness. Meditation typically consists of the repetition of a mrm­
tra-a sound, word, or syllablc--over and over. I.n other forms of meditation, the focus 
is Oil a picture, flame, or specific part of the body. Regardless of the nature of the par­
ticular ini tia l s timulus, the key to the procedure is concentrating on it so thoroughly 
that the meditator becomes unaware of any outside stimulation and reaches a different 
state of consciousness. 

After meditation, people report feeling thoroughly relaxed. They some­
times relate that they have gained new inSights into themselves and the prob­
lems they are facing. The long-term practice of medi tation may even improve 
health because of the biological changes it produces. For example. during 
meditation, oxygen usage decreases, heart rate and blood pressure decline, and 
brain-wave patterns may change (Zama rra et aI., 1996; Arambula et aI., 2001; 
Barnes et aI., 2004; see Figure 1). 

Anyone can meditate by following a few simple p rocedures. The funda­
mentals include sitting in a quiet room with the eyes closed, breathi ng deeply 
and rhythmically, and repeating a word or sound-such as the word O/re--Qver 
and over. Practiced twice a day for twenty minutes, the technique is effective in 

Med itation: A leamoo technique for 
refOCUSing attention that brings about 
an altered state of consciousness. 
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FIGURE I The body's use of oxygen declines sign i~(antly during meditation. (Source: Benson. 1993.) 

bringing <lbout relaxation (Benson, 1993; Benson et aI., 1994; Aft<lnas & Colosheykin, 
2005). For more informMion on meditation, contact the Mind/Body Medical Institute 
<It www.mbmi.orgorc<lll (866) 509-0732. 

As you m<ly h<lve gathered from this discussion, meditation is a means of altering 
consciousness that is practiced in many different cultures, though it can t;;!ke different 
forms and serve different purposes <lcross cultures. In fact, one impetus for the study 
of consciousness is the realization that people in many different cultures routinely seek 
w<lys to alter their sta tes of consciousness. 

A group of Native American Sioux men sit naked in a steam­
ing sweat lodge as a medicine man throws water on sizzling 
rocks to send billows of scalding steam into the air. 

Aztec priests smear themselves with a mixture of crushed 
poisonous herbs, hairy black worms, scorpions, and lizards. 
Sometimes they drink the potion. 

During the s ixteenth century, <I devout H<lsidic Jew lies across the tombstone of a cel­
ebrated scholar. As he murmurs the name of God repeatedly, he seeks to be possessed 
by the soul of the dead wise man's spirit. If successful, he will a ttain a mystical sta te, 
and the deceased's words will flow out of his mouth. 

Each of these rituals has a common goal: suspension from the bonds of everyday 
awareness and access to an al tered state of consciousness. Although they may seem 
exotic from the vantage point of many Western cultures, these rituals represent an appar­
ently universal effort to alter consciousness (Furst, 1977; Fine, 1994; Bartocci, 20(4). 

Snn,.. srholars <;" BBpst th"t thf' '1."o><:t to "It .. r cC1ns ('iC1l1s npss rf'prf>!;f'n ts " has ic 

hum<ln desire (Siegel, 1989). Whether or not one accepts such <In extreme view, it is 
clear that variations in slates of consciousness share some basic characteristics across 
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a variety of cultures. One is an alteration in thinking. which may become sha llow, 
illogical, or otherwise different from normal. In addition, people's sense of time 
can become disturbed, and their perceptions of the world and of themselves may 
be changed. They may experience a loss of self-control, doing things that they 
would never otherw'ise do. Finally, they may feel a sense of illeffability- the inabil­
ity to understand an experience rationally or describe it in words (Ludwig. 1969; 
Martindale, 1981; Finkler, 2004). 

Of course, realizing that efforts to produce altered states of consciousness are wide­
spread throughout the world's societies docs not answer a fundamental question: Is the 
experience of unaltered states of consciousness similar across different cultures? 

There are two possible responses to this quest ion. Because humans share 
basic biological commonalties in the ways their brains and bodies are wired, we 
might assume that the fundamental experience of consciousness is similar across 
cultures. As a result. we could suppose that consciousness shows some basic simi­
larities across cultures. 

However, the ways in which certain aspects of consciousness are interpreted 
and viewed show substantial differences among different cultures. For example, 
people in various cultures view the experience of the passage of time in varying 
ways. One study found, for instance, that Mexicans view t ime as passing more 
slowly than other North Americans do (Oiaz-Guerrero, 1979). 

Whatever the true nature of consciousness and the reasons why people try to 
alter it, it is clear that people often seek the means to alter their everyday experi­
ence of the world. In some cases that need becomes overwhelming. as when people 
use consciousness-altering drugs, sometimes to a destructive extent. 

R EC A P/EVALUAT E/ R ETH INK 

RECAP 

What is hypnosis, and are hypnotized people in a different 
state of consciousness? 

• Hypnosis produces a state of heightened susceptibil­
ity to the suggestions of the hypnotist. Under hypno­
sis, significant behavioral changes occur, including 
increased concentration and suggestibility, heightened 
ability to recall and construct images, lack of initiative, 
and acceptance of suggestions that dearly contradict 
real ity. (pp. 153-155) 

What are the effects of meditation? 

• Meditation is a learned technique for [('focusing atten­
tion that brings about an altered state of consciousness. 
(p.155) 

• Different cultures have developed their own unique 
ways to alter states of consciousness. (p. 156) 

EVALUATE 

1. is a state of heightened susceptibility 
to the suggestiOns of others. 

2. A friend tells you, "'I once heard of a person who was 
murdered by being hypnotized and then told to jump 
from the Golden Gate Bridge!" Could such a thing have 
happened? Why or why not? 

3. is a learned technique for refocusing 
attention to bring about an al tered state of conscious­
n~. 

4. Leslie repeats a unique sound, known as a 
_______ , when she engages in meditation. 
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1. Why do you think people in almost every culture use 
psychoactive drugs and search for altered s tates of con­
sciousness? 

Answ.n to E .... luac. Question. 

2. From I/w pcrsptC/ive of a III/Illall resources sptCialist: Would 
you allow (or even encourage) employees to engage in 
meditation during the work day? Why or why not? 

KEY TERMS 

hypnosis p. 153 meditation p. 155 

I.'JIU...w·f' !UO!I"I!P"W '(!'si;m i1"!prtJlS;>P"JI')s uuop;xl 01 
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John Brodhead's bio rt'ads like a script for an q>isode of VHI 's Beiliud 
tile Music. A young rebel from the New Jersey suburbs f"IIs in with a fast 
crowd, gets hooked on parties and booze, and, with intensive counsel­
ing and a bit of tough love, manages to get his life back together. 

What makes his story different? Just one thing: his age. John is 13 (Rogers, 2002). 

John Brodhead was lucky. Now in recovery, John had begun to drink when he 
was in the sixth grade. He is not alone: The number of kids who start drinking by 
the eighth grade has increased by almost a third since the 19705, even though alcohol 
consumption overall has stayed fairly steady among the general population. 

Drugs of one sort o r another are a part of almost everyone's life. From infancy 
on, most people take vitamins, aspirin, cold-relief medicine, and the like, and surveys 
find that 80 percent of adults in the United States have ta ken an over-the-counter pain 
relieve r in the last six months. However, these drugs ra rely produce an altered state of 
consciousness (Dortch, 1996). 

In contrast, some substances, known as psycho.1ctive drugs, lead to an altered 
sta te of consciousness. Psychoactive d rugs influence a person's emotiOnS, perceptions, 
and behavior. Yet even this category of d rugs is common in most of our lives. If you 
have ever had a cup of coffee or sipped a beer, you have taken a psychoactive d rug. A 
large number of individuals have used more potent-and dangerous-psychoactive 
d rugs than coffee and beer (see Figu re 1); for instance, surveys find that 41 percent of 
high school seniors have used an illegal drug in the last year. In addition, 30 percent 
report having been drunk on alcohol. The figures for the adul t population are even 
higher Oohnston, O'Malley, & Bachman, 2005). 

Of course, d rugs vary widely in the effects they have on users, in part because 
they affect the nervous system in very d ifferen t ways. Some drugs alter the limbic 
system, and others affect the operation of specific neurotransmitters across the 
synapses of neurons. For example, some d rugs block or enhance the release of neu­
rotransmitters, others block the receipt or the remova l of a neurotransmitter, and still 
others mi mic the effects of a particula r neurotransmitter (see Figure 2, and lea rn more 
by trying the Psychlnteractive exercise on drug effects). 

The most dangerous drugs are addictive. Addictive d rugs produce a biological o r 
psycholOgical dependence in the user, and withdrawal from them leads to a craving for 
the drug that, in some cases, may be nea rly irre;istible. [n biologically based addictions, 
the body becomes so accustomed to functioning in the presence of a drug that it cannot 
function without it. Psyclwiogically based addictions are those in which people believe 
that they need the drug to respond to the stresses of daily living. Although we generally 
associate addiction with d rugs such as heroin, everyday sorts of drugs, such as caffeine 
(found in coffee) and nicotine (found in cigarettes), have addictive aspects as well. 

We know surprisingly little about the underlying causes of addiction. One of 
the problems in identifying those causes is that different drugs (such as alcohol 
and cocaine) affect the brain in very different ways-yet may be equally addicting. 
Furthennore, it takes longer to become addic ted to some drugs than to others, even 
though the ul tima te consequences of addiction may be equally grave (Thombs, 1999; 
Crombag & Robinson, 2004; Nestler & Malenka, 2004). 
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sifications 
what are their effects? 

John Brodhead began to drink heavily v.t.en 
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FIGURE I How mal1y teenagers u:;e 

drugs) The reSlhs of the most recent com­

prehensive so.rvey of 14.000 high school 

:;eniors across the United States show 

the percentage of respondents who have 

used various substances for nonmedical 

purposes at least once Ootmston. O·Maney. 
& SaclYnan, 200S). CaI1 you think of aI1y 
reasons why teenagers---as opposed to 

o lder people--might be particularly likely 

to use drugs! 

FIGURE 2 Different drugs affect different 

parts ofthe nervous system and bra,n and 

each drug f...,ctions in one ofthese Sp8C,fK 

ways. 
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Why do people take drugs in the firs t place? There are many reasons, ranging 
from the perceived pleasure of the experience itself, to the escape that a drug-induced 
high affords from the everyday pressures of life. to an attempt to achieve a religious or 
spiritual sta te. However, other factors having little to do with the nature of the experi­
ence itself, also lead people to try drugs (McDowell & Spitz, 1999). 

For instance. the alleged drug use of well-known role models (such as baseball 
player Darryl Strawberry and film star Robert Downey, Jr. ), the easy availability of 
some illegal drugs, and peer pressure all playa role in the decision to use drugs. In 
some cases, the motive is simply the thrill of trying something new. Finally, the sense 
of helplessness experienced by unemployed individuals trapped in lives of poverty 
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may lead them to try drugs as a way of escaping from the bleakness of their lives. 
Regardless of the forces that lead a person to begin using drugs, drug addiction is 
among the most difficult of all behaviors to modify, even with extensive treatment 
(Tucker, Donovan, & Marlatt, 1999; Lemonick, 2(00). 

hause of the difficulty in treating drug problems, there :is little disagreement 
that the best hope for dealing with the overall societal problem of substance abuse 
is to prevent people from becoming involved with drugs in the firs t place. However, 
there is little accord on how to accomplish this goal. Even programs widely publicized 
for their effectiveness-such as D.A. R.E. (Drug Abuse Resistance Education)-are 
of questionable effectiveness. Used in more than 80 percent of school districts in the 
United States, D.A.R.E consists of a series of seventeen lessons on the dangers of 
drugs, alcohol, and gangs taught to fifth- and Sixth-graders by a JX>lice officer. The 
program is highly popular with school officials, parents, and politicians. The problem 
is that several well-controlled evaluations have been unable to demonstrate that the 
D.A.R.£. program is effective in reducing drug use over the long term. In fact, one 
study even showed that D.A.R.E. graduates were more likely to use marijuana than 
was a comparison group of nongraduates (Clayton, Cattarello, & Johnstone, 1996; 
Lynam et ai., 1999; Kalb, 2001b). 

Stimulants: Drug Higbs 
It's one o'clock in the morning, and you still haven't finished reading the last chapter 
of the text On which you will be tested in the morning. Feeling exhausted, you turn 
to the one thing that may help you stay awake for the next ""0 hours: a cup of strong 
black coffee. 

If you have ever found yourself in such a pOSition, you have resorted to a m<ljor 
stimu/unt, caffeine, to stay awake. Cuffeine is one of a number of stimulants, drugs 
whose effect on the central nen'ous system causes a rise in heart rate, blood pressure, 
and muscular tension. Caffeine is present not only in coffee; it is an important ingredi­
ent in tea, soft drinks, and chocolate as well (see Figure 3). 

Caffeine produces several reactions. The major behavioral effecls are an increase 
in <ittentivencss and a decrease in reaction time. Caffeine can also bring about an 
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Stimulants: Drugs that have an 
arousal effect on the central nen'ous 
system, (ausing a risc in heart ra te, 
blood pressure, and muS(ular tension. 

FIGURE 1 How much caffeine do you 

consume? This chart shows the range of 

uffe;ne foond in (ommon foods and d ri nks 

(The NewYorl; Times, 1991). The average 

person in the United States consumes 

about 200 milligrams of caffe;ne each day. 
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improvement in mood. most li kely by mimicking the effects of a natural brain chemi­
cal. adenosine. Too much caffeine, however. can result in nervousness and insomnia. 
People can build up a biological dependence on the drug. Regular users who suddenly 
stop drinking coffee may experience headaches or depression. Many people who 
drink large amounts of coffce on weekdays have headaches on weekends because of 
th£' sudden drop in the amount of caffeine they are consuming (Silverman ct ai., 1992, 
1994; James, 1997; Juliano & Griffiths, 2(04). 

Nicotille, found in Cigarettes, is another common stimulant. The soothing effects of 
nicotine help explain why cigarette smoking is addictive. Smokers develop a depen­
dence on nicotine, and those who suddenly stop smoking develop strong cravings for 
the drug. This is not surprising: Nicotine activates neural mechanisms similar to those 
activated by cocaine, which. as we sec later in this section, is also highly addictive 
(Murray, 1990; Pich et aI., 1997; Collins & Izenwasser, 2(04). 

AMPHETAMINES 

Alllphetamilles are strong stimu lants. such as Dexedrine and Benzedrine, popularly 
known as speed. In small quantities, amphetamines-which stimulate the cen­
tral nervous system- bring about a sense of energy and ale rtness, talkativeness, 
heightened confidence, and a mood "' high. " They increase concentration and reduce 
fatigue. Amphetamines also cause a loss of appetite. increased anxiety, and irri tabil­
ity. When taken over long periods of t ime. amphetamines can cause feelings of being 
persecuted by others, as well as a general sense of suspiciousness. People taking 
amphetamines may lose interest in sex. If taken in too large a quantity, amphet­
amines overstimulate the central nervous system to such an extent that convulsions 
and death can occur. 

Melllllmpiretamille is a white, crys talline drug that U.S. police now say is the most 
dangerous street drug. "'Meth" is highly addictive and relatively cheap, and it pro­
duces a strong, lingering high. [t has made addicts of people across the social spec­
trum, ranging from soccer moms to urban professionals to poverty-stricken inner-ci ty 
residents. After becoming addicted, users take it more and more frequently and in 
increaSing doses. Long-term use of the drug can lead to brain damage (see Figure 4). 

More than 1.5 million people in the United States are regular methamphetamine 
users. Because it can be made from nonprescription cold pills, retailers such as Wa[­
Mart and Target have removed these medications from their shelves. JIlicit labs 
devoted to the manufactu re of methamphetamine have sprung up in many locations 
around the United States Oefferson. 2(05). 

COCAINE 

Although its use has declined over the last decade, the stimulant 
cocaine and its derivative, crack, s till represent a serious concern. 
Cocaine is inhaled or '"snorted" through the nose, smoked, or injected. 
directly into the bloodstream. It is rapidly absorbed into the body and 
takes effect almost immediately. 

FIGURE 4 Ths composjte MRJ brain scan illustrates that defi­
cits in gray maner (indicated in red) in long-term methamphet­

amine abusers are particularly pronounced in an area around 

the corvus callosum. The volume of gray maner is more than 
10 percent krwer in U5er"S than non-users. (Source: Fogure Id ,n 

Thomp'iOl'l et al.. 2004. P. 6031.) 

When used in relatively small quantities, cocaine pro.:luccs feelings of 
profound psychological well-being, increased confidence, and alertness. 
Cocaine pro.:luccs this '"high'" through the neurotransmitter dopamine. 
Dopamine is one of the chemicals that transmit between neurons mcss.lgcs 
th.lt are related to ordinal)' feelings of ple.1Sure. Nonnally when dopamine 
is released, excess amounls of the neurotransmitter are reabsorbed by 
the releasing neuron. However, when cocaine enters the brain, it blocks: 
reabsorption of leftover dopamine. As a result. the brain is (]ooded with. 
dopamine-produced pleasurable sensations (landI)', 1997; Bolla, Cadet. & 
London, 1998; Redish, 2004). Figure 5 provides a summaI)' of the e ffects of 
cocaine and other iUcg.ll drugs. 
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However, there is a s teep price to be paid for the pleasurable effccts of cocaine. 
The brain may bccome permanently rewired, triggering a psychological and physical 
addict ion in which users grow obsessed with obtaining the drug. Over time, users 
deteriorate mentally and physically. [n extreme cases, cocaine can cause hallucina­
tions-a common one is of insects crawling over one's body. Ultimately, an overdose 
of cocaine can lead to death (Carpenter, 2001; Nestler, 2001; George & Mosclhy, 2005). 

Almost 2.5 million people in the United States are occasional cocaine users, and 
as many as 1.8 million people use the drug regularly. Given the strength of cocaine, 

Drugs 

Stimulants 

Cocaine 

Amphetamines 

Benzedrine 
Dexedrine 

D epressants 

Alcanol 

Barbiturates 
Nembutal 

5«00. 
Phenobarbital 

Rohypnol 

Nan:otlcs 

H~o 

Morphine 

H allucinogens 

Cannabis 
Marijuana 

Hashish 

Hash oil 

MDMA 

LSD 

Street Name 

Coke, blow, snow. 
lady: crack 

Sp«<J 

Sp«<J 

Boore 

Ye ll owjackets. y<!:11O'NS 

Rod, 

Roolies. rope. '"date­
rape drug" 

H. hombre. junk. 

smack. dope. crap. 
h~ 

OrugstO<"e dope, 
cube. first line. mud 

Bhang. kif, ganja. 
dope. grass. pot. 

hemp, JOint. weed, 

bone, Mary Jane. 
".,~ 

Ecstasy 

Acid. quasey. micro­
dot. white lightning 

Effects 

Increased conliden<:e, mood 

elevatton. sense of energy 

and alertness. de<::reased 
appetite, anxiety, irritability. 

insomnia. transient drowsi­

ness. delayed orgasm 

Anxiety reduction. impulsive­

ness, dramatic mood swings. 
bizarre thoughts, suicidal 

behavior. slurred speech, 

Wlthd.-awa l Symptoms 

Apathy, general fatigue. pro­
longed sleep. depression. dis­

orientation. suicidal thoughts. 

agitated motor activity. irrita­
bOlity. bizarre dreams 

Weakness. restlessness. nau­
sea and vomiting, headaches, 

nightmares. irritability, depres­

sIOn. acute anxiety. haJlucina-

disonentation. slowed mental tions. seiZures. possible death 
and physical functIOning.. lim-

ited attention span 
Muscle relaxation. amnesia. 

sleep 

Anxiety and pain reduction , 

apathy. drfflCUlty in con­
centration. slowed speech, 

decrease<! physical activity: 
drooling. rtchlng. euphoria. 

N'~ 

Euphoria, relaxed inhibitions. 

increased appetite. disori­

ented behavIOr 

Heightened sense of oneself 

and insight. feelings of peace, 

empathy, enerw 

Heightened aesthetic 
responses: vision and depth 

distortion: herghtened sensi­
tivity to faces and gest~ 

magnified feelings: paranoia. 

panic. el.phoria 

Seizures 

Anxiety. vomiting, sneezing. 

oarrhea. lower back. pam. 
watery eyes. runny r.ose. 
yawning.. irritability. tremors, 

panic. chills and sweating.. 

cramps 

Hyperactivity. insomn'a, 

de<:reased appetite. anxiety 

Depression. anxiety. sleep­

lessness 

Not reported 

FIGURE 5 Drugs and their effects. A comprehensive breakdown of effects of the most commonly used crugs. 

Adverse/Overdose 
Reactions 

Elevated blood pressu~. 
increase rn body temperature. 
face picking. suspiciousness, 

bizarre and repetitious behav­

ior. vivid hallucrnattons. convul­

sions. possible death 

Confusion. decrease<! response 
to pain. shallow respiration. 

dilated pupifs. weak and rapid 

pulse, coma. possible death 

Seizures. coma. incapacitation, 

inability to resrst sexual assau!! 

Depressed levels of conscious­

ness, low blood pressure. rapid 
heart rate. shallow ~athing, 

convulsions. coma. possible 
d~~ 

Severe reactions rare but 
include panic. paranoia. fatigue, 

bizarre and dangerous behav­

ior. decreased testosterone 
over long-term; Immune-sys­

tem effects 
Increase in body temperature. 

memory diffICulties 

Nausea and chi ll s; increased 

pulse, temperature. and blood 

pressure: slow. deep breath­
ing: loss of appetite: Insomnia: 

bizan"e. dangerous behavior 
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Depressants: Drugs that slow down 
the nervous system. 

•• 

withdrawal from the drug is difficult. Although the use of cocaine among high school 
students has dcclined in recent years, the drug still represents a major problem 
Oohnston et al., 20(4). 

Depressan1s~Drug_Low-,,-s ____ _ 
In contrast to the initial effect of stimulants, which is an increase in arousal of the central 
nervous system, the effect of depressants is to impede the nervous system by causing 
neurons to fire more slowly. Small doses result in at least temporary feelings of illloxicl1-
lioll-cirunkenness-along with a sense of euphoria and joy. When large amounts are 
taken, however, speech becomes slurred and muscle control becomes d isjointed, mak­
ing motion difficult. Ultimately, heavy users may lose consciousness entirely. 

ALCOHOL 

The most common depressant is alcohol, which is used by more people than is any 
other drug. a,sed on liquor sales, the average person over the age of 14 drinks 2'h 
gallons of pure alcohol over the course of a year. This works out to more than 200 
drinks per person. Although alcohol consumption ha$ declined s teadily over the 
last decade, surveys show that more than three-fourths of college students indicate 
that they have had a drink within the last thirty days (Center on Addiction and 
Substance Abuse, 1994; Jung, 2002). 

One of the more disturbing trends is the high frequency of binge drinking 
among college students. For men, bil'ge drillkillg is defined as having five or more 
drinks in one sitting; for women, who generally weigh less than men and whose 
bodies absorb alcohol less effidently, binge drinking is defined as having fo ur or 
more drinks at one sitting. 

As shown in Figure 6, some 50 percent of male college students and 40 percent of 
female college students responding to a nationwide survey said they had engaged in 
binge drinking within the prior two weeks. Some 17 percent of female students and 31 
percent of male students admitted drinking on ten or more occasions during the last 
30 days. Furthermore, even light drinkers were affccted by the high rate of alcohol use: 

• 

Nthough most alcohol consumers are casual users, there are more than 14 mil lion alcoholics in the 

United States. The effects of alcohol vary significantly. depending 00 who is drinking it and the setting ~ 

which people drink. If alcohol were a new1y discover'ed dl\lg. do )':OJ think its sale would be legal? 



feldman: hsemials of IV. States 01 
Understandi ng Ps~cho log~, ConsciollSness 

Seventh Ed ition 

14. Drug Use: Th e Highs 

an d lows of 

Conscious ness 

() The McGraw-Hil i 

Companies. 2008 

M o dule 14 Drug U.e : The High. and Low. of Consciousness 165 

M," 

.........." 

10" 

W o m e n 

Nondrlnken 

'''' 

Two-thirds of lighter drinkers said that they had had their studying or sleep disturbed 
by drunk students, and around one-third had been insulted or humiliated by a drunk 
student. A quarter of the women said they had been the target of an unwanted sexua l 
advance by a drunk classmate (Wechsler et aI., 1994, 2000, 2002; Park & Grant, 2(05). 

Although alcohol consumption is widespread, there are significant gender and 
cultural variations in its use. For example, women are typically somewhat lighter 
drinkers than men- although the gap between the sexes is narrowing for older 
women and has closed completely for teenagers. In addition, not only are women 
usually more susceptible to the effects of alcohol, because of differences in blood 
volume and body fat that permit more alcohol to go diJl"(;tly into the bloodstream, 
alcohol abuse may harm the brains of women more than those of men (Blume, 1998; 
Wuethrich, 2001; Mann et aI., 2005). 

There are also ethnic differences in alcohol consumption. For example, people of 
East Asian backgrounds who live in the United States tend to drink Significantly less 
than do Caucasians and African Americans, and their incidence of alcohol-related 
problems is lower. It may be that physical reactions to drinking, which may include 
sweatinlY a quickened heartbeat, and flushing, are more unpleasant for East Asians 
than for other groups (Akutsu et aI., 1989; Smith & Lin, 1996; Garcia-Andrade, Wall, 
& Ehlers, 1997). 

Although alcohol is a depressant, most people claim that it increases their sense 
of SOCiability and well-being. The discrepancy between the actual and the perceived 
effects of alcohol lies in the initial effects it produces in the majori ty of individuals who 
use it: release of tension and stress, feelings of happiness, and loss of inhibitions (Steele 
& Josephs, 1990; Sayette, 1993). 

As the dose of alcohol increases, however, the depressive effects become morc 
pronounced (see Figure 7). People may feel emotionally and phYSically unstable. They 
also show poor judgment and may act aggressively. Moreover, memory is impaired, 
brain processing of spatial information is diminished, and speech becomes slurred and 
incoherent. Eventually they may fall into a stupor and pass out. If they drink enough 
alcohol in a short time, they may die of alcohol poisoning (Bushman, 1993; Chin & 
Pisoni, 1997; Murphy et aI., 1998; Zeigler et aI., 2(05). 

Although most people fall into the category of casual users, 14 million people in the 
United States-one in every 13 adults-havea drinking problem. Alcoholics, people wi th 
alcohol-abuse problems, come to rely on alcohol and continue to drink even though it 
causes serious difficulties. In addition, they become increasingly immune to the effects 
of alcohol. Consequently, alcoholics must drink progressively more to experience the 
initial positive feelings that alcohol produces (Galanter & Kleber, 1999; JunlY 2(02). 

In some cases of alcoholism, people must drink constantly in order to feel well 
enough to function in their daily lives. In other cases, though, people drink inconsis­
tently, but occasionally go on binges in which they consume large quantities of alcohol. 

It is not clear why certain people become alcoholics and develop a tolerance for alco­
hol, whereas others do not. Some evidence suggests a genetic cause, although the question 

FIGURE 6 Drinking habits of college 

students (Wechsle<- et al.. 2003). For men. 
binge drinkrng was defined as consum-

ing five or more drinks in one ~tting; for 
'NOmen, the total was fou:- or more . 
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FIGURE 7 The effects o f alcohol. The 

quantitres represent only rough bench­

marks; the effects vary signifICantly depend­

ing on an individual's weight. height. recent 

food intake. genetic factors, and even psy­

chologpcal state. 

EYen legal chJgs........tIen used mproperl)( can 

lead 10 addicbon. 

Number of drinks 
consumed in two ho u rs 

i 

I 

2 

] 

4 

7 

9 

12 

15 

Alcohol Typical e ffects 
In blood 
(pen;enta.ge) 

0,05 Judgment, thought, and restraint 
weakened; tension released. giving 
caTekl!{! sensation 

0.08 

0.10 

0.20 

0.30 

0.40 

0.50 

Tensions and inhibitions of everyday life 
lessened; cheerfulness 

Voluntary motor act ion affected. making 
hand and arm movements. walk. and 
speech dumsy 

Severe impairment-ltaggering, loud, 
incoherent, emotionally unstable, 100 
times greater traffic risk: exubernnce and 
aggressive inclinations magnified 

Deeper areas of brain affected, with 
stimulus-response and understanding 
confused; stuporous: blurred vision 

Incapable of voluntary action: sleepy. 
difficult to arouse; equivalent of surgical 
anesthesia 

Comatose; cen ters controlling breathing 
and heartbeat a nestheti~ed; death 
increasingly probable 

N<.>te; A drink refers to a typical 12-ounce borne of beer, 
a I.S_ounce shot of hard liquor, or as-ounce gfass of wine. 

whether there is a spedfic inherited gene that produces alcoholism is controversial. What 
is clear is tha t the chances of becoming an alcoholic are considerably higher if alcoholics 
are present in earlier generations of a person's family. However, not all alcoholics have 
close relatives who are alcoholics. In these cases, environmental stres.sors are suspected of 
playing a larger role (PenniSi, 1997; McCue, 1999; Whitfield et aI., 2(04). 

BARBITURATES 

Barbiturates, which include drugs such as Nembutal, Seconal, and phenobarbital, are 
another form of depress.lnt. Frc<Jucntly prescribed by physicians to induce sleep or 
reduce stress, barbiturates produce a sense of re laxation. Yet they too are psychologi­
cally and phys ically addictive and, when combined with alcohol, can be deadly, s ince 
such a combination relaxes the muscles of the diaphragm to such an extent that the 
user s lops breathing. 
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ROHYPNOL 

Rohypllol is sometimes called the "date-rape drug," because when it is mixed with 
alcohol, it can prevent victims from resisting sexual assault. Sometimes people who 
are unknowingly given the drug are so incapacitated that they have no memory of 
the assault. 

Narcotics: Relieving 
Pain and Anxiety 
Narcotics are drugs that increase relaxation and relieve pain and anXiety. Two of the 
most powerful narcotics, morp/rim~ and heroiu, are derived from the poppy seed pod. 
Although morphine is used medically to control severe pain. heroin is illegal in the 
United States. This has not prevented its widespread usc. 

Heroin users usually inject the drug di rectly into their veins with a hypodermic 
needle. The immediate effect has been described as a "rush" of pos itive feeling, 
s imila r in some respects 10 a sexual orgasm-and just as difficult to describe. After 
the rush, a heroin user experiences a sense of well-being and peacefulness that 
lasts three to five hours. When the effects of the drug wear off, however, the user 
feel s extreme anxiety and a desperate desi re to repeat the experience. Moreover, 
larger amounts of heroin are needed each time to produce the same pleasurable 
effect. These last two properties a re all the ingredients necessary for biological and 
psychological addiction: The user is constantly either shooting up or a ttempting 
to obtain ever-im:reas ing amounts of the drug. Eventually, the life of the addict 
revolves around heroin. 

Because of the powerful positive feelings the drug p roduces, heroin addiction is 
particularly difficult to cure. One treatment that has shown some success is the use 
of methadone. Mel/rndorrt, is a synthetic chemical that satisfies a heroin user's physi­
ological cravings for the drug without providing the "high" that accompanies heroin. 
When heroin users are placed on regular doses of methadone, they may be able to 
function re latively normally. The use of methadone has one substantial drawback, 
however: Although it removes the psychological dependence on heroin, it replaces the 
biological addiction to heroin with a biological addiction to methadone. Researchers 
are a ttempting to identify nonaddictive chemical substitutes for heroin as well as 
substitutes for other addictive drugs that do not replace one addiction with another 
(Amato et aI., 2005; Verdejo, Toribio, & Orozco, 2005). 

HALLUCINOGENS: PSYCHEDELIC DRUGS 

What do mushrooms, jimsonweed, and morning glories have in common? Bes ides 
being fa irly common plants, each can be a source of a powerful hallucinogen, a drug 
tha t is capable of producing /ral/llci/mfions, or changes in the perceptual process. 

The most common hallucinogen in widespread use today is marij llOlIll , whose 
active ingredient- te t rahydrocannabinol (THC)-is found in a common weed, 
cannabis. Marijuana is typica.l1y smoked in cigare ttes or pipes, although it can 
be cooked and eaten. Just over 34 percen t of high school sen iors and 12 percen t 
of e ighth-graders report haVing used marijuana in the las t yea r Uohns ton et aI., 
2004; see Figure 8). 

The effects of marijuana vary from person to person, but they typically consist of 
feelings of euphoria and general well-being. Sensory experiences seem more vivid and 
intense, and a person's sense of self-importance seems to grow. Memory may be impaired, 
causing the user to feel pleasantly "spaced out." However, the effects are not universally 

The use of heroin creates a cycle of bio­
logical and physical dependence. Combined 

with the strong positrve feelings produced 

by thl'! drug, this makes heroin addiction 

especially diffICult to cure. 

Narcotics: Drugs Ihat increase relax­
ation and retieve pain and anxiety. 

Hallucinogen: A drug thai is capable 
of producing hallucinations, or 
changes in the perceptual process. 
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positive. Individuals who usc marijuana when they feel depressed can end up even more 
depressed, because the drug tends 10 magnify both good and bad feelings. 

There are clear risks associated with long-term, heavy marijuana usc. Al though 
marijuana does not seem to produce addiction by itself, some evidence suggests that 
there are similarities in the way marijuana and drugs such as cocaine and heroin 
affect the brain. Furthermore, there is some evidence that heavy usc at least tempo­
rarily decreases the production of the male sex hormone testosterone, potentia lly 
affecting sexual activity and sperm count (DiChiara & Reinhart, 1997; Block et aI., 
2000; Iverson, 2(00) . 

In addi tion, marijuana smoked during pregnancy may have lasting effects on chil­
dren who are exposed prenatally, although the results a re inconsistent. Heavy use a lso 
affects the ability of the immune system to fight off germs and increases stress on the 
heart, although it is unclear how strong these effects are. There is one unquestionably 
negative consequence of smoking marijuana: The smoke damages the lungs much the 
way cigarette smoke does, producing an increased likelihood of developing cancer 
and other lung diseases (Cornelius et aI., 1995; Julien, 2001). 

Despite the possible dangers of marijuana use, there is little scientific evidence 
for the popular belief that users "graduate" from marijuana to more dangerous 
drugs. Furthermore, the use of marijuana is routine in certain cultures. For instance, 
some people in Jama ica habitually drink a marijua na-based tea related to religious 
practices. In addition, marijuana has several medical uses; it can be used to prevent 
nausea from chemotherapy, treat some ArDS symptoms, and relieve muscle spasms 
for people with spinal cord injuries. In a controversial move, several states have 
made the use of the drug legal if it is prescribed by a phYSician-al though it remains 
illegal under U.s. federal law (Brookhiser, 1997; National Academy of Sciences, 1999; 
Iverson, 2(00). 

MDMA (ECSTASY) AND LSD 

MDMA ("Ecstasy") and lysergic acid diethylamide (LSD, or "acid") fall into the ca t­
egory of hallucinogens. Both drugs affec t the opera tion of the 
neurotransmitter serotonin in the brain, causing an altera­
tion in brain-cell activi ty and perception (Aghajanian, 1994; 
Cloud, 2000; Buchert et aI. , 2004). 

Ecstasy users report a sense of peacefulness and calm. 
People on the drug report experiencing increased empathy 
and connection with others, as well as feeli ng more relaxed, 
yet energetic. Although the data are not conclusive, some 
researchers have found declines in memory and performance 
on intellectual tasks, and such findings suggest that there 
may be long-term changes in serotonin receptors in the brain 
(Gowing et aI., 2002; Kish, 2002; Parrott, 2002; Montgomery et 
al., 2005). 

What are the effects of a hanuclnogen on thinking1 Artists have tned to 

LSD, which is structu.rally similar to serotonin, produces 
vivid hallucinations. Perceptions of colors, sounds, and shapes 
are altered so much that even the most mundane experience­
such as looking a t the knots in a wooden table-can seem 
moving and exciting. TIme perception is distorted, and objects 
and people may be viewed in a new way, with some users 
reporting that LSD increases their understanding of the world. 
For others, however, the experience brought on by LSD can be 
terri fying, particularly if users have had emotional difficu lties 
in the past. FurthennoTC, people occasionally experience flash­
backs, in which they hallucinate long after they initially used 
the drug (Baruss. 2003a). depict the hallucinogenic expenence. as In this yam painting. 
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In a society bombarded with commercials for drugs that arc 
guaranteed to do everything from curing the common cold 
to giving new life to "tired blood," it is no wonder that drug­
rela ted problems arc a major social issue. Yet many people 
with drug and alcohol problems deny they ha ve them, and 
even close friends and family members may fai l to real ize 
when occas ional social use of drugs or a lcohol has turned 
into abuse. 

BECOMING AN I@a 
'NF~tp~y~h~iogy vtJJ 
Identifying Drug and Alcoho l Problems 

Certain signs, however, indicate when use becomt'S abuse (Archambault, 1992; 
National Ins titute on Drug Abuse, 2000). Among them are the fo llowing: 

• Always getting high to have a good time 
• Being high more often than not 
• Getting high to get oneself going 
• Going to work or class while high 
• Missing or being unprepared for class or work because you were high 
• Feeling bad later about something you said or did while high 
• Driving a car while high 
• Coming in conflict with the law because of d rugs 
• Doing something while high that you wouldn't do otherwise 
• Being high in nonsocial, solita ry situations 
• Being unable to s top getting high 
• Feeling a need for a d rink or a drug to get through the day 
• Becoming phYSically unhealthy 
• Failing at school or on the job 
• Thinking about liquor or drugs all the time 
• Avoiding famil y or friends while using liquor or drugs 

Any combination of these symptoms should be sufficient to alert you to the 
potential of a serious drug problem. Because drug and alcohol dependence arc almost 
impossible to cure on one's own, people who suspect tha t they have a problem should 
seek immediate attention from a psychologist, phYSician, or counselor. 

You can also get help from national hotlines. For alcohol di fficulties, call the 
National Council on Alcoholism at (800) 622-2255. For drug problems, call the NationaJ 
Institute on Drug Abuse at (800) 662-4357. You can also check your telephone book fo r 
a local listing of Alcoholics Anonymous or Narcotics Anonymous. Finally, check out 
the Web sites of the National Institute on Alcohol Abuse and Alcoholism (www.niaaa. 
nih.gov) and the National Ins titute on Drug Abuse (www.nida.nih.gov). 

R EC A P/EVALUAT E/ RETH INK 

RECAP 

What are the major classifications of drugs, and what are their 
effects? 

• Drugs can produce an altered state of consciousness. 
However, they vary in how dangerous they are and in 
whether they are addictive. (p. 159) 

• Stimulants cause arousal in the central nervous system. 
Two common stimulants are caffeine and nicotine. More 
dangerous are cocaine and amphetamines, which in large 
quantities can lead to convulsions and death. (pp. 161- 163) 

• Depressants decrease arousal in the central nervous 
system. They can cause intoxication along with feelings 

of euphOria. The most common depressants are alcohol 
and barbiturates. (pp. 164-167) 

• Alcohol is the most frequently used depressant. Its ini­
tial effects of re leased tension and positive feelings yield 
to depressive effects as the dose of alcohol increases. 
60th heredity and environmental stressors can lead to 
alcoholism . (pp_ 164-166) 

• Morphine and heroin arc narcotics, drugs that produce 
relaxation and relieve pain and an.xiety. Because of their 
addictive quali ties, morphine and heroin a re particularly 
dangerous, (p. l 67) 

• Hallucinogens are drugs th.1t produce hallucinations or 
other dt.1ngcs in perception. The most frequently used hal-
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lucinogcn is 1Th1rijuana, which has severallong-tcrm risks. 
Two other hallucinogens are LSD and Ecstasy. (pp. 167- 168) 

• A number of signals indicate when drug use becomes 
drug abuse. A person who suspects that he or she has a 
drug problem should get professional help. People are 
almost never capable of solving drug problems on their 
own. (p. 169) 

EVALUATE 

1. Drugs that affeo:::t a person's consciousness are referred 
to as._,--__ --,-,-_ 

2. Match the type of drug to an example of that type. 
1. Narcotic-a pain reliever 
2. Amphetamine-a strong stimulant 
3. Hallucinogen-capable of producing hallucinations 
3 . LSD 
b. Heroin 
c. Dexedrine or speed 

3. Classify each drug listed as 3 stimulant (5), depressant 
(D), hallucinogen (H), or narcotic (N). 
1. Nicotine 
2. Cocaine 

KEY TERMS 

psychoactive drugs p. 159 
addictive drugs p. 159 

stimulants p. 161 
depressants p. 164 

3. Alcohol 
4. Morphine 
5. Marijuana 

4. The effeo:::ts of LSD can recur long after the drug has been 
taken. True or false? 

5. is a drug that has been used to cure 
people of heroin addiction. 

RETHINK 

1. Why have drug education campa igns la rgely been inef­
fect ive in s temming the use of illegal drugs? Should the 
use of certain now-illegal drugs be made legal? Would it 
be more effective to stress reduction of d rug use rather 
than a complete prohibition of drug use? 

2. From the perspective of a substallce abuse carmsdor: How 
would you explain why people start using drugs to 
the family members of someone who was addicted? 
What types of drug prevention programs would you 
advocate? 

Anowe .... to Evaluate Queltions 

narcotics p. 167 
hallucinogen p. 167 
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Looking Back , 

Psychology on the Web 

I. Find a resource on the Web that interprets dreams and another that reports the results of 
scientific dream research. Compare the nature and content of the two sites in terms of the 
topics cCl\fered. the reliabilrty of information provided. and the promises made about the 
use of the site and its information. Write a summary of what you found. 

2. There is considerable debate about the effectiveness of DAR. E., the Drug Abuse 
Resistance Education program. Find a discussion of both sides of the issue on the Web and 
summarize the arguments on each side. State your own preliminary conclusions about the 
DARE. program. 

1 . After completing the Psychlnteractive exercise on drug effects, use the Web to investigate 
one of the illegal drugs that are described in the chapter. Consu!t several Web sites and 
summarize the way in which the drug operates on the nervous system and brain. 

Epilogue Our examination of states of consciousness has ranged 
widely. It focuses both on natural factors such as sleep. 
dream;r.g. and daydreaming and on more intentional modes 

of altering consciousness, including hypnosis, meditation, and drugs. As we consider why people 
seek to alter their consciousness, we need to reflect on the uses and abuses of the various con· 
sciousness.altering strategies in which people engage. 

Retum briefly to the case of Jim Smith. who thrashed around while sleeping because he 
suffered from REM sleep behavior disorder. Consider the following questions in light of your 
understanding of sleep and dreams: 

I. What kinds of psychological consequences might REM sleep disorder produce? 
2. Which of the expldnations of dreaming that we discussed best explains Smith·s behavior' 

while dreaming? 
1 . Do you think that the suppression of movement brought about by the drug Smith was 

given to treat the disorder may have affected the nature of his dreams? How and why? 
4. If Smith were awakened by his wife each time he showed signs of experiencing a violent 

dream. what consequences would there likely have been? 
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Key Concepts for Chapter 5 

What is learning? • How do we learn to form asso-

ciations between stimuli and responses1 

What is the role of reward and punish-

in learning? • What are some prac­

tical methods for bringing about behavior 

change, both in ourselves and in others? 

What the role of cognition and thought 
in lie amin.' 

() The McGraw-Hili 

Companies,2OOIl 

The Basics of Oassical Conditioning 

Applying Conditioning Principles to 
Human Behavior 

Extinction 

Generalization and Discrimination 

Beyond Traditional Oassical Conditioning: 
Challenging Basic Assumptions 

MODULE 16 

Operant Conditioning 
Thorndike's law of Effect 

The Basics of Operant Conditioning 

Positive Reinforcers, Negative 
Reinforcers, and Punishment 

The Pros and Cons of Punishment: Why 
Reinforcement Beats Punishment 

Schedules of Reinforcement: Timing life's 
Rewards 

Discrimination and Generalization in 
Operant Conditioning 

Shaping: Reinforcing What Doesn't 
Come Natural~ 

Biological Constraints on Learning: You 
Can't Teach an Old Dog Just Any Trick 

Applying Psychology In the 21n Century: 
A Nose for Danger: Saving lives by 
Sniffing Out land Mines 

Becoming (In Informed Consumer of 
Psychology: Using Behavior Analysis and 
Behavior Modification 

MODULE 17 

Cognitive Approaches to 
Learning 
latent learning 

Observational Learning: Learning 
Through Imitation 

Violence in Television and Video Games: 
Does the Media's Message Matter? 

Exploring DI'fersfty: Does Culture 
InAuence How We Learn? 
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Prologue A Friend Named Minnie 

The cell phone drops out of Craig Cook·s lap and tumbles to the 
floor. The phone is his lifeline. Cook is quadriplegic---he lost the 
use of his legs and has only limited use of his arms after a 1996 car 
wre<k. 

But thafs when Minnie springs to action. She pulls the coro to 
open her cage. scampers to the kitchen floor; grabs the phone, 
scales Cook·s leg and puts it back on his lap. She climbs to his shoul­
der. I'I.JzzJes against his face and eagerly awaits her reward-a finger­
tip dab of peanut butter. 

"How cool is that?"" Cook says, beaming like a proud father. '·My 
very ovm monkey ... :. An 18-year-01d South American capuchin 

Minnie·s expertise did not just happen. of course. It is the result 
of painstaking training procedures-the same ones that are at 
work in each of our lives, illustrated by our ability to read a book, 
drive a car. play poker. study for a test or perform any of the 
numerous activities that make up our daily routine. Like Minnie. 
each of us must acquire and then refine our skills and abilities 
through leaming. 

Learning is a fundamental topic for psychologists and plays a cen­
tral role in almost e-.tery specialty area of psychology. For example. a 
psychologist studying perception might ask. "How do we leam that 
people who look small from a distance are far away and not simply 
tinyl'· A de-.telopmental psychologist might inquire. ··How do babies 
leam to distinguish their mothers from other people?"· A clinical psy­
chologist might wonder. 'VYhy do some people leam to be afraid 

17. 

monkey; Minnie is trained to help Cook do much of what his body 
won·t allow him to do. 

She·s a 5-pound bundle of fUr with big. brown, expressive eyes and 
tiny fingers that rese~e a cmld's hands. She turns lights on and off. 
opens soda bottles and retrieves Hot Pockets from the microwave . 

lNhen Cook·s left foot falls sideways on his wheelchair foot rest, 

he calls out '·Minnie. Foot.·· 
She scampers over to the wheelchair. uses her strength to straighten 

his foot again. then climbs on his lap for her pearlJl. butter reward. 
He holds up his hand and Minnie responds with a strong high­

frve (Carpenter & Maciel, 2004, p. I). 

'NtIen they <;ee a s.piderl'· A social psychologist might ask. ··How do 
we learn to believe that we·ve fallen in love?"' 

Each of these questions. atthough dravm from very different 
branches of psychology. can be answered only through an under­
standing of basic learning processes. In each case. a skill or a behav­
ior is acquired, altered, or refined through experience. 

Psychologists have approached the study of learning from se-.teral 
angles. Among the most fundamental are studies of the type of 
learning that is illustrated in responses ranging from a dog salivating 
when it hears its owner opening a can of dog food to the emo­
tions we feel when our national anthem is played. Other theories 
consider how leaming is a consequence of rewarding circumstances. 
Finally. several other approaches focus on the cognrtive aspects of 
leaming. or the thought processes that underli e leaming. 
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Does the mere sight of the golden arches in front of McDonald's make you feel pangs 
of hunger and think about hamburgers? If it docs, you arc displaying an elementary 
form of learning called classical conditioning. Classical conditioning helps explain such 
diverse phenomena as crying at the sight of a bride walking down the aisle, fearing 
the dark, and falling in love. 

Classical conditioning is one of a number of d ifferent types of learning that psy­
chologists have identified, but a general defini tion encompasses them a ll: learning is 
a relatively permanent change in behavior that is brought about by experience. 

How do we know when a behavior has been influenced by leaming-oreven is a 
result of learning? Part of the answer relates to the nature-nurture question, one of the 
fundamental issues underlying the field of psychology. [n the acquisition of behaviors, 
experience-which essential to the definition of learning-is the "nurture" part of the 
nature-nurture question. 

However, it's not always easy to identify whether a change in behavior is due 
to nature or nurture. For example, some changes in behavior or performance come 
aboullhrough maturation alone, and don't involve experience. For instance, children 
become better tennis players as they grow older partly because their s trength increases 
with their size-a maturational phenomenon. In order to understand when learning 
has occurred, we must differentiate maturational changes from improvements result­
ing from practice, which indicate that learning actually has occurred. 

Similarly, short-term changes in behavior that are due to factors other than learn­
ing, such as declines in performance resulting from fatigue or lack of effort, are differ­
enl from performance changes that are due to actual learning. If Serena Williams has 
a bad day on the tennis cou rt be<::ause of tension or fatigue, this does not mean that 
she has not learned to play correctly or has "unlearned" how to play well. Because 
there is not always a one-to-one correspondence between learning and performance, 
understanding w hen true learning has occurred is difficult. 

It is clear that we a re primed for learning from the beginning of life. Infants exhibit 
a primitive type of learning called habituation. Habituation is the decrease in response to 
a stimulus that occurs after repeated presentations of the same stimulus. For example, 
young infants may initially show interest in a novel stimulus, such as a brightly colored 
lOy, but Ihey will soon lose interest if they see the same toy over and over. (Adults exhibi t 
habituation, too: Newlyweds soon stop noticing that they are wearing a wedding ring.) 
Habituation permits us to ignore things that have stopped providing new information. 

Most learning is conSiderably more complex than habituation, and the study of learn­
ing has been at the core of the field of psychology. Although philosophers since the time 
of Aristotle have speculated on the foundations of learning, the first systematic research on 
learning was done at the beginning of the twentieth century, when Ivan Pavlov (does the 
name ring a bell?) developed the framework for learning called classical cond itioning. 

The Basics of Classical Conditioning 
Ivan Pavlov, a Russian phYSiologist, never intended to do psychological research. In 
1904 he won the Nobel Prize for his work on digestion, testimony to his contribution 
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Key c,ol,eepts 
What is r..,"n;ng' 

How do we iel a;;;,,;:·ro;m 
associations between 

stimuli and responses? 

Learning: A remtively permanent 
change in behavior brought about by 
experience. 
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to that field. Yet Pavlov is remembered not for his physi­
ological research, but for his experiments on basic learning 
processes-work that he began quite aCcidentally (Windholz, 
1997; Marks, 2(04). 

Ivan Pavlov (~enter) developed the principles of dassical ~onditioning. 

Pavlov had been studying the sccretion of stomach adds 
and salivation in dogs in response to the ingestion of varying 
amounts and kinds of food. While doing that, he observed a 
curious phenomenon: Sometimes stomach secretions and sa li­
vation would begin in the dogs when they had not yet eaten 
any food. The mere sight of the experimenter who normally 
brought the food, or even the sound of the experimenter's 
footsteps, was enough to produce sa livation in the dogs. 
Pavlov's genius lay in his ability to recognize the implications 
of this discovery. He saw that the dogs were responding not 

Classical cond itioning: A type of 
learning in which a neutral stimulus 
comes to bring about a TCSJXlnse after 
it is paired with a stimulus that natu· 
rally brings about that resJXlnse. 

Neutral stimulus: A stimulus that, 
before conditioning, does not naturally 
bring about the response of interest. 

Unconditioned stimulus (UCS): A 
stimulus that naturally brings about 
a particular response without haVing 
been learned. 

Unconditioned response (UCR): A 
TCSJXlnse that is natural and needs no 
training (e.g., salivation at the smell of 
food). 

Conditioned stimulus (CS): A once· 
neutral stimulus that has been paired 
with an unconditioned stimulus to 
bring about a response formerly 
caused only by the unconditioned 
stimulus. 

Conditioned response (CR): A 
response that, after conditioning, fol­
lows a previously neutral stimulus 
(e.g., salivation at the ringing of a bell). 

only on the basis of a biological need (hunger), but also as a result of leaming-or, .15 

it came to be called, classical condi tioning. Classical conditioning is a type of learn­
ing in which a neutral stimulus (such as the experimenter 's footsteps) comes toelicit a 
response after being paired with a stimulus (such as food) that naturally brings about 
that response. 

To demonstrate and analyze classical cond itioning, Pavlov conducted a series: 
of experiments (Pavlov, 1927). In one, he attached a tube to the salivary gland of 
a dog; that would allow him to measure prccisely the dog's salivation. He then 
rang a bell and, just a few seconds later, presented the dog with meat. This pairing: 
occurred repeatedly and was carefully planned so that each time exactly the same 
amount of time elapsed between the presentation of the bell and the meat. At first 
the dog would saliva te only when the meat was presented, but soon it began to 
salivate at the sound of the bell. In fact, even when Pavlov s topped presenting the 
meat, the dog still sa liva ted a fter hearing the sound. The dog had been classica lly 
conditioned to salivate to the bell. 

As you can see in Figure 1, the basic processes of classical conditioning that under­
lie Pavlov's discovery arc straightforward, a lthough the terminology he chose is not 
s imple. Consider firs t the diagram in Figure 1a. Before conditioninl;s there are two 
unrelated stimuli: the ringing of a bell and meat. We know that normally the ringing of 
a bell docs not lead to s.llivation but to some irrelevant response, such as pricking up 
the ears or perhaps a startle reaction. The bell is therefore called the neutral stimulus 
because it is a s timulus that, before conditioninl;s does not naturally bring about the 
response in which we nre interested. We also have meat, which, naturally causes a dog 
to salivate-the response we are interested in conditioning. The meat is considered an 
unconditioned s timulus, o r UCS, because food placed in a dog's mouth automati­
cally causes salivation to occur. The response that the meat e lici ts (salivation) is called 
an unconditioned response, or UCR-a natural, innate, reflexive response that is not 
associa ted with previous learning. Unconditioned responses are always brought about 
by the presence of unconditioned stimuli. 

Figure 1b illustrates what happens during conditioning. The bell is rung just 
before each presentation of the meat. The goal of conditioning is for the dog to associ­
ate the bell with the unconditioned stimulus (meat) and therefore to bring about the 
s.lme sort of response as the unconditioned s timulus. After a number of pairings of the 
bell and meat, the bell a lone causes the dog to salivate. 

When conditioning is complete, the bell has evolved from a neutral stimulus to 
what is now called a conditioned stimulus, or CS, At this time, salivation that occurs 
as a response to the conditioned s timulus (bell) is considered a conditioned response, 
or CR. This situation is depicted in Figure 1c. Afterconditioning, then, theconditioned 
stimulus evokes the conditioned response. 

The sequence and timing of the presentation of the unconditioned stimulus and 
thc conditioned stimulus are particularly important. Like a malfunctioning warning 
light a t a railroad crossing that goes on after the train has passed by, a neutral s timulus 
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Neutral stimulus Response unrelated to meat 

SO_""_d_O_f_"._" __ ...... ~ 4 '"' of.", 

Unconditioned stimulus (UCS) Unconditioned response (UCRl 

Meat -----.. 6~1"'OO" 
b. During conditioning 

Neutral stimulus Unconditioned response (UCR) 

Sound of bell 

Unconditioned stimulus (UCS) 

Meat 

c . After conditioning 

Conditioned stimulus (CS) 

V
sound of bell 

----~. 
'\ni~ 

FIGURE I The basic: process of classical conditioning. (a) Before comfrtiooing. the ringing of a bell does 

not bring about salivation--making the bell a neutral stirrulus. In cootrast meat natural)< brings about 
sal'vation, maki ng the meat an <.rlconditioned stirruk.ls and salivatioo an ....-.conditioned response. 

(b) During conditioning. the bell is rung;"st before the preser1tation of the meat (cl Eventually, the ri ng­
ing of the bell alone brings about salivation. We ncm can say that conditioning has been accomplished: 

The prev~sIy neutral stimulus of the bel l is ncm considered a conditioned stirrulus that brings about 
the coodtioned response of salivation. 

that /0//OW5 an unconditioned stimulus has little chance of becoming a conditioned 
stimulus . However, just as a warning light works best if it goes on right before a train 
passes, a neutral s timulus that is presented j uSf before the unconditioned stimulus is 
most apt to result in successful conditioning. Research has shown that conditioning 
is most effective if the neutral stimulus (which will become a conditioned stimulus) 
precedes the unconditioned stimulus by between a half second and several seconds, 
depending on wha t kind of response is being conditioned (Rescorla, 1988; Wasserman 
& Miller, 1997). 
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Classical Conditioning 

Because of a previous unpleasant expe­

ri ence, a person may expect a simi lar 

occurrence when faced with a compara~e 

situation in the future , a process known as 

stimulus generalization. Can you thiri: of 

ways th is process is used in everyday life) 

Although the terminology Pavlov used to describe classical conditioning may 
seem confusing at first, the following summary can help make the relati0115hips 
between s timuli and responses easier to understand and remember: 

Conditioned = learned; unconditioned = not learned. 
An ullconditioned stimulus leads to an ullconditioned response. 
Unconditioned stimulus-unconditioned response pairings are unlearned and 

wrtrained. 
During condi tioning, a p reviously neutral stimulus is transfonned into the 

conditioned stimulus. 
A conditioned stimulus leads to a conditioned response, and a ronditioned 

stimulus-conditioned response pairing is a consequence of learning and training. 
An unconditioned response and a conditioned response are similar (such as 

$.'llivation in Pavlov's experiment), but the unconditioned response occurs natu· 
rally, whereas the conditioned response is learned. 

The Psychlnteractive exercise on classical conditioning will help you understand these 
principles and classical conditioning in general. 

Applying Conditioning Principles 
1o~wnanBehavioL 
Although the initial cOnditioning experiments were carried o ut with animals, classical 
conditioning principles were soon found to explain many aspects of everyday human 
behavior. Recall , for inst.'lnce, the earlier illustration of how people may experience 
hunger pangs at the sight of McDonald's golden arches. The cause of this reaction is 
classical conditioning: The preViously neutral arches have become associated with the 
food inside the restaurant (the uncondi tioned stimulus), causing the arches to become 
a conditioned st imulus that brings about the conditioned response of hunger. 

Emotional responses are particularly likely to be learned through c1assic.1l condi­
tioning processes. For instance, how do some of us develop fears of mice, spiders, and 
other creatu ft.'S that are typically harmless? [n a now-infamous case study, psycholo­
gist John B. Watson and colleague Rosalie Rayner (1920) showed that classical condi­
tioning was at the root of such fears by conditioning an l1-month-old infant named 
Albert to be afraid of rats. "Little Albert," like most infants, initially was frightened by 
loud noises but had no fear of rats. 

[n the study, the experimenters sounded a loud noise just as they showed wttle Albert 
a rat. The noise (the unconditioned stimulus) evoked fea r (the unconditioned response). 
However, after just a few pairi.ngs of noise and rat, Albert began to show fear of the rat 
by itself, bursting into tears when he saw it. The rat, then, had become a CS that brought 
about the CR, fea r. Furthennoro, the effects of the conditioning lingered: Five days later, 
Albert reacted with fear not only when shown a rat, but when shown objects that looked 
similar to the white, furry rat, including a white rabbit, a while sealskin coat, and even a 
white Santa C laus mask. (By the way; we don't know what happened to the unfortunate 
Utile Albert. It is clear that Watson, the experimenter, has been condemned for using ethi­
cally questionable procedures and that such studies would never be conducted today.) 

Learning by means of classical conditioning also occurs during adulthood. For 
example, you may not go to a dentist as often as you should because of prior associa­
tions of dentists with pain. in more extreme cases, classical conditioning can lead to 
the development of phobias, which are intense, irrational fears that we will consider 
later when we discuss psychological disorders. For example, an insect phobia might 
develop in someone who is stung by a bee. The insect phobia might be so severe that 
the person refrains from leaving home. Posttmulllatic stress disorder (PTSD), suffered by 
some war veterans and others who have had traumatic experiences, can also be pro­
duced by classical conditioning. Even years after their battlefield experiences. veterans 
may feel a rush of negative emotion at a stimulus such as a loud noise. In some cases, 
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they may have a full-blown pallicollock, characterized by intense fear Oones & Friman, 
1999; Frueh, Elhai , & Grubaugh, 2005; Kozaric-Kovacic & Borovecki, 2(05). 

On the other hand, classical conditioning also accounts for p leasant experiences. 
For instance, you may have a particular fondness for the smell of a certain perfume 
or aftershave lotion because the feelings and thoughts o f an early love come rushing 
back whenever you encounter it. Classical conditioning, then, explains many of the 
reactions we have to stimu li in the world around us. 

Extinction 
What do you think would happen if a dog that had become classically conditioned to 
salivate at the ringing of a beU never again received food when the bell was rung? The 
answer lies in one of the basic phenomena of learning: extinction. Extinction occurs when 
a previously conditioned response decreases in frequency and eventually disappears. 

To produce extinction, one needs to end the association between conditioned 
stimuli and unconditioned stimuli. For instance, if we had trained a dog to salivate 
(the conditioned response) a t the ringing of a bell (the conditioned s timulus), we could 
produce extinction by repeatedly ringing the bell but 110/ providing meat. At first the 
dog would continue to saliva te when it heard the bell, but a fter a few Such instances, 
the amount of salivation would probably decline, and the dog would eventually stop 
responding to the bell altogether. At that point, we could say tha t the response had 
been extingu ished. In sum, extinction occurs when the conditioned stimulus is pre­
sented repeatedly without the unconditioned s timulus (see Figure 2). 

We should keep in mind that extinction can be a helpful phenomenon. Consider, 
for instance, what it would be like if the fear you experienced while watch ing the 
shower murder scene in the classic movie Psycho never was extinguished. You might 
well tremble with fright every time you took a shower. 

Once a conditioned response has been extinguished, has it vanished forever? Not 
necessarily. Pavlov discovered this when he returned. to h is dog a few days a fte r the con­
ditioned behavior h.1d seemingly been extinguished. If he rang a bell, the dog once again 
saliva ted-an effect known as spontaneous recovery, or the reemergence of an extin­
g uished conditioned response after a period of rest and with no further conditioning. 

Spontaneous recovery helps explain why it is so hard to overcome drug addic­
tions. For example, coca ine addicts who are thought to be "cured " can experience an 
irresistible impulse to use the drug again if they are subsequently confronted by a 
stimulus with strong connections to the drug, such as a w hite powder (O'Brien et ai., 
1992; Drummond et a i. , 1995; DiCano & Everitt, 2002; Rodd et ai., 2004). 

Acquisition (conditioned 
response and unconditioned 
response presented together) 

Extinction (conditioned 
Strong stimulus by inell) 

Sponll!.neou. recovery of 
conditioned response 

Extinction follows 
(conditioned 
stimulus alone) 

~ The McGraw-Hil i 
Companies. 2008 

Module IS Classical Conditioning 179 

Extinction: A basic phenomenon of 
learning that occurs when a previously 
condi tioned response decreases in fre­
quency and eventually disappears. 

Spontaneous recovery: The reemer­
gence of <In extinguishL"Ii conditioned 
response after a period of rest and 
with no further conditioning. 

FIGURE 2 Acquisitlon. extinction. ane! 

spontaneous reccwery of a classically con-­

ditioneo' respon!>e. A conditioned response 

(CR) gradually increases in strength do.ring 

training (a). H~ if the conditioned 

stimulus is presented by itself e nough times. 

the conditioned response grae!ually fades. 

and extinction occurs (b). After a pause 

(c) in which the conditioned stimulus is not 
presented. spontaneous recovery can occur 

(d). However. extinction typrcally reoccurs 

soon after. 
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Stimulus generalization; Occurs 
when a conditioned response follows a 
stimulus that is similar to the original 
cond itioned stimulus; the more similar 
the two stimuli are, the more likely 
generalization is to occur. 

Stimulus discr imination: The pTOCi'SS 
that occurs if tv.'o stimuli are suffi­
ciently distinct from Qne another that 
one evokes II conditioned response but 
the other does not; the ability to differ­
entiate between stimuli. 

Generalization and Discrimination 
Despite differences in color and shape, to most of us a rose is a rose is a rose. The 
pleasure we experience at the beauty, smell, and grace of the flower is similar for dif­
ferent types of roses. Pavlov noticed a similar phenomenon. His dogs often salivated 
not only at the ringing of the bell that was used during their original conditioning but 
at the sound of a buzzer as well. 

Such behavior is the result of stimulus generalization. Stimulus generaliZation 
occurs when a conditioned response follows II s timulus that is similar to the original 
conditioned s timulus. The greater the similari ty between two s timuli, the greater the 
likelihood of stimulus generaliz .. 'tion. Little Albert, who, as we mentioned earlier, 
was conditioned to be fearful of rats, grew afraid of other furry white things as well. 
However, according to the principle of stimulus generalization, it is unlikely that he 
would have been afraid of a black dog, because its color would have differentiated it 
sufficiently from the original fear-evoking stimulus. 

The conditioned response elicited by the new stimulus is usually not as intense 
as the original conditioned response, although the more similar the new stimulus is to 
the old one, the more similar the new response will be. It is unlikely, then, that Little 
Albert's fear of the 5.:mta Claus mask was as great as his learned fear of a rat. Still, 
stimulus generalization permi ts us to know, for example, that we ought to brake at all 
red lights, even if there are minor variations in size, shape, and shade. 

On the other hand, stimu.lus discrimination occurs if two s timuli are sufficiently 
distinct from one another that onc evokes a conditioned response but the other does 
not. Stimulus discrimination provides the ability to diffe,rentiate between stimuli. For 
example, my dog Cleo comes running into the kit<::hen when she hears the sound of 
the electric can opener, which she has learned is used to open her dog food when her 
dinner is about to be served. She docs not bound into the kitchen at the sound of the 
food processor, although it sounds similar. In other words, she discriminates between 
the st imuH of can opener and food processor. Similarly, our ability to discriminate 
between the behavior of a growling dog and that of one w hose tail is wagging can lead 
to adaptive behavior- avoiding the growling dog and petting the friendly one. 

Beyond Traditional Classical 
Conditioning: Challenging Basic 
AssumptioJ)5 
Although Pnvlov hypothesized that a.lliearning is nothing more than long strings of 
conditioned responses, this notion has not bL't!n supported by subsequent research. 
II turns out that classical conditioning provides us with only a partial explanation 
of how people and animals learn and that Pavlov was wrong in some of his basic 
assumptions (Risley & Rescorla, 1972; Hollis, 1997). 

For example, according to Pavlov, the process of linking stimuli and responses 
occurs in a mechanistic, unthinking way. In contrast to this perspective, learning theo­
rists influenced by cognitive psychology have argued thai learners actively develop 
an understanding and expectancy about which particular unconditioned stimuli are 
matched with specific conditioned stimuli. A ringing bell , for instance, gives a dog 
something to think about: the impending arrival of food (Rescor]a, 1988; Clark & 

Squire, 1998; Woodruff-Pak, 1999; Kirsch et aI., 2(04). 
Traditional explanations of how classical conditioning operates have also been chal­

lenged by John Garcia, a learning psychologist whose research was initially concerned 
with the effects of exposure to nuclear radiation on laboratory animals. In the course of 
his experiments, he realized that rats placed in a radiation chamber drank almost no 
water, even though in their home cage they drank eagerly. The most obvious explana-
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tion-that it had something to do with the radiation-was soon ruled out. Garcia found 
that even when the radiat ion was not turned on, the rats still drank little or no water in 
the radiation (hamher (Garcia, Hankins, & Rusiniak, 1974; Garcia, 1990,20(3). 

Initially puzzled by the rats' behavior, Garcia eventually figu red out that the 
drinking cups in the radiation chamber were made of plastic, giving the water an 
unusual, plastic-like taste. In contrast, the drinking cups in the home cage were made 
of glass and left no abnormal taste. 

As a result, the plasti(-tasting water had become repeatedly paired with illness 
brought on by exposure to radiation, and that had led the rats to form a classically con­
ditioned association. The process began with the radiation ac ting as an unconditioned 
stimulus evoking the unconditioned response of sickness. With repeated pa irings, the 
plasti(-tas ting water had become a conditioned stimulus that evoked the (onditioned 
response of sickness. 

The same phenomenon operates when humans learn tha t they are allergic to 
(ertain foods. If every time you ate peanuts you had an upset stoma(h several hours 
la ter, eventually you would learn to avoid peanuts, despi te the time lapse between the 
stimulus of peanuts and response of getting ill. In fact, you might develop a framed 
taste aversion, so that peanuts no longer even tasted good to you. 

Garcia's finding violated one of the basic rules of classical conditioning- that an 
unconditioned stimulus should immediately follow a conditioned stimulus for optimal con­
ditioning to occur. Instead, Garci.l showed that conditioning could occur even when the 
interval bctv.ccn exposure to the conditioned stimulus and the response of sickness was 
as long as eight hours. Furthermore, the conditioning persisted over very long periods and 
sometimes occurred after just one exposure to water that was followed later on by illness. 

These findings have had important practical implications. For example, to prevent 
coyotes from killing their sheep, some ranchers now routinely lace a sheep carcass 
wi th a drug and leave the (arcass in a place where coyotes will find it. The drug tem­
pora rily ma kes the coyotes quite ill, but it does not harm them permanently. After just 
one exposure to a drug-laden sheep carcass, coyotes avoid sheep, which are normally 
one of their primary natural victims (Green, Henderson, & Collinge, 2003). 

The ease with whi(h animals (an be conditioned to avoid certain kinds of danger­
ous stim uli, such as tainted food, supports evolutionary theory. As Darwin suggested, 
organisms that have traits and characteristics that aid survival are more likely to 
thrive and have descendants. Consequently, organisms that ingest unpalatable foods 
(whether coyotes that eat a carcass laced with a drug or humans who suffer food poi­
soning after eating spoiled sushi) are likely to avoid similar foods in the future, making 
their survival more likely (Steinmetz, Kim, & Thompson, 2003; Cox et aI., 2004). 

Because of prior experience with meat that had been laced with a mild poison, thIS coyote does not 

obey its natlral instincts and ignores 'What otherwise would be a tasty meal. \Nhat principles of das­
sical conditio,,;ng does this phenomenon contradi<t? 
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RE CA PIE VA LUATE/R E T H INK 

RECAP 

What is learning? 

• Learning is a relatively permanent change in behavior 
resulting from experience. (p. 175) 

How do we learn to form associations between stimuli and 
responses? 

• One major form of learning is classical conditioning. 
which occurs when a neulTal stimulus----one that normally 
brings about no relevant response-is repeatedly paired 
with a stimulus (called an unconditioned stimulus) that 
brings about a natural, untrained response. (pp. 176-177) 

• Conditioning occurs when the neutral stimulus is 
repeatedly presented just before the uncondi tioned 
stimulus. After repeated pairings, the neutral stimulus 
elici ts the same response that the unconditioned stimu­
lus brings about. When this occurs, the neutral stimulus 
has become a conditioned stimulus, and the response a 
conditioned response. (pp. 177-178) 

• Learning is not always permanent. Extinction occurs 
w hen a previously learned response decreases in fre­
quency and eventually disappears. (p. 179) 

• Stimulus generalization is the tendency for a condi­
tioned response to follow a stimulus that is similar to, 
but not the same as, the original conditioned stimulus. 
The converse phenomenon, stimulus discrimination, 
occurs when an organism learns to distinguish between 
stimuli. (p. 180) 

EVALUATE 

] . involves changes brought about by 
experience, whereas mnturation describes changes 
resulling from biological development. 

2. is the name of the scientist responsible 
for discovering the learning phenomenon known as 
:-______ conditioning, in which an organism 
learns a response to a stimulus to which it normally 
would not respond. 

KEY TERMS 

learning p. 175 
classical conditioning p. ]76 
neutral stimulus p. 176 
unconditioned stimulus 

(UCS) p. ] 76 

unconditioned response 
(UCR) p. ]76 

conditioned s timulus (CS) 
p. 176 

Refer to the passage below to a115wer questions 3 through 5: 

1be last three times little Theresa visited Dr. Lopez 
for checkups, he administered a painful preventive 
immunization shot that left her in lears. Today, when 
her mother takes her for another checkup, Theresa 
begins 10 sob as soon as she comes face 10 face with Dr. 
Lopez, even before he has had a chance to say hello. 

3. The painful shot thai Theresa received during each 
visit was a(n) that elicited the 

, her lears. 
4. Dr. Lopez is upset because his presence has become a 

:-___ :-:---: for Theresa's crying. 
5. Fortunately, Dr. Lopez gave Theresa no more shots for 

quite some time. Over that period she gradually stopped 
crying and even came to like him . had 
occurred. 

6. occurs when a stimulus that is fairly 
similar to the conditioned stimulus produces the same 
response. 

7. In contrast, occurs when there is no 
response to a stimulus that is slightly distinct from the 
conditioned stimulus. 

RETHINK 

1. How likely is it that Little Albert, Watson's experimen. 
tal subject, went through life afraid of Santa Claus? 
Describe what could have happened to prevent his con­
tinual dread of Santa. 

2. From the perspective of all adl!('rtisillg executiw: How might 
knowledge of classical conditioning be useful in creal­
ing an advertising campaign? What, if any, ethical issues 
arise from this use? 

Answe .... to Evalua t e Questions 

U0'l1ruIW1J~'p snlnwljs ·f. ~uoHe:tlICJilu<lS 

snlnwljs ·9 :UOIpUljXil·S :snlnw'js pi'lUOmpUO)·j>" :;lSuod"..., pi'lUOII 
_!puooun 'SnlnW!IS pi'lUOIl!puoou n .( :r,,::>!ssep '"ol"cd ·t .'Su,we;)1 ' 1 

conditioned response (e R) 
p. ] 76 

extinction p. 179 
spontaneous recovery p. 179 

stimulus generalization 
p. ] 80 

stimulus discrimination 
p. 180 



Feldman: Essentials 01 
Underslanding Psychology. 
Sevanth Edition 

MODULE 

V.leaming 16. Operant Conditioning 

Very good ... What a clever idea ... Fantastic. [ agree ... Thank you. 
Excellent ... Super ... Right on ... This is the best paper you've ever written; 
you get an A ... You are really getting the hang of it ... I'm impressed. 
You're gelling a raise ... Have a cookie ... You look great ... I love you .. 

Few of us mind being the recipien t of any of the above comments. But what is 
especially noteworthy about them is that each of these simple sta tements can be used, 
through a process known as operant conditioning, to bring about powerfu l changes 
in behavior and to teach the most complex tasks. Operant conditioning is the basis for 
many of the most important kinds of human, and animal, learning. 

Operant conditioning is learning in which a voluntary r('Sponse is strengthened 
or weakened, depending on its favorable or unfavorable consequences. When we say 
that a response has been s trengthened or weakened, we mean tha t it has been made 
more or less likely to recur regularly. 

Unlike classical conditioning, in which the original behaviors are the natural, biological 
responses to the presence of a stimulus such as food, water, or pain, operant conditioning 
applies to voluntary responses, which an organism pcrfonns deliberately to produce a desir­
able outcome. TIle tenn opcrtInt emphasizes this point: The organism uperall!S on its environ­
ment to produce a desirable result. Operant conditioning is at work when we learn that 
toiling industriously can bring about a raise or that studying hard results in good grades. 

As with classical conditioning, the basis for understanding operant conditioning 
was laid by work with animals. We !urn now to some of that early research, which 
began with a simple inquiry into the behavior of cats. 

Thorndike's Law of Effect 
If you placed a hungry cat in a cage and then put a small piece of food outside the 
cage, just beyond the eat's reach, chances are that the cat would eagerly search for a. 
way out of the cage. The cat might first claw at the sides or push against an opening_ 
Suppose, though, you had rigged things SO that the cat could escape by stepping on do 

small paddle that released the latch to the door of the cage (sec Figure I). Eventually, 
as it moved around the cage, the cat would happen to step on the paddle, the door 
would open, and the cat would eat the food. 

What would happen if you then returned the cat to the box? The next time, it 
would probably t.,ke a little less time for the cat to step on the paddle and escape. After 
a few tria ls, the cat would deliberately step on the paddle as soon as it was placed if'll 
the cage. What would have occurred, according to Edward L Thorndike (1932), who 
studied this situation extenSively, was tha t the cat would have learned that pressing 
the paddle was associated with the desirable consequence of getting food. Thorndike 
summarized that relationship by fonnulating the law oj effect; Responses that lead to 
satisfying consequences are more likely 10 be repeated. 

Thorndike believed tha t the law of effect opera tes as automatically as [eilves fall 
off a tree in autumn. It was not necessary for an organism to understand that there 
was a link between n response and a reward. Instead, Thorndike believed, over time 
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What is tne role of rey fd 
and punishment in learning? 

What are some practical 
methods for bringing about 
behavior change. both in 
ourselves and in others? 

Oper':lIlt conditioning: Learning 
in which a voluntary response is 
strengthened or weakened, depending 
on its favorable or unfilvorable conse­
quences. 
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FIGURE I Edward L Thorlldike devised 

this puz:;de box to study the process by 
which a cat leams to press a paddle to 

escape from the box and receive food. Do 
you think Thorndike's work has relevance 

to the question of why humans vduntarily 

so~ puzzles. such as crossword puzzles 
and jigsaw puzzles) Do they receive any 

re'V\lards? 

FIGURE 2 B. F. Skinner with a Skinner 

box used to study operant conditioning. 

Laboratory rats leam to press the lever rn 

order to obtain food. which is delrvered in 
the tray. 

and through experience the organism would make a direct connection between the 
stimulus and the response without any awareness that the connection existed. 

The Basics of Operant Conditioning 
Thorndike's early research served as the foundation for the work of one of the twenti­
eth century's most influential psychologists, 8. F. Skinner, who died in 1990. You may 
have heard of the Skinner box (shown in Figure 2), a chamber with a highly controlled 
environment that was used to study operant conditioning processes with laboratory 
animals. Whereas Thorndike's goal was to get his cats to learn to obtain food by leav­
ing the box, animals in a Skinner box learn to obtain food by operating on their envi­
ronment within the box. Skinner became interested in specifying how behavior varies 
as a result of alterations in the environment. 
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Skinner, whose work went far beyond perfecting Thorndike's earlier apparatus, 
is considered the inspiration for a whole generation of psychologists studying oper­
ant conditioning (Bjork, 1993; Keehn, 1996). To illustrate Skinner's contribution, let's 
consider what happens to a rat in the typical Skinner box. 

Suppose you want to teach a hungry rat to press a lever that is in its box. At 
first the rat will wander around the box, exploring the environment in a relatively 
random fashion. At some pOint, however, it will probably press the lever by 
chance, and when it does, it will receive a food pellet. The fi rst time this happens, 
the rat will not learn the connection between pressing a lever and receiving food 
and will continue to explore the box. Sooner or later the rat w ill press the lever 
again and receive a pellet, and in time the frequency of the pressing response will 
increase. Eventually, the rat will press the lever continually unti l it sa tis fies its hun­
ger, thereby demonstrating that it has learned tha t the receipt of food is contingent 
on pressing the lever. 

REINFORCEMENT: THE CENTRAL CONCEPT 
OF OPERANT CONDITIONING 

Skinner called the process that leads the rat to continue pressing the key "reinforce­
ment." Reinforcement is the process by which a stimulus increases the probability 
that a preceding behavior will be repeated. In o ther words, pressing the lever is more 
likely to occur again because of the stimulus of food. 

In a situation such as this one, the food is called a re inforcer. A reinforcer is any 
stimulus that increases the probability that a preceding behavior will occur again. 
Hencc, food is a reinforcer because it increases the probability that the behavior of 
pressing (formally referred to as the respomw of pressing) will take place. 

What kind of stimuli can act as reinforcers? Bonuses, toys, and good grades can 
serve as reinforcers-if they strengthen the probability of the response that occurred 
before their introduction. What makes something a reinforcer depends on individual 
preferences. Although a Hershey bar can act as a reinforcer for one person, an individual 
who d islikes chocolate may find 75 cents more desirable. The only way we can know if a 
stimulus is a reinforcer for a particular organism is to observe whether the frequency of 
a previously occurring behavior increases after the presentation of the stimulus. 

Of course, we are nol born knowing that 75 cents can buy us a candy bar. Rather, 
through experience we learn that money is a valuable commodity because of its 
association with stimuli, such as food and drink, that are naturally reinforcing. This 
fact suggests a distinction between primary reinforcers and secondary reinforcers. A 
primary reinforcer satisfies some biological need and works naturally, regardless of a 
person's prior experience. Food for a hungry person, warmth for a cold person, and 
relief for a person in pain a ll would be classified as primary reinforcers. A secondary 
reinforcer, in contrast, is a stimulus that becomes reinforcing because of its association 
with a pri1Thlry reinforcer. For instance, we know that money is valuable because we 
have learned that it allows us to obtain other desirable objects, including primary rein· 
forcers such as food and shelter. Money thus becomes a secondary re inforce r. (To learn 
more, try the Psychlnteractive exercises on operant conditioning and shaping.) 

Positive Reinforcers, Negative 
ReinfocCffS,_aDd PunishmerlL 
In many respects, reinforcers can be thought of in terms of rewards; both a reinforcer 
and a reward increase the probability that a pre<eding response will occur again. But 
the term reward is limited to positive occurrences, and this is where it differs from a 
reinforcer- for it turns out that reinforcers can be positive or negative. 
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Reinforcement: The process by which. 
a stimulus increases the probability 
that a preceding behavior will be 
repeated. 

Reinforcer: Any stimulus that 
increases the probability that a preced­
ing behavior will occur again. 
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Psych lnteractive Onli ne 

O perant Conditioning 
Shap ing 
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Positive reinforcer: A stimulus added 
to thc environment that brings about 
un increase in u preceding response. 

Nl1galive rl1inforcer: An unpll1as-
ant stimulus whose removal leads 10 
an increase in the probilbility thut a 
preceding response will be repeated in 
the future. 

Punishment: A stimulus thai 
decreases Ihe probability that a previ­
ous behavior will occur ugain. 

A positive reinforcer is a stimulus added to the environment that brings about 
an increase in a preceding response. If food , water, money, or praise is provided 
after a response, it is more likely thallhat response will occur agilin in the future. 
The puychecks thilt workers get at the end of the week, for example, increase the 
likelihood that they w ill return to their jobs the following week. 

In con tras t, a negative reinforcer refers to an unpleasant s timulus whose 
remova/leads to iln increase in the probability that a preceding response will be 
repeated in the future . For example, if you have an itchy rash (an unpleasant 
s timulus) that is relieved when you apply a certain brand of o intment, you arc 
more likely to use that ointment the next time you have an itchy rash. Using the 
oi ntment, then, is negatively reinforcing, because it removes the unpleasant itch. 
Similarly, if your iPod volume is so loud thai it hurls you r ea TS when you fi rs llum 
it on, you a re likely to reduce the volume level. Lowering the volume is negatively 
reinforcing, and you are more apt to repeat the action in the future when you firs t 
tu rn it on. Negative reinforcement, then, teaches the individual that taking an 
action removes a nega tive condition that exis ts in the environment. Li ke pos iti ve 
reinforcers, negative reinforcers increase the likelihood that preceding behaviors 
w ill be repeated. 

It is important to note that negative reinforcement is not the same as punish­
ment. Pun ishment refers to a s timulus that decrrases the probability that a prior 
behavior will occur again. Unlike negative reinforcement, which produces an 
increase in behavior, punishment reduces the likelihood of a prior response. If we 
receive a shock that is meant to decrease a cer tain behavior, then, we are receiv­
ing pun ishment, but if we are already receiv ing a shOck and do something 10 
s top that shock, the behavior that s tops the shock is considered to be negatively 
reinforced. In the fi r st case, the specific behavior is apt to decrease because of 
the punishment; in the second, it is likely to increase because of the nega tive 
reinforcement. 

There are two types of punishment: positive punishment and negative pun­
ishment, just as there is positive and nega tive reinforcement. (In both cases, 
"positive" means adding something, and "negative" means removing something.) 
Positive prmislrment weakens a response through the applica tion of an unpleasant 
s timulus. For instance, spanking a child for misbehaving or spending ten years in 
jail for committing a crime is positive punishment. In con tras t, negative punislrment 
consists of the removal of something pleasant. For instance, when a teenager is told 
she is "grounded" and will no longer be able to use the fam ily car because of her 
poor grades, or when an employee is informed that he has been demoted with a 
cut in pay because of poor job evaluations, negative punishment is being adminis­
tered. Both posi tive and negative punishment res ult in a decrease in the li kelihood 
that a prior behavior will be repeated. 

The distinctions among positive reinforcement, negative reinforcement, posi­
tive punishment, and negative punishment may seem confusing initially, but the 
following rules (and the summary in Figure 3) can help you distinguish these 
concepts from one another: 

Reinforcement increases the frequency of the behavior preceding it; pun­
ishment dem:ases the frequency of the behavior preceding it. 

The applicatioll of a positive stim ulus brin gs about an increase in the fre­
quency of behavior and is referred to as posit ive reinforcement; the applica­
tion of a negative stimulus decreases or reduces the frequency of behav ior and 
is called punishment. 

The removal of a negative stimulus that results in an increase in the fre­
quency of behavior is negative reinforcement; the removal of a po~ilive s timu­
lus that decreases the frequency of behavior is negative punishment. 
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Intended Result 

Increase rn 
boh;Ma 

(reinlOn:ement) 

Decrease in 
boh;Ma 

(punishment) 

When s timulus is added, the result is ... 

Pos itive reinforcement 

Example: Giving a raise 
for good performance 

Result Incneose in 
response of good 
performance 

Positive punishment 

Example: Yeiling at a 
teenager when she 
steals a braceiet 

Result Decrease in 
frequency of response 
of stealing 

FIGURE ) Types of re inforcement and punistment. 

When stimulus is removed or t ennlnoted, the result Is ... 

Negative relnforcement 

Example: Applying ointment to 
~ieve an itchy rash leads to a 
hr!;+oer fUture like lihood of applying 
the ointment 

Result: Increase in response of 
usrng ointment 

Example: Teenager's access to car 
restncted by parents due to 
teenager's breaking curfew 

Result Decrease in response of 
breaking curfew 

The Pros and Cons of Punishment: 
Why Reinforcement Beats 
PI mishment 
Is punishment an effective way to modify behavior? Punishment often presents the quick­
est route to changing behavior that, if allowed to continue, might be dangerous to an 
individual. For instance, a parent may not have a second chance to warn a child not to nm 
into a busy street, and so punishing the first incidence of this behavior may prove to be 
wise. Moreover, the use of punishment to suppress beh.wior, even temporarily, provides 
an opportunity to reinforce a person for subsequently behaving in a more desirable way. 

There are some rare instances in which punishment can be the most humane 
approach to treating certain severe disorders. For (>xample, some childrE'n suffer 
from autism, a psychological disorder that can lead them to abuse themselves by 
tearing at their skin or banging their heads against the wall, Injuring themselves: 
severely in the process. In such cases- and when all other treatments have failed ­
punishment in the form of a quick but intense electric shock has been used to pre­
vent self-injurious behavior. Such punishment, however, is used only to keep the 
child safe and to buy time unt il positive reinforcem(>nt procedures can be initiated 
(Kahng, Iwata, & Lewin, 2002; Sa lvy, Mulick, & Butter, 2004; Toole et aI., 2004). 

PUllislullt!f11 haS st:vt:nrl uis<luv<llllill';;t:S lI1<rkt: its ruulillt: yut:sliuf1<rl>It:. Fur 
one thing, punishment is frequently ineffective, particularly if it is not delivered 
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Schedules 01 re inforcement: Diffel"('1lt 
patterns of frequency and timing 
of reinforcement following desired 
behavior. 

Continuous reinforcement sched ule: 
Reinforcing of a behavior every time 
it occurs. 

Partial (or intennilten l) reinforce­
ment sched ule: Reinforcing of a 
behavior some but not all of the time. 

shortly after the undesired behavior or if the individual is able to leave the setting 
in w hich the punishment is being given. An employee who is repr imanded by the 
boss may quit; a teenager who loses the use of the family car may borrow a friend's 
car instead. In such instances, the initial behavior that is being punished may be 
replaced by one that is even less desirable. 

Even worse, physical punishmen t can convey to the recipient the idea that 
physical aggreSSion is permissible and perhaps even desirable. A father who yells at 
and hits his son for misbehaving teaches the son that aggression is an appropriate, 
adult response. The son soon may copy his father's behavior by acting aggressively 
toward others. In addition, physical punishment is often adm inistered by people 
who are themselves angry or enraged. It is unlikely that individuals in such an 
emotional state will be able to think through what they are doing or cont rol care­
fully the degree of punishment they are inflicting. Ultimately, those who resort to 
physical punishment run the risk that they will grow to be feared. Punishment can 
also reduce the self-esteem of recipients unless they can understand the reasons for 
it (Baumrind, Larzelere, & Cowan, 2002; Gershoff, 2002; Holden, 2002; Parke, 2002). 

Finally, punishment docs not convey any information about what an al ternative, 
more appropriate behavior might be. To be useful in bringing about more desirable 
behavior in the future, punishment must be accompanied by specific information 
about the behavior that is being punished, along with specific suggestions concern­
ing a more desirable behavior. Punishing a child for staring out the window in school 
could merely lead her to stare a t the floor instead. Unless we teach her appropriate 
ways to respond, we have merely managed to subs titute one undesirable behavior 
fOr another. If punishment is not followed up with reinfOrcement fOr subsequent 
behavior that is more appropriate, little wil1 be accomplished. 

In short, reinforcing desired behavior is a more appropriate technique for 
modifying behavior than using punishment. Both in and out of the scientific arena, 
then, reinforcement usually beats punishment (Cicero & Pfadt, 2002; Kahng, Iwata, 
& Lewin, 2002; Pogarsky & Piquero, 2003; Hiby, Rooney, & Bradshaw, 2004). 

Schedu les of Reinforcement: 
Timing. Life's Reward ..... s-'-_____ _ 
The world would be a different place if poker players neVer played cards again after 

the first losing hand, fishermen returned to shore as soon as 
they missed a catch, or telemarketers never made another 
phone call after their first hang-up. The fact that such ume­
inforced behaviors continue, often with great frequency and 
persistence, illustrates that reinforcement need not be received I 

1 \ 
\ 

NEX T 
STIMULUS 

continually for behavior to be learned and maintained. In fact, 
behavior that is reinforced only occaSiona lly can ultimately be 
learned better than can behavior that is always reinforced. ! 

c 

i 

1 
11 
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.zo MtLES When we refer to the frequency and timing of reinforce­
ment that follows desired behavior, we a re ta lking about sched­
ules of re in forcement. Behavior that is reinforced every time it 
occurs is said to be on a continuous reinforcemen t schedule; 
if it is reinforced some but not all of the time, it is on a partial 
(or inte nni ttent) reinforcement schedule. Although learning 
occurs more rapidly under a continuous reinforcement sched­
ule, behavior lasts longer after reinforcement stops when it is 
learned under a partial reinforcement schedule (Staddon & 
Cerutti, 2003; Gottlieb, 2(04). 
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Why should intermittent reinforcement result in stronger, longer-lasting learning 
than continuous reinforcement? We can answer the question by examining how we 
might behave when u sing a candy vending machine compared with a Las Vegas s lot 
machine. When we use a vending machine, prior experience has taught us that every 
time we put in the appropriate amount of money, the reinforcement, a candy bar, 
ought to be delivered. In other words, the schedule of reinforcement is continuous. 
In comparison, a slo t machine offers intermittent reinforcement. We have learned that 
after putting in our cash, most of the time we will not re<:eive anything in return. At 
the same time, though, we know that we will occasionally win something. 

Now suppose that, unknown to us, both the candy vending machine and the 
s lot machine are broken, and so ne ither one is able to d ispense anything. It would 
not be very long before we s topped depositing coins into the broken candy machine. 
Probably a t most we would try only two or three times before leaving the machine 
in disgust. But the story would be quite different with the broken slot machine. Here, 
we would drop in money for a conSiderably longer time, even though there would be 
no payoff. 

In formal terms, we can see the difference between the two reinforcement sched­
ules: Partial reinforcement schedules (such as those provided by slot machines) main­
tain performance longer than do continuous reinforcement schedules (such as those 
established in candy vending machines) before exlinetiOlr-the disappearance of the 
conditioned response--occurs. 

Certain kinds of partial reinforcement schedules produce stronger and lengthier 
responding before extinction than do others. Although many d ifferent partial rein­
forcement schedules have been examined, they can most readily be put into two 
categories: schedules that consider the nrfllfber of responses made before reinforcement 
is given, called fixed-ratio and variable-ratio schedules, and those which consider the 
nmarmt aftime that elapses before reinforcement is provided, called fixed-inte rval and 
variable-interval schedules (Svartda l, 2003; Pellegrini et a I. , 20(4). 

FIXED- AND VARIABLE-RATIO SCHEDULES 

In a f ixed-rat io sched ule, reinforcement is g iven only after a specific number of 
responses. For instance, a ra t might receive a food pellet every tenth time it pressed a 
lever; here, the ratio would be 1:10. Similarly, gannent workers are generally paid on 
fixed-ratio schedules: They rE'(:eive a specific number of dollars for every blouse they 
sew. Because a grea ter rale of production means mOre re inforcement, people on fixed­
ratio schedules are apt to work as quickly as possible (see Figure 4). 

In a variable-ratio schedule, reinforcement occurs after a varying number of 
responses rather than after a fixed number. Although the specific number of responses 
necessary to receive reinforcement varies, the number of responses usually hovers 
around a specific average. A good example of a variable-ratio schedule is a telephone 
salesperson's job. She might make a sale during the third, eighth, ninth, and twentieth 
calls without being successful during any call in behveen. Although the number of 
responses that must be made before making a sale va ries, it averages out to a 20 per­
cent success rate. Under these circumstances, you mjght expect that the sa lesperson 
would try to make as many calls as possible in as short a time as possible. This is the 
case with all va riable-ratio schedules, which lead to a high rate of response and resis­
tance to extinction. 

FIXED- AND VARIABLE-INTERVAL SCHEDULES: 
THE PASSAGE OF TIME 

In contrast to fixed- and variable-ratio schedules, in which the crucial factor is the 
number of responses, fixed-inlcrvtll and variable-inlcrval schedules focus on the 
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Fixed-ratio schedule: A schedule by 
which reinforcement is given only 
after a specific number of responses 
are made. 

Variable-ratio sch edule: A schedule 
by which reinforcement occurs after 
a varying number of responses r.lther 
than after a fixed number. 



e I feldman: Essemials of V. Learning 16. Operant Conditioning oC The McGraw-Hili 
Companies. 2008 Undemanding Ps~cholog~, 

Seventh Edition 

190 Chapter 5 Learning 

FIGURE 4 Typical outcomes of d ifferent 

reinforcement schedules. (a) In a fixed-ratio 
schedvle, short pauses occur after each 

response. Because the more responses. the 

more reinforcement ftxed-f"atio schedules 

produce a high rate of responding. (b) In 
a variable-ratio schedule, responding also 

occurs at a high rate. (c) A fixed-interval 

schedule produces lower rates of respond­

ing, especially just after reinforcement has 
been presented, because the organivn 

learns that a specified time period must 

elapse betv.een reinforcements. (d) A 
vanable-rnterval schedule produces a fairly 
steady stream of responses. 

Find-int"rval schedule: A schedule 
that provides reinforcement for a 
response only if a fixed time period 
has elapsed, making overall rates of 
response rela tively low. 

Variable-interval schedule: A sched­
ule by which the time between rein­
forcements varies around some aver­
age rather than being fixed. 

a. Fixed-ratio schedule 

Then! are short 
pauses after each 
response. 

Time 

c. Fixed-interval schedule 

There are typically long 
pauses after each response. 

Time 

b. Variab le-ratio schedule 

Time 

d. Variable-interval schedule 

Responding occurs 
at a steady rate. 

Time 

amount of time that has elapsed since a person or animal was rewarded. One example 
of a fixed-interval schedule is a weekly paycheck. For people who receive regular, 
weekly paychecks, it typically makes relatively little differcnceexactly how much they 
produce in a given week. 

Becau se a fixed-in terval schedu le provides reinforcement for a response only if 
a fixed time period has elapsed, overall rates of response are re latively low. This is 
especially true in the period just after reinforcement, w hen the time before another 
reinforcement is relatively great. Students ' study habits often exemplify this reality. 
If the periods between exams are relatively long (meaning that the opportunity for 
reinforcement for good performance is given fairly infrequently), students often 
s tudy minimally or not a t all until the day of the exam draws near. Just before the 
exam, however, students begin to (ram for it, Signaling a rap id increase in the rate 
of their s tudying response. As you might expect, immediately after the exam there 
is a rapid decline in the rate of responding, with few people opening a book the day 
after a test. Fixed-interval schedules produce the kind of "scalloping effect" shown 
in Figure <k. 

One way to decrease the delay in respond ing that occurs jus t after reinforcement, 
and to maintnin the desired behavior more consistent.ly throughout an interva l, is to 
use a variable-interval schedule. In a variabl e-inlerval schedu le, the time between 
reinforcements varies around some average rather than being fixed . For example, 
a professor who gives surprise quiZZes that vary from one every three days to one 
every three weeks, averaging one every two weeks, is using a variable-interval 
schedule. Compared to the study habits we observed with a fixed- interval schedule, 
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students' s tudy habits under such a variable-interval schedule would most likely be 
very differe nt. Students would be opt to study more regularly because they would 
never know w hen the next surprise quiz was coming. Variable-interval schedules, 
in general, are more likely to produce relatively steady rates of responding than a re 
fixed-interval schedules, with responses tha t take longer to extinguish after reinforce­
ment ends. (To better understand schedules of reinforcement, try the Psych Interactive 
exerc ise o n schedules of reinfo rcement.) 

Discrimination and Generalization 
in Operant Conditioning 
It does not take a child long to learn that a red light at an intersection means stop and 
a green light indicates that it is permissible to continue, in the same way that a pigeon 
can learn to peck a key when a green light goes o n, but not when a red light appears. 
Just as in classical conditioning, then, operant learning involves the phenomena of 
discrimination and generalization. 

The process by which people learn to discriminate stimuli is known as stimulus 
control training. In St illlll/IIS cmltro/traillillg, a behavior is reinforced in the presence 
of a specific s timulus, but not in its absence. For example, one of the most difficult 
discriminations many people face is determining when someone's friendliness 
is not mere friendliness, but a Signal of romantic interes t. People learn to make 
the discriminatio n by o bserving the presence of certain nonverbal cues-such as 
increased eye contact and touching- that indicate romant ic interest. When s uch 
cues a rc absent, people learn that no romantic interest is ind icated. In th is case, the 
nonverbal cue acts as a discriminative stimulus, one to whkh an organis m learns 
to respond during stimulus control training. A discrimilllllive stimulus Signals the 
likelihood that reinforcement will follow a res ponse. For example, if you wait until 
your roommate is in a good mood before you ask to borrow her favo rite compact 
disc, your behavior can be sa id to be under s timulus control because you can dis­
criminate between he r moods. 

Jus t as in classical conditioning, the phenomenon of s timulus generalization, 
in which an organism learns a response to one s timulus and then exhibits the same 
response to slightly different stimu li, occurs in operant conditioning. If you have 
learned that being polite helps you to get your way in a certain si tuat ion (reinforc­
ing your politeness), you are likely to generalize your response to other s ituations. 
Sometimes, though, generalization can have unfortunate consequences, as when 
people behove negatively toward a ll members of a racial group because they have hod 
an unplea sant experience with one member of that group. 

Shaping: Reinforcing What 
Doesn't Come Naturallf' ____ _ 
Consider the difficulty of using operant conditioning to teach peaple to repair an 
automobile transmission. If we had to wait until they stumbled on a way to repair it 
correctly before providing them with reinforcement, the wait might be intenninable. 

There are many complex behavio rs, ranging from auto repair to zoo management, 
that we would no t expe.:t to occur naturally as part of anyone's spontaneous behavior. 
For such behaviors, for which the re might otherwise be no opportunity to provide 
reinforcement (because the behavior would never occur in the fi rs t place), a procedure 
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Sh3ping: The process of teaching a 

complex behavior by rewarding closer 
and closer approximations of the 
desired behavior. 

known as shaping is used. Shaping is the process of teaching a complex behavior by 
rewarding closer and doser approximations of the desired behavior. In shaping, you 
sta rt by reinforcing any behavior that is at all similar to the behavior you want the 
person to learn. Later, you reinfon::e only responses that a re doser to the behavior you 
ultimately want to teach. Finally, you reinfon::e only the desired response. Each step 
in shaping, then, moves only slightly beyond the previously learned behavior, permit­
t ing the person to link the new step to the behavior learned earlier. 

Shaping allows even lower animals to learn complex responses that would never 
occur naturally, ranging from lions jumping through hoops, dolphins rescuing divers 
lost at sea, or-as we consider in the Applying Psycllology ill tile 21st CClltllrybox-find­
ing hidden land mines. Shaping also underlies the learning of many complex human 
skills. For instance, the organization of most textbooks is based on the principles of 
shaping. Typically, information is presented so that new material builds on previously 
learned concepts or skills. Thus, the concept of shaping could not be presented until 
we had discussed the more basic principles of operant learning. 

Biological Constraints on Learning: 
You Can't Teach an O ld Dog 
Just Any Trick 
Psychologists Keller and Marian Breland were pleased with their idea: As professional 
animal trainers, they came up with Ihe notion of having a pig pick up a wooden disk 
and place it in a piggy bank. With their experience in training animals through operant 
conditioning, they thought the task would be easy to teach, because it was certainly wel l 
within the range of the pig's physical capabilities. Yet almost every time they tried the 
procedure, it failed. Rather than picking up the disk, the pigs generally pushed it along 
the ground, something that they appeared to be biologically programmed to do. 

To remedy the problem, the Brelands substituted a raccoon. Although the proce­
dure worked fine with one disk, when two disks were used, the 
raccoon refused to deposit either of them and instead rubbed 
the two together, as if it were washing them. Once again, it 
appeared that the disks evoked biologically innate behaviors 
that were impossible to replace through even the most exhaus­
tive training (Breland & Breland, 1961). 

The Brelands' difficulties illustrate an important point: Not 
all behaviors can be trained in all species equally well. Instead, 
there are biological cOlls/millts, built-in limitations in the abil­
ity of animals to learn particular behaviors. In some cases, an 
organism will have a special predisposition that will aid in its 
learning a behavior (such as pecking behaviors in pigeons); in 
other cases, biological constraints will act to prevent or inhibit 
an organism from learning a behavior. 

BiologICal Constraints make It nearty Impossible for anirTlafs to learn urtaln 

behiMOI'S. Here. psychdogtst Marian ~and attempts to overcome the 
natural limitations that inhibit the success of conditioning this rooster. 

The existence of biological constraints is consistent with 
evolutionary explanations of behavior. Clearly, there are adap­
tive benefits that promote survival for organisms that quickly 
learn-or avoid-<ertain behaviors. For example, ou r ability 
to rapidly learn to avoid touching hot surfaces increases our 
chances of survival. Additional support for the evolutionary 
interpretation of biological constraints lies in the fact the asso­
ciations that animals leam most readily involve s timuli that 
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A Nose for Danger: 
Saving Lives by Sniffing 
Out Land Mines 

The Gambian giant pouched 
rat ... may be as good a mine detec­
tor as man or mlture has yet devised. 
Just after sunup one dewy morn­
ing. on a football field-size patch of 
earth in the Mozambican country­
side, Frank Weetjens and his squad 
of 16 giant pouched rats are p rov­
ing it. Outfitted in tiny harnesses 
and hitched to IO-yard clotheslines, 
their footlong tilils whipping to and 
fro, the rats lope up i1I1d down 
the lines, whiskers twitching. noses 
tasting the air. 

Wanjiro, il sleek 2-yeilr-old female 
in a bright red harness, pauses halfway 
down the line, sniffs, turns back, then 
sniffs again. She gives the red clay a 
decisive scratch with both forepaws. 
Her trainer, Kassim Mgaza, snaps 
a metal clicker twice, and Wanjiro 
waddles to him for her reward-a 
mouthful of banana and an affection­
ilte pet (\Vines, 2004, p. AI). 

Score one for the Gambian giant 
pouched rat (who, weighing in at two to 
five pounds, is the size of an overweight 
gerbil). More preCisely, score one for the 
principles of classical and operant con­
di tioning. which are being harnessed in 
a process that has the potential to Silve il 
substantial number of lives. 

Wanji ro is one of a group of pouched 
rats that are being trained to find mines 
thilt are buried below the surface of the 
earth. Trad itional means of locating mines 
are not terribly effective: No mechanical 
device can sniff out explosives as well 
(they only detect metal). and other animals 
such as dogs have a short attention span 
and are so heavy tha t they set off the mines 
when they do find them. Pouched rats, on 
thl.' other hand, are persistent in seeking 
out the odor of explosives once they are 
trained, and they have a highly sophisti­
cated sense of smell that makes them qui te 
effective. Equally important, they weigh so 

A rat mane uvers a test course during training for mine-detection. Trainrng begins at the age of 
five weeks. 

little that they can stand on top of a buried 
mine and not detonate it (\Vines, 20(4). 

The problem they ilre addressing is il 
serious one. In places like Mozambique, 
where they are being trained and which 
suffered through a civil Wilr for 17 years, 
millions of mines are buried and are dif­
ficult to locate. The result is that eilch year 
thoUSilnds of people ilre killed and maimed 
by accidentillly stepping on a mine. 

To learn how to locate mines, triliners 
first teach pouched rilts like Wanjiro to 
associate the sound of a clicker wi th food, 
in a process of classical conditioning. They 
!hen place the rats in a cage with a hole that 
is filled with explosive material. When the 
rilts sniff the hole, the trainers sound the 
clicker and proVide food. Through repeated 
presentations of food and explosive mate­
rial, rats learn to associate the smell of 
explosive with food, and they begin to 
eagerly seek out the smell of explOSiVes. 

From there, it is only a short leap to 
searching the ground for buried explo­
sive-lilrgely because pouched rats instinc­
tively bury food that they don' t immedi­
ately eat and later hunt for it using thei r 
sense of smell. Before it can dig down to 
the mine, trainers give the rats food rein~ 
forcement of a peanut and banana mixture. 
In short, sniffing the ground for explosive 
becomes a reinforced behavior (Cookson, 
2005; Corcoran, 2005). 

Although it is too early to know 
how effective in the long- term the 
use of pouched rats will be, the initial 
results are promising. In fact, the proj­
ect is expanding beyond MOZilmbique 
to another war-ravaged African country, 
Sudan. Furthermore, the procedure has 
the potential to be used in other ways, 
such as finding buried victims in earth­
quakes. This is the power of the classical 
and operant conditioning. 

Using the terminology of classical conditioning, what is the unconditioned stimu­
lus, the neutral stimulus, and the conditioned stimulus in the process by which the 
pouched rats learn to associate the sound of a clicker with food? What ethical issues 
might be raised in the use of trained pouched rats to identify explosives? 

'" 
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are most relevant to the specific environment in which they live (Barkow, Cosmides, 
& Tooby, 1992; Terry, 2003; Cosmides & Tooby, 2004). 

Furthermore, psychologists taking an evolutionary perspective have suggested 
that we may be genetically predisposed to be fea rful of certain stimuli, such as 
snakes or even threatening faces. For example, people in experiments learn asso­
ciations relatively quickly between photos of bces with threatening expressions and 
neutral stimuli (such as an umbrella). In contrast, they are slower to learn associa­
tions between faces that have pleasant expressions and neutral s timuli. Stimuli that 
pose potential threats, like snakes or people wilh hoslile facial expressions, posed a 
potential danger to early humans, and there may be an evolved ""fear module" in the 
brain that is sensitized to such threats (Ochman & Mineka, 2003; Schupp et aI., 2004; 
Georgiou e l aI., 2005). 

COMPARING CLASSICAL AND OPERANT CONDITIONING 

We've considered classical conditioning and opera nt conditioning as two completely 
different processes. And, as summarized in Figure 5, there are a number of key dis­
tinctions between the two forms of learning. For example, the key concept in classi­
ca l conditioning is the association between stimuli, whereas in operant conditioning 
it is reinforcement. Furthermore, classical conditioning involves an involuntary, 
natura l, innate behavior, but opera nt conditioning is based on voluntary responses 
made by an organism. 

Classical Conditioning 

Building associations betv.oeen a conditioned stimulus 
and condftroned response. 

Based on invoiln tary, natural. innate behavior. Behavior 
IS el~rted by the unconditioned or conditioned stimulus. 

Before conditioning. an unconditioned stim.llus leads to 
an unc:ondi"tioned response. After conditioning. a 
conditioned stimulus leads to a conditioned response. 

After a physician gives a child a series of paillful injections 
(an unconditioned stimulus) that produce an emotional 
reaction (an unc:onditioned response). the child develops 
an emotional reactJOn (a conditioned response) whenever 
she sees the physician (the conditioned stimulus), 

Oper.lllt Conditioning 

Reinforcement Increases the frequency of the behavior 
preceding it: punishment decreases the frequency of the 
behavior preceding it. 

Organism voluntarily operates on Its environment to produce 
a desirable result. After behavior OCCIXS, the likelihood of the 
behavior occumng again is increased or decreased by the 
behavior's consequences, 

Reinforcement leads to an Increase in behavior: punishment 
leads to a decrease in behavior, 

A student 'NIle. after stud)-ing hard for a test. eams an A (the 
positive reinforcer), is more likely to study hard in the future. 
A student 'NIlo, after going out dnnking the night before a 
test, fails the test (punishment) is ~s li kely to go out drinking 
the night before the next test. 

FtGURE S Comparing key concepts in classical conditioning and operant conditioning. 
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Some researchers arc asking if, in fact, the two types of learning arc so different 
after all. Learning psychologist John Donahoe and colleagues have suggested that 
classical and operant conditioning might share some underlying processes. Arguing 
from an evolutionary viewpoint, they contend that it is unli kely that two completely 
separate basic processes would evolve. Instead, one process-albeit with considerable 
complexity in the way it operates-might better expla in behavior (Donahoe, 2003; 
Donahoe & Vegas, 2(04). 

It's too early to know if Donahoe's point of view will be supported. Still, it is dear 
that there are a number of processes that operate both in classical and operant con­
ditioning, including extinction, stimulus generalization, and stimulus discrimina tion. 
Whether that means the dis tinctions between classical and operant conditioning will 
disappear remains to be seen. 

() The McGraw-Hil i 
Compan ies. 2008 
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A couple who had been living together for three years began 
to fight more and more frequently. The issues of disagreement 
ranged from the seemingly petty, such as who was going to 
do the dishes, to the more profound, such as the quality of 
their love life and whether they found each other interesting. 
Disturbed about this increaSingly unpleasant pattern of inter­
action, the couple went to a behavior analyst, a psychologist 
who specialized in behavior-modification techniques. After 

BECOMING AN ~ 

'NF~rp~y~h~iogy VfJJ 
Using Behavior Analysis and 
Behavior Modification 

interviewing each of them alone and then speaking to them together, he asked them 
to keep a detailed written record of their interactions over the next two weeks­
focusing in particular on the events that preceded their arguments. 

When they returned two weeks later, he carefu lly went over the records with 
them. In doing so, he noticed a pattern that the couple themselves had observed 
after they had sta rted keeping their records: Each of their a rguments had occurred 
just after one or the other had left a household chore undone. For instance, the 
woman would go into a fury when she came home from work and found that 
the man, a student, had left his dirty lunch dishes on the table and had not 
even started dinner preparations. The man would get angry when he found the 
woman's clothes draped on the only chair in the bedroom. He insisted it was her 
responsibility to pick up after herself. 

Using the data the couple had collected, the behavior analyst devised a system 
for the couple to tryout. He asked them to list all the chores that could possibly 
arise and assign each one a point value depending on how long it took to complete. 
Then he had them divide the chores equally and agree in a written contract to fulfill 
the ones assigned to them. If eilher failed to carry out one of the assigned chores, he 
or she would have to place $1 per pOint in a fund for the o ther to spend. They also 
agreed to a program of verbal praise, promising to reward each other verbally for 
completing a chore. 

Although skeptical about the value of such a program, the couple agreed to try it 
for a month and to keep ca reful records of the number of arguments they had during 
that period. To their surprise, the number declined rapidly, and even the more basic 
issues in their relationship seemed on the way to being resolved. 

This case provides an illustration of behavior modification, a formalized tech­
nique fo r promoting the frequency of desirable behaviors and decreasing the incidence 
of unwanted ones. Using the basic principles of learning theory, behavior-modification 
techniques have proved to be helpful in a variety of situations. People with severe 
mental retardation have learned the rudiments of language and, for the first time in 
their lives, have started dresSing and feeding themselves. Behavior modification has 

Behavior modification : A fonnalized 
technique for promoting tne frequency 
of desirable behaviors and decre.ls ing 
the incidence of unwanted ones. 
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also helped people lose weight. give up smoking. and behave more safely (Sulzer­
AZ..1foff & Mayer, 1991; Lamb et aI., 2004; Wadden, Cremnd, & Brock, 2(05). 

The techniques used by beh.wior analysts are as varied as the list of processes that 
modify behavior. They include reinforcement schedulinS- shaping, generalization train· 
ins, discrimination training. and extinction. Participants in a Ix>havior-change program 
do, however, typically follow a serics of similar basic s teps that include the following: 

• Idelltifyillg goals alld target behaviors. The first step is to define desired behavior. Is 
it an increase in time spent studying? A decrease in weight? An increase in the 
use of language? A reduction in the amount of aggression displayed by a child? 
The go.lls must be stated in observable terms and lead to specific targets. For 
instance, a goal might be "to increase study time," whereas the target behavior 
would be "to s tudy at least two hours per day on weekdays and an hour on 
Saturdays." 

• Designing a data-recording system alld recordillg preliminary da/.a. To determine 
whether Ix>havior has changed, it is necessary to collect dl1ta before any changes 
are made in the situation. This information provides a baseline against which 
fu ture changes can be measured. 

• Selectillg a behavior-challge strategy. The most crucial step is to select an l1PPrO­
priate strategy. Because all the principles of learning can be employed to bring 
about behavior change, a "package" of treatments is normally used. This might 
include the systematic use of positive reinforcement for desired behavior (verbal 
praise or something more tangible, such as food), as well as a program of extinc­
tion for undesirable behavior (ignoring a child who throws a tantrum). Selecting 
the right reinforcers is critical; it may be necesSl1ry to experiment a bit to find out 
what is important to a particular individual. It is best for participants to avoid 
threats, because they are merely punishing and ul timately not very effective in 
bringing about long-term changes in behavior. 

• Implementing tire program. The next step is to institute the program. Probl1bly 
the most importl1nt aspect of program implementation is conSistency. It is also 
important to ml1ke sure that one is reinforcing the behavior he or she wants to 
reinforce. For eXl1mple. suppose a mother wants her daughter to spend more 
time on her homework, but as soon as the child sits down to s tudy, she asks 
for a snack. If the mother gets a snack for her, she is likely to be reinforcing her 
daughter's delaying tactic, not her studying. Instead, the mother might tell her 
child that she will provide her with a snack after a certa in time interval has gone 
by during which she has s tudied- thereby using the snack as a reinforcement 
fo r studying. 

• Kecpillg careflll records after IIle program is implemellted. Another crucial task is 
record keeping. If the target behaviors arc not monitored, there is no way of 
knOWing whether the program has actually been successful. Participants are 
advised not to rely on memory, because memory lapses are all too common. 

• Evaluatillg mId alterillg IIle ollgoillg program. Finally, the results of the program 
should be compl1red with baseline, preimplementation dl1 ta to determine its 
effediveness. If the program has been successful , the proced ures employed 
can be phased out gradually. For ins tance, if the program called for reinforcing 
every instance of picking up one's clothes from the bedroom floor, the reinforce­
ment schedule could Ix> modified to 11 fixed-rl1tio schedule in which every third 
instance was reinforced. However, if the program has not been successful in 
bringing about the desired behavior change, consideration of other approaches 
might be advis1lble. 

Behavior-change techniques based on these general principles have enjoyed wide 
success and have proved to be one of the most powerful means of modifying behavior 
(Greenwood et aI., 1992). Clearly, it is possible to emp loy the basic notions of learning 
thcory to improve our lives. 
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R EC A PlEVA LUAT EI R ETH INK 

RECAP 

What is the role of reward and punishment in learning? 

• Operant conditioning is a fonn of learning in which 
a voluntary behavior is strengthened or weakened. 
According to 8. F. Skinner, the major mechanism under­
lying learning is reinforcement, the process by which 
a stimulus increases the probability that a preceding 
behavior will be repeated. (pp. 183-185) 

• Primary reinforcers are rewards that are naturally effec­
tive without prior experience because they satisfy a 
biological need. Secondary reinforcers begin to act as if 
they were primary reinforcers through association with 
a primary reinforcer. (p. 185) 

• Positive reinforcers are stimuli that are added to the envi­
ronment and lead to an increase in a preceding response. 
Negative reinforcers are stimuli that remove something 
unpleasant from the environment, also leading to an 
increase in the preceding response. (pp. 185-186) 

• Punishment decreases the probability that a prior behav­
ior will occur. Positive punishment weakens a response 
through the application of an unpleasant stimulus, 
whereas negative punishment weakens a response by 
the removal of something positive. In contrast to rein­
forcement, in which the goal is to increase the incidence 
of behavior, punishment is meant to decrease or sup­
press behavior. (pp. 186-188) 

• Schedules and patterns of reinforcement affect the 
strength and duration of learning. Generally, partial 
reinforcement schedules-in which reinforcers are not 
delivered on every trial-produce stronger and lon­
ger-lasting learning than do continuous reinforcement 
schedules. (pp. 188-189) 

• Among the major categories of reinforcement schedules are 
fixed- and variable-ratio schedules, which are based on the 
number of responses made, and fixed- and variable-inter­
val schedules, which are based on the time interval that 
elapses before reinforcement is provided. (pp.189-191) 

• Stimulus control training (similar to stimulus discrimi­
nation in classical conditioning) is reinforcement of a 
behavior in the presence of a specific stimulus but not 
in its absence. In stimulus generalization, an organism 
learns a response to one stimulus and then exhibits the 
same response to slightly different stimuli. (p. 191) 

• Shaping is a process for teaching complex behaviors 
by rewarding closer and closer approximations of the 
desired final behavior. (pp. 191-192) 

• There arc biological constraints, or built-in limitations, 
on the ability of an organism to learn: Certain behaviors 
will be relatively easy for individuals of a species to 
learn, whereas other behaviors will be either difficult or 
impossible for them to learn. (p. 192) 

Module 16 Operant Conditioning 197 

What are some practical methods for bringing about behavior 
change, both in ourselves and in others? 

• Behavior modification is a method for formally using 
the principles of learning theory to promote the frequen­
cy of desired behaviors and to decrease or eliminate 
unwanted ones. (pp. 195-1%) 

EVALUATE 

1. conditioning describes learning that 
occurs as a result of reinforcement. 

2. Match the type of operant learning with its definition: 
1. An unpleasant stimulus is presented to decrease 

behavior. 
2. An unpleasant stimulus is removed to increase 

behavior. 
3. A pleasant stimulus is presented to increase 

behavior. 
4. A pleasant stimulus is removed to decrease 

behavior. 
3. Positive reinforcement 
b. Negative reinforcement 
c. Positive punishment 
d. Negative punishment 

3. Sandy had had a rough day, and his son's noisemak­
ing was not helping him relax. Not wanting to resort to 
scolding, Sandy told his son in a serious manner that 
he was very tired and would like the boy to play qui­
etly for an hour. This approach worked. For Sandy, the 
change in his son's behavior was 

3. Positively reinfordng. 
b. Negatively reinfordng. 

4. In a reinforcement schedule, behav-
ior is reinforced some of the time, whereas in a 
_______ reinforcement schedule, behavior is 
reinforced a ll the time. 

5. Match the type of reinforcement schedule with its defi­
nition. 
1. Reinforcement occurs after a set time period. 
2. Reinforcement occurs after a set number of 

responses. 
3. Reinforcement occurs after a varying time period. 
4. Reinforcement occurs after a varying number of 

responses. 
3. Fixed-ratio 
b. Variable-interval 
c. Fixed-interval 
d. Variable-ratio 

6. Fixed reinforcement schedules produce greater resis­
tance to extinction than do variable reinforcement sched­
ules. True or false? 
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RETHINK 

1. Using the scientific literature as a guide, what would 
you tell p<'Uents who wish to know if the routine use of 
physical punishment is a necessary and acceptable form 
of child rearing? 

2. From tire perspective of on educatQr: How would you 
utilize your knowledge of operant cond itioning in the 

KEY TERMS 

operant conditioning p. 183 
reinforcement p. 185 
reinforcer p. 185 
positive reinforcer p. 186 
negative reinforcer p. 186 

punishment p. 186 
schedules of reinforcement 

p.l 88 
continuous re infOfCi'mi'nt 

schedule p. 188 

classroom to set up a p rogram to increase the likelihood 
children will comple te their homework more fre<Jucnlly? 

Answers to Evaluate Questions 
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partial (or intermittent) 
re inforcement sched ule 
p. 188 

fixi'd -ratio schi'dule p. 189 
variable-ratio schedule p. l 89 

fixed-interval schedule p. 190 
variable-inte rval schedule 

p. 190 
shaping p. 192 
behavior modification p. 195 
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Consider what happens when people learn to drive a car. They don't just get behind 
the wheel and stumble around until they randomly put the key into the ignition, and 
later, after many false starts, accidentally manage to get the car to move forward, 
thereby receiving positive reinforcement. Instead, they already know the basic ele­
ments of driving from prior experience as passengers, when they more than likely 
noticed how the key was inserted into the ignition, the car was put in drive, and the 
gas pedal was pressed to make the car go forward. 

Clearly, not all learning is due to operant and classical conditioning. In fact, 
activities like learning to drive a car imply that some kinds of learning must involve 
higher-order processes in which people's thoughts and memories and the way they 
process information account fo r their responses. Such situations argue against regard. 
ing learning as the unthinking, mechanical, and automatic acquisition of associations 
between stimuli and responses, as in classical conditioning, or the presentation of 
reinforcement, as in operant conditioning. 

Some psychologists view learning in terms of the thought processes, or cognitions, 
tha t underlie it-.~n approach known as cogn itive learning theory. Although psychol­
ogists working from the cognitive learning perspective do not deny the importance of 
classical and operant conditioning, they have developed approaches that focus on the 
unseen mental processes that occur during learning, rather than concentrating solely 
on external stimuli, responses, and reinforcements. 

In its most basic formu lation, cognitive learning theory suggests that it is not 
enough to say that people make responses because there is an assumed link between 
a stimulus and a response as a resul t of a past history of reinforcement for a response. 
Instead, according to this point of view, people-and even animals--<levelop an 
expectatioll that they will receive a reinforcer after making a response. Two types of 
learning in which no obvious prior reinforcement is present are latent learning and 
observational learning. 

Latent Learning 
Evidence for the importance of cognitive processes comes from a series of animal 
experiments that revealed a type of cognitive learning called latent learning. In latent 
learn ing. a new behavior is learned but not demonstrated until some incentive is 
provided fo r displaying it (Tolman & Honzik, 1930). In short, latent learning occurs 
without reinforcement. 

In the studies demonstrating latent learning, psychologists examined the behavior 
of rats in a mazcsuch as the one shown in Figure 10.. I.n one experiment, a group of rats 
was allowed to wander around the maze once a day for seventeen days without ever 
r~iv inS a reward. Understandably, tho:>c r<~ts made many errors and spent a rda 
tively long time reaching the end of the maze. A second group, however, was always 
given food at the end of the maze. Not surprisingly, those rats learned to TUn quickly 
and directly to the food box, making few errors. 

() The McGraw-Hili 

Companies. 2OOIl 

Key c,ol1cel~t 
What is 
t ion and th6<;ghJc;c,l"n,;ng' 

Cognitive learning theory: An 
approach 10 the study of learning that 
focuses on the thought processes that 
underlie learning. 

Latent learning: Learning in which a 
new behavior is acquired but is not 
demonstrated until some incentive is 
provided for displaying it. 

". 
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FIGURE I (a) In an attempt to demonstrate latent leaming. rats were al lowed to roam through a 
maze of this sort once a day for seventeen days. (b) The rats that were never rewarded (the non­
~warded control condition) consistently made the most errors. whe~as those wtllch received food 
at the f,nish every day (the rewarded control condition) consistently made far fewer errors. But the 
results also shOW'ed latent leaming: Rats that were initially unrewarded but began to be rewarded 
only after the tenth day (the experimental group) showed an immediate reduction in errors and 
soon became similar in error rate to the rats that had been rewarded consistently. According to 

cognrtive ~am i ng theorists. the reduction in errors indicates that the rats had developed a cognitive 
map-a mental representation--of the maze. Can )Qu th ink of other examples of latent learning) 

A third group of rats started out in the s.1me situation as the unrewardcd rats, but only 
for the first ten days. On the eleventh day, a critical experimental manipulation was intro­
duced: From that point 011, the rats in this group were given food for completing the maze. 
The results of this manipulation were dramatic, as you can see from the graph in Figure 
lb. The previously unw.varded rats, which had earlier seemed to wander about aimlessly, 
showed such reductions in running time and declines in error rates that their performance 

almost immediately matched that of the group that had received rewards 
from the start. 

To cognitive theorists, it seemed clear that the unrcwarded rats 
had learned the layout of the maze early in their explorations; they just 
never displayed their la tent learning until the reinforcement was offered. 
Instead, those ra ts seemed to develop a cogllitilJf mllp of the maze-a 
mental representation of spatial locations and direct ions. 

People, too, develop cognitive maps of their surroundings. For 
eX<lmple, latent Jearning may permit you to know the location of a 
kitchenware store at a local mall you've frequently visited, even though 
you've never entered the store and don't even like to cook. 

The possibility that we develop our cognitive maps through latent 
leaming presents something of a problem for s trict operant conditio ning 
theoris ts. If we consider the results of the maze-learning experiment. for 
instance. it is unclear what reinforcement permitted the rats that initially 
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received no reward to learn the layout of the maze, because there was no obvious 
reinforcer present. Instead, the results support a cognitive view of learning, in which 
changes occurred in unobservable mental pr<.x:esses (Beatty, 2002; Voicu & Schmajuk, 
2002; Frensch & Runger, 2(03). 

Observational Learning: Learning 
Through Imitation 
Let's return for a moment to the case of a person learning to drive. How can we account 
for instances in which an individual with no direct experience in carrying out a particu­
lar be-havior learns the behavior and then performs it? To answer this question, psychol­
ogists have focused on another aspect of cognitive learning: obscrvationallcarning. 

According to psychologist Albe-rt &ndura and colleagues, a major part of human 
learning consists of observalionalleaming, which is learning by watching the be-hav­
ior of another person, or model. Because of its reliance on observation of others-a 
social phenomenon- the perspective taken by Bandura is often referred to as a social 
cognitive approach to learning (Bandura, 1986, 1999, 2(04). 

&"1ndura dramatically demonstrated the ability of models to stimulate learning 
in a classic experiment. In the study, young children saw a film of an adult wildly hit­
ting a five-foot-tall inflatable punching toy called a Hobo doll (Bandura, Ross, & Ross, 
1%3a, 1963b). Later the children were given the opportunity to play with the Bobo doll 
themselves, and, sure enough, most displayed the same kind of behavior, in some cases 
mimicking the aggressive be-havior almost identically. (See more about how people learn 
aggressive behavior through the Psychlnteractive exercise on observational learning.) 

Not only negative be-haviors are acquired through observational learning. In 
one experiment, for example, children who were afraid of dogs were exposed to a 
model-dubbcd the Fearless Peer- playing with a dog (Bandura, Gruscc, & Menlove, 
1967). After exposure, observers were considerably more likely to approach a strange 
dog than were children who had not viewed the Fearless Peer. 

According to B."1ndura, observational learning takes place in four steps: (1) pay­
ing attention and perceiving the most critical features of another person's be-havior, 
(2) remembering the behavior, (3) reproducing the action, and (4) being motivated to 
learn and carry out the behavior in the future. Instead of learning occurring through 
trial and error, then, with successes being reinforced and failures being punished, 
many important skills are learned through observationa l processes (Bandura, 1986). 

Observational learning is particularly important in acquiring skills in which the 
operant conditioning technique of shaping is inappropriate. Piloting an airplane and 
performing brain surgery, for example, are behaviors that could hardly be learned by 
using tria l-and-crror methods without grave cost- literally- to those involved in the 
learning process. 

Not all be-havior that we witness is learned or carried out, of course. One cru­
cial factor that determines whether we later imitate a model is whether the model is 
rewarded for his or her behavior. If we observe a friend being rewarded for putting 
more time into her studies by receiving higher grades, we are more likely to imitate 
her behavior than we would be if her behavior resulted only in being stressed and 
tired. Models who are rewarded for behaVing in a particular way are more apt to be 
mimicked than are models who receive punishment. Interestingly, though, observ­
ing the punishment of a model docs not necessarily stop observers from learning the 
behavior. Observers can still describe the model's behaVior- they are just less apt to 
perform it (Bandura, 1977, 1986, 199"\). 

Obscrvationallearning is central to a number of important issues relating to the 
extent to which people learn simply by watching the behavior of others. For instance, 
the degree to which observation of media aggresSion produces subsequent aggresSion 
on the part of viewers is a crudal-and controversial---question, as we discuss next. 

Albert Sarn:lura examined the principles of 
observ.!tional learning. 

Obsl' rvationall l'aming: Learning by 
observing the behavior of another per­
son, or model. 

_.mhhe.com/feldmaness7 

Psychlnteractive Online 

Observational learning 

This boy is displaying observational learning 

based on prior observatron of his father: 
Hovv does observatior.allearning contrib­
ute to defining ger.der ro les? 
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Violence in Television and 
Video Games: Does the Media's 
Message Matt,,-eLr?~ _______ _ 
In an episode of Tire Sopmnos television series, fictional mobster Tony Soprano murdered 
one of his associates. To make identification of the victim's body difficult. Soprano and 
one of his henchmen dismembered the body and dumped the body parts. 

A few months later, two real-life ha lf brothers in Riverside, California, strangled 
their mother and then cut her head and hands from her body. Victor Bautista, 20, and 
Matthew Montejo. 15, who were caught by police after a secur ity guard noticed that 
the bundle they were a ttempting to throw in a dumpster had a foot sticking out of 
it, told police that the plan to di~member their mother wa~ inspired by Tire Sopral!o~ 

episode (Martelle, Hanley, & Yoshino, 2003). 
Like other "'media copycat" killings. the brothers' cold-blooded brutality ra ises a 

critical issue: Docs observing violent and antisocial acts in the media lead viewers to 
behave in simila r ways? Because research on modeling shows that people frequently 
learn and imitate the aggression that they observe, this question is among the most 
important being addressed by psychologists. 

Certainly. the amount of violence in the mass media is enormous. By the time of 
elementary school graduation, the average child in the Uni ted States will have viewed 
more than 8,000 murders and more than 800,000 violent act~ on network television 
(Huston et al. , 1992; Mifflin, 1998). 

Most experts agree that watching high levels of media violence makes viewers 
more susceptible to acting aggressively, and recent research supports this claim. For 
example, one survey of serious and violent young male offenders incarcerated in 
Florida showed that one-fourth of them had attempted to commit a media-inspired 
copyca t crime (Surette. 2(02). A significant proportion of those teenage offenders 
noted that they paid close attention to the media. 

Violent video games have also been linked with actual aggression. In one of a 
series of studi~ by p~ychologist Craig Anderson and his colleagu~, for example, col­
lege students who frequently played violent video games. such as Pas/al or DoolII. were 
more likely to have been involved in delinquent behavior and aggression. Frequent 

players also had lower academic achievement (Anderson & Dill, 2000; 
Bartholow & Anderson, 2001; Anderson et aI., 2!Xl4). 

Several aspects of media violence may contribute to real-life aggressive 
behavior (Bushman & Anderson, 2001; Johnson et aI., 2(02). For one thing, 
experiencing violent media content seems to lower inhibitions against car­
rying out aggression-watching television portrayals of violence or using 
violence to win a video game makes aggression seem a legitimate response 
to particular situations. Exposure to media violence also may distort our 
understanding of the meaning of others' behavior, predisposing us to view 
even nonaggressive acts by others as aggressive. Finally, a continuous diet 
of aggression may leave us desensit ized to violence, and what previously 
would have repelled us now produces little emotional response. Our sense 
of the pain and suffering brought about by aggression may be diminished 
(Anderson & Bushman, 2002; Anderson, Camagey, & Eubanks, 2003; 
Huesmann et al.. 2003; Funk, 2(05). 

Il lustrating observational ~aming, th is infant observes 

What about real-life exposure to actual violence? Does it also lead to 
increases in aggresSion? The answer is yes. Exposure to actual firearm vio­
lence (being shot o r being shot at) doubles the probability that an adolescent 
will commit serious violence over the next nvo years. Whether the violence 
is real or fictionalized. then, observing violent behavior leads to increases in 
aggressive behavior (Bingenheimer, Brennan, & Earls, 2005). 

an adult on the television and then is able to imitate his 

behavior Leaming has obviously occurre<J' t!Tough the 

mere observation of the television model. 
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Whcn a member of the Chikotin Indian tribe teaches her daugh­

tcr to prcpMc salmon, at first she only allows the daughter to 

observe the entire process. A little later, she permits her child to 

try out some b.1Sic parts of the task. Her response to questions is 
noteworthy. For e){llmple, when the daughter asks about how to 
do alh" h".-khon" part/' th" mnth<>r 's n">~p"n",,;1< tn n">f'<'",,1 th" 

entire process with another fish. The reason? The mother feels 

Exploring 
DIVERSITV G 

Does Culture Influence 
How We Learn~ 

that one cannot learn the individual paris of the task apart from the context of p reparing 
the whole fish (Tharp, 1989). 

It should not be surprising thilt children raised in the Chikotin tradition, which 
stresses instruction that starts by communicating the entire task, may hilve difficulty 
with traditional Western schooling. In the approach to teaching most characteristic of 
Western culture, tasks are broken down into their component parts. Only after each 
small step is learned is it thought possible to master the complete task. 

Do the differences in teaching approaches between cultures affect how people learn? 
Some psychologists, taking a cognitive perspective on learning, suggest that people 
develop particular lraming styles, characteristic ways of approaching material. based on 
their cultural background and unique pattern of abilities (Anderson & Adams, 1992; Chl­
Ching & Noi, 1994; Furnham, 1995; Sternberg & Grigorenko, 1997; Barrneyer, 2(04). 

Learning styles differ along severa l dimensions. For example, one central dimen­
sion is analytical versus relational approaches to learning (Anderson, 1988; Tharp, 
1989). As illustrated in Figure 2, people with a relational lraming style master material 
best through exposure to a full unit or phenomenon. Parts of the unit are compre­
hended only when their relationship to the whole is understood. 

In contrast, people with an analytical learning s tyle do best when they can carry 
out an initial analysis of the principles and components underlying a phenomenon or 
situation. By developing an understanding of the fundamental principles and compo­
nents, they are best able to understand the full picture. 

Although research findings are mixed, some evidence suggests that particu­
lar minority groups in Western societies display characteristic learning styles. For 
instance, James Anderson and Maurianne Adams (1992) argue that Caucasian females 

Relational Style 

Perceve information as part of total 

P"~ 

2. Exhibit Improvisational and Intuitive 
thirking 

I More easily learn materials that have a 
human, social content and are 
characterized by experimental/cultural 
re1evdnce 

4. Have a good memory for verbally 
presented Ideas and infOflTlatlon, 
especially if rT!:levant 

5 Are morT!: tas.k-oriented concerning 
nonacademic areas 

6 Are inAvenced bt authority fig...-es" 
expression of confidence or doubt in 
students' ability 

7. PrT!:fer to withdraw fro m unstimulating 
task periormance 

8 Style conflicts with the traditional school 
er1\llrorment 

Analytical Style 

I. Able to dis-embed information from 
total pICture (focus on detaH) 

2. Exhibit sequential and structured thinking 

I. More eaSily learn materials that are 
Inarumate and impersonal 

4 . Have a good memory for abstract ideas 
and Irrelevant informatIOn 

5 Are more task-onented concerning 
academics 

6. Are not greatly affected by the opinions 
of others 

7. Show ability to persist at unstirnUating 

"'" 8. Style matdles most school environments 

FtGURE 2 A comparison of anaIytJcal versus relational approaches to learning offers one example of r.ow learning styles differ along seve-al dimensions 
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and African American, Native American, and Hispanic American males and females 
are more apt to use a relational style of learning than Caucasian and Asian American 
males, who are more likely to employ an analytical style. 

The conclusion that members of particular ethnic and gender groups have similar 
lcarning styles is controversial. BccilUSC there is so much divcrsity within cach particular 
racial and cthnic group, critics arguc that gcncr.llizations about leilming s tyles cannot be 
used to predict the style of any single individual, regardless of group membership. Many 
psychologists contend that a discussion of group learning styles is a misguided undertak­
ing. (This argument echoes an ongoing controversy about thc uS€fulncss of intelligencc 
tests.) Instcad, thcy suggest that it is more fruitful to conccntrare on dctcnnining each 
individual's particular learning style and pattern of academic and social strengths. 

Still, it is clear that values about learning, which are communicated through a 
person's family and cultural background, have an impact on how successful students are 
in school. Onc theory suggests that members of minority groups who were voluntary 
immigrants are more apt to be successful in school thml those who are were brought into a 
rn.1jOrity culture against their will. For example, Korean children in the United States-the 
sons and daughters of voluntary immigrants-perfonn quite wcll, as a group, in school. 
In contrast, Korean children in Japan--oftcn thc sons and daughters of peoplc who wcre 
forced to immigrate during World War 11, essentially as forced laborers-tend todo poorly 
in school. Presumably, children in the forced immigration group are less motivated to suc­
ceed than those in the voluntary immigriltion group (Ogbu, 1992; Gallaghcr, 1994). 

RE CA PlEVA LUATE/R E T H INK 

RECAP 

What is the role of cognition and thought in learning? 

• Cognitive approaches to learning consider learning in 
tenns of thought processes, or cognition. Phenomena such 
as latent learning-in which a new behavior is learned 
but not performed until somc incentive is provided for its 
perfonnance-and the apparent development of cognitive 
maps support cognitive approaches. (pp. 199-200) 

• Learning a lso occurs from observing the behavior of oth­
ers. The major factor that dctcnnines whcther an observed 
behavior will actually be performed is the nature of the 
reinforcement or punishment a model receives. (p. 201) 

• Observation of violcnce is linked to a greater likelihood 
of subsequently acting aggressivcly. (p. 202) 

• Learning styles <lre characteristic ways of approaching 
learning, based on a person's cultural background and 
uniquc pattern of abilitics. Whethcr an individua l has an 
analytical or a relational style of learning, for cxample, 
may reflect family background or culture. (p. 203) 

EVALUATE 

I, Cognitivc learning theorists are concerned only with 
overt behavior, not wi th its internal causes. True or false? 

KEY TERMS 

cognitive learning theory p. 199 latent learning p. 199 

2. In cognitive learning theory, it is assumed that peoplc 
develop a(n) about receiving a rein-
forcer when they behave a certain way. 

3. In learning, a new behavior is learned 
but is not shown until appropriatc reinforcement is 
presented. 

4. Bandura's theory of learning states that 
people learn through watching a(n) ---c--­
-another person displaying the behavior of interest. 

RETHINK 

1. The relational style of learning somctimes conflicts with 
the traditional school environment. Could a school be 
created that takes advantage of the characteristics of the 
rclational style? How? Are thcre types of learning for 
which thc analytical s tyle is clearly superior? 

2. From tire pt'1"$pf!Ctiw Qf u sociuilrJ()rker: What advice would 
you give to fa milies about children's exposure to violent 
mediil and video games? 

Answe .... to Evaluate Queltions 
FlPOW 'ImJQ!I~.uasqo·J> ~llI.'ll~I·£ ~UO!lcp;xlx,,·Z ~~d 

ICIU;lUJ 4l!'" p3UJ;>;l\IOO '\I!JIlw!-'d,)..le Sls!-,oolll SU!UJ~,)I ""!l!uSoo ~aslcJ', 

observational learning p. 201 
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Looking Back , 

Psychology on the Web 

I. B. F. Skinner had an impact on society and on thought that is only hinted at in our discus· 
sion of learning. Find addrtional information on the Web about Skinner's life and influence. 
See .....nat you can find out about his ideas for an ideal. utopian society based on the prin­
ciples of conditioning and behaviorism Write a summary of your findings. 

2. Select a topic discussed in this set of modules that is of interest to you (reinforcement ver­
sus punishment. teaching complex behaviors by shaping. violence in video games. relational 
versus analytical learning styles. behavior modification. etc.). Find at least two sources of 
information on the Web about your topic and summarize the results of your quest It may 
be most helpful to find two different approaches to your topic and compare them. 

3. After completing the Psychlnteractive exercise on operant conditioning. search the Web 
for three examples of animal training procedures that employ operant conditioning. 
Summarize the training techniques. identifying each use of operant conditioning. 

Epilogue Here we have discussed several kinds of learning. ranging 

from dassical conditioning. .....nich depends on the existence 
of natural stimulus-response pairings. to operant condition­

ing. in which reinforcement is used to increase desired behavior. These approaches to learning 
focus on outward. behavioral learning processes. Cognitive approaches to learning focus on 
mental processes that enable learning. 

We have also noted that learning is affected by culture and individual differences. with indi­
vidual learning styles potentially affecting the ways in which people learn most effectively. And 
we saw some ways in which our learning about learning can be put to practical use. through 
such means as behavior-modification programs designed to decrease negative behaviors and 
increase positive ones. 

Return to the prologue of this chapter and consider the following questions in relation to 
Minnie, the monkey .....no helps quadraplegic Craig Cook 

I. Is Minnie's learning primarily an example of classical conditioning. operant conditioning. or 
cognitive learning? 'v\Ihy? 

2. Do you think punishment would be an effective teaching strategy fo r Minnie? 'v\Ihy? 
3. How might different schedules of reinforcement be used to train Minnie' Which schedule 

would likely have been most effective? 
4. In what way would shaping have been used to teach Minnie some of her more complex 

behaviors. such as maneuveri ng Cook's foot into his .....neekhairJ 

It) The McGraw-Hili 
Companies. 2000 
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The distinction between reinforcement and punishment is 

not always dear. but the !.vo processes have very different 

consequences for beh(Nior. Reinforcement increases a behavior. 

while punishment decreases it Use this visual guide to better 

grosp the difference, and then answer the questions below to test 

your understanding of the concepts. 

3 Another approach 
would involve negative 

rein{ort:emem. removing 
something Alex finds 
unpleasant as a reward for 
neat behavior. For example, 
Eddy could tum off his 
stereo when Alex is in the 
room so that he wouldn't 
have to ~sten to Eddy's 
hip-hop m..rsic, music 
Alex dislikes. Eddy 
remwes (takes away) the 
hip-hop m..rsic to increase 
Alex's neat behavior. 

EVALUATE 

206 

In this example. positrve reinforcement is represented by __ 
__ and negative reinforcement is represented 
by __ ,---
a tutonng in cakulus; refusing to lend Eddy's MP3 player to Alex 
b playing loud music; turning off the stereo 
c tutoring in calculus; turning off the stereo 
d playing loud music refusilg to lend Eddy's MP] player to Alex 

I Alex's sloppiness bothers his roommate. Eddy. who says he can't study 
in a messy room. How might Eddy use reinforcement and punishment 

to change Alex's untidy behavior? 

2USing positive reinforcement to encourage Alex to keep their dorm 
room clean. Eddy could reward Alex after he cleans up his side 

of the room by helping him with calculus, something that has value to 
Alex. Eddy adds the tutoring to increase Alex's neat behavior. 

2 In this example, the negative p ..... ishment is and the 
positive punishment is _--,-_-,,-
a playing loud m..rsic; tuming off the stereo 
b playing loud m..rsic: refusing to lend Eddy's MP] player to Alex 
c refusing to lend Eddy's MP3 player to Alex; playing loud music 
d refusing to lend Eddy's MP3 piayef" to Alex; Moring in calculus 
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40f course. Eddy could discourage Alex's undesirable behavior by using posrtive punishmenL 

In this case. he could play his hip-hop music loudly ...men Alex leaves the room in a messy 
condition. That is. Eddy adds the loud music to de<:rease Alex's messy behavior. 

SOr Eddy could resort to negative punishment and take aw;ry something Alex vaJues 'Nhen his 
side of the room is messy. Refusing to lend Alex his MP3 player unt~ he cleans up the room is 

an example of negatr..e punishment Eddy removes (takes away) his MP3 player to deaease Alex's 
messy behavior. 

RETHINK 

3 Reinforcement leads to an increase in a previous response. 
...mile punishment leads to a decrease in the previous response. 
True or false? 

How could the principles of reinfon:ement and punishment be used 
to explain how Alex leamed to be such a sloppy person in the first 
place? 

201 
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Key Concepts for Chapter 6 

What is memory? • Are there different kinds of 

memory? • What are the biological bases 

of memory? 

What causes difficulties and failures in remembering? 

hy do we forget information? • What are r -

() The McGraw-Hili 
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Sensory Memory 

Short-Term Memory 

Long-Term Memory 

A,."lylng Psychology In the list Century: 
Enhancing Memory: Are We on the 
Road to "Cosmetic Neurology"? 

MODULE IP 

Recalling Long-Term Memories 

Retrieval Cues 

Levels of Processing 

Explicit and Implicit Memory 

Flashbulb Memories 

Constructive Processes in Memory: 
Rebuilding the Past 

ex,,'ollng Dlverlity: Are There Cross­
Cultural Differences in Memory? 

MODULE ],0 

Forgetting: When Memory Fails 
Why We Forget 

Proactive and Retroactive Interference: 
The Before and After of Forgetting 

Memory Dysfunctions: Afflictions of 
Forgetting 

Becoming on Informed Consumer of 
Psychology: Improving Your Memory 

209 
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Prologue WhoAml?AndWhoAreYou? 

Painful memories? These days John Prigg 
might wekome a few. 

On February 14,2004, Prigg. 17, 
one of the top higk ochool wrestlers 
in Texas. was in the mKjdle of a 
match in a town called the Colony. 
when he tumbled out of the ring 
and hit his head on the floor. He 

lost consciousness and was rushed to 
the hospital. but a CAT scan showed 

no abnormalities. The on~ problem: 

For John Prigg, who has be€:n diagnose<! with a rare form of amne­
sia. the road to recovery has be€:n a slow one. But he is making 
progress, and the outlook for a full recovery is good. 

John 's story raises several questions regarding the nature of 
memory loss: What was the nature of the physical trauma that dev­
astated John·s memories? Why couldn·t he identify a familiar object 
from his past like the football, but know how to use it? Will his lost 
memories ever return? 

Stories li ke John Priggs's illustrate not only the important role 
memory plays in our lives, but also its fragility. Memory aUows us to 
retrieve a vast amount of information. We are able to remember 

110 

When he awoke. his memory was gone. ··It was like he was in a 
trance;· says his father, John. 

Since then John has found himself marooned in a strange neth­
erworld. He can speak and write. but he can·t underttand what 

he is reading. A fonner football player. he now had no idea what a 
football was-but vmen handed a bal l he was able to throw a per­
fect spiral. He didn·t know what the word shower meant. "So I took 
him in there," says his mother, Donna, who along with her husband 
runs a firewood business in Midlothian, Texas. near Dallas, "and 
said. This is the bar of soap: this is how you use ii"" (People Week/y, 
2004. p. 136). 

the name of a friend we haven·! talked with for years and recall 
the details of a pcture that hung in our bedroom as a child. At the 
same time, though, memory failures are common. We forget where 
we left the keys to the car and fail to answer an exam question 
about material we studied only a few hours earlier. Why? 

We tum now to the nature of memory, consKjering the ways in 
which infonnation is stored and retrieved. We examine the prob­
lems of retrieving information rom memor)( the accuracy of mem­
ories. and the reasons information is sometimes forgotten. We also 
consKjer the biological foundations of memory and discuss some 
practical means of increasing memory capacity. 
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You are playing a game of Trivial Pursuit, and winning the game comes down to one 
question: On what body of water is Bombay located? As you rack your brain for the 
answer, several fundamental processes relating to memory come into play. You may 
never, for instance, have been exposed to information regarding Bombay's location. Or 
if you have been exposed to it, it may simply not have registered in a meaningful way. 
In other words, the information might not have been recorded properly in your memory. 
The initial process o f recording information in a fonn usable to memory, a process called 
f'lIcodillg, is the first s tage in remembering something. 

Even if you had been exposed to the infonnation and originally knew the name 
of the body of water, you may still be unable to recall it during the game because of 
a failure to retain it. Memory specialists speak of stomg!!, the maintenance of material 
saved in memory. If the material is not stored adequately, it cannot be recalled later. 

Memory also depends on one last process-retriem/: Material in memory stOTage has 
to be located and brought into awareness to be useful. Your failure to recall Bombay's loca­
tion, then, may re;t on your inability to retrieve information that you lea rned earlier. 

In sum, psychologists consider memory to be the process by which we encode, 
store, and retrieve information (see Figure 1). Each of the three parts of this defini­
tion-encoding, storage, and retrieval- represents a different process. You can think 
of these processes as being analogous to a computer's keyboard (encoding), hard 
drive (storage), and software that accesses the information for display on the screen 
(retrieval). Only if all three processes have operated will you experience success and 
be able to recall the body of water on which Bombay is located: the Arabian Sea. 

Recognizing that memory involves encoding. storage, and retr ieval gives us a start in 
understanding the concept. But how does memory actua lly function? How do we explain 
what information is initially encoded, what gets stored, and how it is retrieved? 

According to the three-system aliliroach to memory that dominated memory research 
for several decades, there a re different memory storage systems or stages through 
which information must travel if it is to be remembered (Atkinson & Shiffrin, 1968, 
1971). Historically, the approach has been extremely influential in the development of 
our understanding of memory, and-although new theories have augmented it-it 
still provides a useful framework for understanding how information is recalled. 

Encoding 
(I"itial recordi"g 
of i"formatio,,) 

Stono.ge 
(I"formatio" saved 
for future use) 

Retr ieval 
(Recovery of 
stored i"formatio,,) 

--*"" 

() The McGraw-Hili 

Companies.2OOIl 

Key c,o"eepts 
What is /nemewy> 

Are there d"ffererrt-­
kinds of memory? 

What are the bio logi­

cal bases of memory? 

M~mory: The process by which 
we encode, store, and retrieve 
infonnation. 

FIGURE I Memory is bu~t on ~ 

basic proccsses---encoding. storage. and 
retrieval-that are analogous to a comput­

er's keyboard, hard drive. and software that 
accesses the information for display on the 
screen. The anak>gy ts not perfect however, 
because human memory is less precise 
than a computer. How mrght you modrfy 
the analogy to make it more accurate? 
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Memory 

Repetitive 

r rehears;!! (retillns 
information in 
shon-tenn memory) 
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Elaborative rehearsal 
(moves Information ~ 
imo long-te nn memory) + 

Information ~ 5ft1sory memo ries ........ 
Sigflt (lconl() Short-term m emory LonK-term memor)' 
Sound (oxhok) 
Other sensOf"Y memories 

Simsory memory~ The initial, 
momentary storage of information, 
lasting only an instant. 

Short-term memory: Memory that 
holds information for fifteen to 
twenty-five SC(:onds. 

Long-term memory: Memory that 
stores information on a relatively 
permanent basis, altnough it may 
be difficult to retrieve. 

A momentary flash of lightning leaves a 

sensory vrsual memory. a fleeting but exact 

replica of the stimulus that fades rapidly. 

Forgetting 
typically within 
I soxond 

Forgetting 
within IS to 

2S ~conds 

FIGURE 2 In this three-stage model of memory. information initially recorded by the person's 

sensory system enters sensory memory, which momentarily holds the info rmation. The information 

then moves to short-term memory. v..tHch stores it fo r fifteen to twenty-frYe seconds. Finally. the 

information can move into long-term memory. which is relat ively permanent. Whether the informa­

tion mO'\feS from short-term to long·term memory depends on the kind and amount of rehearsal of 

the material that is carried out (S<xne: Atki->son & Shrfrin. 1968.) 

The three-system memory theory proposes the existenCe of the three sepa rate 
memory stOres sh own in Figure 2. Sensory memory refers to thf' initial, momentary 
storage of information that lasts only an instant. Here an exact replica of the stimu­
lus recorded by a person's sensory system is stored very briefly. In a second stage, 
s hort-term memory holds information for fifteen to twen ty-five seconds and stores it 
according to its meaning rather than as mere sensory stimulation. The third type of 
storage system is long-tenn memory. Information is stored in long-term memory on a 
relatively permanent basis, although it may be d ifficult to retrieve. 

Although we'll bediscussing the three types of memory as separate memory stores, keep 
in mind that these are not mini-warehouses 1000'1ted in spedfic areas of the brain. Instead, they 
represent three different types of ml.'1TlOry systems with diffurmt chamcteristics. 

Sensory Memory 
A momentary flash of lightning, the sound of a twig snapping, and the sting of a pin­
prick all represent stimulation of exceedingly brief duration, but they may nonetheless 
provide important information that can require a response. Such stimuli are initially­
and fleetingly-stored in sensory memory, the first repository of the information the 
world presents to us. Actually, there are several types of sensory memories, each rcliltcd 
to a different source of sensory information. For instance, icol1ic mel/wry reflects infor­
mation from the visual system. Echoic memory stores auditory information coming from 
the eaTS. In addition, there are correspond ing memories for each of the other senses. 

Sensory memory can store information for only a very short time. If information 
does not pass into short-term memory_ it is lost for good. For instance, iconic memory 
seems to last less than a second, and echoic memory typically fades within I\vo or three 
seconds. However, despite the brief duration of sensory memory, its precision is high: 
Sensory memory can store an almost exact replica of each stimulus to which it is exposed 
(Darwin, Turvey, & Crowder, 1972; Long & Beaton, 1982; &lms e t aL, 1993). 

Psychologist George Sperling (1960) demonstrated the exis tence of sensory mem­
ory in a series of clever and now-classic studies. He briefly exposed people to a series 
of twelve letters arranged in the following pattern: 

F 
K 

Y 

T 
D 
w 

y 

N 
B 

C 
L 
M 
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When exposed to this pattern of letters for just one-twentieth of a second, most 
people could recall only four or five of the letters accurately. Although they knew that 
they had seen more, the memory of those letters had faded by the time they reported 
the first few letters. It was possible, then, that the information had initially been accu­
ra tely stored in sensory memory, but during the time it took to verbalize the first four 
or five letters the memory of the other letters faded. 

To test that possibility, Sperling conducted an experiment in which a high, medium, or 
low tone sounded just after a person had been exposed to the full pattern of letters. People 
were told to report the letters in the highest line if a high tone was sounded, the middle line 
if the medium tone occurred, or the lowest line at the sound of the low tone. Becausc the tone 
occurred after the exposure, people had to rely on their memories to report the correct row. 

The results of the study clearly showed that people had been storing the complete 
pattern in memory. They accurately recalled the letters in the line that had been indicated 
by the tone regardless of whether it was the top, middle, or bottom line. Obviously, all the 
lines they had seen h.'1d been stored in sensory memory. Despite its rapid loss, then, the 
information in sensory memory was an accura te representation of what people h.'1d seen. 

By gradually lengthening the time between the presentation of the \'isual pattern and 
the tone, Sperling was able to detennine with some accuracy the length of time that infor­
mation was stored in sensory memory. The ability to recall a p..'1rticular row of the pattem 
when a tone was sounded declined progressively as the period between the visual expooure 
and the tone increased. nus decline continued until the period reached about one second in 
duration, at which point the row could not be recalled accurately at all . Sperling concluded 
that the entire visual image was stored in.sensory memory for less than a serond. Go to the 
Psychlnternctive exercise on sensory memory to c;Qnviru;<:>. y()U<'\iClf of Sperling's n.'$ult$. 

In sum, sensory memory operates as a kind of snapshot that stores infonna­
tion- which may be of a visual. auditory, or other sensory nature-for a brief moment 
in time. But it is as if each snapshot, immediately after being taken, is destroyed and 
replaced with a new one. Unless the information in the snapshot is transferred to some 
other type of memory, it is lost. 

Short-Term Memory 
Because the information that is stored briefly in sensory memory consists of represen­
tations of raw sensory stimuli, it is not meaningful to us. If we are to make sense of it 
and possibly retain it, the information must be transferred to the next stage of memory: 
short-term memory. Short-tenn memory is the memory store in which information first 
has meaning, although the maximum length of retention there is relatively short. 

The spo:ific process by which sensory memories are transformed into short-tenn mem­
ories is not clear. Some theoriSt$ suggest that the information is first translated into graphical 
representations or images, and others hypothesize that the transfer occurs when the.sensory 
stimuli are changed to words (Baddeley & Wilson, 1985). What is clear, however, is tha t 
uniikescnsorymcmory, which holds a relatively full and detailed- if short-lived-represen­
tation of the world, short-tenn memory has incomplete representational capabilities. 

In fact, the specific amount of information that can be held in short-term memory 
has been identified as seven items, or "chtmks," o f information, with variations up to 
plus or minus two chunks . A chunk is a meaningful grouping of s timuli that can be 
stored as a ullit in s hort-term memory. According to George Miller (1956), a chunk can 
be individual letters or numbers, permitting us to hold a seven-digil phone number 
(like 226-4610) in short-term memory. 

But a chunk also may consist of larger categories, such as words or other meaning­
ful units. For example, consider the following list of twenty-one letters: 

PB SFO X CNNABCCBSM TVNBC 

Because the list exceeds SC\'en chunks, it is d ifficult to reca ll the letters after one 
exposure. But suppose Ihey were presented as follow s: 

PBS FOX CNN ABC CBS MTV NBC 

www.mhhe.com/feldmaness7 

Psychlnteractive Online 

S"nsory M .. mory 

Chunk: A meaningful grouping of 
stimuli thai can be s tored as a unit in. 
shorHerm memory. 
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FIGURE] Examine the chessboard containing the chess pieces for about frve seconds. and then, 

after covering up the board try to draw the posit ion of the pieces on the blank chessboard. (You 
could also use a chessboard of your own and place the pie<:es in the same positions.) Unless you 
are an experienced chess playe ~ you are l ike~ to have great diffiCl.llty carrying out such a task. Yet 
chess masters- the kind who win tournaments--clo this quite wel l (deGroot 1966). They are able 
to reproduce correctly 90 percent of the pie<:es on the board. In comparison, inexperienced chess 
players are typica l ~ able to reproduce on~ 40 percent of the board properly The chess masters do 

not have superior memories in other respects: they general~ test normally on other measures of 
memory. liVt1at they can do better than others is see the board in terms of chunks or meaningful 
units and reproduce the position of the chess pieces by using those units. 

In this case, even though there are s till twenty-one letters, you'd be able to store 
them in short-term memory, since they represent only seven chunks. 

Chunks can vary in size from single letters or numbers to categories that are far more 
complicated. The specific nature of what constitutes a chunk varies according to one's past 
experience. You can see this for yourself by trying an experiment that was first carried 
out as a comparison between expert and inexperienced chess players and is illustrated in 
Figure 3 (deGroot, 1966; Huffman, Matthews, & Gagne, 2001; Saariluoma el ai., 2(04). 

Although it is possible to remember seven or so relatively complicated sets of 
information entering short-term memory, the information cannot be held there very 
long. Just how brief is short-term memory? If you've ever looked up a lelephone 
number in a phone directory, repealed the number to yourself, pul away the directory, 
and then forgotten the number afler you've tapped the first three numbers into your 
phone, you know that information docs not remain in short-term memory very long. 
Most psychologists believe that information in short-term memory is lost after fifteen 
to twenty-five seconds--unlcss it is transferred to long-term memory. 

REHEARSAL 

The transfer of malerial from snorl- to long-term memory proceeds largely o n tne 
basis of rehearsal, the repetition of information that has entered short-term memory. 
Rehearsal accomplishes two things. First, as long as the information is repeated, it is 
maintained in short-term memory. More important, however, rehearsal allows us to 
transfer the information into long-term memory, as you can see for yourself in the 
Psychlnteractive exercise on short-term memory. 
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Whether the transfer is made from short- to long-tenn memory seems to depend 
largely on the kind of rehearsal that is carried out. If the infoonation issimply repeated over 
and over again---.. as we might do with a telephone number whi le we rush from the phone 
book to the phone-it is kept current in short-teon memory, but it will not necessarily be 
placed in long-term memory. Instead, as soon as we stop punching in the phone numbers, 
the number is Likely to be replaced by other infonnation and will be completely forgotten. 

In contrast, if the information in short-term memory is rehearsed using a process 
called elaborative rehearsal, it is much more likely to be transferred into long-term mem­
ory (Craik & Lockhart, 1972). Elabomlive reilNlrsal occurs when the information is con­
sidered and organized in some fashion. The organization might include expanding the 
information to make it fit into a logical framework, linking it to another memory, turning 
it into an image, or transforming it in some other way. For example, a list of vegetables 
to be purchased at a store could be woven together in memory as items being used to 
prepare an elaborate s.llad, could be linked to the items bought on an earlier shopping 
trip, or could be thought of in terms of the image of a farm with rows of each item. 

By using organizational strategies such as these-called IImemollics-we can vastly 
improve our retention of infonnation. Mnemonics (pronounced "neh MON IX") are for­
m.l! techniques for organizing infoonation in a way that makes it more likely to be remem­
bered. For instance, when a beginning musician learns that the spaces on the music staff 
spell the word FACE, or when we learn the rhyme 'Thirty days hath September, April, 
June, and November ... ," we are using mnemonics (Goldstein et a!., 1996; Schoen, 1996; 
Bcllezza, 2000; Scruggs & Mastropieri, 200J; Carney & Levin, 2003). 

WORKING MEMORY 

Rather than seeing short-teon memory as an independent way station into which memo­
ries arrive, either to fade or to be passed on to long-term memory, many contemporary 
memory theorists conceive of short-term memory as far more active. ill this view, short­
term memory is like an information processing system that manages both new material 
gathered from sensol]' memory and oldcr material th<"lt h<"ls been pulled from long-term 
storage. In this increasingly influential view, short-term memory is referred to as working 
memory and defined as a set of temporary memory stores itult actively manipulate and 
rehearse infonnation (Bayliss et aI., 2005a, 2005b; Unsworth & Engle, 20(5). 

Working memory is thought to contain a cel/ tml exeClltive proces-

www.mhhe .comlfe ldmaness7 

Psychlnte ractive Online 

Short-te rm Memory 

Working memory: A set of temporary 
memory stores that actively manipu­
late and rehearse information. 

sor that is involved in reasoning and decision making. The centra l 
executiVe coordinate> three d istinct storage-and-rehearsal systems: 
the visual store, the verbal store, and the episodic buffer. The visual store 
specializes in \'isual and spatial information, whereas the verbal store 
holds and manipulates material relating to speech, words, and num­
bers. The episodic buffer contains information that represents epi­
sodes or events (Baddeley, Chincotta, & Adlam, 2001; see Figure 4). 

\HOW IJO-;- Ta RE fI.( tIl IHR 

Working memory permits us to keep information in an active 
state briefly so that we can do something with the information. For 
instance, we use working memory when we're doing a multistep 
arithmetic problem in our heads, storing the resul t of one calcula­
tion while getting ready to move to the next stage. (I make use of my 
working memory when I figure a 20 pen:ent tip in a restaurant by first 
calculating 10 percent of the total bill and then doubling it.) 

Although working memory aids in the recall of informa­
tion, it uses a significant amount of cognitive resources during its 
operation. In turn, th is can make us less aware of our surround­
ings-something that has implications for the debate about the 
use of cellular telephones in automobiles. If a phone conversation 
requires thinking. it will burden working memory, leaving people 
less awaTC of their surroundings, an obviously dangerous state 
of affairs for the driver (de Fockert et aI., 2001; Wickelgren, 2001; 
Bcrhaeghen, Cerelia, & Basak, 2(04). 
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c.nt:raI e _ U •• 

(coordioates _terial) 

Verbal store 
(speech. worns, numben) 

36' cat 

5 ~ 153 

24 

dog 

Episodic buffer 
(episodes or occurrenc~) 

FIGURE 4 Woriirg memory is an active ''workspace'· in whdllnformation is retneved <M1d manipulated, 
ard in WVch information is held tIYougtr rehe<rsaI (Gathercole & ~ 199)). It consists of a ··central 

executive·· that cooninates the: -.isual sto<'e (vAlich ccncentrates on visual<M1d spatial .,forrnaticn), the \.'f!fbaI 

store (v'+lIch conc:entraes on speech words. and numbel"!;). and the episodic: ~r (v.+ridl represents epi­
sodes or occu:rences that are encoo.ntered). (Sout:e: Pdapted from ~ Olincotta. & A<hn 2001.) 

Furthermore, stress can reduce the effectiveness of working memory by reducing 
its capacity. In fact, one study found that students with the highest working memory 
capacity and greatest math ability were the ones who were most vulnerable to pressure 
to perform well. Those who should have performed best, then, were the ones most apt 
to choke on the test because their working memory capacities were reduced by the 
stress (Carey, 2004; Scilock & Carr, 2005). (To learn more, try the Psychlnteraclivc 
exercise on working memory.) 

Loog-Term Memoc)' ______ _ 
Material that makes its way from short-tenn memory to long-tenn memory enters a store­
house of almost unlimited c.1pacity. Like a new file we save on a hard drive, the infonna­
tion in long-term memory is filed and coded so that we can retrieve it when we need it. 

Evidence of the existence of long-tenn memory, as distinct from short-term mem­
ory, comes from a number of sources. For example, people with certain kinds of brain 
damage have no lasting recall of new information received after the damage occurred, 
although people and events stored in memory before the injury remain intact (Milner, 
1966). Becau$f' Information that was encoded :md stored before the injury can be 
recalled and because short-term memory after the injury appears to be operational­
new material can be recalled for a very brief period-we can infer that there are two 
distinct types of memory: one for short-term and one for long-term storage. 

Results from laboratory experiments are also consistent with the notion of separate 
short-term and long-term memory. For example, in one set of studies people were asked 
to recall a relatively small amount of information (such as a set of three letters). Then, 
to prevent practice of the initial information, participants were required to recite some 
extraneous material aloud, such as counting backward by threes (Brown, 1958; Peterson 
& Peterson, 1959). By varying the amount of time between the presentation of the initial 
material and the need for its recall, investigators found that recall was quite good when 
the interval was very short but declined rapidly thereafter. After fifteen seconds had 
gone by, recall hovered at around 10 percent of the material init ially presented. 

Apparently, the distraction of counting backward prevented almost all the initial 
material from reaching long-term memory. Initial r€<:all was good because it was com-
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ing from short-term memory, but those memories were lost at 
a rapid rate. Eventually, all that could be recalled was the small 
amount of material that had mad e its way in to long-term stor­
age despite the distraction of counting backward. 

The distinction between short- and long-term memory is also 
supported by the serial position effect, in which the abili ly to recall 
information in a list depends on where in the list an item appears. 
For instance, often a primacy effect occurs, in whkh items presented 
early in a lisl are remembered better. There is also a recel1cyejfect, in 
whkh items presenled late in a list are remembered best. 

LONG· TERM MEMORY MODULES 

Just as short-term me mory is often conceptualized in terms of 
working memory, many contemporary researchers now rega rd 
long-term memory as having several differen t components, or 
memory modules. Each of these modules represents a separate 
memory system in Ihe brain. 

The ability to remember specific skills and the order in which they are 

used is known as procedural memory. If driving involves procedural 
One major distinction wi thin long- term memory is between 

declarative memory and procedural memory. Declarative mem­
memory. is rt safe to use a ceU phone .,.,mHe driving? 

ory is memory for factual information: names, faces, da tes, and facts, such as "a bike 
has two wheels." In contrast, procedural memory (or nOlfdeciamtive mL'Ilfory) refers to 
memory for skills a nd habits, such as how to rid e a bike or hi t a baseball. Information 
about tlrings is stored in d ecla rative memory; information about Irow to do tlrings is 
stored in procedural memory (Schacter, Wagner, & Buckner, 2000; Eichenbaum, 2004). 

Declarative memory can be subdivided into semantic memory and episodic memory 
(Nyberg & Tulving, 1996; Tulving, 2(02). Semantic memory is memory for general knowl­
edge and facts about the world, as well as memory for the rules of logic that a re used 
to deduce other facts. Because of semantic memory, we remember that the ZIP code for 
Beverly Hills is 90210, that Bombay is on the Arabian Sea, and that memoree is the incorrect 
spelling of memory. Thus, semantic memory is some ..... hat like a me ntal alman<lC of facts. 

In contrast, episodic memory is memory for events th<lt oocur in a particular time, 
place, or context. For example, recall of leaming to ride a bike, our first kiss, or arranging 
a surprise 21st birthday party for our brother is based on episodic memorics. Episodic 
memories relate to particular contexts. For example, remembering wlren and IIOW we 
lea rned that 2 x 2 = 4 wou ld be an episodic memory; the fact itself (that 2 x 2 = 4) is a 
semantic memory. (To help your long-term memory keep the distinctions between the dif­
ferent types of long-term memory straight, study Figure 5 on page 218.) 

Episodic memories can be surpriSingly det.1iled. Consider, for instance, how you'd 
respond if you were asked to identify what you were doing on a specific day hvo years 
ago. Impossible? You may think otherwise as you read the foUowing exchange between a 
researcher and a p.1rtidpant in a study who was asked, in a memory experiment, what he 
was doing "on Mond ay afternoon in the third week of September two years ago." 

PARTICtPANT: Come on. How should I know? 

EXPERIMENTER: Just try it ~nyhow. 

PARTICIPANT: OK. Let's see: Two ye~rs ~so . .. I would be in high school in 
Pittsburgh ... That would be my senior ye~ r. Third w~k in Scptember-th~t's just after 
summer-thai would be the fall term .... Let me $C('. I think I had chemistry lab on 

Mond~ys. I don't know. I was probably in chemistry lab. Wait a minute-that would be 
the serond week of school. [ remember he st~rtcd off with the atomic table-a biS fancy 
charI. Ithoughl he was crazy trying to make uS memorize that thing. You know, I think I 
can remember sitting ... (Lindsay & Nonnan, 1977). 

Episodic memory, then, can provide information about events tha t happened long 
in the past (Reynolds & Takooshian, \988). But semantic memory is no less impressive, 

Declarative memory: Memory for fac­
tual information: names, faces, da tes, 
and the like. 

Procedural memory: Memory for 
skills and habits, such as riding a 
bike or hitting a baseb."\ll, sometimes 
referred to as nondedarative memory. 

Semantic memory: Memory for general 
knowledge and facts about the world, 
as well as memory for the rules of logic 
that are used to deduce other facts. 

Episodic memory: Memory for events 
that occur in a particular time, place, 
or context. 

In addition to procedural memory. driving 

a Qlr involves what is known as declarative 

or explicit memory, ........ ieh permItS us to 

remember how to get to our destination. 
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FIGURE 5 Long-term memory can 
be subdivided into several different 

types. What type of long-term memory 

is involved in yo .... reco llection of the 
moment you flm arrived on your campus 
at the start of college) What type of long­

term memory is invo~d in remembering 

the lyrics to a song, compared with the 
tune of a song? 

Semantic ne tworks: Mental represen­
tations of dusters of interconnected 
infonnation. 

Dec::lantlve m em ory 
(factual information) 
Example: George Washington was 

the first presidcm of the 
United SQte5 

Semantic m em ory 
(g:ener31 memory) 

EpIsodk mem ory 
(personal knowledge) 
E>wnple: Remembering your 

Pro<:edural memory 
(_kill.:and ~t$) 
Example: Riding a bkyde 

Example: George Washington 
we .... a wig visit to ~ington'$ 

home, Moum: Vernon 

permitt ing us to dredge up tens of thousands of facts ranging from the date of our 
birthday to the knowledge that $1 is less than $5. 

SEMANTIC NETWORKS 

Try to recall, for a moment, as many things as you can think of that are the color red. 
Now pull from your memory the names of as many fruits as you can recall. 
Did the same item appear on both tasks? For many people, an apple comes to 

mind in both cases, since it fits equally well in each category. And the fact thai you 
might have thought of an apple on the first task makes it even more likely that you' ll 
think of it when doing the second task. 

It's actually quite amaZing that we're able to retrieve specific material from the vast 
store of information in our long-term memories. According to some memory research­
ers, one key organizational tool that allows us to recall detailed information from long­
term memory is the associations tha t we build bc""ccn different pieces of information. 
In this view, knowledge is stored in semantic networks, mental representations of dus­
ters of interconnected information (Collins & Quillian, 1969; Collins & Loftus, 1975). 

Consider, for example, Rgure6, which shows someof the relationships in memo/)' relat­
ing to fire engines, the color red, and a variety of other semantic concepts. Thinking a!::out a 
particuJar concept leads to recall of related concepts. For example, seeing a fire engine may 
iu:umteouT recolJectionsofother kinds of emergency vehicles:, such as an ambulance, which 
in tum may activate recall of the related collCC'pl of a vehicle. And thinking of a vehicle may 
lead us to think about a bus that we've seen in the past. Activating one memory triggers the 
activation of related memories in a process known as sprrndillg activation. 

THE NEUROSCIENCE OF MEMORY 

Can we pinpoint a location in the brain where long-term memories reside? Is there a single 
site that corresponds to a particular memory, or is memory distributed in different regions 
across the brain? Do memories leave an actual physical trace that scientists can view? 

The search for the mgram, the term for the physical memory trace that corresponds 
to a memory, has proved to be a major puzzle to psychologists and other neuroscientists 
interested in memory. Using advanced brain scanning procedures in their efforts to 
determine the neuroscientific basis of memory forma tion, investigators have learned 
that certain areas and structures of the brain specializc in d ifferent types of memory­
related activities. The hippocampl/s, a part of the brain 's limbic system (see Figure 7), 
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FIGURE 6 Semantic netIMJM in memory consist of relationships between pieces of infOl1T1ation, 
such as those relating to the concept of a fire engine. The lines suggest the connections that indicate 
how the ;nformation is organ;zed with;n memory. The closer two concepts are together. the greater 

the strength of the assoc;ation. (So<.n:e: Collns & Loftus. 1975.) 

plays a central role in the conso lidation of memories. Located within the brain's medial 

temporal lobI'S, just behind the eyes, the hippocampus aids in the ini tial encoding of infor-
11Ultion, acting as a kind of neurological e-mail system. That information is subsequently 
passed a long to the cerebral cortex of the brain, where it is actually stored (Smith, 2000; 
Wheeler, Petersen, & Buckner, 2000; Wilson, 2(02). 

The amygdala, another part of the limbic system, also plays a 
role in memory. The amygdala is especially involved with memo­
ries involving emotion (Hamann, 2001; Buchanan & Adolphs, 
2(04). For example, if you are frightened by a large Doberman, 
you're likely to remember the event vividly-an outcome related 
to the functioning of the amygdala. Encountering the Doberman, 
or any large dog, in the future is likely to reactivate the amygdala 
and br ing back the unpleasant memor y. 

THE BIOCHEMISTRY OF MEMORY 

Although it is clear that the h ippocampus and amygdala playa 
centra l role in memory formation, hOlY is the transformation of 
information into a memo ry reflec:ted a t the level of neurons? 

One answer comE'S from work On IOllg-lmll potmtiatio)!, which 
shows that certain neural pathways become easily excited while a 
n","Y response is being learned. At the same time, the number of syn­
apses between neurons increase as the dendrites branch out to receive 
messages. 1llesechanges reflect a process called cOlrsoJidatiOlJ, in which 
memories become fixed and stable in long-term memory. Long-tenn 
memories take some time to stabilize; this explains why cyents and 
other s timuli are not suddenly fixed in memory. Instead, consolida­
tion mOlY continue for days and even years (Rioult-Pedotti, Friedman, 
& Donoghue, 2(XX); McGaugh, 2003; Meeler & Murre, 2(04). 

"'The mIIlfffJ abc", whirb J'm 9ri"g V"tS:;M~d, YQU' HanQr, are all 
rbing< 1 Jbcwd hlXH' ;~d"id jn "'Y long-u .. ", """'0,)' tu: .Mirh 

} lIIil/aim}y imultJ in my IhDrl- lum nWIIDry.· 
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FIGURE 8 PET scans of a participant in 

an experiment who was first asked to read 
a list of nouns and produce a related verb 

(left scan). When the participant was asked 

to carry out the task repeatedly with the 

same ~st of nouns. different areas of the 
brain became active (center). However, 

when the p<lrticipant was given a new list 

o f nouns. the regions of the brarn that 

were inrually involved became reactivated 

(right). (Source: Peterson. 1993.) 

Amygdala 

Hippoampu. 

FIGURE 7 The hippocampus and amygdala. parts of the brain's limbic system. play a central role in 

the coosolidation of memories. (Soun:e: Van De Graff, 2000.) 

Because a stimulus may contain different sensory aspeds, visual, auditory, and other 
areas of the brain may be simultaneously processing information about that stimulus. 
lnfonnation storage appears to be linked to the sites where this processing occurs, and is 
therefore located in the particular areas that initially processed the information in terms 
of its visual, auditory, and other sensory stimuli. For this reason, memory traces are dis­
tributed throughout the brain. For example, when you recall a beautiful beach sunset, 
your recollection draws on memory stores located in visual areas of the brain (the view 
of the sunset), auditory areas (the sounds of the ocean), and tactile areas (the feel of the 
wind) (Desimone, 1992; Brewer et aI., 1998; Squire, Clark, & Bayley, 2()()4). 

Investigators using positron emission tomography (PEl) scans, which measure 
biological activity in the brain, have found that neural memory traces are highly spe­
cialized. For instance, the participants in one experiment were given a list of nouns to 
read aloud. After reading each noun, they were asked to suggest a related verb. After 
reading the noun dog, fo r example, they might have proposed the verb bark. 

Several distinct areas of the brain showed increased neural activity as the partici­
pants first did the task (see Figure 8). However, if they repeated the task with the same 
nouns several times, the activity in the brain shifted to another area. Most interest­
ingly, if they were given a new list of nouns, the activity returned to the areas in the 
brain that were initially activated. 

These results suggest that a particular part of the brain is involved in the proouc­
tion of words, but another part takes over when the process becomes routine-in o ther 
words, when memory comes into play. It also suggests that memory is distributed in 
the brain not just in terms of its content, but also in terms of its function (Horgan, 1993; 
Petersen & Fiez, 1993; Corhetla, Kincade, & Shulman, 2002). 

[n short, the phySical stuff of memory-the engram-iS produced by a complex 
of biochemical and neural processes. Although memory researchers have tn.lde con­
siderable strides in understanding the neuroscience behind memory, more remains to 
be learned-and remembered. (For more on the biological basis of memory, see the 
Applying Psychology in Ihe 21 st Century box.) 
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Enhancing Memory:Are We 
on the Road to "Cosmetic 
Neurology"? 

Will our future trips down memory lane 
begin in the aisles of a drugstore? 

That possibility m"y become re"lity one 
d"y as l'l'SC"rchers find growing evidence 
that cert.lin drugs help to improve memory. 
This rese"rch is Ic.lding to the possibility 
th"t drugs may be designed to enhance our 
memory capabilities or even, perh.1PS, to 
suppress unwnnted ones, such as memories 
of traumatic events. Such ~alSmetK: neu­
rology" - the use of drugs to improve our 
mental functioning (equivalent to the use 
of Botox to improve physK:.11 appearana')­
may bring us closer to the day when healthy, 
normal individuals pop a pill to sharpen 
their memories prior to taking the SATs or 
heading out to n job interview (Begley; 2()(},1; 

Chatterjee, 2CX).I; Fields, 2005). 

Scientists are developing several types 
of memory-cnhandng drugs. For example, 
certain d rugs, known as cholinesterase 
inhibitors, increase the ability of neurons to 
communicate with one another. One exam­
ple is dOIll.'pnil (which is sold as Aricept). 
Although it wrasdevelopt.-.d totreat memory 
loss in plltients with Alzheimer's disease, 
it turns out th"t even healthy individunls 
show enhanced memory rafter tnking the 
drug. For exnmple, in one study, researrh­
ers grave middle-nged airplane pilots doses 
of donepezil and placed them in a night 
simulator. Compared with a control group 
of pilots who took a placebo pill, the pilots 
taking donepezilleamed and remembered 
emergency maneuvers significantly better. 
Other research has confinned the memory­
enhallCing effects of the drug on verbal 
and "isural recall (Hall, 2003; Mumenthaler 
et al., 2003; Gron et ral. , 2005). 

Also on the horizon is a class of drugs 
that rallows neurons to be more l'i'Spon­
sille to incoming messages. These drugs, 
known as caldum channel modulators, 
counteract the reduction of neuronal activ-

Although memory l"e5earchers at'e OptmoSbC about the potential of memory-enhancing .rugs. 
routine use of such drugs r.lI5eS mportant ethcal issues. 

ity that is assoc:i.lted with disorders such 
as Alzheimer's disease and other types of 
rognith'e impairment associated with raging 
(CarmK:h.lel. 2004; Chaudhary et at., 2005). 

Other researchers are examining drugs 
that would inhibit certain memories. CREB 
inhibitors, drugs that affect the produc­
tion of CREB--a protein responsible for 
establishment of memories-may eventu­
ally be used to prevent recurring. intru· 
sive, unpleasant memories following a 
traumatic event. A person might even 
take such a drug b;fore being exposed to a 
grim situation. For instance, rescue work­
ers (such as those who pulled victims from 
floodwaters surrounding New Orleans) 
might be given a drug before reaching the 
same in order to reduce future emotion-

laden, grisly memories (Chatterjee, 200·1; 
Warburton el aI., 2(05). 

Memory rescarrhers are increasingly 
optimistic about the possibilities of devel­
oping drugs that affect how we remem­
ber. At the Silme time, such drugs raise 
import,lOt ethical issues. Is it moral for 
people to pop a pill to learn material 
with Jess effort than those who use only 
their unenhanced natural capabilities? Will 
those who can afford artificial enhance­
ments have an unfair advantage over those 
woo are unable to afford Mcosmetic neurol­
ogy"? Would the eradication of unpleasant 
memories also rob people of their identity? 
The answers to these questions are likely 
to be nothing short of memorable (Stein, 
2003; Miller, 2004; Begley, 2005b). 

Should memory enhanU'Tllent drugs be limited only to clear-cut cases of disease, or 
should they be avail"ble to enhance memory beyond normal limits? What kind of 
restrictions, if any, should be put on the distribution of such drugs, and why? 

221 
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R E CAP/EVA LUAT E/RET H INK 

RECAP 

What is memory? 

• Memory is the process by which we encode, store, and 
retrieve information. (po 211 ) 

Are there different kinds of memory? 

• Sensory memory, corresponding to each of the sensory 
systems, is the first plnce where information is saved. 
Sensory memories are very brief, but they are precise, 
storing a nearly exact replica of a stimulus. (pp. 212-213) 

• Roughly seven (plus or minus two) chunks of informa­
tion can be transferred and held in short-term memory. 
Information in short-term memory is held from fifteen 
to twenty-five seconds and, if not transferred to long­
term memory, is lost. (pp. 213-214) 

• Some theorists view short-term memory as a working 
memory, in which information is retrieved and manipu­
lated, and held through rehearsal. In this view, it is a 
central executive processor involved in reasoning and 
decision making; it coordinates a visual store, a verbal 
store, and an episodic buffer. (pp.215-216) 

• Memories are transferred into long-term storage through 
rehearsal. If memories are transferred into long-term 
memory, they become relatively permanent. (pp. 214-215) 

• Long-term memory can be viewed in terms of memory 
modules, each of which is related to separate memory 
systems in the brain. For instance, we can distinguish 
behveen declarative memory and proced ural memory. 
Decla rative memory is further divided into episodic 
memory and scm.1ntic memory. (pp. 216-21 7) 

• Semantic nchvorks suggest that knowledge is stored in 
long-term memory as mental represenlations of clusters 
of interconnected information. (p. 218) 

What are the biological ba5('S of memory? 

• The hippocampus and amygdala are particularly impor­
tant in the establishment of memory. (pp. 218-219) 

KEY TERMS 

memory p. 211 
sensory memory p. 212 
short-term memory p. 212 

long-te rm memory p. 212 
chunk p. 213 
rehearsal p. 214 

• Memories are distributed across the brain, relating to the 
different sensory information-processing syslems involved 
during the initial exposure to a stimulus. (p. 220) 

EVALUATE 

1. Match the type of memory wi th its definition: 
1. Long-term memory 
2. Short-term memory 
3. Sensory memory 
a. Holds information fifteen to twenty-five seconds. 
b. Stores information on a re latively permanent basis. 
c. Direct representation of a stimulus. 

2 A(n) is a meaningful group of stimuli 
that can be stored logether in short-term memory. 

3. There appear to be two types of declarative memory: 

:======= memory. for knowledge and facts, and 
memory, for personal experiences. 

4. Some memory researchers believe that long-term mem­
ory is stored as associations behveen pie<:es of informa-
tion in networks. 

RETHINK 

1. [I is a truism that "you never forget how to ride a bicy­
cle." Why might this be so? In what type of memory is 
is information about bicycle riding stored? 

2. From a mnrkelillg specialisf"s perspecliw: How might ways 
of enhancing memory be used by adver tisers and others 
to promote their products? What e thical principles are 
involved? Can you think of a way to protect yourself 
from unethical advertis ing? 

Answe rs to Evaluate Questions 

J!!U"WJoII ·l' ~:>!p051cb 'JHU"W.lS·E :,>\un'p·z~:>-( ''''Z 'q-I ·1 

working memory p. 215 
declarative memory p. 21 7 
procedural memory p. 217 

semantic memory p. 217 
episod ic memory p. 217 
semantic networks p. 218 
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An hour after his job interview, Ricardo was sitting in a coffee shop, telling his 
friend Laura how well it had gone, when the woman who had interviewed 
him walked in. "Well, hello, Ricardo. How are you doing?" Trying to make a 
good impression, Ricardo began to make introouctions, but suddenly realized 
he could not remember the name of Ihe inlen'iewer. Stammering, he desper­
ately searched his memory, but to no avail. "1 know her name," he thoughllo 
himself, "but here I am, looking like a fool. I can kiss this job good-bye." 

Have you ever tried 10 remember somcone's name, convinced Ihal you knew 
it, but unable to recall it no matter how hard you tried? This common occurrence­
known as the tip-of-the-tongue phenomenon-exemplifies how difficult it can be 
to retrieve information stored in long-term memory (Schwartz et aI., 2000; Schwartz, 
2001,2(02). 

Retrieval Cues 
Perhaps recall of names and other memories is not perfect because there is so much 
information stored in long-term memory. Many psychologists have suggested that Ihe 
material that makes its way to long-term memory is relatively permanent (Tulving & 

Psotka, 1971). If they are corre<:t, given the broad range of people'S experiences and 
educational backgrounds, the capacity of long-term memory is vast. For instance, if 
you are like the average college student, your vocabulary includes some 50,000 words, 
you know hundreds of mathematical "facts," and you are able to conjure up images­
such as the way your childhood home looked-with no trouble at all. In fact, simply 
cataloging all your memories would probably take years of work. 

How do we sort through this vast array of material and retrieve specific informa­
tion at the appropriate time? Olle way is through retrieval cues. 
A relrif'(Ja1 cue is a stimulus that allows us to recall more easily 
information that is in long-term memory (Tulving & Thompson, 
1983; Ratcliff & McKoon, 1989). II may be a word, an emotion, or 
a sound; whatever the spe<:ific cue, a memory will suddenly come 
to mind when the retrieval cue is present. For example, the smell 
of roosting turkey may evoke memories of Thanksgiving or fam­
ily gatherings (Schab & Crowder, 1995). 

() The McGraw-Hili 

Companies. 2OOIl 

TIpoof-the-tongue phenomenon: 
The inability to recall information that 
one re<llizes one knows--a result of 
the difficulty of retrieving infonnation 
from long-tenn memory. 

Recall: Memory task in which specific 
information must be retrieved. 

Recogn ition: Memory task in which 
individuals are presented with a 
stimulus and asked whether they have 
been exposed to it in the p<lst or to 
identify it from a list of <lliemativcs. 

Retrieval cues guide people through the information stored 
in long-term memory in much the same way that the cards in an 
old-fashioned card catalog guided people through a library and 
a search engine such as Coogle guides people through the World 
Winp \Vph. Thpy an> p"rtictl l"rly impnrt"nt whPn WP an> m"k_ 

illg an effort to recall information, as opposed to being asked to 
recognize material stored in memory. In recall , a specific piece of 
information must be retrieved--such as that needed to answer a 
fill-in-the-blank question or write an essay on a test. In contras t, 
recogni tion occurs when people are presented with a stimulus 

FIGURE I Try to recall the names of these characters. Because 
this is a cecall ta~ it is celatively diffICUlt. 
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FIGURE 2 Naming the characters in 
Figure I (a recall task) ts more difficult than 

solving the recognition problem posed in 
this list 

levels-of-processing thwry: The 
theory of memory Ih.lt ernphasizes the 
degree to which new rnaterial is rnen· 
tally analyzed. 

Answer this recognition question: 
Which of the following are the names of the Sf!Yen dwarves in the Disney movie 
Snow White and tlte Seven Dwarfs? 

Goofy 

S"py 
Sm.rty 

""." 
Dopey 

Grumpy 

Who." 

BashfoJ 
Meane 

and asked whether they have been exposed to it previously, or are asked to identify 
it from a list of alternatives. 

As you might guess, recognition is generally a much easier task than recall (see 
Figures 1 and 2). Recall is more difficult because it consists of a series of processes: a 
search through memory, retrieval of potentially relevant information, and then a deci­
sion regarding whether the information you have found is accurate. If the information 
appears to be correct, the search is over, but if it does not, the search must continue. 
In contrast, recognition is simpler because it involves fewe r steps (Anderson & Bower, 
1972; Miserando, 1991). 

One determinant of how well memories are recalled is the way in which material is 
first perceived, processed, and understood. The levels-of-processing theory empha­
sizes the degree to which new material is mentally an.1lyzed (Craik & lockhart, 1972; 
Craik, 1990). It suggests that the amount of information processing that occurs when 
material is initially encountered is central in determining how much of the informa­
tioll is ultimately remembered. According to this approach, the depth of information 
processing during exposure to material-meaning the degree to which it is analyzed 
and considered-is critical; the greater the intenSity of its initial processing is, the more 
likely we are to rernember it. 

Because we do not pay dose attention to much of the information to which we are 
exposed, very little mental processing typically takes p lace, and we forget new mate­
rial almost imrnediately. However, information to which we pay greater attention is 
processed rnore thoroughly. Therefore, it enters memory at a deeper level-and is less 
apt to be forgotten than is information processed at shallower levels. 

The theory goes on to suggest that there are considerable differences in the ways 
in which information is processed at various levels of memory. At shallow levels, 
information is processed merely in terms of its phYSical and sensory aspects. For 
example, we may pay attention only to the shapes that make up the letters in the word 
dog. At an intermediate level of processing, the shapes are translated into meaningful 
units-in this case, letters of the alphabet. Those letters are considered in the context 
of words, and specific phonetic sounds may be attached to the letters. 

At the deepest level of processing, information is analyzed in terms of its mean­
ing. We may see it in a wider context and draw associations beh'l'een the meaning 
of the inforrnation and broader networks of knowledge. For instance, we may think 
of dogs not merely as animals with four legs and a tail, but also in terms of their 
relationship to cats and other mammals. We may form an image of our own dog, 
thereby relating the concept to our own lives. According to the levels-of-processing 
approach, the deeper the initial level of processing of specific information is, the 
longer the inforrnation will be retained. 
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Although the concept of depth of processing has proved difficult to test experi­
mentally and the levels-of-processing theory has its critics (e.g., Baddeley, 1990), it 
is clear that there are considerable practical implications to the notion that recall 
depends on the degree to which information is initially processed. For example, the 
depth of information processing is critical when learning and studying course mate­
rial. Rote memorization of a list of key terms for a test is unlikely to produ<::e long­
term recollection of information, because processing occurs at a shallow level. In 
contrast, thinking about the meaning of the terms and reflecting on how they relate 
to infonnation that one currently knows is a far more effective route to long-term 
retention. The experiment in the Psych Interactive exercise will help you understand 
levels-of-processing theory. 

ExpliciLand Implicit MemLLl'-'o'LrYl--__ _ 
If you've ever had surgery, you probably hoped that the surgeons were focused com­
pletelyon the surgery and gave you their undivided attention while slicing into your 
body. The reality in most operating rooms is quite different, though. Surgeons may be 
chatting with nurses about a new restaurant as soon as they sew you up. 

If you are like most patients, you are left with no recollection of the conversa­
tion that occurred while you were under anesthesia. However, it is very possible 
that although you had no conscious memories of the discussions on the merits of 
the restaurant, on some level, you probably did recall at least some information. In 
fact, careful studies have found that people who are anesthetized during surgery can 
sometimes recall snippets of conversations they heard during surgery-even though 
they have no conscious recollection of the information (Kihlstrom et ai., 1990; Scbel, 
Bonke, & Winograd, 1993). 

The discovery that people have memories about which they are unaware has been 
an important one. It has led to speculation that two forms of memory, explici t and 
implicit, may exist side by side. Explici t memory refers to intentional or conscious rec­
ollection of information. When we try to remember a name or date we have encoun­
tered or learned about previous ly, we are searching our explicit memory. 

In contrast, implicit memory refers to memories of which people are not con­
sciously aware, but which can affect subsequent performance and behavior. Skills 
that operate automatically and without thinking, such as jumping out of the path of 
an automobile coming toward us as we walk down the s ide of a ro.."ld, are stored in 
implicit memory. Similarly, a feeling of vague dislike for an acquaintance, without 
knowing why we have that feeling, may be a refl ection of implicit memories. Perhaps 
the person reminds us of someone else in our past that we didn't like, even though we 
are not aware of the memory of that other individual (Schacter & Scarry, 2000; Tulving, 
2000; Utt l, Graf, & Consentino, 2(03). 

Implicit memory is closely reiated to the prejudice and discrimination people 
exhibit toward members of minority groups. Even though people may say and even 
believe they harbor no prejudice, assessment of their implicit memories may reveal 
that they have negative associations about members of minority groups. Such associa­
tions can influence behavior without people being aware of their underlying beliefs 
(Greenwald, Nosek, & Banaji, 2003; Greenwald, Nosek, & Sriram, 2006). 

One way that memory specialis ts study implicit memory is through experiments 
that use priming. Priming is a phenomenon in which exposure to a word or concept 
(called a prime) later makes it easier to recall related information. Priming effects 
occur even when people have no conscious memory of the original word or concept 
(Schacter & Badgaiyan, 2001; Toth & Daniels, 2002; Schaeter et at, 20(4). 

The typical experiment designed to illustrate priming helps clarify the phenom­
enon. In p riming experiments, participants are rapidly exposed to a stimulus such as 
a word, an object, or perhaps a drawing of a face. The second phase of the experiment 
is done after an interval ranging from several seconds to several months. At that 

www.mhhe_comlfeldmaness7 

Psych Interactive Online 

l evels of Processing 

Explicit memory: Intentional or con­
scious recollection of information. 

Implicit memory: Memories of which 
people are not conSCiously aware, but 
which can affect subsequent perfor­
mance and behavior. 

Priming: A phenomenon in which 
exposure to a word or concept (called 
a prime) later makes it easier to recall 
related infonnation, even when there 
is no conscious memory of the word 
or concept. 
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Flashbulb memories: Memories 
centered on a specific, important, or 
surprising event that are so vivid it is 
as if they represented a snapshot of 
the event. 

point, participants are exposed to incomplete perceptual information that is relatecl 
to the fi rst stimulus, and they are asked whether they recognize it, For example, the 
new material may ronsist of the first letter of a word that had been presented earlier, 
or a part of a face that 'had been shown earlier. If participants are able to identify the 
stimulus more readily than they identify stimuli that have not been presented earlier, 
priming has taken placl'. Clearly, the earlier stimulus has been remembered-although 
the material resides in implicit memory, not explicit memory. 

The same thing happens to us in our everyday lives. Suppose several months ago 
you watched a documentary on the planets, and the narrator described the moons 
of Mars, focusing on its moon named Phobos. You promptly fo rget the name of the 
moon, at least consciously. Then, several months later, you're completing a crossword 
puzzle that is partially completed, and it includes the lettersoWs. As soon as you look 
at the sct of letters, you think of Phobos, and suddenly recall for the first time since 
your initial exposure to the information that it is one of the moons of Mars. The sud­
den recollection occurred because your memory was primed by the letters ooos. 

In short, when information that we are unable to conSciously recall affects our 
behavior, implicit memory is at work. Our behavior may be influenced by experiences 
of which we are unaware-an example of what has been callecl "retention without 
remembering" (Roediger, 1990; Horton et aI., 2005). 

EJasbbJ..iJb MemoOes->-_____ _ 
Where were you on February 1, 2003? You will most likely draw a blank until this 
piece of information is addecl: February 1, 2003, was the date the Space Shu ttle 
Collimbia broke up in space and fell to Earth. 

You probably have little trouble recalling your exact location and a variety of other 
trivial details that occurred when you heard about the shu ttle disaster, even though the 
incident happenecl a few years ago. Your ability to remember details about this fatal 
event illustrates a phenomenon known as fla shbulb memory. Flashbulb memories are 
memories related to a specific, important, or surprising event that are so vivid they 
represent a virtual snapshot of the event. 

Several types of fla shbulb memories are common among college students. For 
example, involvement in a car accident, meeting one's roommate fo r the fi rs t time, and 
the night of high school graduation are all typical flashbulb memories (Tekcan, 2001; 
Davidson & Glisky, 2002; Talarico & Rubin, 2003; see Figure 3). 

Of course, flashbulb memories do not contain every detail of an original scene. I 
remember vivid ly that some four decades ago [was si tting in Mr. Sharp's tenth-grade 
geometry class when [ heard that President John Kennedy had been shot. However, 
although I reca ll where I was s itting and how my classmates reacted to the news, I do 
not recollect what I was wearing or what I had for lunch that day, 

Furthermore, the details recalled in fla shbulb memories are oIten inaccurate. For 
example, think back to the tragic day when the World Trade Center in New York was 
a ttacked by terrorists. Do you remember watching telev ision that morning and seeing 
images of the first plane, and then the second plane, striking the towers? 

If you do, you are among the 73 percent of Americans who recall viewing the 
ini tia l television images of both planes on September 11. However, that recollection 
is w rong: In fact, televis ion broadcasts showed images only of the second plane on 
September 11. No video of the first plane was available unt il early the following morn­
ing, September 12, when it was shown on television (Begley, 2002b). 

Flashbulb memories illustrate a more general phenomenon about memory: 
Memories that are exceptional are more eaSily retrieved (although not necessa rily 
accurately) than are those relating to events that are commonplace, The more distinc­
tive a stimulus is, and the more personal relevance the event has, the more likely we 
are to recall it later (von Restorff, 1933; Winningham, Hyman, & Dinnel, 2000; Berntsen 
& Thomsen, 2005). 
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Being in or witnessing f-__ .L. __ .I. __ ..I. __ ..I __ .J ___ L.. __ .L. __ .I._, 

3 uracddent 

Met a roommate 
for the first time 

Night of high school 
g",duation 

Night of your senior 
p~m 

An early romantic 
experience 

Public speaking 

Receipt of college 
admls.ion.len er 

First date-when you 
met him or her 

First airplane flight 

Moment you opened 
your SAT scores 

Percentage of sample reporting that event resulted 
In ''fIashbIJ lb memories"' 

90 

Even with a dis tindivc s timulus, however, we may not remember where the 
information came from. SOl/reI" unmesiu occurs when an individual has a memory for 
some material but cannot recall where he or she encountered it before. For example, 
you may have experienced source amnesia when you met someone you knew and you 
just couldn't remember where you'd met that person initially. 

Constructive Processes in Memory: 
Rebuilding the Past 
As we have seen, although it is clear that we can have detailed recollections of signifi­
cant and distinctive events, it is d ifficult to gauge the accuracy of such memories. In 
fact, it is apparent that our memories reflect, at least in part, constructive processes, 
processes in which memories are influenced by the meaning we give to events. When 
we retrieve information, then, the memory that is produced is affected not just by the 
direct prior experience we have had with the stimulus, but also by our guesses and 
inferences about its meaning. 

The notion that memory is based on constructive processes was first put fonvard 
by Sir Frederic Bar tlett, a British psychologist. He suggested that people tend to 
remember information in terms of schemas, organized bodies of information s tored 
in memory that bias the way new information is interpreted, stored, and recalled 
(B."lrtletl, 1932). Our reliance on schemas means that memories often consist of a gen­
eral reconstruction of previous experience. Bartlett argued that schemas are based not 
only on the specific material to which people are exposed, but also on their under-

FIGURE 1 These are the most common 

flashbulb memory events, based on a SUI'" 

vey of college students (Rubin, 1985). VVhat 
are $OIl\(' of yoor flashbulb memories? 

Construct ive processes: Processes in 
whkh memories are influenced by the 
meaning we give to events. 

Schemas: Organized bodies of infor­
mation ston-d in memory that bias the 
way new information is interpreted, 
stored, and recalled. 
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EyewiUless Fallibilicy 

standing of the situation, their expectations about the situation, and their awareness of 
the motivations underlying the behavior of others. 

One of the earliest demonstra tions of schemas came fro m a classic study that 
involved a procedure similar to the children's game of "telephone," in which informa­
tion from memory is passed sequentially from one person to another. In the study, 
a participant viewed a drawing in which there were a variety of people of differing 
racial and ethnic backgrounds on a subway car, one of whom-a white person-was 
shown with a razor in his hand (Allport & Postman, 1958). The first participant was 
asked to describe the drawing to someone else without looking back a t it. Then that 
person was asked to describe it to another person (without looking at the drawing), 
and then the process was repeated with still one more participant. 

The report of the last person differed in signi ficant, yet systematic, ways from 
the initial drawing. Specifically, many people described the drawing as depicting 
an African American wi th a knife-an incorrect recollection, given that the draw­
ing s howed a razor in the hand of a Caucasian person. The transformation of the 
Caucasian's razor into an African American'S knife clearly indicates that the partici­
pants held a schema that included the unwarranted prejudice that African Americans 
arc more violent than Caucasians and thus more apt to be holding a knife. In short, our 
expectations and knowledge-and prejudices-affect the reliability of our memories 
(Katz, 1989; McDonald & Hirt, 1997; Newby-Clark & Ross, 2(03). 

MEMORY IN THE COURTROOM: 
THE EYEWITNESS ON TRIAL 

For William Jackson, the inadequate memories of two people cost him five years of his 
life. Jackson was the victim of mistaken identity when two wi tnesses picked him out 
of a lineup as the perpetrator of a crime. On that basis, he was tried, convicted, and 
sentenced to serve fourteen to fifty years in jail. 

Five years later, the actual criminal was identified and Jackson was released. For 
Jackson, though, it was too late. In his words, "They took away part of my life, part of my 
youth. I spend five years down there, and all they said was 'we're sorry'" (Time, 1982). 

Unfortunately, Jackson is not the only victim to whom apologies have had to be made; 
there have been many cases of mistaken identity that h.1Ve led to unjustified legal actions. 
Research on eyewitness idcntificntion of suspects, as well as on memory for other details 
of crimes, has shown thai eyewitnesses are apt to make s ignificant errors when they try 
to recall details of criminal activity--even if they are highly confident about their recollec­
tions. To find out just how unreliable memo!)' Coln be, try the PsychInteractive exercise on 
eyewitness fallibili ty (Miller, 2000; Thompson, 2000; Wells, Olson, & Charman, 2002). 

One reason is the impact of the weapons used in cn meso When a criminal perpetra­
tor displays a gun or knife, it acts like a perceptual magnet, attracting the eyes of the wit­
nesses. As a consequence, witnesses pay less attention to other details of the crime and 
are less able to recall what actually occurred (Belli & Loftus, 1996; Steblay et aL, 2003). 

Even when weapons are not involved, eyewitnesses are prone to errors relating to 
memory. For instance, viewers of a twelve-second film of a mugging that was shown 
on a New York City television news program were later given the opportunity to pick 
out the assailant from a six-person lineup (Buckhout, 1974). Of some 2,000 viewers 
who ca lled the station after the program, only 15 percent were able to pick out the 
right person-a percentage similar to random gueSSing. 

One reason eyewitnesses are prone to memory-related errors is that the specific 
wording of questions posed to them by police officers or attorneys can affec t the way 
they recall information, as a number of experiments illustrate. For example, in one 
experiment the participants were shown a film of two cars crashing into each other. 
Some were then asked the question, "About how fast were the cars going when they 
smashed into each other?" On average, they estimated the speed to be 40.8 miles per 
hour. In contrast, when another group of participants was asked, "About how fast 
were the cars going when they cOllfacted each other?" the average estimated speed was 
o nly 31.8 miles per hour (Loftus & Palmer, 1974; see Figure 4). 
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About how fast were the can going when they~~~eath othe r? 

"Smuhed into" 

"Collid ed with" 

"Bumped into" 

"Hit" 

"Contacted" 

so 
Estimated miles per hour 

The problem of memory reliability becomes even more acute when children a re 
witnesses, because increaSing evidence suggests that children 's memOries are highly 
vulnerable to the influence of others (Loftus, 1993; Douglas, Brown, Goldstein, & 
Bjorklund, 2(00). For instance, in one experiment, 5- to 7-year-old girls who had just 
had a rou tine physical examination were shown an anatomically explicit doll. The 
girls were shown the doll's genital area and asked, "Did the doctor touch you here?" 
Three of the girls who did not have a vaginal or anal exam said that the doctor had in 
facllouched them in the genital area, and one of those thrre made up the detail "The 
doctor did it with a stick" (Saywitz & Goodman, 1990). 

Children's memories are especially susceptible to influence when the situation is 
highly emotional or stressful. For eX<lmple, in trials in which there is significant pretrial 
publicity or in which alleged victims are questioned repeatedly, oflcn by untrained 
interviewers, the memories of the alleged victims may be influenced by the types of 
questions they are asked (Scullin, Kanaya, & Ceci, 2002; Lamb & Garretson, 2003). 

In short, the memories of witnesses arc far from infallible, and this is especially 
true when children are involved. The question of the accuracy of memories becomes 
evell more complex, however, when we consider the possibility of triggering memo­
ries of events that people at first don't even recall happening (Goodman et ai., 2002, 
2003; Schaaf et aI., 2002; Pipe, Lamb, & Orbach, 2(04). 

REPRESSED AND FALSE MEMORIES: 
SEPARATING TRUTH FROM FICTION 

Guilty of murder in the first degree. 
That was the jury's verdict in the case of George Franklin, Sr., who was charged 

wi th murdering his daughter's playmate. But this case was different from most other 
murder cases: It was based on memories Ihat had been repressed for twenty years. 
Franklin's daughler claimed thai she had forgotten everything she had once known 
about her falher's crime unlil two years earlier, when she began 10 have flashbacks 
of the evenl. Gradually, though, the memories became clearer in her mind, until she 
recalled her falher lifting a rock over his head and Ihen seeing her friend lying on the 
ground, covered with blood. On Ihe basis of her memories, her father was convicted­
and later cleared of the crime after an appeal of the conviction. 

Although the prosecutor and jury clearly believed Franklin's daughter, there is 
good reason to question the validity of repressed memories, recollections of events that 

FtGURE 4 Mer viewing an accident 

involving two cars, the participants in a 

study were asked to estimate the s.peed 

of the two c~ nvolved in the collision. 

Estimates vaned substantial~, depending on 

the way the question was worded. (Sour.::c· 

Loftu~ & Palmer. 1974.) 

As the result of testrmony from 6leen 

Franklin. based on repressed memory. her 
father was found guilty of m!fder. His con­

...;ction was overtumed s'x years late ~ The 

validity of repressed memory. especially in 
investigating crimes, remains controversial. 

Can )'Qu think o f a test to tell whether a 

recovered memory is accurate) 
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Autobiographical memories: Our 
recollections of circumstances and epi­
sodes from our own lives. 
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FIGURE S We tend to distort memories 

of unpleasant events. For example. college 
students are much more l ike~ to accurate~ 
reca ll their good grades, while inaccurately 

reca ll ing their poor ones (Bar..ick. Hall, & 
Berger. 1996). Now that you know this, 
how well do you think you can recall your 
high school grades? 

are initially so shocking that the mind responds by pushing them into the uncon­
scious. Supporters of the notion of repressed memory (based on Freud's psychoana­
lytic theory) suggest that such memories may remain hidden, possibly throughout a 
person's lifetime, unless they are triggered by some current circumstance, such as the 
probing that occurs during psychological therapy. 

However, memory rcse.1fcher Elizabeth Loftus (1998, 2003) maintains that so­
called repressed memories may well be inaccurate or even whoUy false-representing 
false memory. For example, false memories develop when people are unable to recall 
the source of a memory of a particular event about which they have only vague recol­
lections. When the source of the memory becomes unclear or ambiguous, people may 
become confused about whether they actually experienced the event or whether it was 
imagined. Ultimately, people come to believe that the event actually occurred. Such 
memories may be so vivid that they produce strong emotional responses when they 
are "recalled." even though they never happened (Clancy et ai., 2000; Loftus, 2004; 
Lewandowsky, Stritzke, & Oberauer, 2005). 

It's certainly not all that difficult to create false memories. In laboratory experi­
ments, for example, participants asked to study a list of relaled words (tired, nap, 
Sf/ooze, and awake, for example) readily come to believe that a related word like "sleep" 
was in the initial list, even if it wasn't. in fact, in some cases, 80 percent of participants 
are confident that they have seen the word earlier (Roed iger & McDermott, 1995; 
Watson et ai., 2003). 

To add to the controversy about false memory, some therapists have been accused 
of aCCidentally encouraging people who come to them with psychological difficulties 
to re-create false chronicles of childhood sexual experiences. Furthermore, the publiC­
ity surrounding well-publicized declarations of supposed repressed memories, such 
as those of people who claim to be the victims of satanic rituals, makes the possibil­
ity of repressed memories seem more legitimate and ultimately may prime people to 
recall memories of events that never happened (Loftus, 1997). 

The controversy regarding the legitimacy of repressed memories is unlikely to be 
resolved soon. Many psychologists, particularly those who provide therapy, give great 
weight to authenticity of repressed memories. Their views are supported by brain scan 
research showing that there are specific regions of the brain that help keep unwanted 
memories out of awareness (Anderson et aI., 2004). 

On the other side of the issue are researchers who maintain that there is insuf­
ficient scientific support for the existence of such memories. There is also a middle 
ground: memory researchers who suggest that false memories are a result of normal 
information processing. The challenge for those on all sides of the issue is to distin­
guish truth from fiction (Brown & Pope, 1996; Roediger & McDermott, 2000; Walcott, 
2000; Leavitt, 2002; McNally, 2003). 

AUTOBIOGRAPHICAL MEMORY: 
WHERE PAST MEETS PRESENT 

Your memory of experiences in your own past may well be a fiction----or at least a 
distortion of what actually occurred. The same constructive processes that make us 
inaccu rately recall the behavior of others also reduce the accuracy of autobiographical 
memories. Autobiograph.ical memories are our recollections of circumstances and 
episodes from our own lives. Autobiographical memories encompass the episodic 
memories we hold about ourselves (Stein e t ai., 1997; Rubin, 1999). 

For example, we tend to forget infonnation about our P.lst that is incompatible with 
the way in which we currently see ourselves. One study found that adults who were 
well adjusted but who had been treated for emotional problems during the early years 
of their lives tended to forget important but troubling childhood events, such as being in 
foster care, College students misremember their bad gradcs-but remember their good 
ones (Bahrick, 1998; Christensen, Wood, & B..lrrett, 2003; D' Argembcau, Comblain, & 
Van der Linden, 2003; Walker, Skowronski, & Whompson, 2003; see Figure 5). 
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Similarly. when a group of 48-year-olds were asked to recall how they had responded 
on a questionnaire they had completed when they were high school freshman, their accu­
racy was no better than chance. For example, although 61 percent of the questionnaire 
respondents said that playing sports and o ther physical activities was their favorite pas­
time, only 23 percent of the adults recalled it accurately (Offer et aI., 2(XX). 

It is not just certain kinds of events that are distorted; particular periocls of life are 
remembered more easily than others are. For example, when people reach late adult­
hoocl, they remember periods of life in which they experienced major trans itions, such 
as attending college and working at their first job, better than they remember their 
middle-age years. Similarly, a lthough most adults' earliest memories of their own 
lives are of events that occurred when they were toddlers, toddlers show evidence of 
recall of events tha t occurred when they were as young as 6 months old (Rubin, 1985; 
Newcombe et aI., 2000; Simcock & Hayne, 2002; Wang, 2003). 

Travelers who have visited areas of the world in which there is 
no written language o ften have returned with tales of people 
wi th phenomenal memories. For instance, s torytellers in some 
prelitc rate cultures can recount long chronicles that recall the 
names and activities of people over m any generations. Those 
feats led experts to argue initially that people in preliterate sod­
eties develop a different. and perhaps better, type of memory 

Exploring DIVERSITY 

Are The re Cross-Cultural 
Differences in Memory? 

than do those in cultures that employ a written language. They suggested th<lt in a 
society that lacks writing, people are motivated to recalJ information with accuracy, 
particularly information relating to tribal histories and traditions that would be lost 
if they were not passed down orally from one generation to another (Bartlett, 1932; 
Daftary & Meri, 2002; Berntsen & Rubin, 2(04). 

More recent approaches to cultural differences suggest a different conclusion. For 
one thing, preliterate peoples don't have an exclusive claim to amazing memory fea ts. 
Some Hebrew scholars memorize thOUs.1nds of pages of text and can recall the loca­
tions of particular words on the p<lge. Similarly, poetry singers in the Balkans can reca ll 
thousands of lines of poetry. Even in cultures in which written language exists, then, 
astounding feats of memory arc possible (Neisscr, 1982; Stra thcm & Stewart, 2003). 

Storytellers in many cultures can recount hundreds of years of history in vivid detail. Research has 

found that this amazing abi lrty is due less to basic memory processes than to the ways in which they 
acqu ire and retain information. 
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Memory researchers now suggest that there are both similarities and differences 
in memory across cultures. Basic memory processes such as short-term memory 
capacity and the structure of tong-term memory-the "hardware" of memory-are 
universat and operate Similarly in people in all cultures. In contrast, cultural differ­
ences can be seen in the way information is acquired and rehearsed-the "software" of 
memory. Culture determines how people frame information initially, how much they 
p ractice learning and recaHing it, and the strategies they use to try to recall it (Wagner, 
1982; Mack, 2(03). 

RE CA PlEVA LUATE/R E T H INK 

RECAP 

What causes di fficulties and failures in remembering? 

• The tip·of.the-tongue phenomenon is the temporary 
inability to remember information that one is certain one 
knows. Retrievat cues arc a major strategy for recalling 
information successfully. (p. 223) 

• The levels--of-processing approach to memory suggests 
that the way in which information is initially perceived 
and analyzed determines the success with which it is 
recalled. The deeper the init ia l processing, the greater 
the recall. (pp. 224-225) 

• Explicit memory refers to intentional or conscious 
recollection of information. In contrast, implicit memory 
refers to memories of which people are not consciously 
aware, but which can affect subsequent performance 
and behavior. (p. 225) 

• Flashbulb memories are memories centered 
on a specific, important event. The more distinctive 
a memory is, the more easily it can be retrieved. 
(p.226) 

• Memory is a constructive process: We relate memories 
to the meaning, guesses, and expectations we give to 
events. Spedfic information is recalled in terms of 
schemas, organized bodies of information stored in 
memory that bias the way new information is interpreted, 
stored, and recalled. (pp. 227-228) 

• Eyewitnesses are apt to make substantial errors when 
they try to recall the details of crimes. The problem of 
memory reliability becomes even more acute when the 
witnesses are children. (pp. 228-229) 

• Autobiographical memory is influenced by constructive 
processes. (pp. 230-231) 

KEY TERMS 

Ii p-<lf-the-tongue 
phenomenon p. 223 

recall p. 223 
recognition p. 223 

levels-<lf-processing theory 
p. 224 

explicit memory p. 225 
implici t memory p. 225 

EVALUATE 

1. While with a group of friends at a dance, Eva bumps 
into a man she dated last month, but when she tries to 
introduce him to her fr iends, she cannot remember his 
name. What is the term for this occurrence? 

2. is the process of retrieving a specific 
item from memory. 

3. A friend of your mother's tells you, "I know exactly where 
I was and whal I was doing when I heard that John Lennon 
died." What is this type of memory phenomenon called? 

4. The same person could probably also accurately 
describe in detail what she was wearing when she heard 
about John Lennon's death, right down to the color of 
her shoes. True or false? 

5. are organized bodies of information 
stored in memory that bias the way new information is 
interpreted, stored, and recalled. 

6. theory states tha t the more a person 
analyzes a statement, the more likely he or she is to 
remember it later. 

RETHINK 

1. Research shows that an eyewitness'S memory for details 
of crimes can conta in significant errors. How might a 
lawyer use this information when evaluating an eyeWit­
ness's testimony? Shou ld eyeWitness accounts be per­
missible in a court of law? 

2. From a social worker's pcrspedive: Should a child victim of 
sexual abuse be allowed to testify in court, based on what 
you've learned about children's memories under stress? 

Answers to Eva'u.ne Question , 

il.l!ss;);>OJd·}<>-SI'3"'"1 '9 !SI!~:>S'S !A.lowaw qlnq4SIlU 
«.l:nOJ'l1 p;.>JJoqw,"waJ Joq 1,1.10 ..... .\1QllqoJd SI!I!I'3P III!WS 'as11lJ ." 

!,uowaUJ qlnq'{SIlU 'C !11":>a.t ·Z !I.IOl1,~wOl.la4d an2uOl"""Ijl·Jo--d!I·\ 

priming p. 225 
n ash bulb memories p. 226 
constructive processes 

p.227 

schemas p. 227 
autobiographical memories 

p.230 
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Known in the scientific litera ture by the ~udonym H. 1'.1., he could remember, quite 

literally, nothing- nothing, that is, that had happened since the loss of h is brain's 

temporal lobes and hippocampus during experimental surgery to reduU' epilep-

tic seizures. Until that time, H. M:s memory had been quite normal. But after the 
Opi'ration he was unable to recall anything for moTi' than a few minutes, and then the 

memory was seemingly l06t forever. He did not remember his address. or the name of 

the pi'rson to whom he was talking. H. M. would Ti'ad the same magazilll" o\'er and 

over again. According to his own description. his life was like waking from a dream 
and being unable to know where he was or how he got the re (Milner. 1966,2005). 

As the case of H. M. illustrates, a person without a normal memory faces severe 
difficulties. All of us who have experienced even routine instances of forgetting-such 
as not remembering an acquaintance's name or a fact on a test-understand the very 
real consequences of memory failure_ 

Of course, memory failure is also essential to remembering important informa­
tion. The ability to forget inconsequential detai ls about experiences, people, and 
objects helps us avoid being burdened and distracted by trivial stores of meaning­
less data. Forgetting permi ts us to form general impressions and recollections. For 
example, the reason our fr iends consistently look familiar to us is because we're able 
to forget their clothing, facia l blemishes, and other transient features that change from 
one occasion to the next. Instead, our memories are based on a summary of various 
critical features-a far more economical use of our memory capabilities. 

Forgetting unnecessary information, then, is as essential to the proper fUnctioning 
of memory as is remembering more important material. If you're uneasy about your 
own forgetfulness, try the quiz in Figure L 

The first attempts to study forgetting were made by German psychologist 
Hermann Ebbinghaus about a hundred yeaTS ago. Using himself as the only par­
ticipant in his s tudy, Ebbinghaus memorized lists of three-letter nonsense syllables­
meaningless sets of two consonants with a vowel in between, such as FIW and B02. 
By measuring how easy it was to relearn a given lis t of words after varying periods of 
time had passed since the initial learning, he found that forgetting occurred systemati­
cally, as shown in Figure 2 on page 235. As the figure indicates, the most rapid forget­
ting occurs in the fi rst nine hours, particularly in the first hOUJ. After nine hours, the 
rate of forgetting s lows and declines little, even after the passage of many days. 

Despite his primitive methods, Ebbinghaus's study had an important influence Of'll 
subsequent research, and his basic conclusions have been upheld (Wixted & Ebbesen, 
1991). There is almost always a strong initial decline in memory, followed by a more 
gradual drop over time. Furthermore, relearning of previously mastered material is 
almost a lways faster than starting from scratch, whether the material is academic 
information or a motor skill such as serving a tennis ball. 

W hy We Forget 
Why do we forget? One reason is that we may not have p.lid attention to the material in the 
first place-a failure of (mroding. For example, if you live in the United Slates, you prob.:lbly 

() The McGraw-Hili 
Companies. 2OOIl 

Key c,o"eepts 
Why do forget i nf~9'1"t ior'?/ 

What are the'-rrlaic;r~1enn­
ory 
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FIGURE I If)'Ou feel that)'Olr memory 

isn't what it used to be. try this quiz. Based 

on sim il ar tests. it is used to determine 

serious loss of memor:r: from which )'Ou 

as a col lege student are qurte un likely to 

suffer. (Source: Adapted from Dev.. 2002) 

Take a Measu re of Your Memory 
If you a~ concerned your memory is not what it should be (or used to be). try this quiz. 

I. Remember these words: orange, telephone, lamp 
2 Remember this address: Mary Smith, 650 Pork Sueel,Athens, NY 
3. Who we~ the past live U.S. p~siderrts) 

4. Who were the last t!Tee mayors of )'Our city? 
5. What wef'C the names of the last two movies )'Ou saw? 

6. What wef'C the names of the last two restaurants in which you ate? 

7. Have)'Ou had more diflkuity than usual recalling events from the previOUS two weeks? 
~ ___ yes No 

8. Have)'Ou noticed a decline'" you r ab il ity to remember lists, such as shopping lists? 

,--~~_Yes No 
9. Have)'Ou not iced a decline in you r ability to perform mental math, like ca lculating 

change? Yes No 

10. Have)'Ou been more forgetful about paying bil ls? Yes No 
II. Have)'Ou had more trouble remembering peoples' names) 

:-___ yes No 

12. Have)'Ou had more trouble recognizing faces? Yes _~~_ No 

13. Do)'Ou find it harder to find the right words )'OU want to use? 
~ ___ Yes No 

In socia l situations? No 

16. Do you reca ll the three words you were given earlie r? 

17. Do you reca ll the name and address you were given earlie~ 

SCORING 
Questions 3-6: I pomt for each correct answer (total of 12 pomts): Question. 7-1 S: I po;m for each 
"No" answer (total of I I pomts): Questions 16-17: I poorlt for each correct ansv.er (total of9 poonts). 

Interpretation 
Note that poor scores may be dO£ to factors such as arooety and inattention and not just frt:rn memory df­
ficul\les. Dong wei on thjs sWnpIe qw: also does not enso.re that )'OU have no memory or cogmive ~ 

The best ,ndicator of )'OUr memory is)'OU' own assessment of your abilitJes. A pen:erved consostent 
change ,n)'OUr mental capac.ty.s a far more ~SlIN'e indicator of cognitrve difficuitJes that most tests. 
,nduding th.s or,e . You should seek flrther nelp if 1M .s the case. 

If you s.:ored between 28-12 points, Congratulations' 

If you s.:ored between 22-27 points, )'OU may have some memory difficuItJes that if pers.stent and 
mterfering wI1h everyday functJonu,g. may need to be evaluated. 

If)'OU s.:ored 21 or bel.-, aro::l )'OU n.r.oe notice<! !hit! )'OU have difliculty wrttl 'fO'¥" memory or thinkJlg abO\­
ties of !>Ufficient seventy to rnerfere with functionng. )'OU probably 'MlUId benefit from a good evakJ.ltion. 

Imve been exposed to thousands of pennies during your life. Despite this experience, you 
probably don'tlmve a dear sense of the details of the coin. (See this for yourself by looking 
at Figure 3.) Consequently, the reason for your memory failure is tlmt you probably never 
encoded the infonnation into long-tenn memory initially. Obviously, if information was not 
placed in memory to start with, there is no way the infonnation can be recalled. 

But wlmt about material tha t has been encoded into memory and that can't later 
be remembered? Several processes account for memory failures, including decay, 
interference, and cue-dependent forgetting. 
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Decay is the loss of information through nonuse. This explanation fo r forgetting 
as>;umes that memory traces, the physical changes thai take place in the brain when 
new material is learned, simply fade away over time. 

Although there is evidence that decay does occur, this docs not seem 10 be the 
complete explanation for forgetting. Often there is no relationship between how long 
ago a person was exposed to information and how well that information is recalled. If 
decay explained all forgetting, we would expecl tha t the more time thai has elapsed 
bett."een the initial learning of information and our a ttempt to recall ii, the harder it 
would be to remember ii, ~ause there would be more time for the memory trace to 
decay. Yet people who lake seve ral consecutive tests on the same material often recall 
more of the initial information when taking later tests than they did on earlier tests. If 
decay were operating, we would expect the opposite to occur (Payne, 1986). 
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FIGURE 2 In his classic work. Ebbinghaus 

fO\Xld that the most rap id forgetting occurs 

in the first nine hours after expos~ to 
new material. However, the rate of forget­

t ing then slo.vs down and declines very 

lfttle even after many days have passed 

(Ebbinghaus, 1885. 1913). Qed< your r:twr 

memory: What were you doing exactty 

two hours ago? What were you doing last 
Tuesday at 5 P.M.) Which information is 

easier to retrieve) 

Dec~ y. The loss of information in 
memory through its nonuse. 

Memory trace: A physical change in 
the brain that occurs when new mate­
rial is learned. 

F IGURE] O ne of these pennies i$ 

thoe real thing. Can roo fond it? Why is this 

task harder than it seems at first? 

(Source: Nickerson & Adams. 1979.) 
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Interference: The phenomenon by 
which infonnation in memory dis­
rupts the recall of other infonnation. 

Cue-dependent forgetting: Forgetting 
that occurs when Ihere arc insufficienl 
retrieval cues to rekindle information 
tha t is in memory. 

Proactive interference: Interference in 
which information learned earlier d is­
rupts the recall of newer material. 

Re troactive inlerference: Interference 
in which there is difficulty in the recall 
of information learned earlier because 
Qf later exposure to different material. 

FIGURE 4 Proactive inte rference occurs 

"..,men materialleamed earlier interferes 

with the recall of newer material. In this 

example, studying French before ~udyin& 

Spanish interferes I'.Iith perfonnance on a 

Spanish test. In contrast retroactive Inter­

ference exists wilen materia l learned after 

initial expo~ to other material interferes 

w ith the recall of the earlier material . In this 

case, retroactive interference occ\x"s when 

recaH of French is impaired because of later 

exposure to Spanish. 

Because decay does not fu lly account for forgetting, 
memory specialists have p roposed an addi tional mechanism: 
interference. In interference, information in memory disrup ts: 
the recall of other information. 

To distinguish between decay and interference, think of 
the twoprocesscs in terms of a row of books on a library shelf. 
In decay, the old books are constan tly crumbling and rotting 
away, leaving room for new arrivals. In terference processes 
suggest that new books knock the old ones o ff the shelf, where 
they become inaccessible. 

Finally, forgetting may occur because of cue-dependent 
forgetting. forgetting that occurs when there are insufficient 
retrieval cues to rekindle infonnation that is in memory (fulving 
& Thompson, 1983). For cxample, you maynot be able to remem­
ber where you lost a set of keys until you menially walk through 
your day, thinking of each p lace you visited. When you think of 

the p lace where you lost the keys-say, the library- the retrieval cue of the library may 
be sufficient to help you reca ll that you left them on the desk in the library. Without that 
retrieval cue, you may be umble to recall the location of the keys. 

Most research suggests that interference and cue-dependent forgetting arc key 
p rocesses in forgetting (Mel'ni kov, 1993; Bower, Thompson, & Tulving. 199-1). We forget 
things mainly because new memories interfere with the retrieva l of old ones or because 
appropriate retrieva l cues are unavailable, not because the memory trace has decayed. 

Proactive and Retroactive 
Interference: The Before 
and After of Forgetting 
There are actually I\vo types of interference that influence fQrgetting: proactive and retro­
active. In proactive interference, information learned earlier d isrupts the recall of newer 
material. Suppose, as a student of foreign languages, you first learned French in the tenth 
grade, and then in the eleventh grade you took Spanish. When in the twelfth grade you 
take a college achievement test in Spanish, you may find you have d ifficulty recalling the 
Spanish transla tion of a word because all you can think of is its French equivalent. 

In contrast, retroactive interference refers to difficu lty in the recall of informa­
tion because Qf later exposure tQ different material. if, for example, yQU have diffi­
culty Qn a French achievement tes t because of your mQre recent exposure tQSpanish, 
retroactive inter ference is the cu lpri t (see Figure 4). One wa y to remember the d iffer-

.rudy 
French 

Study 
Spanish 

Time 

Study 
Spanish 

Tim e 

Take Spanish 

~" 

Take French 

~" 

Proacdve interfe rence: 
Spanl~h test performance 
Impaired by srudy of French 

Retroactive Interference: 
French teU perfor rmnce 
Impaired by study of Spanish 
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About how fast were the can going when they~~~eath othe r? 

"Smuhed into" 

"Collid ed with" 

"Bumped into" 

"Hit" 

"Contacted" 

so 
Estimated miles per hour 

The problem of memory reliability becomes even more acute when children a re 
witnesses, because increaSing evidence suggests that children 's memOries are highly 
vulnerable to the influence of others (Loftus, 1993; Douglas, Brown, Goldstein, & 
Bjorklund, 2(00). For instance, in one experiment, 5- to 7-year-old girls who had just 
had a rou tine physical examination were shown an anatomically explicit doll. The 
girls were shown the doll's genital area and asked, "Did the doctor touch you here?" 
Three of the girls who did not have a vaginal or anal exam said that the doctor had in 
facllouched them in the genital area, and one of those thrre made up the detail "The 
doctor did it with a stick" (Saywitz & Goodman, 1990). 

Children's memories are especially susceptible to influence when the situation is 
highly emotional or stressful. For eX<lmple, in trials in which there is significant pretrial 
publicity or in which alleged victims are questioned repeatedly, oflcn by untrained 
interviewers, the memories of the alleged victims may be influenced by the types of 
questions they are asked (Scullin, Kanaya, & Ceci, 2002; Lamb & Garretson, 2003). 

In short, the memories of witnesses arc far from infallible, and this is especially 
true when children are involved. The question of the accuracy of memories becomes 
evell more complex, however, when we consider the possibility of triggering memo­
ries of events that people at first don't even recall happening (Goodman et ai., 2002, 
2003; Schaaf et aI., 2002; Pipe, Lamb, & Orbach, 2(04). 

REPRESSED AND FALSE MEMORIES: 
SEPARATING TRUTH FROM FICTION 

Guilty of murder in the first degree. 
That was the jury's verdict in the case of George Franklin, Sr., who was charged 

wi th murdering his daughter's playmate. But this case was different from most other 
murder cases: It was based on memories Ihat had been repressed for twenty years. 
Franklin's daughler claimed thai she had forgotten everything she had once known 
about her falher's crime unlil two years earlier, when she began 10 have flashbacks 
of the evenl. Gradually, though, the memories became clearer in her mind, until she 
recalled her falher lifting a rock over his head and Ihen seeing her friend lying on the 
ground, covered with blood. On Ihe basis of her memories, her father was convicted­
and later cleared of the crime after an appeal of the conviction. 

Although the prosecutor and jury clearly believed Franklin's daughter, there is 
good reason to question the validity of repressed memories, recollections of events that 

FtGURE 4 Mer viewing an accident 

involving two cars, the participants in a 

study were asked to estimate the s.peed 

of the two c~ nvolved in the collision. 

Estimates vaned substantial~, depending on 

the way the question was worded. (Sour.::c· 

Loftu~ & Palmer. 1974.) 

As the result of testrmony from 6leen 

Franklin. based on repressed memory. her 
father was found guilty of m!fder. His con­

...;ction was overtumed s'x years late ~ The 

validity of repressed memory. especially in 
investigating crimes, remains controversial. 

Can )'Qu think o f a test to tell whether a 

recovered memory is accurate) 
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Autobiographical memories: Our 
recollections of circumstances and epi­
sodes from our own lives. 
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FIGURE S We tend to distort memories 

of unpleasant events. For example. college 
students are much more l ike~ to accurate~ 
reca ll their good grades, while inaccurately 

reca ll ing their poor ones (Bar..ick. Hall, & 
Berger. 1996). Now that you know this, 
how well do you think you can recall your 
high school grades? 

are initially so shocking that the mind responds by pushing them into the uncon­
scious. Supporters of the notion of repressed memory (based on Freud's psychoana­
lytic theory) suggest that such memories may remain hidden, possibly throughout a 
person's lifetime, unless they are triggered by some current circumstance, such as the 
probing that occurs during psychological therapy. 

However, memory rcse.1fcher Elizabeth Loftus (1998, 2003) maintains that so­
called repressed memories may well be inaccurate or even whoUy false-representing 
false memory. For example, false memories develop when people are unable to recall 
the source of a memory of a particular event about which they have only vague recol­
lections. When the source of the memory becomes unclear or ambiguous, people may 
become confused about whether they actually experienced the event or whether it was 
imagined. Ultimately, people come to believe that the event actually occurred. Such 
memories may be so vivid that they produce strong emotional responses when they 
are "recalled." even though they never happened (Clancy et ai., 2000; Loftus, 2004; 
Lewandowsky, Stritzke, & Oberauer, 2005). 

It's certainly not all that difficult to create false memories. In laboratory experi­
ments, for example, participants asked to study a list of relaled words (tired, nap, 
Sf/ooze, and awake, for example) readily come to believe that a related word like "sleep" 
was in the initial list, even if it wasn't. in fact, in some cases, 80 percent of participants 
are confident that they have seen the word earlier (Roed iger & McDermott, 1995; 
Watson et ai., 2003). 

To add to the controversy about false memory, some therapists have been accused 
of aCCidentally encouraging people who come to them with psychological difficulties 
to re-create false chronicles of childhood sexual experiences. Furthermore, the publiC­
ity surrounding well-publicized declarations of supposed repressed memories, such 
as those of people who claim to be the victims of satanic rituals, makes the possibil­
ity of repressed memories seem more legitimate and ultimately may prime people to 
recall memories of events that never happened (Loftus, 1997). 

The controversy regarding the legitimacy of repressed memories is unlikely to be 
resolved soon. Many psychologists, particularly those who provide therapy, give great 
weight to authenticity of repressed memories. Their views are supported by brain scan 
research showing that there are specific regions of the brain that help keep unwanted 
memories out of awareness (Anderson et aI., 2004). 

On the other side of the issue are researchers who maintain that there is insuf­
ficient scientific support for the existence of such memories. There is also a middle 
ground: memory researchers who suggest that false memories are a result of normal 
information processing. The challenge for those on all sides of the issue is to distin­
guish truth from fiction (Brown & Pope, 1996; Roediger & McDermott, 2000; Walcott, 
2000; Leavitt, 2002; McNally, 2003). 

AUTOBIOGRAPHICAL MEMORY: 
WHERE PAST MEETS PRESENT 

Your memory of experiences in your own past may well be a fiction----or at least a 
distortion of what actually occurred. The same constructive processes that make us 
inaccu rately recall the behavior of others also reduce the accuracy of autobiographical 
memories. Autobiograph.ical memories are our recollections of circumstances and 
episodes from our own lives. Autobiographical memories encompass the episodic 
memories we hold about ourselves (Stein e t ai., 1997; Rubin, 1999). 

For example, we tend to forget infonnation about our P.lst that is incompatible with 
the way in which we currently see ourselves. One study found that adults who were 
well adjusted but who had been treated for emotional problems during the early years 
of their lives tended to forget important but troubling childhood events, such as being in 
foster care, College students misremember their bad gradcs-but remember their good 
ones (Bahrick, 1998; Christensen, Wood, & B..lrrett, 2003; D' Argembcau, Comblain, & 
Van der Linden, 2003; Walker, Skowronski, & Whompson, 2003; see Figure 5). 
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Similarly. when a group of 48-year-olds were asked to recall how they had responded 
on a questionnaire they had completed when they were high school freshman, their accu­
racy was no better than chance. For example, although 61 percent of the questionnaire 
respondents said that playing sports and o ther physical activities was their favorite pas­
time, only 23 percent of the adults recalled it accurately (Offer et aI., 2(XX). 

It is not just certain kinds of events that are distorted; particular periocls of life are 
remembered more easily than others are. For example, when people reach late adult­
hoocl, they remember periods of life in which they experienced major trans itions, such 
as attending college and working at their first job, better than they remember their 
middle-age years. Similarly, a lthough most adults' earliest memories of their own 
lives are of events that occurred when they were toddlers, toddlers show evidence of 
recall of events tha t occurred when they were as young as 6 months old (Rubin, 1985; 
Newcombe et aI., 2000; Simcock & Hayne, 2002; Wang, 2003). 

Travelers who have visited areas of the world in which there is 
no written language o ften have returned with tales of people 
wi th phenomenal memories. For instance, s torytellers in some 
prelitc rate cultures can recount long chronicles that recall the 
names and activities of people over m any generations. Those 
feats led experts to argue initially that people in preliterate sod­
eties develop a different. and perhaps better, type of memory 

Exploring DIVERSITY 

Are The re Cross-Cultural 
Differences in Memory? 

than do those in cultures that employ a written language. They suggested th<lt in a 
society that lacks writing, people are motivated to recalJ information with accuracy, 
particularly information relating to tribal histories and traditions that would be lost 
if they were not passed down orally from one generation to another (Bartlett, 1932; 
Daftary & Meri, 2002; Berntsen & Rubin, 2(04). 

More recent approaches to cultural differences suggest a different conclusion. For 
one thing, preliterate peoples don't have an exclusive claim to amazing memory fea ts. 
Some Hebrew scholars memorize thOUs.1nds of pages of text and can recall the loca­
tions of particular words on the p<lge. Similarly, poetry singers in the Balkans can reca ll 
thousands of lines of poetry. Even in cultures in which written language exists, then, 
astounding feats of memory arc possible (Neisscr, 1982; Stra thcm & Stewart, 2003). 

Storytellers in many cultures can recount hundreds of years of history in vivid detail. Research has 

found that this amazing abi lrty is due less to basic memory processes than to the ways in which they 
acqu ire and retain information. 
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Memory researchers now suggest that there are both similarities and differences 
in memory across cultures. Basic memory processes such as short-term memory 
capacity and the structure of tong-term memory-the "hardware" of memory-are 
universat and operate Similarly in people in all cultures. In contrast, cultural differ­
ences can be seen in the way information is acquired and rehearsed-the "software" of 
memory. Culture determines how people frame information initially, how much they 
p ractice learning and recaHing it, and the strategies they use to try to recall it (Wagner, 
1982; Mack, 2(03). 

RE CA PlEVA LUATE/R E T H INK 

RECAP 

What causes di fficulties and failures in remembering? 

• The tip·of.the-tongue phenomenon is the temporary 
inability to remember information that one is certain one 
knows. Retrievat cues arc a major strategy for recalling 
information successfully. (p. 223) 

• The levels--of-processing approach to memory suggests 
that the way in which information is initially perceived 
and analyzed determines the success with which it is 
recalled. The deeper the init ia l processing, the greater 
the recall. (pp. 224-225) 

• Explicit memory refers to intentional or conscious 
recollection of information. In contrast, implicit memory 
refers to memories of which people are not consciously 
aware, but which can affect subsequent performance 
and behavior. (p. 225) 

• Flashbulb memories are memories centered 
on a specific, important event. The more distinctive 
a memory is, the more easily it can be retrieved. 
(p.226) 

• Memory is a constructive process: We relate memories 
to the meaning, guesses, and expectations we give to 
events. Spedfic information is recalled in terms of 
schemas, organized bodies of information stored in 
memory that bias the way new information is interpreted, 
stored, and recalled. (pp. 227-228) 

• Eyewitnesses are apt to make substantial errors when 
they try to recall the details of crimes. The problem of 
memory reliability becomes even more acute when the 
witnesses are children. (pp. 228-229) 

• Autobiographical memory is influenced by constructive 
processes. (pp. 230-231) 

KEY TERMS 

Ii p-<lf-the-tongue 
phenomenon p. 223 

recall p. 223 
recognition p. 223 

levels-<lf-processing theory 
p. 224 

explicit memory p. 225 
implici t memory p. 225 

EVALUATE 

1. While with a group of friends at a dance, Eva bumps 
into a man she dated last month, but when she tries to 
introduce him to her fr iends, she cannot remember his 
name. What is the term for this occurrence? 

2. is the process of retrieving a specific 
item from memory. 

3. A friend of your mother's tells you, "I know exactly where 
I was and whal I was doing when I heard that John Lennon 
died." What is this type of memory phenomenon called? 

4. The same person could probably also accurately 
describe in detail what she was wearing when she heard 
about John Lennon's death, right down to the color of 
her shoes. True or false? 

5. are organized bodies of information 
stored in memory that bias the way new information is 
interpreted, stored, and recalled. 

6. theory states tha t the more a person 
analyzes a statement, the more likely he or she is to 
remember it later. 

RETHINK 

1. Research shows that an eyewitness'S memory for details 
of crimes can conta in significant errors. How might a 
lawyer use this information when evaluating an eyeWit­
ness's testimony? Shou ld eyeWitness accounts be per­
missible in a court of law? 

2. From a social worker's pcrspedive: Should a child victim of 
sexual abuse be allowed to testify in court, based on what 
you've learned about children's memories under stress? 

Answers to Eva'u.ne Question , 

il.l!ss;);>OJd·}<>-SI'3"'"1 '9 !SI!~:>S'S !A.lowaw qlnq4SIlU 
«.l:nOJ'l1 p;.>JJoqw,"waJ Joq 1,1.10 ..... .\1QllqoJd SI!I!I'3P III!WS 'as11lJ ." 

!,uowaUJ qlnq'{SIlU 'C !11":>a.t ·Z !I.IOl1,~wOl.la4d an2uOl"""Ijl·Jo--d!I·\ 

priming p. 225 
n ash bulb memories p. 226 
constructive processes 

p.227 

schemas p. 227 
autobiographical memories 

p.230 
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Known in the scientific litera ture by the ~udonym H. 1'.1., he could remember, quite 

literally, nothing- nothing, that is, that had happened since the loss of h is brain's 

temporal lobes and hippocampus during experimental surgery to reduU' epilep-

tic seizures. Until that time, H. M:s memory had been quite normal. But after the 
Opi'ration he was unable to recall anything for moTi' than a few minutes, and then the 

memory was seemingly l06t forever. He did not remember his address. or the name of 

the pi'rson to whom he was talking. H. M. would Ti'ad the same magazilll" o\'er and 

over again. According to his own description. his life was like waking from a dream 
and being unable to know where he was or how he got the re (Milner. 1966,2005). 

As the case of H. M. illustrates, a person without a normal memory faces severe 
difficulties. All of us who have experienced even routine instances of forgetting-such 
as not remembering an acquaintance's name or a fact on a test-understand the very 
real consequences of memory failure_ 

Of course, memory failure is also essential to remembering important informa­
tion. The ability to forget inconsequential detai ls about experiences, people, and 
objects helps us avoid being burdened and distracted by trivial stores of meaning­
less data. Forgetting permi ts us to form general impressions and recollections. For 
example, the reason our fr iends consistently look familiar to us is because we're able 
to forget their clothing, facia l blemishes, and other transient features that change from 
one occasion to the next. Instead, our memories are based on a summary of various 
critical features-a far more economical use of our memory capabilities. 

Forgetting unnecessary information, then, is as essential to the proper fUnctioning 
of memory as is remembering more important material. If you're uneasy about your 
own forgetfulness, try the quiz in Figure L 

The first attempts to study forgetting were made by German psychologist 
Hermann Ebbinghaus about a hundred yeaTS ago. Using himself as the only par­
ticipant in his s tudy, Ebbinghaus memorized lists of three-letter nonsense syllables­
meaningless sets of two consonants with a vowel in between, such as FIW and B02. 
By measuring how easy it was to relearn a given lis t of words after varying periods of 
time had passed since the initial learning, he found that forgetting occurred systemati­
cally, as shown in Figure 2 on page 235. As the figure indicates, the most rapid forget­
ting occurs in the fi rst nine hours, particularly in the first hOUJ. After nine hours, the 
rate of forgetting s lows and declines little, even after the passage of many days. 

Despite his primitive methods, Ebbinghaus's study had an important influence Of'll 
subsequent research, and his basic conclusions have been upheld (Wixted & Ebbesen, 
1991). There is almost always a strong initial decline in memory, followed by a more 
gradual drop over time. Furthermore, relearning of previously mastered material is 
almost a lways faster than starting from scratch, whether the material is academic 
information or a motor skill such as serving a tennis ball. 

W hy We Forget 
Why do we forget? One reason is that we may not have p.lid attention to the material in the 
first place-a failure of (mroding. For example, if you live in the United Slates, you prob.:lbly 

() The McGraw-Hili 
Companies. 2OOIl 
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Why do forget i nf~9'1"t ior'?/ 
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FIGURE I If)'Ou feel that)'Olr memory 

isn't what it used to be. try this quiz. Based 

on sim il ar tests. it is used to determine 

serious loss of memor:r: from which )'Ou 

as a col lege student are qurte un likely to 

suffer. (Source: Adapted from Dev.. 2002) 

Take a Measu re of Your Memory 
If you a~ concerned your memory is not what it should be (or used to be). try this quiz. 

I. Remember these words: orange, telephone, lamp 
2 Remember this address: Mary Smith, 650 Pork Sueel,Athens, NY 
3. Who we~ the past live U.S. p~siderrts) 

4. Who were the last t!Tee mayors of )'Our city? 
5. What wef'C the names of the last two movies )'Ou saw? 

6. What wef'C the names of the last two restaurants in which you ate? 

7. Have)'Ou had more diflkuity than usual recalling events from the previOUS two weeks? 
~ ___ yes No 

8. Have)'Ou noticed a decline'" you r ab il ity to remember lists, such as shopping lists? 

,--~~_Yes No 
9. Have)'Ou not iced a decline in you r ability to perform mental math, like ca lculating 

change? Yes No 

10. Have)'Ou been more forgetful about paying bil ls? Yes No 
II. Have)'Ou had more trouble remembering peoples' names) 

:-___ yes No 

12. Have)'Ou had more trouble recognizing faces? Yes _~~_ No 

13. Do)'Ou find it harder to find the right words )'OU want to use? 
~ ___ Yes No 

In socia l situations? No 

16. Do you reca ll the three words you were given earlie r? 

17. Do you reca ll the name and address you were given earlie~ 

SCORING 
Questions 3-6: I pomt for each correct answer (total of 12 pomts): Question. 7-1 S: I po;m for each 
"No" answer (total of I I pomts): Questions 16-17: I poorlt for each correct ansv.er (total of9 poonts). 

Interpretation 
Note that poor scores may be dO£ to factors such as arooety and inattention and not just frt:rn memory df­
ficul\les. Dong wei on thjs sWnpIe qw: also does not enso.re that )'OU have no memory or cogmive ~ 

The best ,ndicator of )'OUr memory is)'OU' own assessment of your abilitJes. A pen:erved consostent 
change ,n)'OUr mental capac.ty.s a far more ~SlIN'e indicator of cognitrve difficuitJes that most tests. 
,nduding th.s or,e . You should seek flrther nelp if 1M .s the case. 

If you s.:ored between 28-12 points, Congratulations' 

If you s.:ored between 22-27 points, )'OU may have some memory difficuItJes that if pers.stent and 
mterfering wI1h everyday functJonu,g. may need to be evaluated. 

If)'OU s.:ored 21 or bel.-, aro::l )'OU n.r.oe notice<! !hit! )'OU have difliculty wrttl 'fO'¥" memory or thinkJlg abO\­
ties of !>Ufficient seventy to rnerfere with functionng. )'OU probably 'MlUId benefit from a good evakJ.ltion. 

Imve been exposed to thousands of pennies during your life. Despite this experience, you 
probably don'tlmve a dear sense of the details of the coin. (See this for yourself by looking 
at Figure 3.) Consequently, the reason for your memory failure is tlmt you probably never 
encoded the infonnation into long-tenn memory initially. Obviously, if information was not 
placed in memory to start with, there is no way the infonnation can be recalled. 

But wlmt about material tha t has been encoded into memory and that can't later 
be remembered? Several processes account for memory failures, including decay, 
interference, and cue-dependent forgetting. 
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Decay is the loss of information through nonuse. This explanation fo r forgetting 
as>;umes that memory traces, the physical changes thai take place in the brain when 
new material is learned, simply fade away over time. 

Although there is evidence that decay does occur, this docs not seem 10 be the 
complete explanation for forgetting. Often there is no relationship between how long 
ago a person was exposed to information and how well that information is recalled. If 
decay explained all forgetting, we would expecl tha t the more time thai has elapsed 
bett."een the initial learning of information and our a ttempt to recall ii, the harder it 
would be to remember ii, ~ause there would be more time for the memory trace to 
decay. Yet people who lake seve ral consecutive tests on the same material often recall 
more of the initial information when taking later tests than they did on earlier tests. If 
decay were operating, we would expect the opposite to occur (Payne, 1986). 
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FIGURE 2 In his classic work. Ebbinghaus 

fO\Xld that the most rap id forgetting occurs 

in the first nine hours after expos~ to 
new material. However, the rate of forget­

t ing then slo.vs down and declines very 

lfttle even after many days have passed 

(Ebbinghaus, 1885. 1913). Qed< your r:twr 

memory: What were you doing exactty 

two hours ago? What were you doing last 
Tuesday at 5 P.M.) Which information is 

easier to retrieve) 

Dec~ y. The loss of information in 
memory through its nonuse. 

Memory trace: A physical change in 
the brain that occurs when new mate­
rial is learned. 

F IGURE] O ne of these pennies i$ 

thoe real thing. Can roo fond it? Why is this 

task harder than it seems at first? 

(Source: Nickerson & Adams. 1979.) 
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Interference: The phenomenon by 
which infonnation in memory dis­
rupts the recall of other infonnation. 

Cue-dependent forgetting: Forgetting 
that occurs when Ihere arc insufficienl 
retrieval cues to rekindle information 
tha t is in memory. 

Proactive interference: Interference in 
which information learned earlier d is­
rupts the recall of newer material. 

Re troactive inlerference: Interference 
in which there is difficulty in the recall 
of information learned earlier because 
Qf later exposure to different material. 

FIGURE 4 Proactive inte rference occurs 

"..,men materialleamed earlier interferes 

with the recall of newer material. In this 

example, studying French before ~udyin& 

Spanish interferes I'.Iith perfonnance on a 

Spanish test. In contrast retroactive Inter­

ference exists wilen materia l learned after 

initial expo~ to other material interferes 

w ith the recall of the earlier material . In this 

case, retroactive interference occ\x"s when 

recaH of French is impaired because of later 

exposure to Spanish. 

Because decay does not fu lly account for forgetting, 
memory specialists have p roposed an addi tional mechanism: 
interference. In interference, information in memory disrup ts: 
the recall of other information. 

To distinguish between decay and interference, think of 
the twoprocesscs in terms of a row of books on a library shelf. 
In decay, the old books are constan tly crumbling and rotting 
away, leaving room for new arrivals. In terference processes 
suggest that new books knock the old ones o ff the shelf, where 
they become inaccessible. 

Finally, forgetting may occur because of cue-dependent 
forgetting. forgetting that occurs when there are insufficient 
retrieval cues to rekindle infonnation that is in memory (fulving 
& Thompson, 1983). For cxample, you maynot be able to remem­
ber where you lost a set of keys until you menially walk through 
your day, thinking of each p lace you visited. When you think of 

the p lace where you lost the keys-say, the library- the retrieval cue of the library may 
be sufficient to help you reca ll that you left them on the desk in the library. Without that 
retrieval cue, you may be umble to recall the location of the keys. 

Most research suggests that interference and cue-dependent forgetting arc key 
p rocesses in forgetting (Mel'ni kov, 1993; Bower, Thompson, & Tulving. 199-1). We forget 
things mainly because new memories interfere with the retrieva l of old ones or because 
appropriate retrieva l cues are unavailable, not because the memory trace has decayed. 

Proactive and Retroactive 
Interference: The Before 
and After of Forgetting 
There are actually I\vo types of interference that influence fQrgetting: proactive and retro­
active. In proactive interference, information learned earlier d isrupts the recall of newer 
material. Suppose, as a student of foreign languages, you first learned French in the tenth 
grade, and then in the eleventh grade you took Spanish. When in the twelfth grade you 
take a college achievement test in Spanish, you may find you have d ifficulty recalling the 
Spanish transla tion of a word because all you can think of is its French equivalent. 

In contrast, retroactive interference refers to difficu lty in the recall of informa­
tion because Qf later exposure tQ different material. if, for example, yQU have diffi­
culty Qn a French achievement tes t because of your mQre recent exposure tQSpanish, 
retroactive inter ference is the cu lpri t (see Figure 4). One wa y to remember the d iffer-

.rudy 
French 

Study 
Spanish 

Time 

Study 
Spanish 

Tim e 

Take Spanish 

~" 

Take French 

~" 

Proacdve interfe rence: 
Spanl~h test performance 
Impaired by srudy of French 

Retroactive Interference: 
French teU perfor rmnce 
Impaired by study of Spanish 
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ence between proactive and retroactive interference is to keep in mind that proactive 
inte rference progresses in time-the pas t interferes with the present- whereas retro­
active interference retrogresses in time, working backward as the presen t interferes 
with the past. 

Although the concepts of pro.lctive and retroactive interference illustrate how 
material may be forgotten, they still do not explain whether forgetting is caused by 
the actual loss or modification of information or by problems in the retrieval of infor­
mation. Most research suggests that materia l that has apparently been lost because of 
interference can eventually be recalled if appropriate stimuli are presented (Tulving & 
Psotka, 1971; Anderson, 1981), but the question has not been fully answered. 

Memory Dysfunctions: 
Afflictions of Forgetting 

First you notice that you're always misplacing things, or that common nolUlS are evad­
ing you as stubooTnly as the nam~"S of new acquaintances. Pretty soon you're forgetting 

app<.>intments and getting f1us ten..'<l when you drive in traffic. On bad days you find you 

can't hold numbers in your mind long enough to dial the phone. You try valiantly to con­

ceal your lapSl!s, but they become ever more glaring. You crash yOUT CaT. You spend whole 

mOTnings struggling to dress yourself properl y. And even as you lose the ability to read or 

play the piano, you're p.1infully aware of what's happening to you (Cowley, 20(0). 

These memory problems are symptomatic of Alzheimer's disease, an illness char­
acterized in part by severe memory problems. Alzheimer's is the fourth leading cause 
of death among adults in the United States. One in five people between the ages of 75 
and 84, and almost half of those 85 and older, have Alzheimer 'S disease. 

In the beginning, Alzheimer's symptoms appear as simple forgetfulness of things 
such as appointments and birthdays. As the disease progresses, memory loss becomes 
more profound, and even the simplest tasks-such as using a telephone-are forgot­
ten. Ultimately, victims may lose their ability to speak or comprehend language, and 
physical deterioration sets in, leading to death. 

Some researchers argue that a breakdown in working memory's central executive 
may result in the memory losses that are characteristic of Alzheimer 'S disease, the pro­
gresSively degenerative disorder that produces loss of memory and confusion (Cherry, 
Buckwalter, & Henderson, 2(02). The causes of Alzheimer's d isease are not fully 
understood, however. Increasing evidence suggests that Alzheimer's results from 
an inherited susceptibility to a defect in the production of the protein beta amyloid, 
which is necessary for the maintenance of nerve cell connections. When the synthesis 
of beta amylOid goes awry, large dumps of cells form, triggering inflammation and 
the deterioration of nerve cells in the brain (Cooper et ai., 2000; Hardy & 5elkoe, 2002; 
5elkoe, 2002; see Figure 5). 

Initia l,>, 6 monthl I~ter 12 monttu liter 

FIGURE 5 This series of bratn images dearly show the changes caused by the spread of 
AJzheimer's disease over eighteen months. with the nOtl'TlaI tissue (signified by the purple color) 

retreating over the period. 

A lz.he imer's d isease: An illness char­

acterized in pari by severe memory 
problems. 
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Psychlnteractive Online 

Alzheimer's Disease 

Amnesia: Memory loss that occurs 
without other mental difficulties. 

Retrograde amnesia: Amnesia in 
which memory is lost for occurrences 
prior to a certain event. 

Anterograde amnesia: Amnesia in 
which memory is los t for events that 
follow an injury. 

Korsakoff's srndJome: A disease that 
afflicts long-term alcoholics, leaving 
some abilities intact, but including hal­
lucinations and a tendency to repeat 
the same story. 

Alzheimer's disease (about which you can learn more in the Psychlnteractive exer­
cise) is one of a number of memory dysfunctions. Another is amnesia, memory loss that 
OCcurs without other mental difficulties. The type of amnesia immortalized in count­
less Hollywood films illvolves a victim who receives a blow to the head and is unable 
to remember anything from his or her past. In reality, amnesia of this type, known as 
retrograde amnesia, is quite rare. In re trograde amnesia, memory is lost for occurrences 
prior to a certain event. Usually, lost memories gradually reappear, although full restora­
tion may take as long as several years. In certain cases, some memories are lost forever. 
But even in cases of severe memory loss, the loss is generally selective. For example, 
although people suffering from retrograde amnesia may be unable to recall friends and 
family members, they still may be able to play complicated card games or knit a sweater 
quite well (Markowitsch, 2000; Verfaellie & Keane, 20(2). 

A second type of amnesia is exemplified by people who remember nothing of 
their current activities. In anterograde amnesia, loss of memory occurs for events 
that follow an injury. Information cannot be transferred from short-term to long-term 
memory, resulting in the inability to remember anything other than what was in long­
term storage before the accident. 

Amnesia is also a consequence of Korsakoff's syndrome, a disease that afflicts 
long-term alcoholics. Although many of their intellectual abilities may be intact, 
Korsakoff's sufferers display a strange a rray of symptoms, including hallucinations 
and a tendency to repeat the same story over and over. 

Fortunately, most of us have intact memory, and the occasional failures we suffer may 
actually be preferable to having a perfect memory. Consider, for inst,mce, thecaseof a man 
who had total recall. After reading passages of the Diviue Comedy in italian-.:l language 
he did not speak-he was able to repeat them from memory some fifteen years later. He 
could memorize lists of fifty unrelated words and recall them at will more than a decade 
later. He could even repeat the same list of words backward, if asked (Luria, 1968). 

Such a skil l at first may seem to beenviable, but it actually presented qui te a prob­
lem. The man's memory became a jumble of lists of words, numbers, and names, and 
when he tried to relax, his mind was filled with images. Even reading was difficult, 
s ince every word evoked a flood of thoughts from the past thilt interfered with his 
ability to understand the meaning of what he was reading. Partially as a consequence 
of the man's unusual memory, psychologist A. R. Luria, who studied his case, found 
him to be a "disorganized and rather dull-witted person" (Luria, 1968, p. 65). 

We might be grateful, then, that forgetfulness plays a role in our lives. 

BECOMING AN 
INFORMED CONSUMER 

Apart from the advantages of forgetting, say, a bad date, most 
of us would like to find ways 10 improve our memories. Is it 
possible to find practical ways to increase our recall of informa­
tion? Most defini tely. Research has revealed a number of strate­
gies for developing a better memory (VanLehn, 1996; Hermann, 
Raybeck, & Gnmeberg. 2002; West, Thorn, & Bagwell, 2003). 
Let's look at some of the best. 

of Psychology 
Improving Your Memory 

• Tile keyword tecllnique, Suppose you are taking 11 foreign language class and need 
to learn vocabulary words_ You can try the keyword /er::/miqw: of pairing a foreign 
word with a common Engl ish word that has a similar sound. This English word 
is known as the keyword. For example, to learn the Spanish word for duck (palo, 
pronounced pot-o), you might choose the keyvmrd pot; for the Spanish word for 
horse «"aballo, pronounced cob-eye-yo), the ~-cyword might be <'Ye. 

Once you have thought of a keyword, imagine the Spanish word "interact­
ing" w ith the English keyword. You might envision a duck taking a bath in a 
pot to remember the word pnlo, or a horse w ith a large, bulging eye in the center 
of its head to recall caballo. This technique has produced considerably superior 
resul ts in learning foreign language vocabulary compared with more traditional 
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techniques involving memorization of the words themselves (Pressley, 1987; 
Grunebcrg & Pascoe, 1996; Carney & Levin, 1998). 

• Ellcedillg spt'Cificity. Some research suggests that we remember information best 
in an environment that is the same as or similar to the one w:here we initially 
learned it- a phenomenon known as enceding specificity. You may do better on a 
test, then, if you study in the classroom where the test will be given. However, 
if you must take a test in a room different from the one in which you studied, 
don't despair: The features of the test itself, Such as the wording of the test ques­
tions, are sometimes so powerful that they ovenvhelm the subtler cues relating 
to the original encoding of the material (Bjork & Richardson-Klarehn, 1989). 

• Organization Clles. Many of Hie's important recall tasks involve texts that you 
have read. One proven technique for improving recall of written material is to 
organize the material in memory as you read it for the first time. Organize your 
reading on the basis of any advance information you have about the content 
and about its organization. You will then be able to make connections and see 
relationships among the various facts and process the material at a deeper level, 
which in turn will later aid recall. 

• Effective note taking. "Less is more" is perhaps the best advice for taking lecture 
notes that facilitate recall. Rather than trying to jot down every detail of a lec­
ture, it is better to listen and think about the material, and take down the main 
points. In effective note taking, thinking about the material init ially is more 
important than writing it down. This is one reason that borrowing someone 
else's notes is a bad idea; you will have no framework in memory that you can 
use to understand them (Feldman, 2006). 

• Practice and fi:llearse. Although practice docs not necessarily make perfect, it 
helps. By studying and rehearsing material past initial mastery-a process called 
overlearning- people are able to show better long-term recall than they show if 
they stop practicing after their initial learning of the material. Keep in mind that 
as research clearly demonstrates, fatigue and other factors prevent long practice 
sessions from being as effective as distributed practice. 

• Don't believe claims about dnlgs tlrat improve memory. Advertisements for One-A­
Day vitamins with ginkgo biloba or Quanterra Mental Sharpness Product would 
have you believe that taking a drug can improve your memory. Not so, accord­
ing to the results of studies. No research has shown that commercial memory 
enhancers are effective (Gold, Cahill, & Wenk, 2002; McDaniel, Maier, & Einstein, 
2002). So save your money! 

R EC A P/EVALUAT E/ RETH INK 

RECAP 

Why do we forget information? 

• Several processes account for memory fa ilure, including 
decay, interference (both proactive and retroactive), and 
cue-dependent forgetting. (pp. 233-237) 

What are the major memory impairments? 

• Among the memory dysfunctions are Alzheimer'S 
disease, which leads to a progressive loss of memory, 
and amnesia, a memory loss that occurs without other 
mental difficulties and that can take two forms: retro­
grade amnesia and anterograde amnesia, Korsakoff's 
syndrome is a disease that afflicts long-term alcoholics, 
resulting in memory impairment. (pp. 237-238) 

• Among the techniques for improving memory are the 
keyword technique to memorize foreign language 
vocabulary; using the encoding specificity phenom­
enon; organizing text material and lecture notes; 
and practice and rehearsal, leading to overlearning. 
(pp. 238-239) 

EVALUATE 

1. If, aft",r learning the history of th", Middle East for a 
class hvo years ago, you now find yourself unable to 
recall what you learned, you are experiencing memory 
_______ , caused by nonuse. 

2. Difficulty in accessing a memory because of the pres-
ence of other information is known as ______ _ 
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3. interference occurs when material is 
difficult to retrieve because of subsequent exposure to 
other material; interference refers 10 
difficulty in retrieving material as a result of the interfer­
ence of previously learned material. 

4. Match the following memory disorders w ith the correct 
infonnation: 

1. Affects alcoholics; may resul t in hallucinations. 
2. Memory loss occurring without other mental problems. 
3. Beta amyloid defect; progressive forgetting and 

phys ical deterioration. 
il . Aizht'imcr's disease 
b. Korsakoff's syndrome 
c. Amnesia 

KEY TERMS 

de<:ay p. 235 
memory trace p . 235 
interference p. 236 
cue-dependenl forgeUi.ng 

p.'" 

proactive interference p. 236 
retroact ive interference 

p.'" 
Alzhl:"i.mer's disease p. 237 
amnesia p. 238 

RET H INK 

1. What are the implications of proactive and retroactive 
inhibition fo r learning multiple foreign languages? 
Would previous language training help or hinder learn­
ing a new language? 

2. From n ht'llilhcnre prtTlJider's perspective: Alzheimer's 
disease and amnesia are two of the most pervasive 
memory dysfunct ions tha t threaten many individuals. 
What sorts of activities might healthcare providers 
offer their patients to help them combat their 
memory loss? 

Anowe" to Evaluate Questions 

~-E '''"'l ''l·t "t ~;}.,!pCOJd ',).\11:>00.113.) "[ ~.l.Xl3.)"'jJ"'IU! "l ~'(";>;)P" \ 

re trograde amnesia p. 238 
anterograde amnesia p. 238 
Korsakoff's syndrome p. 238 
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Looking Back .i' 
Psychology on the Web 

I. The study of repressed memories can lead dO'M1 unusual pathways----even more unusual 
than the criminal investigation pathway. T'M) othet" areas in which repressed memories play 
a large part are alien abduction and reincamation, Find two sources on the Web that deal 

with one of these issues-one supportive and one skeptical. Read what they say and relate 
it to your knowledge of memory. Summarize your findings and indicate which !>ide of the 
controversy your study of memory leads you to favor. 

2, Memory is a topic of serious interest to psychologists, but it is also a source of amusement. 
Find a Web site that focuses on the amusing side of memory (such as memory games, 
tests of recall, or lists of mnemonics; hint there's even a mnemonics generator out there!). 
Write down the addresses of any interesting sites that you encounter and summarize what 
you found, 

3, After completing the Psychlnteractive exercise on eyewitness fallibility, find two actual cases 
of failures of eyewitness memory in a courtroom situation. Summarize each case briefly. 

Epilogue Our examination of memory has highlighted the processes 
of encoding, storage, and retrieval and theories about how 
these processes occur. We also encountered several phe­

nomena relating to memory. including the tip.of.the.tongue phenomenon and flashbulb memo­
ries, Above all, we observed that memory is a constructive process by which interpretations, 
expectations, and guesses contribute to the nature of our memories. 

Before moving on to the next chapter; retum to the prologue on John Prigg's accident and 
lost memories. Considet" the following questions in light of what you now know about memory. 

I. John Prigg's memory loss is called "retrograde amnesia." VVhat does this mean? 
2, VVhat would have been the effects on John's life if his accident had caused anterograde 

amnesia? 
1, If John sudden~ announced that he has recovered his memory, how would psychologists 

know that he is really recalling the past rather than simply accepting as his 0'NI'1 memories 
the stories that others have told him? 

4. How might investigators examine John during his recovery to answer questions about 
the biological bases of memory? Assuming John gave his consent to PET scans and other 
means of looking inside his cerebral cortex, what sorts of questions might be explored? 
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Key Concepts for Chapter 7 

What is thinking? • What processes underlie 

reasoning and decision making? • How do people 

approach and solve problems? • What are the major 

obstacles to problem solving? 

W hat 

How do people use language? • How does 

language develop? 

t he different definitions and conceptions of 

• What are the major approaches to 

m"as'Jnr" intelligence, and what do intelligence tests 

• How are the extremes of intelligence characterized? • Are 

'cadc;o1allQ tests culturally biased? • To what degree is intelligence 

,,,"ue'''9''0 by the environment and to what degree by heredity? 
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Mental Images: Examining the Mind's Eye 

Concepts: Categorizing the World 

Algorithms and Heuristics 

Solving Problems 

Creativity and Problem Solving 

Applying Psychology In the 21st Century: 
Eureka! Undemanding the Underplnnings 
of Creativity 

Becoming on Informed Consumer of 
Psychology: Thinking Critically and 
Creatively 

MODULE 1.1. 

Language 
Grammar: language's Language 

Language Development Developing a 
Way with Words 

Understanding Language Acquisition: 
Identifying the Roots of language 

The Infiuence of Language on Thinking: 
Do Eskimos Have More Words for Snow 
Than Texans Do? 

Do Animals Use language? 

Exploring Diversity: Teaching with 
linguistic Variety: Bilingual Education 

Theories of Intelligence: Are There 
Different Kinds of Intelligence? 

Practical and Emotional Intelligence: 
Toward a More Intelligent View of 
Intelligence 

Applying Psychology In the 21st Century: 
How You Think About Intelligence Helps 
Determine Your Success 

Variations in Intellectual Ability 

Group Differences in Intelligence: 
Genetic and Environmental Determinants 

Exploring Diversity: The Relative 
Influence of Genetics and Environment 
Nature, Nurture, and IQ 
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Prologue The Sky', 'he Urn;' 

When the fi rst American flew into space 
in 196 1, Burt Rutan was a 17-year-old 

college freshman. Listening to news of 
Alan Shepard's groundbreaking sub­
orbital fiight on the radio. Rutan was 
euphoric. He too hoped to go into 
space one day .. 

SpaceShipOne [the rocket he 
designed to accomplish his dream] is 

a shell of woven graphite glued onto 
a rocket motor that runs on laughing 

gas and rubber. The nose is punctuated by 

Burt Rutan has big plans for h;s. invention. But .,.,nether or not 
SpaceShipOne revolutionizes space travel. it is clear that Rutan has 
the elusive quality that marl<:.s successful inventors: creativity. 

Where did Rutan's creativity come from? More generally, how do 
people use information to devise innovative solutions to problems? 
How do people think about, understand, and. through language, 
descrbe the world? And what is the nature of human intel ligence. 
which permits people to learn about understand. and adapt to their 
surroundings? 

In this chapter, we focus on thinking. language, and intelligence 
Each of these topics is central to the branch of psychology known 
as cognitive psychology. Cognitive psychology focuses on the 

24. 

portholes. li ke an ocean liner: Ins ide. the critical instrument is a Ping­
Pong ban de<orated with a smiley face and attached to the cabin 
with a pie<e of string. whkh goes slack when the pilot reaches the 
zero-gr.uity of suborbital space. 

Despite its Flash Gordon looks and unorthodox design ... it 
became the fi rst privately funded spacecraft. In October it dinched 
the $1 0 million Ansari X Prize as the first such craft. to travel to space 
twice in two weeks. Thank5 to the backing of two starry-eyed billion­
aires. SpaceShipOne is set to become the first in a new line of space­
tourism craft coming in 2007. "'It·s a spaceship that fits in your two-car 
garage, and you can take it to space every other day:' says X Prize 
founder Peter Diamancjis. "That's pretty cool." (Taylor, 2004. p. 15) 

study of higher mental processes. including thinking. language. mem­
ory. problem solving. knowing. reasoning. judging, and de<ision mak­
ing. Oearly, the realm of cognitive psychology is broad 

The first topic we consider in this chapter is th irking and reason­
ing. Then we examine different strategies for approaching problems. 
means of generating solutions, and ways of making judgments about 
the usefulness and accuracy of solutions. We then discuss how 
language is developed and acquired. its basic characteristics. and 
the relationship between language and thought. Finally, we examine 
intelligence. including the challenges involved in defining and measur­
ing intelligence, extremes of intelligence, and the influences on intel­
ligence of heredity and environment. 
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What are you thinking about at this moment? 
The mere ability to pose such a question underscores the d istinctive nature of the 

human ability to think. No other species contemplates, analyzes, recollects, or plans 
the way humans do. Understanding what thinking is, however, goes beyond know­
ing that we think. Philosophers, for example, have argued for generations about the 
meaning of thinking, with some placing it a t the core of human beings' understanding 
of their own existence. 

Psychologists define thinking as the manipulation of mental representations of 
information. A representation may take the fonn of a word, a visual image, a sound, 
or data in any other sensory modality stored in memory. Thinking transfonns a par­
ticular representation of information into new and different fonns in order to answer 
questions, solve problems, or reach goals. 

Although a clear sense of what specifically occurs when we think remains elusive, 
our understanding of the nature of the fundamental elements involved in thinking is 
growing. We begin by considering our use of men!.11 images and concepts, the build­
ing blocks of thought. 

Mental Images: Examining 
tbeJ:1irufs£}''--e _______ _ 
Think of your best friend. 

Chances are that you "see" some kind of visual image when asked to think of her 
or him, or any other person or object, for that matter. To some cognitive psychologists, 
such mental images constitute a major part of thinking. 

Mental images are representations in the mind of an object or event. They are 
not just visual representat ions; our ability to "hear" a tune in our heads also relies on 
a mental image. In fact, every sensory modality may produce corresponding mental 
images (Paivio, 1971, 1975; Kosslyn & Shin, 1994; Kosslyn, 2(05). 

Research has found that our mental images have many of the properties of the 
actual stimuli they represent. For example, it takes the mind longer to scan mental 
images of large objects than of small ones, just as the eye takes longer to scan an 
actual large object than an actual small one. Similarly, we are able to manipulate and 
rotate mental images of objects, just as we are able to manipulate and rotate them in 
the real world (Shepard et aI., 2000; Mast & Kosslyn, 2002; Iachini & Giusberti, 2004; 
see Figure 1). 

Some experts see the production of mental images as a way to improve various 
skills. For instance, many athletes use mental imagery in their training. Basketball play­
cn; Illily try tu prudu(;c vivid ilnd uctililLoU illmgL~ uf the (;uurt, tile lxtsket, thc billl, il ild 
the noisy crowd. They may visualize themselves taking a foul shot, watching the ball, 
and hearing the swish as it goes through the nel. And it works: The use of menial imag­
ery can lead to improved performance in sports (Druckman & Bjork, 1991; Cummings 
& Hall, 2002; Macintyre, Moran, & Jennings, 2002; Mamassis & Doganis, 20().:1). 
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Key C;olncepts 

What is lh(~kjng? 

What pnoc,,;;.;;:;:m;!erll;ie rea-
soning and decision making? 

How do people approach 
and solve problems? 

What are the major obsta­
cles to problem solving? 

Cognitive psychology: The branch of 
psychology th ... , focuses on the study 
of higher menial processes, including 
thinking.. language, memory, problem 
solving, knowing, reasoning, judging, 
and decision making. 

Thinking: The manipulation of menta~ 
represent<ltions of infonnation. 

Mental images: Representations in the 
mind that resemble the object or event 
being represented. 
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FIGURE I Try 10 menlal~ rotate one of 

each pair of patterns to see if it is the same 

as the other member ofthat pair. It's likely 

that the farther you have to mental~ rotate 

a pattern. the longer it wil l take 10 decide if 

the patterns match one another: Does this 

mean that it will take )Qu longer to visual­

ize a map of the world than a ma p of the 

United States? Why or why not? (Sourc:e: 

Based on Shepard & Metzler. 1971 .) 

Concepts: CategoriUltions of objects, 
events, or people that share common 
properties. 

Proto types: Typical, highly representa­
tive examples of a concept. 

Many athletes. such as Reggie Miller (shown 

here), use mental imagery to focus on a 

task a process they call "getting in the zone:· 

VVhat are some other occupations that 

requ ire the use of strong mental imagery? 

~ 
1-

t... 

o. 

CQ1l<:e.f2-ts: Categorizing the World 
If someone asked you what was in your kitchen cabinets, you might answer with a 
detailed list of items ("a jar of peanut butter, three boxes of macaroni and cheese, six 
unmatched dinner plates," and so forth). More likely, though, yOll lVould respond by 
naming some broader categories, such as "food" and "dishes." 

Using such categories reflects the operation of concepts. Concepts are categoriza­
tions of objects, events, or people that share common properties. Concepts enable us to 
organize complex phenomena into s impler, and therefore more easily usable, cognitive 
categories (Margolis & Laurence, 1999; Golds tone & Kersten, 2003; Murphy, 2005). 

Concepts help us classify newly encountered objects on the basis of our past 
experience. For example, we can surmise that someone tapping a handheld screen is 
probably using some kind of computer or PDA, even if we have never encountered 
that spec:ific model before. Ultimately, concepts influence behavior; we would assume, 
for instance, tha t it might be appropriate to pet an animal after determining that it is a 
dog, whereas we would behave differently after classifying the animal as a wolf. 

When cogni tive psychologists first studied concepts, they focused on those 
which were clearly defined by a unique set of properties or features. For example, 
an equilateral triangle is a closed shape that has three sides of equal length. If an 
object has these characteristics, it is an equilateral triangle; if it does not, it is not an 
equilateral triangle. 

Other concepts--often those with the most relevance to Ollr everyday lives-are 
more ambiguous and difficult to define. For instance, broader concepts such as "t.,ble" 
and "bird" have a set of general, relatively loose characteristic features, rather than 
unique, clearly defined properties that distinguish an example of the concept from 
a nonexample. When we consider these more ambiguous concepts, we usually think 
in terms of examples called prototypes. Prototypes are typical. highly representative 
examples of a concept that correspond to our mental image or best example of the 
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concept. For instance. although a robin and an ostrich arc both examples of birds. the 
robin isan example that comes to most people's minds far more readily. Consequently. 
robin is a prototype of the concept "bird."" Similarly, when we think of the concept of a 
table, we're likely to think of a coffee table before we think of a drafting table, making 
a coffee table closer to our prototype of a table. 

Concepts enable us to think about and understand more readi ly the complex. 
world in which we live. For example, the suppositions we make about the reasons 
for other people's behavior are based on the ways in which we classify behavior. 
Hence, our conclusion that a person who washes her hands twenty times a day 
could vary, depending on whether we place her behavior w ithin the conceptual 
framework of a health care worker or a mental patient. Simila rly, physicians make 
diagnoses by drawing on concepts and prototypes of symptoms that they learned 
about in medical school. 

Algorithms aod~~H~e~u'-Jri-,-st,-"ic~s~ ___ _ 
When faced with making a decision, we often tum to various kinds of cognitive short­
cuts, known as algorithms and heuristics, to help us. An algori thm is a rule that, if 
applied appropriately, guarantees a solution to a problem. We can use an algorithm 
even if we cannot understand why it works. For example, you may know that the 
length of the third side of a right triangle can be found by using the formula a l + tl 
= d, although you may not have the foggiest notion of the mathematical principles 
behind the formula. 

For many problems and decisions, however, no algorithm is available. In those 
instances. we may be able to use heuristics to help us. A heuristic is a cognitive short­
cut that may lead to a solution. Heuristics enhance the likelihood of success in coming 
to a solution, but, unlike algOrithms, they cannot ensure it. For example, when [ play 
tic-tac-toe, I follow the heuristic of placing an X in the center square when I start the 
game. This tactic doesn't guarantee that I will win, but experience has taught me that 
it will increase my chances of success. Similarly, some students follow the heuristic 
of preparing for a test by ignoring the assigned textbook reading and only studying 
the lecture notes-a strategy that mayor may not payoff. Practice using heuristics in 
Psychlnteractive exercise on heuristics. 

Although heuristics often help people solve problems and make decisions, certain 
kinds of heuristics may lead to inaccurate conclusions. For example, we sometimes use 
the represell/ativmess /leuristic, a rule we apply when we judge people by the degree to 
which they represent a certain category or group of people. Suppose, for instance, you 
are the owner of a fast-food store that has been robbed many times by teenagers. The 
representativeness heuristic would lead you to raise your guard each time someone of 
this age group enters your store (even though. statistically, it is unlikely that any given 
teenager will rob the store). 

The availability !reuristic involves judging the probability of an event on the basis 
of how easily the event can be recalled from memory. According to this heuristic, we 
assume that events we remember easily are likely to have occurred more frequently 
in the past-and are more likely to occur in the future-than events that are harder 
to remember. 

For instance, people are usually more afraid of dying in a plane crash than in 
an auto accident. despite statistics clearly showing that airplane travel is much safer 
than auto travel. The reason is that plane crashes receive far more publicity than car 
crashes do, and they are therefore more easily remembered. The availability "euristic 
leads people to conclude thai they are in greater jeopardy in an airplane than in a car 
(Schwarz et al.. 1991; Vaughn & Weary, 2002; Oppenheimer, 20(4). 

Are algorithms and heuristics confined to human thinking, or can computers be 
programmed 10 use them to mimic human thinking and problem solving? As we dis­
cuss next, scientists are certainly trying. 
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Algorithm: A rule that. if applied 
appropria tely, guaranlees a solution to 
a problem. 
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Heuristics 

Heuristic: A cognitive shortcut that 
may lead 10 a solution. 
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COMPUTERS AND PROBLEM SOLVING: SEARCHING 
FOR ARTIFICIAL INTELLIGENCE 

To the listening music ('xperts, there was no mistaking who had writt('n the piano 
pil'Ce: Johann Sebastian Bach, the prolific German composer who was born in the 
fifteenth century. 

But the experts were wrong. The piC("e they all thought was a Bach composition 
was actually created by a computer named "EMI" by David Cope of the Universi ty 
of California. After a variety of actual Bach pieces had been scanned into its memory, 
EM! was able to produce music that wasso similar to Bach's actual music that it fooled 
knowledgeable listeners Oohnson, 1997; Cope, 2001). 

Such computer mimicry is possible because composers have a particular "sig­
nature" that reflects patterns, sequences, and combinations of notes. By employing 
those "Signatures," computers can create compositions that have the full scope and 
emotional appeal of actual works-and show just as much crealivity as those wri tten 
by the actual composer (Cope, 2001, 2003). 

But does EMI's success in fooling experts mean that the computer has reached the 
level of accomplishment shown by the actual composer? Critics say "no," suggesting 
that there is something unique and special about human thought and the creative pro­
cess. They argue that although computers can be programmed to be sensitive to spe­
cific, rapid patterns characteristic of a particular composer, they are unable to get the 
broad, sweeping, "bigger picture" that characterizes the works of great composers. 

We don't know whether the critics are correct. However, it is clear that computers 
are making significant inroads in terms of the ability to solve problems and carry out 
some forms of intellectual activities. In fact, the success of computers has led some 
researchers to consider not only whether computers can compose music, but whether 
they can also be said to actually think in a way that is similar 10 humans (Fellous & 
Arbib, 2005; Sabater & Sierra, 2005). 

According to experts who study artifical intelligence, the field that examines how 
to use technology to imitate the outcome of human thinking, problem-solving, and 
creative actitivites, computers show rudiments of humanlike thinking because of their 
knowledge of where to look- and where not to look- for an answer to a problem. 
They suggest that the capacity of computer programs (such as those that play chess) to 
evaluate potential moves and 10 ignore unimportant possibilities gives them thinking 
ability (Wright, 1996; Byrne, 2005; Embretson, 2005). 

Many of the questions surrounding the ability of computers to think and behave 
creatively have not been answered. Still, it is clear that computers are becoming increas­
ingly sophisticated, ever more closely approximating human thought processes. 

Solving Problems 
According to an old legend, a group of Vietnamese monks guard three towers on 
which sit sixty-four golden rings. The monks believe that if they succeed in moving 
the rings from the first tower to the third according to a series of rigid rules, the world 
as we know it will come to an end. (Should you prefer that the world remain in its 
present state, there's no need for immediate concern: The puzzle is so complex that it 
will take the monks about a trillion years to solve it.) 

In the Tower of Hanoi puzzle, a simpler version of the task facing the monks, three 
disks are placed on three posts in the order shown in Figure 2. The goal of the puzzle 
is to move all three disks to the third post, arranged in the same order, by us ing as few 
moves as possible. There are two restrictions: Only one disk can be moved a t a time, 
and no disk can ever cover a smaller one during a move. 

Why are cognitive psychologists interested in the Tower of Hanoi problem? 
Because the way people go about solving such puzzles helps illuminate how people 
solve complex, real-life problems. Psychologists have found that problem solving 
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FIGURE 2 The goal of the Tower of Hanoi puzzle ts to move al l three disks from the first post to 

the th ird and stil l preserve the origina l order o f the disks. using the fewest number of moves possible 

wh il e follO"Wing the ru les that only one disk at a time can be moved and no disk can cover a smal ler 

one during a move. Try it yourself before you look at the solution, which ts li sted accord ing to the 

sequence of moves. (So lution: Move C to 3. S to 2, C to 2, A to 3. C to I, S to 3. and C to 3.) 

typically involves the th~ s teps illustrated in Figure 3: preparing to create solutions, 
producing solutions, and evaluating the solutions that have been generated. 

PREPARATION: UNDERSTANDING 
AND DIAGNOSING PROBLEMS 

When approaching a problem like the Tower of Hanoi, most people begin by ttying to 
undersmnd the problem thoroughly. If the problem is a novel one, they probably will pay 
particular attention to any restrictions placed on coming up with a solution--5uch as the rule 
for moving only one disk at a time in the Tower of Hanoi problem. If, by contrast, the prob­
lem is a familiar one. they are apt to spend CQIlSiderably less time in this preparation stage. 

Problems vary from well defined to iU defined (Reitman, 1965; Arlin, 1989; Evans, 2(04). 
In a wdl .. dtfimrl prd>lelll--5uch as a mathematical equation or the solutiOtl to a jigsaw puz .. 
zle-both the tlalure of the problem itself and the information needed to solve it areavailable 
and clear. Thus. we can make straightforward judgments about whether a potential solution 
isappropriare. With an iII-defil1ed pmblem. such as how to increase morale on an assembly line 
or bring peace to the Middle East, not only may the specific nature of the problem be unclear, 
the information required to solve the problem may be evcn Jess obvious. 

Kinds of Problems. Typically, a problem falls into one of the three <:ategories shown 
in Figure 4: arrangement, indudng stru<:ture, and transformation. Solving ea<:h type 
requires somewhat different kinds of psy<:hologicaJ skills and knowledge (Spitz, 1987; 
Chronicle, MacGregor, & Ormerod, 2004). 

Arrallgeml!lIl problems require the problem solver to rearrange or recombine elements 
in a way that will satisfy a certain criterion. UsuaUy, several different arrangements can be 
made, but only one or a few of the arrangements will produce a solution. Anagram prob­
lems and jigsaw puzzles are examples of arrangement problems (Coventry el aI., 2(03). 

In problems of itlrilKillg structure, a person must identify the existing relationships 
among the elements presented and then construct a new relationship among them. In 
such a problem, the problem solver must determine not only the relationships among 
the elements but also the structure and size of the ekments involved. In Ihe example 
shown in Figure 4. a person must first determine Ihal the solution requires the num .. 
bers to be <:Ollsidered in pairs (1 4 .. 24 .. 34-44 .. 54 .. 64). Only after identifying that part of 
the problem can a person determine the solution rule (the firs t number of each pair 
increases by one, while the se<:ond number remains the same). 

The Tower of Hanoi puzzle represents the third kind of problem-trmlsformatiotl 
problems-which consist of an initial state, a goal state, and a method for changing the ini .. 
tial smte into the goal smte. In the Tower of Hanoi problem, the initial state is the original 
configuration, the goal state is to have the three disks on the third peg. and the method is 
the rules for moving Ihe disks (Mamix-Cols & Bartres-Faz, 2()J2; Emick & Welsh, 2005). 

Whether the problem is oneof a rrangement, inducing s tructure, or transformation, 
the preparation stage of understanding and d iagnosing is cri tical in problem solving 
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FIGURE l Steps in problem solving. 
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FIGURE 4 The three major categories 

of pro~ems: (3) arrangement , (b) inducing 

struct!Ye. and (e) transformation. Solutions 
appear in Figure 5 on p. 251. (So<.rces: 

Bourr.e et aI.. 1986; chlI<jng glass problem 

Asdxraft. 1994.) 

a. Arrangeme nt problems 
I. Anagrams: Rearrange the letters in ea<h set to make an English word: 

2. Two $trings hang from a ceiling but are toO far apart to allow a person to hold one and walk 
to thoe other. On the Roor are a book of matches, a Krewdriver, and a few pieces of cotton. 
How could the strings be tied togetherl 

b. Problems of inducing structure 
I. What number comes next in the series! 

142434445464 

2. Complete these analogies: 

bueball is to bat as tennis is to ____ _ 

merchant is to sell as customer is to ____ _ 

c. Transforma tion problems 

I . Water jars: A person has three jars with the following capacities: 

Jar A: Jar B: 
28 ounces 7 ounces 

How can the person measure exactly II ounces of water! 

2. Ten coins are arranged in the following way. By moving only IWO of the coins, 
make two rows that each contains six coins. 
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a. Arrangement problems 

I. FACEl: DOUBT. THICK. NAIVE. ANVIL 

2. The screwdriver is tied to one of the 
strings. This makes a pendulum that can 
be swung to reach the other string. 

b. Problems of Inducing structure 

1.7 

2. racket; buy 

c. Transformation problems 

I. Fill jar A; empty into jar B once and into jar C twice. 
What remains in jar A is II ounces 

2 . .----....,-------. 

Stack 0118 coin .. 
in the vertical 
row in the 
center. so i. 

becomes pan: 
of both rows. , , 

-~ 

, 

I , 
I Moye one , 

I coin in the 
, verlkal row 

" to the end of 
the honzontal 

because it allows us to develop our own cognitive representation of the problem and 
to place it within a personal framework. We may divide the problem into subparts or 
ignore some information as we try to simplify the task. Winnowing out nonessential 
information is often a critical step in the preparation stage of problem solving. 

Framing the Problem. Our ability to represent a problem-and the kind of solution we 
eventually rome to---depends on the way a problem is phrased, or framed. Consider, for 
example, if you were a cancer patient having tochoose between surgery and radiation and 
were given the two sets of treatment options shown in Figure 6 (Tversky & Kahneman, 
1987; Chandran & Menon, ZOO4). When the options are framed in terms of the likelihood of 
survival, only 18 percent of participants in a study chose radiation over surgery. However, 
when the choice was framed in terms of the likelihood of dying, 44 percent chose radiation 
over surgery-even though the outcomes are identical in both sets of framing conditions. 

PRODUCTION: GENERATING SOLUTIONS 

After preparation, the next stage in problem solving is the production of possible solu­
tions. If a problem is relatively slmple, we may already have a direct solution stored 
in long-term memory, and all we need to do is retrieve the appropriate information. IJ 
we cannot retrieve or do not know the solution, we must generate possible solutions 
and compare them with information in long- and short-term memory. 

At the most basic level, we can solve problems through trial and error. Thomas 
Edison invented the light bulb only because he tried thousands of different kinds of 
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FIGURE S Solutions to the problems in 
Figure '1. 
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Problem: Surpry or radladon? 

Survival F"."", Mortality Frame 

Su~l")': Of 100 people having surgery. 90 live through the 
post-oper.ltive period, 68 are alive at the end of the fint 
year. and H are alive at the end oHive years. 

Surpry. Of 100 people having surgery, 10 die during 
surgery, 12 die by the end of the fint year, and 66 die by 
the end of five ye:an. 

Radiation: Of 100 people haYing r.ldiation ther.lp)', all II ..... 
through the treatment, 77 are alive at the end of one year, 
and 22 are alive at the end of fiye year •. 

Radiation: Of 100 people having r.ldlatlon thenp)', noll!! 
die during the treatment, 21 die by the end of Oil!! year. 
and 78 die by the end offive yean. 

F:or more patienu choose surgery 

MeanS-fmds analysis: Repeated test­
ing for differences between the desired 
outcome and what currently exists. 

FIGURE 6 A decision often is ~ffected I:1t the way ~ problem is framed. In this case. when mortal­

ity is the fi-amev..Qrk. most woold choose radiation over surgery. 

materials for a filament before he found one that worked (carbon). The difficulty with 
trial and error, of course, is that some problems arc so complicated that it would take 
a lifetime to try out every possibility. For example, according to some estimates, there 
are some 101l(! possible sequences of chess moves (Fine & Fine, 2003). 

In place of trial and error, complex problem solving often involves the use of heu­
ristics, cognit ive shortcuts that can generate solutions. Probably the most frequently 
applied heuristic in problem solving isa means-ends analysis, which involves repeated 
tests for differences between the desired outcome and what currently exists. Consider 
this simple example (Newell & Simon, 1972; Huber, Beckmann, & Hernnann, 2(04): 

[ wanllo take my son 10 nun;ery school. What's Ihe difference between whal I have and 

what I want? One of distance. What changes distanc(>? My automobili:'. My automobili:' 

won' t work. What is net:'dcd to mak(> il work? A ni:'w ba ttery. What has new bal t(>rit:'S? An 

auto repair shop . . 

In a means-end analysis, each step brings the problem solver closer to a resolution. 
Although this approach is often effective, if the problem requires indirect steps tha t 
temporarily increase the d iscrepancy between a current st.,te and the solution, means­
ends analysis can be cDunterproductive. For example, sometimes the fastest route to 
the summit of a mountain requi res a mountain climber to backtrack temporarily; a 
means-end approach- which implies that the mountain climber should always forge 
ahead and upward- will be ineffective in such instances. 

For other problems, the best approach is to work backward by focusing on the goal, 
rather than the starting point, of the problem. Consider, for example, the water lily problem: 
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Water lilies ar(> growing on Blue lake. The water lilies grow rapidly, SO that 

the amount of water surface <:oven?<! by lilies doubles every 24 hours. T~£ FAR S/~£' 

On the first day of summer, ther(> was just one water lily. On the 90th dlly of 

the summer. the lake wasentirdy <:overed. On what day was the lake half 

covered? (Reisberg. \997). 

If you start searching fo r a solution to the problem by thinking about 
the initial state on day 1 (one water lily) and move forward from there, 
you're facing a daunting task of trial-and-error estimation. But try taking 
a different approach: Start with day 90, when the entire lake was covered 
with lilies. Given that the lilies double their coverage daily. on the prio r 
day only half the lake was covered. The answer, then, is day 89, a solution 
found by working backward (Bourne et aI., 1986; Hunt, 1994). 

Fonning Subgoals: Dividing Proble ms into Their Parts. Another heu­
ristic commonly used to generate solutions is to divide a problem into 
intermediate steps, or subgoals, and solve each of those steps. For i.nstance, 
in our modified Tower of Hanoi problem, we could choose several obvi­
ous subgoals. such as moving the largest disk to the third post. 

If solving a subgoal is a step toward the ult imate solution to a prob­
lem, identifying subgoals is an appropriate strategy. In some cases, how­
ever, forming subgoals is no t all that helpful and may actually increase 
the time needed to find a solution. For example, some problems cannot be 
subdivided. Others-like some complicated mathematical problems-arc 
so complex that it takes longer to identify the appropriate subdiv isions than to solve 
the problem by other means (Hayes, 1966; Reed, 19%; Kaller et aI., 20(4). 

Ins ight: Sudden Awareness. Some approaches to generating possible solutions focus 
less on step-by-step heuristics than on the sudden bursts of comprehension that one 
may experience during efforts to solve a problem. Just after World War I, the German 
psychologist Wolfgang Kohler examined learning and problem-solving processes in 

•. 
In an impressive d~ptay of insight Sultan. one of the chimpanzees in KOhler's experiments in problem 
sof-ling, sees a bunch of bananas that is out of his reach (a). He then carries over several crates (b). 
stacks them. and stands on them to reach the bananas (e). 
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Ins ight: A sudden awareness of the 
rela tionships among various elements 
that had previously appeared to be 
independent of one .mother. 
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chimpanzees (Kohler, 1927). In his s tudies, Kohler exposed chimps to challenging situ­
ati0115 in which the elements of the solution were all present; all the chimps needed to 
do was put them together. 

In one of Kohler 's studies, chimps were kept in a cage in which boxes and sticks 
were strewn about, and a bunch of tantalizing bananas hung from the ceiling, out of 
reach. Initially, the chimps made trial-and-error attempts to get to the bananas: They 
would throw the sticks at the bananas, jump from one of the boxes, or leap Wildly from 
the ground. Frequently, they would seem to give up in frustration, leaving the bananas 
dangling temptingly overhead. But then, in what seemed like a sudden revelation, 
they would stop whatever they were doing and s tand on a box to reach the bananas 
with a stick. K6hler called the cognitive process underlying the chimps' new behavior 
insight, a sudden awareness of the rela tionships among various elements that had 
previously appeared to be unrelated. 

Although Kohler emphasized the apparent suddenness of insightful solutions, 
subsequent rese.lrch has shown that prior experience and trial-and-error practice in 
problem solving must precede "insight" (Metca lfe, 1986; Windholz & Lamal, 2002). One 
study dem0115trated that only chimps that had experience playing with sticks could suc­
cessfully solve the problem; inexperienced chimps never made the connection between 
standing on the box and reaching the bananas with a stick (Birch, 1945). Some research­
ers have suggested tha t the chimps' behavior was simply chaining together previous ly 
learned responses, no different from the way a pigeon learns, by trial and error, to peck 
a key (Epstein, 1987, 19(6). Such studies dearly show that insight depends on previous 
experience wi th the elements involved in a problem. (To check your understanding of 
problem soll'ings try the Psychlnteractive exercise on problem solving.) 

JUDGMENT: EVALUATING THE SOLUTIONS 

The final s tage in problem solving is judging the adequacy of a sol ution. Often this is 
a simple matter: If the solution is clear-as in the Tower of Hanoi problem- we will 
know immediately whether we have been successful. 

If the solution is less concrete or if there is no s ingle correct solution, evaluating 
solutions becomes more difficult. In such instanCE'S, we mus t decide which alternat ive 
solution is best. Unfortunately, we often quite inaccurately estimate the quality of 
our own ideas Oohnson, Parrott, & Stra tton, 1968; Eizenberg & Zaslavsky, 2(04). For 
instance, a team of drug researchers working for a particular company may cons ider 
their remedy for an illness to be superior to all others, overestimating the likelihood of 
their success and downplaying the approaches of competing drug companies. 

Theoretically, if we rely on appropriate heuristics and va lid information to make 
decisions, we can make accura te choices among alternative solutions . However, as we 
see next, several kinds of obstacles to and biases in problem solving affect the quality 
of the decisions and judgments we make. 

IMPEDIMENTS TO SOLUTIONS: WHY IS 
PROBLEM SOLVING SUCH A PROBLEM! 

Consider the fo llowing problem-solving test (Dunckcr, 1945): 

You are given a sct of tacks, candles, and matches each in a small box, and told your goal 
is to plact' three ,.:IndIes at eye level on a nearby door, so thai wax will not drip on Ih.:. 

floor as thc candk'S bum [sec Figure 7J. How would you approach this challenge? 

If you have difficulty solving the problem, you are not alone. Most people can­
not solve it when it is presented in the manner illustrated in the figure, in which the 
objects are inside the boxes. However, if the objects were presented beside the boxes, 
just resting on the table, chances are that you would solve the problem much more 
readily- which, in case you are wondering, requires tacking the boxes to the door and 
then placing the candles inside them (see Figure 9). 
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FIGURE 7 The problem here ~ to place three candles at eye level o n a r.earby door so that the 

wax will not d rip on the floor as the candles bum--using only material in the fi gure. For a solution 

tum to Figure 9 on P. 256. 

The difficulty you probably encountered in solving this problem stems from its 
presentation, which miJ;led you at the initial preparation J;tage. Actually, J;ignifican t 
obstacles to problem solving can exist at each of the three major stages. Although cogni­
tive approaches to problem solving suggest that thinking proceeds along fai rly rational. 
logical lines as a person confronts a problem and considers various solutions. several 
factors can hinder the development of creative, appropria te, and accurate solutions. 

Flllrcliollllljixcdl1CS5. The difficulty most people experience with the candle prob­
lem is caused by functional fi xedness, the tendency to think of an object only in 
terms of its typical use. For instance, fu nctional fixed ness probably leads you to 
think of this book as something to read, instead of its potential use as a doorstop 
or as kindling for a fire. In the candle problem, because the objects are first pre­
sented inside the boxes, functional fixedness leads most people to see the boxes 
simply as containers for the objects they hold rather than as a potential part of 
the solution. They cannot envision another function for the boxes. 
Mentnl set. FWlctional fixedness is an CJ<ample of a broader phenomenon known as 
mental set, the tendency for old patterns of problem solving to persist. A dassic exper­
iment (Luchins, 1946) demonstrated this phenomenon. As you can see in Figure 8, the 
object of the task is to use the jars in each row to measw-e out the designated amount 
of liquid. (fry it yotu"SCif to get a sense of the power of mental set IxJore moving on.) 

If you have tried to solve the problem, you know that the first five rows are 
all solved in the same way: First fill the la rgest jar (B) and then from it fill the 
midd le-s iz.e jar (A) once and the smallest ja r (C) two times. What is left in B is 

Given jars with these capacities (in ounce.): 

~ 

• C 
Obtain: 

I. 21 127 3 100 

2. 14 163 25 " 3. 18 43 10 5 

4. 9 42 6 21 

5. 20 59 4 31 

6. 28 76 3 25 

FIGURE 8 Try this classic: demonstration. which il lustrates the importance of mental set in prob­
lem solving. The object is to use the jars in each row to measure out the designated amount of 

liqu id . Afte r you figure out the solution for the first frve rows. yo.i ll probably have t roLbie with the 

sixth row----even though the solution is actually easier. In fact. if you had tried to solve the problem 
in the sixth row fi rst, you probably would have had no d ifficulty at all. 
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Functional fi xedness: The tendency to 
think of an object only in tenns of its 
typical usc. 

Mental set: The tendency for old pat­
terns of problem solving to persist. 
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FIGURE 9 A solution to the problem in 
Figure 7 involvoes tacking the boxes to the 

door and placing the candles in the boxes. 

Confirmation bias; The tendency to 
favor information that supports one's 
initial hypotheses and ignore con­
tradictory information that supports 
altemiltil'c hypotheses or solutions. 

Creal ivity: The ability to genernte 
Qriginal ideas or solve problems in 
novel ways. 

8 

the designated amount. (Sta ted as a formula, the designated amount is B- A- 2C.) 
The de monstration of mental sct comes in the sixth row of the problem, a 
point ilt which you probably encountered some difficulty. If you are like most 
people, you tried the formula and were perplexed when it failed. Chances are, 
in fa ct, tha t you missed the simple (but different) solution to the problem, which 
involves merely s ubtracting C from A. Interestingly, people who were given the 
problem in row 6 first had no difficulty with it at all. 

• Imlcellrate eva/llation of soiulions- When the nuclear power plant at Three Mile Island 
in Pennsylvania suffered its initial malfunction in 1979, a disaster that almost led 
to a nuclear meltdown, the plant operators immediately had to solve a problem of 
the most serious kind. Severa l monitors gave contradictory information about the 
source of the problem: One s uggested that the p ressure was too high, leading to the 
danger of an explosion; others indi.cated that the pressure was too low, which could 
lead to a meltdown. Although the pressure was, in fact, too low, the supervisors on 
duty relied on the o ne monitor- which turned out to be faulty-tha t suggested that 
the p ressure was too high. Once they had made their decision and acted on it, they 
ignored the contrndictory evidence from the other monitors (Wickens, 1984). 

The operators' mist.1ke exemplifies confirmation bias, in which problem solv­
ers favor init ial hypotheses and ignore contradictory information that supports 
alternative hypotheses o r solutions. Even when we find evidence that contradicts 
a solution we have chosen, we are apt to stick wi th our original hypothesis. 

Confirmntion bias occurs for several reasons. For one thing, rethinking a 
problem that a ppears to be solved already takes extra cognitive effort, and SO we 
are apt to s tick with our first solu tion. For another, we give greater weight to sub­
sequent information that supports our initial posi tion than to information tn.1t is 
not supportive of it (Gilovich , Griffin, & Kahneman, 2002; Evans & Feeney, 20(4). 

CreativitY-'lnd Problem Solving 
Despite obstacles to problem solving, many people adeptly discover creative solu­
tions to problems. One end uring question that cognitive psychologists have sought 
to answer is what factors underlie creativity, the ability to genera te originill ideas or 
solve problems in novel ways, 

Although identifying the stages of problem solving helps us undcrst.1nd how 
people approach and solve problems, it docs little to explain why some people come 
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up with better solutions than others do. For instance, even the possible solutions to 
a simple problem often show wide discrepancies. Consider, for example, how you 
might respond to the question "How many uses can you th ink of fo r a newspaper?"" 

Now comp.lre your solution with this one proposed by a 1O-year-old boy: 

You can n.'."Ki it, write on it, lay it down and paint J pictureon it ... You could put it in your door 
tOr derorJtioo, put it in the garb.18Cc;m, put it on a chair if thech."lir is messy. If you have a puppy, 
you put newspaper in its box or put it til your backyard tOr the dog to pLly with. When you build 
somclhing mld you don't want anyone to,..,." it, put newspaper In";RJ.nd it. Put r-.ewspaper on the 
floor if you have no mattress, use it to pick up somcthing hot, use it to stop bleeding. or to catch 
the drips from dJYing clothes. You can use a newsp.lper for curtains, put it in your shoe to rover 
what is hurting your foot, make a kite out of it, shade a light that is too bright. You can wrap fish 

in it, wipe windows, or wrap money in it ... You put washed shoes in newspaper, wipe eyeglasses 
with it, put it under a dripping sink, put a plant On it, make a paper bowl out of it, use it for a hat if 
it is raining. tie it on your feet for slippers. You can put it on the sand if you had no towel, use it for 

bases in OOsro.l11, make paper airpLmes with it, use it as a dustpan when you swa'p, b.ill it up for 
thecat to play with, wrap your hands in it if it is cold (Ward, Kogan, &. Pankm"1', 1972). 

This list shows extraord inarycrcativity. Unfortunately, it is much easier to identify 
examples of creativity than to determine its causes. Several factors, however, seem to be 
associated with creativity (Csikszentmihalyi, 1997; Simonton, 2003; Niu & Sternberg, 
2003; Kaufman & Baer, 2005). 

One of these factors is divergent thinking, the ability to generate unusual, yet 
appropriate, responses to problems or ques tions. This type of th inking contrasts with 
convergent thinking, which produces responses that are based primarily on knowl­
edge and logic. For instance, someone relying on convergent thinking would answer 
"You read it" to the query "What can you do with a newspaper?" In contrast, "You 
use it as a dustpan" is a more divergent--and creative-response (Baer, 1993; Runco 
& Sakamoto, 1993; Finke, 1995; Sternberg, 2001; Ho, 2(04). 

Another aspect of creativity is its cogllifivc complexity, or preference for elaborate, 
intricate, and complex stimuli and thinking patterns. For instance, creative people 
often have a wider range of interests and a re more independent and more interested 
in philosophical or abstract problems than are less creative individuals (Barron, 1990). 
In addi tion, there may be differences in how the brain processes information in more 
creative people, as we discuss in the Applyillg Psycllology ill tile 21st Celltury box. 

One fac tor that is not closely related to creativity is intelligence. Traditional intel­
ligence tests, which ask focused questions that have only one acceptable answer, t.'1P 

Pablo Picasso is considered one o f the greatest creative artists of the twentieth century. Do you 
th ink he rel ied more on convergent or divergent thinking in his art? 
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Divergent thinking: The ability to 
generate unusual, yet nonetheless 
appropriate, responses to problems oc 
questions. 

Convergent thinking: The ability to 
produce responses that are based p ri ­
marily on knowledge and logic. 
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APPLYING PSYCHOLOGY IN THE 2iS T CENTURY 

Eureka! Understanding the 
Underpinnings of Creativity 

The volunteers looked like electronic 
Medusas, wi th wires snaking from 
30 electrodes glued to their scalps 
and reoording their brain activity. 

As they peered at a computer 
screen, a brainteaser flashed: Tum 
the incorrect Roman-numeral equa­
tion Xl + 1 " X, made out of 10 stkks, 
into a correct one by moving as few 
sticks as possible. As soon as the vol­
unteers figured it out, they hit a key, 
and another puzzle appeared. None 
could be solved by a plug-and-chug 
approach; all required insight and 
creativity (Begley, 2004, p. Bl). 

If you were one of the participants in 
this experiment, designed to examine the 
neuroscience of creativity, you might come 
to a quick answer. Many people arrive at a 
solution quite soon, saying that only one 
stick needs to be moved. They reason that 
by moving the "1" stick on the left-hand 
side of the equation to the right side, the 
equation becomes XI " Xl. 

Not bad-but not the most creativesolu­
tion. The more creative response is that you 
need to move 110 sticks in order to make 
the equiltion correct. To make the equation 
correct, all you need to do is tum it upside 
down, milking the equation X " I + IX. 

To the excitement of neuroscientists 
seeking to understand the biology under­
lying creativity, it turns out the more cre­
ilIive response also produces il different 
pattern of brain ilctivity thiln more com-

mon responses. According to neuroscien­
tist Bhavin Sheth and colleagues, prob­
lem-solvers who found the more creative 
solution tended to do so in il kind of 
"Eurekil!" moment, in which the solution 
suddenly came to them. At that moment, 
a sudden decrease occu rred in lower-fre­
quency brain waves, waves that usually 
signify brain ilctivity involving memory 
and other types of coordinatl'<i mental 
ac tivity. However, the decrease in lower­
frequency brain WilVes WilS followed by 
an increase in higher-frequency lire/a braill 
waves at the moment that the creative solu­
tion (ilme to mind (Begley, 2004; Sheth, 
Bhilttacharya, & Wu, 2(04). 

Because theta waves ilre associated with 
the encoding of novel information, their 
appeilrancc at the " Eureka!" moment sug­
gests that there may have been a shift in the 
way the problem was viewed. Specifically, 
problem-solvers may have suddenly seen 
the p roblem in spatial terms rather than 
viewing it as a numeric problem. 

Other researchers, taking il differenl 
approach, have looked ilt the link between 
creativity and brain disorders. For example, 
some research has found il link ben"t'('n psy­
chological problems and creativity, although 
the relationship is inconsistent. Despite 
some conspicuous examples of well-known 
and highly creative individuals who appear 
to have suffered from psychological dOOr-

The use of analog.es is a characteristic of cre­

atiVIty. Frank Lloyd W right incorporated into his 

architecture many analogies to nature. as you 

can see in this building he designed How are 

analogoes used by other creative artists? 

ders (such as writer Sylvia Plath and artist 
Vincent Van Gogh), there are illso many cre­
ative people who appear quite psychologi­
cally healthy (Kaufrrum & Bacr, 2005). 

Still, according to psychologist James 
Kaufman, the incidence of mental illness is 
greater in cerr.tin types of creative artists. 
For example, poets are more likely to suf­
fer from mental illness than are other kinds 
of writers (Kaufman, 2005). 

Clearly, it's still too early for psycholo­
gists to claim they hilve unlocked the 
genius of highly creative people such ilS 
a musici.m like Bach or a painter like 
Picasso. However, they are beginning to 
understand the basis of creativity in more 
everyday sorts of people. 

What are the difficulties that psychologists face in defining creativity in an objective 
Wily? What are some of the strategies you use to devise creative solutions to problems? 

convergent thinking skills. Highly creative people may therefore find thilt such tests 
penalize their divergen t thinking. This may explain why researchers consistently find 
that creativity is only slightly related to school g rades and intelligence when intelli­
gence is measured using traditional intelligence tests (Hong, Milgrilm, & Gorsky, 1995; 
Sternberg & O'Hara, 2(00). 

BECOMING AN 
INFORMED CONSUMER 

Can we learn to be better thinkers? 
Cognitive researchers have found that people can leilrn the 

abstract ruJ(>S. of Jogit:' and reasoning and that such knowledge 
can improve our reasoning about the underlying causes of 
everyday events in our lives. 

of Psychology 
Thi nki ng Cri t ically and Creat ively 
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In short, research s uggests that critical and creative think­
ers are made, not born. Consider, fo r instance, some of these 
suggestions for increasing critical thin ki ng and creativi ty 
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(Feldman, Coats, & Schwartzberg, 1994; Levy, 1997; Halpern. 1998; Burbach, Matkin, 
& Fritz, 20(4): 

• Redefine problems. We can modify boundaries and assumptions by rephrasing a 
problem at either a more abstract or a more concrete level. 

• lise fmdimrafirm. Fractionation breaks down an idea or concept into its compo­
nent parts. Through fractionation, we can examine each part for new possibili­
ties and appro.lches, leading to a novel solution for the problem as a whole. 

• Adopt a critical perspectiw. Rather than passively accepting assumptions or argu­
ments, we can evaluate material critically, consider its implications, and think 
about possible exceptions and contradictions. 

• Consider tile opposite. By considering the opposite of a concept we're seeking to 
understand, we call sometimes make progress. For example, to define "good 
mental heal th," it may be useful to consider what "bad mental heal th" means. 

• Use analogies. Analogies provide alternative frameworks fo r the interpretation 
of facts and help us uncover new understanding. One particularly effective 
means of coming up with analogies is to look for examples in the animal world. 
For instance, architects d iscovered how to construct the earliest skyscrapers by 
noting how lily pads on a pond could support the weight of a person (Shouler, 
1992; Getner & Holyoak, 1997; Reisbcrg, 1997). 

• Think diwrgenfly. Instead of the most logical or common use for an object, consider 
how you might use the object if you were forbidden to use it in the usual way. 

• Take IIle perspective of another pefS{)n. By temporarily adopting another person's 
point of view, you may gain a fresh view of the situation. 

• lise hEuristics. Heuristics are cognitive shortcuts that can help bring about a solu­
t ion to a problem. If the problem has a s ingle correct answer and you can use or 
construct a heuristic, you can often find the solution more rapidly and effectively. 

• Experiment witlt various soluliolls. Don't be afraid to use different routes to find 
solutions fo r problems (verbal, mathematical, graphiC, even dramatiC). For 
instance, try to come up with every conceivable idea you can, no matter how 
wild or bizarre it may seem at first. After you've come up with a list of solu­
tions, review each one and try to think of ways to make what at first appeared 
impractical seem more feasible. 

R EC A PlEVA LUAT EI R ETH INK 
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RECAP What processes underlie reasoning and decision making? 

What is thinking? 

• Cognitive psychology encompasses the higher mental 
processes, including the way people know and under­
stand the world, process information, make decisions 
and judgments, and describe their knowledge and 
understanding to others. (p. 245) 

• Thinking is the manipulation of mental representations 
of information. Thinking transforms such representa­
tions into novel and different forms, pennitting people 
to answer ques tions, solve problems. and reach goals. 
(p.245) 

• Mental images are representations in the mind of an 
object or event. (p. 245) 

• Concepts are categorizations of objects, events, or people 
that share common properties. Prototypes are represen­
tative examples of concepts. (pp. 246-247) 

• Decisions sometimes (but not always) may be improved 
through the use of algorithms and heuristics. An algo­
rithm is a rule that, if applied appropriately, guarantees 
a solution; a heuristic is a cognitive shortcut that may 
lead to a solution but is not guaranteed to do so. (p. 247) 

How do people approach and solve problems? 

• Problem solving typically involves three major stages: 
preparation, production of solutions, and evaluation of 
solutions that have been genera ted. (p. 249) 

• [n the preparation stage, how the problem is framed 
dl'termines thl' kind of solt1tion we choosl'. 
(pp.249-251) 

• [n arrangement problems, a group of elements must be 
arranged or recombined in a way that will satisfy a cer­
tain criterion. In problems of inducing structure, a per­
son must first identity the existing relationships among 
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the clements presented and then construct a new rela­
tionship among them. Finally, lransfonnalion problems 
consist of an initial state, a goal state, and a method for 
changing the initial state into the gool state (p. 249) 

• In the production stage, people try to generate solutions. 
They may find solutions to some problems in long-tenn 
memory. Allertkltively, they may solve some problems 
through simple trial and error and use algorith ms and 
heuristics to solve more complex problems. (pp. 251-252) 

• Using the heuristic of a means-ends analysis, a person 
willrcpeated ly test for differences between the d esired 
outcome and what currently exists, trying each time to 
come closer to the goal. (p. 251) 

• Wolfgang KOhler's research with chimp.lnzee5 illustrates 
insight, a sudden awan.'I1CSS of the relationships among ele­
ments th.ll had previously seemed unrelated. (pp. 253--254) 

What are the major obstacles to problem solving? 

• Several factors hindereffecth'e problem solving. Mental 
set, of which functional fixedness is an example, is the 
tendency for old pattems of problem solving to persist. 
Jnappropri.1te use of algoritluns and heuristics can also act 
as an obstacle to the production of solutions. Confinnation 
bias, in which initial hypotheses are favored, can hinder the 
accurilte e"aluation of solutions to problems. (pp. 354-356) 

• Creativity is the ability to combine responses or ideas in novel 
ways. Creativity is rebtcd to dh'ergcnt thinking (the ability to 
generate unusual, but still appropriate, responses to problems 
or questions) and cognitive complexity. (pp. 256-257) 

EVALUATE 

KEY TERMS 

cogn itive psycho logy p . 245 
thinking p. 245 
m enta l images p. 245 
concepts p. 246 

prototyp es p . 246 
a lgorithm p . 247 
he u.ristic p . 247 
means-ends analysis p. 252 

_ ___ ..,---:-____ ------ are representations 

in the mind of an object or event. 
1. 

2. are categorizations of objects that share 

common properties. 
3. Solving a problem by trying to reduce the difference 

4. 

between the current state and the goal state is known as 

, -----
-:-_-:--:-:-:- is the term used to describe the sud+ 
den "flash " of revelation that often accompanies the 
solution to a problem. 

5. Thinking of an object only in terms of its typical use is 
known as . A broader, 
related tendency for old problcm-solving patterns to 
persist is known as a ___ ---, _ __ --:-_ _ _ _ 

6. Generating unusu..l1 but appropriate approache; to a 
question is known as _ _____________ . 

RETHINK 

1. How might the avai lability heuristic contribute to preju­
dices based on race, age, and gender? Can awareness of 
this heuris tic prevent this from happening? 

2. From Ille pers,H!Ctiw of n maml/nell/'n": How might you 
encourage your employees to develop creative ways to 
improve the p roducts that you produce? 

Answen to E ... ~u .. te Que n lons 

SU!lIU!\ll 1""s"i"'!P '9 :liJoS leluaw 'SSolUP<O"Y tBoon 
_Xln, ·s :I\IS!SU! ." :S!s,\1\!lU! PUiHU""W '{: :qd<>:>uro'Z :s.<oS"W1 1"'U;)w ' \ 

ins ig ht p. 254 
functiona l fi xedness p . 255 
me nta l set p. 255 
con firma tion bias p . 256 

creativity p . 256 
divergent thinking p. 257 
convergent thinking p . 257 
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'Twas brillig, and the slithy toves 

Did gyre and gimble in the wabe: 

All mimsy were the borogovcs, 

And the mome raths outgrabe. 

22. La nguage 

Although few of us have ever come face to face with a tove, we have little diffi­
culty in discerning that in Lewis Carroll's (1872) poem "Jabberwocky," the expression 
siitlly loves contains an adjective, slitllY, and the noun it modifies, toves. 

Our ability to make sense out of nonsense, if the nonsense follows typical rules 
of language, illustrates the complexity of both human language and the cognitive 
processes that underlie its development and use. The use of language-the communi­
cation of information through symbols arranged according to systematic rules-is an 
important cognitive ability, one that is indispensable for communicating with others. 
Not only is language central to communication, it is also closely tied to the very way 
in which we think about and understand the world. No wonder psychologists have 
devoted considerable attention to studying language (Barrett, 1999; Owens, 2001; 
Hoff, 2003; Saffran & Schwartz, 2003; Fitch & Sanders, 2005). 

Grammar: Language's Language 
To understand how language develops and relates to thought, we first need to review 
some of the formal elements of language. The basic structure of language rests on 
grammar, the system of ruJes that determine how our thoughts can be expressed. 

Grammar deals with three major components of language: phonology, syntax, 
and semantics. Phonol ogy is the study of the smallest basic units of speech, called 
phonemes, that affect meaning, and of the way we use those sounds to form words 
and produce meaning. For instance, the a sound in fat and the a sound in fate rep­
resent two d ifferent phonemes in English (Vihman, 1996; B.1ddeley, Gathercole, & 
Pagano, 1998). 

Linguists have identified more than 800 different phonemes among all the world 's 
languages. Although English speakers use just 52 phonemes to produce words, other 
languages use from as few as 15 to as many as 141. Differences in phonemes are one 
reason people have difficulty learning other languages. For example, to a Japanese 
speaker, whose native language does not have an r phoneme, English words such as 
roor present some difficulty (Gibbs, 2002; Iverson e l aI., 2003). 

Syntax refers to the rules that indicate how words and phrases can be combined to 
form sentences. Every language has intricate rules that guide the order in which words 
mOlY hf' str,ms tnSf'thf'r to Nlmm,mir" tf' mf'"nine . EnSlish SPf'i1kpTS hilvP nO rliffir"lty 

recognizing that "R.1dio down the tum" is not a meaningful sequence, whereas "Tum 
down the radio" is. To understand the effect of syntax in English, consider the changes 
in meaning caused by the d ifferent word orders in the following three utterances: 
"John kidnapped the boy," "John, the kidnapped boy," and "The boy kidnapped John" 
(Lasnik, 1990; Eberhard, Cutting, & Bock, 2005). 
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Key ~ncepts 

How do p~le use la
7 

How does langCra:ge -develop? 

Language: The communication of 
information through symbols arr~nged 
according to systematiC rules. 

Grammar: The system of rules that 
determine how our thoughts can be 
expressed. 

Phonology: The study of the smallest 
units of speech, called phonemes. 

Phonemes: The smallest units of 
speech. 

Syntax: Ways in which words and 
phrases can be combined to form 
sentences. 
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Sema n tics: The rules governing the 
meaning of words and sentences. 

Babble: Meaningless speechlike 
sounds made by children from around 
the age of 3 months through 1 year. 

A syllable in signed language, SImilar to 

the ones !.Cen in the manua l babbling of 

deaf infants and in the spoken babbling of 

hearing infants. The sim ilarities in language 

structure suggest that language has biologi­

ca l roots. 

The third major component of language is semantics, the meanings of words and 
sentences (Larson, 1990; Hipkiss, 1995; O'Grady & Dobrovolsky, 1996; Richgels, 2004). 
Semantic rules allow us to use words to convey the subtlest nuances. For instance, 
we are able to make the distinction between "The truck hit Laura" (which we would 
be likely to say if we had just seen the vehicle hitting Laura) and "Laura was hit by a 
truck" (which we would probably say if someone asked why Laura was missing class 
while she recuperated). 

Despite the complexities of language, most of us acquire the basics of grammar 
without even being aware that we have learned its rules (Pinker, 1994; Plunkett & 
Wood, 2004). Moreover, even though we may have d ifficulty explicitly stating the 
rules of grammar, our linguistic abilities are so sophistkated that we can utter an infi­
nite number of different statements. How do we acquire such abilities? 

Language Development: Developing 
a Way- with Words 
To parents, the sounds of their infant babbling and cooing are music to their ears 
(except, perhaps, at three o'clock in the morning). These sounds also serve an impor­
tanl function. They mark the first step on the road to the development of language. 

BABBLING 

Children babble-make speechlike but meaningless sounds-from around the age of 
3 months through 1 year. While babbling, they may produce, at one time or another, 
any of the sounds found in all languages, not just the one to which they are exposed. 
Even deaf children display their own form of babbling, for infants who are unable 
to hear yet who arc exposed to sign language from birth "babble" with their hands 
(Petitto & Marentelle, 1991; Petti to, 1993; Meier & Willerman, 1995). 

An infant's babbling increasingly reflects the specific language being spoken in. 
Ihe infant's environment, initially in terms of pitch and tone and eventually in terms 
of specific sounds. Young infants can distinguish among all 869 phonemes that have 
been identified across the world's languages. However, after the age of 6 to 8 months, 
that ability begins to decline. Infants begin to "specialize" in the language to which 
they are exposed as neurons in their brains reorganize to respond to the particular 
phonemes infants routinely hear. 

Some theorists argue that a critical period exists for language development early in 
life, in which a child is particularly sensitive to language cues and most easily acquires 
language. In fact, if children are not exposed to language during this critical period, 
later they will have great difficulty overcoming this deficit (Bortfeld & Whitehurst, 
2001; Bruer, 2001; Newport, Bavelier, & Neville, 2001; Bates, 2(05). 

Cases in which abused children have been isolated from contact with others sup­
port the theory of such critical periods. In one case, for example, a girl named Genie 
was exposed to virtually no language from the age of 20 months until she was res­
cued at age 13 years. She was unable to speak at all. Despite intensive instruction, she 
leamed only some words and was never able to master the complexities of language 
(Rymer, 1994; Veltman & Browne, 2(01). 

PRODUCTION OF LANGUAGE 

By the time children are approximately 1 year old, they stop producing sounds thai 
arc not in the language to which they have been exposed. It is then a short step to the 
production of actual words. In English, these are typically short words that start with 
a consonant sound such as b, d, III , p, and I-this helps explain why lIIallla and dada 
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are so often among babies' first words. Of coursc, even before they p roduce their first 
words, children can understand a fair amount of the language they hear. Language 
comprehension precedes language production. 

After the age of 1 year, children begin to learn more complicated forms of lan­
guage. They produce two-word combinations, the building blocks of sentences, and 
sharply increase the number of different words they are able to usc. By age 2, the 
average child has a vocabulary of more than fifty words. Just six months later, that 
vocabulary has grown to several hundred words. At that time, children can produce 
short sentences, al though they use te legraphic speech-scntcnces that sound as if 
they were part of a telegram, in which words not critical to the message are left oul. 
R."1 ther than saying, " I showed you the book," a child using telegraphic speech may 
say, " I show book," and " I am drawing a dog" may become "Drawing dog." As chil­
dren get older, of course, they use less telegraphic speech and produce increasingly 
complex sentences (Volterra et ai., 2003). 

By age 3, children learn 10 make plurals by adding -5 to nouns and to form the 
past tense by adding -cd to verbs. This also leads to errors, since children tend to apply 
rules inflexibly. In such overgeneralization, children employ rules even when doing 
so results in an error. Thus, al though it is correct to s."1y "he walked" for the past tense 
of walk, the -ed rule doesn't work quite SO well when children say "he runned" for the 
past tense of mil (Marcus, 1996; Howe, 2002; Rice et aI., 20(4). 

By age 5, children have acquired the basic rules of language. However, they do 
not attain a full vocabulary and the ability to comprehend and use subtle grammati­
cal rules until later. For example, a 5--year-old boy who sees a blindfolded doll and 
is asked, "Is the doll easy or hard to seer' would have great trouble answering the 
question. In fac t, if he were asked to make the doll easier to sec, he would probably 
try to remove the doll's blindfold. By the time they are 8 years old, however, children 
have li tt le difficulty understanding this question, because they realize that the doll's 
blindfold has nothing to do with an observer's ability to see the doll (Chomsky, 1969; 
Hoff,2003). 

Understanding Language Acquisition: 
Ldeo1if:,in~t~8,Qo1~QLLaDguag,,-e _ 
Anyone who spends even a little time with children will notice the enormous 
strides that they make in language development throughout childhood. However, 
the reasons for this rapid growth are far from obvious. Psychologists have offered 
two major explana tions, one based on learning theory and the other based on 
innate processes. 

The learning-theory approach suggests that language acquisition follows the 
prindplesof reinforcement and conditioning discovered by psychologists who study 
learning. For example, a child who says "mama" receives hugs and praise from her 
mother, which reinforces the behavior of saying "mama" and makes its repetition 
more likely. This view suggests that children first learn to speak by being rewarded 
for making sounds that approximate speech. Ultimately, through a process of shap­
ing, language becomes more and more like adult speech (Skinner, 1957; Ornat & 

Gallo, 2004). 
To support the learning-theory approach to language acquisition, research shows 

that the more parents speak to their young children, the more proficient the children 
become in language use (sec Figure 1). In addition, by the time they are 3 years old, 
children who hear higher level, of linguistic sophistication in their parents' speech 
show a greater rate of vocabulary growth, vocabulary use, and even general intel­
lectual achievement than do children whose parents' speech is more simple (Hart & 
Risley, 1997). 
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Telegraphic speech: Sentences in 
which words not critical to the mes­
sage are left out. 

Overgelleralizalion: The phenomenon. 
by which children apply language 
rules even when the application 
!\"Suits in an error. 

Learning-theory approach to lan­
guage development: The throry 
suggesting that language acquisition 
follows the principles of reinforcement 
and conditioning. 
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FIGURE I The more words parents say 

to the ir children before the age of 3. the 

larger the ch;ld~n's vocabu lary (Source: 

Courtesy of Drs_ Betty Hart and Todd Risley. 

1997.) 

UniVl!rsal grammar. Noam Chomsky's 
theory that all the world's languages 
share a common underlying structure. 

Language-acquisiti on device: A neu­
r,ll system of the brain hypothesized 
by Noam Chomsky to pennit under­
standing of language. 
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The learning-theory approach is less su<;<:essful in explaining how children acquire 
language rules. Children are reinforced not only when they use language correctly, but 
also when they use it incorrectly. For example, parents answer a child's "Why the dog 
won't eat?" as readily as they do the correctly phrased question, "Why won't the dog 
eatr Listeners understand both sentences equally well. Learning theory, then, has dif­
ficulty fully explaining language acquisition. 

Pointing to such problems with 1e.1ming-theory approaches to language acquisition, lin­
guist Noam Chomsky (1968, 1978, 1991) provided a groundbreaking alternative. Chomsky 
argued that humans are born with an innate linguistic capability that emerges primarily as 
a function of maturation. According to his analysis, all the world's languages share a com­
mon underlying structure called a universal grammar. Chomsky suggested that the human 
brain has a neural system, the language-acquisition device, that not only lets us understand 
the structure language provides but also gives us strategies and techniques for learning the 
unique characteristics of our n."ltive language (lidz & Gleitman, 2004; McGilvray, 2004). 

Chomsky used the concept of the language-acquisition device as a metaphor, and he 
did not identify a specific area of the brain in wh.ich it resides. However, evidence col­
lected by neuroscientists suggests thai the ability 10 use language, which was a significant 
evolutionary advance in human beings, is tied to specific neurological developments. 

For example, scientists have discovered a gene related to the development of lan­
guage abilities that may have emerged as recently- in evolutionary terms-as loo,(XX) 
yeaTS ago. Furthermore, it is clear that there are specific sites within the brain that are 
closely tied to language, and the shape of the human mouth and throat are tailored to 
the production of speech (Enard et aI., 2002; Hauser, Chomsky, & Fitch, 2002; Vargha­
Khadem et aI., 2(05). 

Still, Chomsk y's view has its critics. For instance, learning theorists contend that 
the apparent ability Df certain animals, such as chimpanzees, to Jeam the fundamen­
tals of human language (as we discuss later in this module) contradicts the innate lin­
guistic capability view. To reconcile such data, some theorists suggest that the brain's 
hardwired language-acquisition device that Chomsky and geneticists posit provides 
the hardware for our acquisition of language, whereas the exposure to language in our 
environment that learning theorists observe allows us to develop the appropria te soft-
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ware. But the issue of how language is acquired remains hotly contested (Pinker, 1994, 
2002; Fromkin, 2000; Lana, 2(02). Go to the Psychlnternctive exercise on language 
development to furthe r investigate language development. 

The Influence of Language on 
Thinking: Do Eskimos Have More 
Words for Snow Than Texans Do? 
Do Eskimos living in the frigid Arctic have a more expansive vocabulary for discuss­
ing snow than people living in warmer climates? 

It makes sense, and arguments that the Eskimo language has many more words 
than English for snow have been made since the early 1900s. At that time, linguist 
Benjamin Lee Whorf contended that because snow is so relevant to Eskimos' lives, 
their language p rovides a particularly rich vocabulary to describe it--considerably 
larger than what we find in other languages, such as English (Martin & Pullum, 1991; 
Pinker, 1994). 

The contention that the Eskimo language is particularly abundant in snow-related 
tenns led to the linguistic-relativity hypothes is, the notion that language shapes and, 
in fact, may determine the way people in a particular culture perceive and understand 
the world. According to this view, language provides us with categories that we use 
to construct our view of people and events in the world around us. Consequently, 
language shapes and produces thought (Whorf, 1956; Smith, 19%; Oezgen & Davies, 
2002; Pilling & Davics, 2()().J), 

Let's consider another possibility, however. Suppose that instead of language 
being the calise of certain ways of thinking, thought produces language. The only rea­
son to expect that Eskimo language might have more words for snow than English 
does is that snow is considerably more relevant to Eskimos than it is to people in 
other cultures. 

Noam Chomsky argues that an languages share a universal grammar. 
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Language Development 

Linguistic-relativity hypothesis: The 
notion that language shapes and may 

determine the way people in a pmticulnr 
cuJtwe petCetve and undets tand the world. 
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Which view is correct? Most recent research refutes the linguistic-relativity hypoth­
esis and suggests, instead, that thinking produces language. In fact, new analyses of 
the Eskimo language suggest that Eskimos have no more words for snow than English 
speakers, for if one examines the English language closely, one sees that it is hardly 
impoverished when it comes to describing snow (consider, fo r example, sleet s/lIsh, 
bJiZZJlrd, dliStillg. and ava/allche). 

Still, the linguistic relativity hypothesis has not been entirely discarded. A newer ver­
sion of the hypothesis suggests that speech patterns may influence certain aspects of think­
ing. For example, in some languages, such as English, speakers distinguish between nouns 
that can be counted (such as "five chairs") and nouns that require a measurement unit 10 be 
quantified (such as "a liter of water"). In some other languages, such as the Mayan language 
called YUQlt«, however, all nouns require a measurement unit. In sum cultures, people 
appear to think more closely about what things are made of than do people in cultures in 
which languages such as English are spoken. In contrast, English speakers focus more on the 
shape of objects (Gentner, Goldin, & Goldin-Meadow, 2003; Tsukasaki & Ishii, 2(04). 

Further support for the point of view that language helps mold thinking comes 
from discoveries about language used by the Piraha. a tiny hunter-gatherer tribe in 
the Amazon. The tribe has no words for numbers higher than two, and even these 
represent approximations. When asked to carry out even very simple tasks involving 
higher numbers (such as duplicating a row of 10 items), the Piraha tribespeople had 
great difficulty. Their performance suggests that their lack of language for higher num­
bers may place limits on their thinking about mathematical concepts (Gordon. 2004). 

In shor t, al though research does not support the linguistic-relativi ty hypothesis 
that language carlses thought, it is clear that language influences how we think. And, 
of course, it certainly is the case that thought influences language, s uggesting that 
language and thinking interact in complex ways (Heyman & Diesendruck. 2002; Kim, 
2002; Ross, 2004). 

Do Animals Use Language ____ ? __ 
One question that has long puzzled psymologists is whether language is uniquely 
human or if other animals are able to acquire it as well. Many animals communicate 
with one another in rudimentary forms. For instance, fiddler crabs wave their claws 

• 

I , 
J 
I 

j 
I , 
~l 

to Signal, bees dance to indicate the direction in which 
food will be found, and certain birds call "zick, zick" du r­
ing courtship and "kia" when they are about to fl y away . 
However. researchers have yet to demonstrate conclusively 
that these animals use true language, which ischaracterized 
in pari by the ability to produce and communicate new and 
unique meanings by following a formal grammar. 

Psychologists have. however, been able to teach 
chimps 10 communicate at surprisingly high levels. For 
instance, after four years of training, a chimp named 
Washoe learned to make signs for 132 words and combine 
those signs into simple sentences. Even more impres­
Sively, Kanzi, a pygmy chimpanzee, has linguis tic skills 
that some psychologists claim are close to those of a 2-
year-old human being. Kanzi's trainers suggest that he 
can create grammatically sophisticated sentences and 
can even invent new rules of syntax (Gardner & Gardner, 
1969; Savage-Rumbaugh et al., 1993). 

'" He's pretty good at rote categorization and single-object relational tasks, but 
Despite the skills displayed by primates such as 

Kanzi. critics contend that the language such animals 
use still lacks the grammar and the complex and novel 
constructions of huma n language. Ins tead, they main-

he's not so hot at differentiating between representational and associational 

signs. and he's very weak on syntax." 
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Sue Savage-Rumbaugh with a primate friend, Panbanisha. Does the use of sign language by primates 
indi<:ate true mastery o f language? 

tain tha t the chimps are displaying a skill no different from that of a dog that learns 
to lie down on com mand to get a rewa rd. Fu rthermore, we lack firm evidence that 
animals can recognize and respond to the mental states of others of their species, 
an important aspect of human communication (Seyfarth & Cheney, 1992, 19%; 
Tattersall, 2002; Povinelli & Vonk, 20(4). 

Most evidence supports the contention that humans arc better equipped than 
o ther animals to produce and organize language in the form of meaningful sentences. 
But the issue of whether other animals can be taught to communicate in a way that 
resembles human language remains controversial (Gilbert, 1996; S4lVage-Rumbaugh & 
Brakke, 1996; Wynne, 2004). 
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In New York City, one in six of the city's 1.1 million students 
is enrolled in some form of bilingual or English as a Second 
Language instruction. And New York City is far from the 
only school district with a significant population of nonna­
tive English speakers. From the biggest cities 10 the most rural 
areas, the face--and voice-of education in the United States is 

Exploring DIVERSITY 

Teaching with Linguistic Variety: 
Bilingual Education 

changing. More and more schoolchildren today have las t names like Kim, Valdez, and 
Karachnicoff. In seven states, including Texas and Colorado, more than one-quarter of 
the students arc not native English speakers. For some 47 million Americans, English 
is their second language (Holloway, 2000; see Figure 2). 

How to appropria tely and effectively teach the increasing number of children who 
do not speak English is not always clear. Many educators maintain that bilingual edu­
cation is best. With a bilingual approach, s tudents learn some subjects in their native 
language while simultaneously learning English. Proponents of bilingualism believe 
that students must develop a sound footing in basic subject areas and that, initially at 
least, teaching those subjects in their native language is the only way to provide them 
with that foundation. During the same period, they learn English, wi th the eventual 
goal of shifting all instruction into English. 

In contrast, other educators insist that all instruction ought to be in English from 
the moment students, including those who speak no English at all, enroll in school. In 
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FIGURE 2 The language of diversity. 

Some 22 percent of the people rn the 
United States speak a language other than 

English at home, Most of them speak 

Spanish: the rest speak an asto\Xlding van­

ety of different languages. VVhere are the 
largest clusters of non-English speakers in 
the United States. and what do you think 

explains these concentrations' (Source; MLA 

~ Map. 2005, based 00 2000 Cenr.us.) 
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immersion progroms, students are immediately plunged into English illStruction in all 
subjects. The reasoning-endorsed by voters in California in a referendum designed 
to end bilingual education- is that teaching students in a language other than English 
s imply hinders nonnative English speakers' integration into society and ultimately 
does them a disservice. As evidence for this point of view, proponents of English 
immersion programs cite improvements in standardized test scores that followed the 
end of bilingual education programs (Wildavsky, 2CXXJ). 

Although the controversial issue of bilingual education versus immersion has 
strong political undeT("urrents, evidence shows that the ability to speak two languages 
provides significant cognitive benefits over speaking only one language. For example, 
bilingual speakers show more cognitive flexibility and may understand concepts 
more easily than those who speak only one language. They have more linguistic tools 
for thinking because of their multiple-language abilities. In tum, this makes them 
more creative and flexible in solving problems (Hong, 2CXXJ; Sanz, 2CXXJ; Heyman & 
Diesendruck, 2002; Bialystok & Martin, 20(4). 

Research also suggests that speaking several languages changes the organization 
of the brain, as does the timing of the acquisi tion of a second language. For example, 
one study compared bilingual speakers on linguistic tasks in their native and sec­
ond languages. The study found that those who had learned their second language 
as adults showed different areas of brain activation compared with those who had 
learned their second language in childhood (Kim et aI., 1997; see Figu re 3). 

Related to questions about bilingual education is the matter of bic1llturalism, that 
is, being a member of two cultures and its psychological impact. Some psychologists 
argue that society should promote an allemalion model of bicultural competence. Such 
a model supports members of a culture in their efforts to maintain their o riginal cul­
tural identity, as well as in their integration into the adopted culture. In this view, a 
person can belong to two cultures and have two cultural identities without having 
to choose between them. Whether society will adopt the altern"tion model remains­
to be seen (LaFromboise, Coleman, & Gerton, 1995; Calderon & Minaya-Rowe, 2003; 
Carter, 2003), 



feldman: bs.mials of VII. Thinking. language. Z2.language 
Understanding Ps~cholog~, and Intelligence 
Seventh Ed ition 

• Native (Engli.h) 

o Se<:ond (F .... nch) 

+ Center-of-mass 

R 

() The McGraw-Hil i 

Compan ies, 2008 

Module 11 language 169 

• 
• Native I (Turkish) 

0 Native 2 (English) 

II Common 

+ Center-of-mass 

FIGURE J Brain functjoning in bilingual speakers. When bilingual speakers earned out language tasks 

in their native and second languages, brain activity differ-ed depending on when in life each speaker 

learned the se<ond language. For example, the brain scan in (a), which >hews two separate a~as of 

the brain actjvatect is fi"om a natrve English speaker I'ffio learned F~nch in adulthood In contrast. the 

brain scan in (b) is from a speaker who learned both English and Turkish in infancy. For that person, 

substant<al ~rlap exists between the a~as ofthe brain that are activated, (500rce: Km et aL 1997.) 

R E C A P/EVALUAT E/ RETH INK 

RECAP 

How do people use language? 

• Language is the communication of information through 
symbols arranged according to systematic rules. All lan­
guages have a grammar-a system of rules that deter­
mines how thoughts can be expressed-that encompass­
es the three major components of language: phonology, 
syntax, and semantics. (pp. 261-262) 

How does language develop? 

• Language production, which follows language compre­
hension, develops out of babbling, which then leads to 
the production of actual words. Aftt'r 1 year of age, chil­
drt'n use two-word combinations, increase their vocabu­
lary, and use telegraphic speech, which drops words not 
critical to the message. By age 5, acquisition of language 
rules is relatively complete. (pp. 262-263) 

• Learning theorists suggest that language is acquired 
through reinforce ment and conditioning. In contrast, 
Noam Chomsky and other linguists suggest that an 
innate language-acquis ition device guides the develop­
ment of language, (pp. 263-265) 

• The linguistic-relativity hypothesis suggests that lan­
guage shapes and may determine the way people think 

about the world. Most evidence suggests that although 
language does not determine thought, it does affecl the 
way people store information in memory and how well 
they can retrieve it. (pp. 265--266) 

• The degree to which language is a uniquely human skill 
remains an open question. Some psychologists contend 
that even though certain primates communicate at a 
high level, those animals do not use language; other 
psychologists suggest that those primates truly under­
stand and produce language in much the same way 
humans. (pp. 266-267) 

• People who speak more than one language may have 
a cognitive advantage over those who speak only one. 
(pp. 268-269) 

EVALUATE 

1. Match the component of grammar with its definition: 
1. Syntax 
2. Phonology 
3. Semantics 
a. Rules showing how words can be combined into 
~ntences 

b. Rules governing the meaning of words and sentel"lCeS 
c. The study of the sound units that affect speech 
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2. Language production and language comprehension 
develop in infants at about the same time. True or false? 

3. refers to the phe-
nomenon in which young children omit nonessential 
portions of sentences. 

4. A child knows that adding -eel to certain words puts 
them in the past tense, As a result, instead of saying "He 
came," the child says " He comed," This is an example of 

S. theory assumes that language acquisition 
is based on principles of operant conditioning and shaping. 

6. In his theory of language acquisition, Chomsky argues 
that language acquisition is an innate ability tied to the 
structure of the brain. True or false? 

KEY TERMS 

language p. 261 
grammar p. 261 
phonology p. 261 
phonemes p. 261 
synlax p. 261 

semantics p. 262 
babble p. 262 
telegraphic speech p. 263 
overgeneralization p. 263 

RETHINK 

1. Do people who use two languages, one at home and one 
at school, automatically have two cul tures? Why might 
people who speak two languages have cognitive advan­
tages over those who speak only one? 

2. From tire perspecliw of 1/ c/rildc:are provider: How would 
you encourage children's language abilities at the differ­
ent stages of development? 

Answe.,. to Evaluate Que5tlon5 

" rul'9 
~U!WC"[ 'S :uO!lczl[e."u"s.,,,AO '\>' f'l::>i><>ds ;"'1dc. s;'l"l .£ ~uoH;,nprud 
"SenSucl !RIp;u<ud uo]SU<I'I<udwoo "SenSuc[ 'i>5[eJ', :'l-£ ':>-, 'col '\ 

learning-theory approach to 
language development 
p. 263 

universal grammar p. 264 

language-acquisition device 
p. 264 

linguis tic-relativity 
hypothesis p. 265 
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It is typical for the TrukeSoe, poopk of a sm~ll triJx, in the South Pacific, to sail ~ hun­
dred miles in open occ~n w~ ters. Although their d"stin~tion may be just ~ small 
dot of land less than a mile wide, the Trukese are ~ble to sail unerringly toward 
it without the aid of a compass, chronometer, sextant, or any of the other sail-
ing tools that al'(! indispensable to modern Western nnvig~tion. They ~re ~b le to 
sail ~ccuratdy, even when pl'(!vailing winds do not ~l1ow ~ din."<:t approach to the 
island and they must take ~ zigzag course (Gladwin, 1964; Mytinger, 2001). 

How are the Trukese able to naVigate SO effectively? If you asked them, they could 
not explain it. They might tell you that they use a process that takes into account the 
rising and setting of the s tars and the appearance, sound, and feel of the waves against 
the s ide of the boat. But at any given moment as they are sailing alongs they could nol 
identify thei r position or say why they are doing what they are doing. Nor could they 
explain the navigational theory underlying thei r sailing technique. 

Some might say that the inability of the Trukese to explain in Western tenns how 
thei r sailing technique works is a sign of primitive or even unintelligent behavior. In 
fact, if we gave Trukese sailors a Western standardized test of navigational knowledge 
and theory or, for tha t matter, a traditional test of intelligence, they might do poorly 
on it. Yet, as a practical matter, it is not possible to accuse the Trukese of being unin­
telligent: Despite thei r inability to explain how they do it, they are able to navigate 
successfully through the open ocean waters. 

Trukese navigation points out the difficulty in coming to grips with what is meant 
by intelligence. To a Westerner, traveling in a straight line along the most direct and 
quickest route by using a sextant and o ther naVigational tools is likely to represent the 
most "intel1igent" kind of behavior; in contrast, a zigzag course, based on the "feel" of 
the waves, would not seem very reasonable. To the Trukese, 
who are used to their own system of navigation, however, the 
use of complicated naVigational tools might seem SO overly 
complex and unnecessary that they might think of Western 
navigators as lacking in intelligence. 

It is clear from this example that the term intelligence can 
take on many different meanings. If, for instance, you lived in 
a remote part of the Australian outback, the way you would 
different iate between more intelligent and less intelligent 
people might have to do with successfull y master ing hunting 
skills, whereas to somcone liv ing in the hear t of urban Miami, 
intelligence might be exemplified by being streetwise or by 
business success. 

() The McGraw-Hili 
Companies.2OOIl 

Key C;olncepts 

What are the major 
approaches to measuring intel­
ligence. and what do intel­
ligence tests measure? 

How are the extremes of 
intelligence characterized? 

Are traditional IQ tests 
culturally biased? 

To what degree is intelligence 
influenced by the environment. 
and to what degree by heredity? 

Each o f these concept ions of intel1igence is reason­
able. Each represents an ins tance in which more intelligent 
people are better able to use the resources of thei r environ­
ment than arc less intelligent people, a dis tinction that is 
presumably basic to any definition of intelligence. Yet it is 
also clea r that these conceptions represent very different VVnat does the Trukese people's method of navigation-whK:h is done wTth-
views of intelligence, out rr.ap'> 0( instnJrnents-tell us about the na~ of intelligence? 

271 
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Intelligence: The cap'l.city to under­
s tand the world, think rationally, and 
use resources effectively when faced 
with challenges. 

g or g-factor. The single, general factor 
for mental ability assumed to underlie 
intelligence in some early theories of 
intelligence. 

Fluid intl'lI igl'nce: Intelligence that 
reflects informa tion-processing capa­
bilities, reasoning. and memory. 

Crystallized intelligencl': The accu­
mulation of information, skills, and 
s trategies that a~ learned through 
experience and can be applied in prob­
lem-solving situations. 

That two such different sets of behavior can exemplify the same psychological 
concept has long posed a challenge to psychologists. For years they have grappled 
with the issue of devising a general definition of intelligence. Interestingly, laypersons 
have fairly dear ideas of what intelligence is, although the nature of their ideas is 
related to their culture. Westerners view intelligence as the ability to fonn categories 
and debate rationally. J:n contrast, people in Eastern cultures view intelligence more 
in terms of understanding and relating to one another. And members of some African 
communities are more likely to view intelligence and social competence as similar 
(Serpe\l, 2000; Nisbett, 2003; Sternberg, 2005). 

The definition of intelligence that psychologists employ contains some of the same 
e lements found in the layperson's conception. To psychologiSts, intelligl'ncl' is the 
capaci ty to understand the world, th ink rationally, and use resources effe<:tively when 
faced with challenges. 

This definition docs not lay to rest a key question asked by psychologists: Is intel­
ligence a unitary attribute, o r a re there different kinds of intelligence? We turn now to 
Various theories of intelligence that address the issue. 

Theories of Intelligence: Are There 
Different Kinds of Intelligence? 
Perhaps you see yourself as a good writer but as someone who lacks ability in math. 
Or maybe you \·iew yourself as a "science" person who easily masters physics but has 
few strengths in literature. Perhaps you view yourself as generally fa irly sma rt, with 
intelligence that pennits you to excel across domains. 

The different ways in which people view their own talents mirrors a question that 
psychologists have grappled with: Is intelligence a Single, general ability, or is it mul­
tifaceted and related to specific abilities? Early psychologists interested in intelligence 
assumed that there was a single, general factor for mental ability, which they called s­
or the g-factor. This general intelligence factor was thought to underlie performance 
in every aspect of intelligence, and it was the g-factor that was presumably being mea­
sured on tests of intelligence (Speannan, 1927; Gottfredson, 2004). 

More recent theories see intelligence in a different light. Rather than viewing 
intelligence as a unitary entity, they consider it to be a multidimensional concept that 

includes different types of intelligence (Tenopyr, 2002; Stankov, 
2003; Sternberg & Pretz, 2005). 

FLUID AND CRYSTALLIZED INTELLIGENCE 

Some psychologists suggest that there are two different kinds 
of intelligence: fluid intelligence and crystallized intelligence. 
Fluid intelligencl' reflects information-processing capabilities, 
reasoning, and memory. If we were asked to solve an ana logy, 
group a series of letters according to some criterion, o r remem­
ber a set of numbers, we would be using fluid intelligence. 
We use fluid intelligence when we' re trying to rapidly solve a 
puzzle (Cattell, 1998; Kane & Engle, 2002). 

Piloting a helicopter require5 the U5e of both fluid intelligence and 
<~talli zed intelligence. INhich of the two lcinds of intelligence do )Qu 

believe is more important for such a task? 

In contrast, crystall ized in telligence is the accumulation 
of information, skills, and strategies that people have learned 
through experience and that they can apply in problem-solving 
situations. It reflects our ability to call up information from long­
term memory. We would be likely to rely on crystallized intelli­
gence, fo r instance, if we were asked to particip.l te in a discussion 
about the solution to thecauses of poverty, a task that allows us to 
d raw on our own past experiences and knowledge of the world. 
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In contrast to fluid intelligence, which reflects a more 
general kind of intelligence, crystallized intelligence 
is more a refle.:::tion of the culture in which a person is 
raised. The differences between fluid intelligence and 
crystallized intelligence become particularly evident 
in the elderly, who show dedines in fluid, but not 
crystallized, intelligence (Schaie, 1994, 1996; $chretien 
et aI., 20c0; Aartsen, Martin, & Zimprich, 2002). 

Other theoreticians conceive of intelligence as 
encompassing even more components. For example, 
Louis Thurstone (1938) suggested there are seven 
factors, which he called primary menial abilities, and 
J. P. Guilford (1985) said there are 150! 
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GARDNER'S MULTIPLE 
INTELLIGENCES: THE MANY WAYS 
OF SHOWING INTELLIGENCE 
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In his consideration of intelligence, psychologist Howard Gardner has taken an 
approach very different from traditional thinking about the topiC. Gardner a rgues that 
rather than asking " How smart are you?"' we should be asking a different question: 
'"How are you smart?" Ln answering the latter question, Gardner has developed a 
theory of multiple intelligences that has become quite influential (Gardner, 2000). 

Gardner argues that we have at a minimum eight different forms of intelligence, 
each relatively independent of the others: musical. bodily kinesthetic, logical-math­
ematical, linguistic, spatia\' interpersonal, intrapersona\' and naturalist. (Figure I 
des<:ribes the eight types of intelligence, with some of Gardner's examples of people 
who excel in each type; they are also illustrated the Psychlnteractive exercise on mul­
tiple intelligences.) In Gardner 's view, each of the multiple intelligences is linked to 
an independent system in the brain. Furthermore, he suggests that there may be even 
more types of intelligence, such as ('xistlmtini intelligence, which involves identifying 
and thinking about the fundamental questions of human existence. For example, the 
Dalai Lama might possess this type of intelligence (Gardner, 1999,2<XXl). 

Although Gardner illustrates his conception of the spe.:::ific types of intelligence 
with descriptions of well-known people, each person has the same eight kinds of 
intelligence, although in different degrees. Moreover, although the eight basic types 
of intelligence arc presented individually, Gardner suggests that these separate intel­
ligences do not operate in isolation. Normally, any activity encompasses several kinds 
of intelligence working together. 

The concept of multiple intelligences has led to the development of intelligence 
tests that include questions in which more than one answer can be correct, providing an 
opportunity for test takers to demonstrate creative thinking. In addition, many educa­
tors have embraced the concept of multiple intelligences, designing classroom curricula 
thai are meant to d raw on different aspc<:ts of intelligence (Armstrong, 2000, Z003). 

IS INFORMATION PROCESSING INTELLIGENCEI 

One of the newer contributions to understanding intelligence comes from the work of 
cognitive psychologists who take an ill/ormatioll-processillg approacll. They assert that 
the way people store material in memory and use that material to solve intellectual 
tasks provides the most accurate measure of intelligence. Consequently, rather than 
focusing on the structure of intelligence or its underlying CQntent or dimensions, infor­
mation-processing approaches examine the liroccsscs involved in producing intelligent 
behavior (Embretson, 2005; Hunt, 2005; Neubauer & Fink, Z005). 

For example, research shows that people wi th high scores on tests of intelligence 
spend more time on the ini tial encoding stages of problems, identifying the parts of a 

Theory of mu ltiple intelligences: 
Gardner's intelligence theory that 
proposes that there are eight distinct 
spheres of intelligence. 
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Multip le Intelligences 
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I . Musical intelligence (skills in tasks i'",o""I' "'''k). 
Case example: 

\Nhen he was 3. Yehudi Menuhin 
was smuggled into San FranciKo 
Orchestra concerts by hfs parents. 
By the time he was 10 years o ld, 
Menuhln was an intemational 
performer. 

2. Bodily kinesthetic intelligence (skills in using the whole body or 
various portions of it in the solution of problems or in the 
construction of products or displays, exemplified by dancers, 
athletes , actors, and surgeon.). Ca.e example: 

Fifteen-year-old Babe Ruth played third 
base. During one game. hfs team's 
pitcher was do<ng very poorly and Babe 
loudly criticized him from third base. 
Brother Matthias. the coach, caned out 
"Ruth, if you know so much about it, 
you pitc~" Ruth said later that at the 
very moment he took the pitcher's 

mound he knew he was suppos.ecl to be 
a pitcher: 

3. Logical-mathematical intelligence 
(skills in problem-solving and 
scientific thinking). Case example: 

Barbara McOintock. who won the 
Nobel Prize in medicine. describes 
or.e of her breakthroughs, which 
came after thinking about a problem 
for half an hour ... : "Suddenly I 
jumped and ran back to the (com) 
flCld. At the top ofthe field (the 
others were still at the bottom) I 
shouted, ·Eureka. I have it!'" 

4. Linguistic intelligence (skills 
involved in the production and use 
of language). Case example: 

At the age of 10, T. S Eliot created a 
magaz ine called FjreSlde, to which 
he was the ~e contributor. 

S. Spatial intelligence (skills involving 
spatial configurations, such as those used 
by artists and art:h itects). Case example: 

Native-; of the T ruk Islands navigate at sea 
without instruments. Oiling the actual 
trip, the n;r..rigator must envision mentally a 
reference island as it passes under a 
parti<:ular star and from that he computes 
the number of segments completed, the 
proportion of the trip remaining. and any 
corrections in heading. 

6. Interpersonal intelligence (skills in 
interacting with others. such as 
sensitivity to the moods, 
temperaments, motivations, and 
intentions of others). Case example: 

W hen AMe Sullivan began instructing 
the deaf and blind Helen Keller. her task 
was or.e that had eluded others for 
ye~. Yet. just two weeks after 
beginning her work with Keller, Sullivan 
achieved great success. 

7 . Intrapersonal intelligence (knowledge of the intemal aspects of 
oneself: access to one's own feelings and emotions). Case example: 

In her essay "A Sketch of the Past," Vtrginia Woolf d isplays deep insight 
into her own inner life through these lines, 
describing her reaction to several specific 
memories from her childhood that still, III 

adulthood. shock her: "Though I still have 
the peculiarity that I receive these sudden 

shocks. they are now always welcome: 
after the ftrst surprise, I atways feel instantly 
that they are particularly valuable. And so I 
go on to suppose that the shock-receiving 
capacity IS what makes me a 'Writer:" 

8, Naturalist intelligence (ability to identify and classify 
pattern. in nature). Case exampl l!: 

During prehrstoric times. hunteri 
gatherers would rely on naturalist 
intelligence to identify what Hora and 
fauna were edible. People who are 
adept at distinguish ing nuances 
bet\Yeen large numbers of similar 
objects may be expressing naturalist 
intelligence abi lities. 
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FIGURE I According to HOINard Gardner. there are ~ght major kinds of intell rgences. correspond­

ing to abi lities In different domains. In what area does )'Our greatest intelligence reside, and why do 

you think you have particular strengths in that area) (Soun:e: Adapted from Gardner. 2c(x).) 

problem and retrieving relevant information from long-term memory, than do people 

with lower scores. This initial emphasis on rccalling relevant information pays off in 

the end; those who usc this approach are more s uccessful in finding solutions than 

are those who s pend relatively less time on the initial s tages (Sternberg, 1990; Deary 

& Der, 2005 ; Hunt, 2005). 
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Other information-processing approaches examine the sheer speed of processing. 
For example. research shows that the speed with which people are able to retrieve 
information from memory is related to verbal intelligence. [n general, people with 
high scores on measures of intelligence react more quickly on a variety of information­
processing tasks, ranging from reactions to flashing lights to distinguishing bctvveen 
le tters. The speed of information processing, then, may underlie d ifferences in intel­
ligence (Siegler, 1998; Deary & Der, 2005; Jenson, 2005). 

Practical and Emotional Intelligence: 
Toward a More Intelligent 
View of Intellig,'-eLln'-c'-e _______ _ 
According to psychologist Robert Sternberg, the most useful measure of intelligence is 
represented by practical intelligence. intelligence related to overall success in living 
(Sternberg, 2000, 2002; Sternberg & Hedlund, 2002; Wagner, 2002). 

Noting that traditional tests were designed to relate to academic success, Sternberg 
points to evidence showing that most tradi tional measures of intell igence do not relate 
particularly well to cureer success (McClelland, 1993). Specific-ally, although successful 
business executives usually score at least moderately well on intell igence tests, the rate 
at which they advance and their ultimate business achievements are only minimally 
associated with traditional measures of their intelligence. 

Sternberg argues that career success requires a very diffe.rent type of intelligence 
from that required for academic success. Whereas academic success is based on knowl­
edge of a particular information base obtained from reading and listening. practical 
intelligence is learned mainly through observation of others' behavior. People who are 
high in practical intelligence are able to learn general norms and principles and apply 
them appropriately. Consequently, practical intelligence tests, like the one shown in 
Figure 2, measure the ability to employ bro.ld principles in solving everyday problems 
(Polk. 1997; Sternberg & Pretz. 2005). 

In addition to practical intelligence, Sternberg argues there are other h\'O other 
basic, interrelated types of successful intelligence: analytical and creative. Analytical 
intelligence focuses on abstract but traditional types of problems measured on IQ 
tests, while creative intelligence involves the generation of novel ideas and products 
(Benderly, 2004; Sternberg et ai., 2004, 2005). 

Some psychologists broaden the concept of intelligence even further beyond the 
intellectual realm to include emotions. Emotional intelligence is the set of skills that 
underlie the accurate assessment, evaluation, expression, and regulation of emotions 
(Mayer, Salovey, Caruso, 2004; Zeidner, Matthews, & Roberts, 2004). 

According to psychologist Daniel Goleman (1995), emotional intelligence under­
lies the ability to get along well with others. It prov ides us with an understanding of 
what ()ther people arc fcc ling and experiencing and permits us to respond appropri­
a tely to others' needs. Emotional intelligence is the basis of empathy fo r others, self­
awareness, and social skills. 

Abilities in emotional intelligence may help explain why people with only mod­
est scores on traditional intelligence tests can be quite successful. despite their lack of 
tradit ional intelligence. High emotional intelligence may enable an individual to tune 
into o thers' feelings, permitting a high degree of responsiveness to others. 

Although the notion of emotional intelligence makes sense, it has yet to be quan­
tified in a rigorous manner. Furthermore, the view that emotional intelligence is so 
important that skills related to it should be taught in school has raised concerns among 
some educators. They suggest that the nurturance of emotional intelligence is best left 
10 students· families, especially because there is no well-specified set of cri teria for 
what constitutes emotional intelligence (Sleek, 1997; Becker, 2003). 
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Pr.lctic.li intelligence: According to 
Sternberg, intelligence related to over­
all success in living. 

Emotional intelligence: The set of 
skills that underlie the accurate assess­
ment, evaluation, expression, and 
regulation of emotions. 
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FIGURE 2 Most standard tests of intel ­

ligence primari ty measure analytical skill s: 

more comprehensive tests measure cre­
ative and practical abilities as wej l. (Solrce; 

Sternberg. 2000. p. 389.) 

FIGURE l Just as there are many vi evvs 

o f the nature of intelligence, there are also 

numerous ways to demonstrate inte ll igent 

behavior. Thrs summary provides an over­

view of the various approaches used by 
psychologists. 

You are given a map of an entertainment 
park. You walk from the lemonade or,Hld 
to the computer games arcade. Your 
friend walks from me shooting gallery to 

the roller coaster. Whkh of these are 
you BOTH mon likely to paul (1) the 
merry-go-round. (b) thl! musk hall, (c) 
thl! pilZll. nand, or (d) the dog show. 

Cotton ancfy Sland 

Still, the notion of emotional intelligence reminds us that there are many ways to 
demonstrate intelligent behavior- just as there are multiple views of the nature of intel­
ligence (Fox & Spector, 2000; Barrell & Salovey, 2(02). Figure 3 presents a summary of 
the different approilches used by psychologists, and the Applyillg Psychology ill tire. 21s t 

eel/Jury box iUustrates how our own views of intelligence affect our test performance. 

ASSESSING INTELLIGENCE 

Given the vilricty of approilches to the components of intelligence, it is not surprising 
thilt measuring intelligence has proved challenging. Psychologists who s tudy inte l-

Majo r Approaches to Intelligence 

Approach 

Fluid and crystaJlized intelligerxe 

Gan;lner's multiple intelligences 

Information-processing approaches 

Practical intelligence 

Emotional intel ligence 

Characteris tics 

Auid intelligence relates to reason ing. memory, and 

information-processing capabilities: crystallized intel­

Irgence relat es to informatton. ski lls. and strategies 

learned through experience. 

Eight independent forms of intel ligence. 

InteHigence is reflected in the ways people store and 

use material to solve intellectual tasks. 

Intelligence rn terms of nonacademic. career. and per­

sonal success. 

Intell igen<e that prvvides an understand ing of what 

other people are feeling and experiencing and per­

mits us to respond appropriatety to othen;' needs. 
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APPLYING PSYCHOLOGY IN THE 21 ST CENTURY 

How You Think About 
Intelligence Helps Determine 
Your Success 

What is your thinking on intelligence? Is 
it your view tha t what you're born with 
is what you've got and that your intel­
ligence is largely fixed for life? Or do you 
believe intelligence is flexible and mal­
leable, and through effort and practice, it 
can increase? 

Think hard before you answer, because 
your response might well have an effect 
on your intellectual performance and on 
how your brain works. According to the 
research findings of cognitive neuroscien­
tist Jennifer Mangels, people who believe 
that intelligence is fixed show specific 
brain-wave patterns after finding out they 
answered a question wrong. Furthermore, 
they are less likely to show tha t they 
learned from thei r errors on subsequent 
qUL'Stions, performing less well than do 
people who consider intelligence a flexible 
trait (Mangels, 2004; Mangels, Dweck, & 
Good, 2005). 

theorists are more resilient when they fail 
at a task, because they believe that future 
academic success on a task is possible 
(Dweck, Mangels, & Good, in press). 

Entity theorists are sometimes victim­
ized by their view of intelligence as largely 
fixed. Often they don't work hard in aca­
demic domains they assume they are not 
good at-"I'm not that smart at math, so 
why bother"-and when they don't per­
form well on a task, they tend to give up 
relatively quickly. They don't readily learn 
from their mistakes. 

In contras t, incremental theorists often 
work harder, seeking to learn from their 
mistakes. When they do not succeed at 
a task, they put more effort into learning 
new material that will make success like­
lier in the future. 

To learn whether entity theorists have 
distinct brain-wave patterns, researchers 
assessed college students' beliefs about 
intelligence. In the sample of Columbia 
University students who participated in 
the study, about 40 percent were entity 
theorists, half were incremental, and the 
rest were unclear. The students in the 
study were asked questions on a com­
puter and provided with feedback about 
whether they were right or wrong. They 

also indicated their degree of confidence 
in their answers. 

The study found that participants 
showed a melamcmory mismatch P3 wave 
p.'Itiem each time they received feedback. 
The strength of the wave was particu­
larly pronounced w hen the feedback was 
unexpected, as indicated by participants' 
confid(>nce levels. Most interest ing was the 
difference between entity and incremental 
theorists: Wh(>n participants learned that 
their response was wrong, the P3 waves of 
entity theorists appeared about 50 millisec­
onds earlier than incremental theorists. The 
difference suggests that the entity theorists 
were particularly disappoin ted by thei r 
erroneous response, taking it as a Signal of 
their inh(>rentlack of ability. In facl. rather 
than using the information to improve thei r 
performance later, the participants in the 
entity group were less likely to do betler 
on questions in which they had low confi­
dence than were incremental theorists. 

These findings help lead us to a better 
understanding of the natu re of people's 
views of intelligence. Even more important, 
they show tha t the beliefs people hold about 
their own intelligence effects their perfor­
mance and the processing of information 
that goes on in their brain (Glenn, 2(04). 

Mangels' research expands the findings 
of educational psychologist Carol Dweck, 
who discovered that people's beliefs about 
intelligence basically fall into two cat­
egories. Entity theorists believe that intel­
ligence is primarily fixed at birth. In their 
view, no amount of life experience or hard 
work can change the intelligence we have 
at birth. In contrast, increl1le,rla/titeorists sec 
intelligence as flexible and flexible, poten­
tially changing over the course of life. In 
contrast to entity theorists, incremental 

Do you think of yourself as primarily an entity or incremental theorist in terms of 
intelligence? How do you think your view might have affected your performance on 
academic tasks? Do you think we should train students to think more incrementally 
about intelligence in order to improve their test performance? 

ligence have focused much of their attention on the development of intelligence tes ts 
and have relied on s uch tests to quantify a person's level of intelligence. These tests 
ha ve proved to be of great benefi t in identifying students in need of special attention 
in school, diagnosing cognitive difficulties, and helping people make optimal educa­
tional and vocational choices. At the same time, their use has proved quite controver­
sia l, raiSing important social and educational issues. 

Historically, the firs t effort at intelligence testing was based on an uncomplicated, 
but completely wrong, assumption: that the size and shape of a person's head could be 
used as an objective m easure of intelligence. The idea was pu t forward by Sir Francis 
Galton (1822- 1911), an eminent English scientis t whose ideas in other doma ins proved 
10 be considerably better than h is notions about intelligence. 

Ga lton's motivation to identify people o f high intelligence stemmed from per­
sonal prejudices. He sought to demonstrate the natural superiority of people of high 
social class (including himself) by showing that intelligence is inherited. He hypoth-

lntell igence tests: Tests devised 
to quantify a person's level of 
intelligence. 

277 



o I feldmu: hSlmia ls of VII. Thinking. Language. Zl. lmelligence oC The McGraw-Hili 
Companies. 2008 Un derstandi ng Ps~cho log~, and Intell igence 

Seventh Ed ilio n 

278 Chapter 7 Thinking. Language. and Intelligence 

Alfred Binet 

M"nlal ag": The average age of indi­
viduals who achieve a particular level 
of perfoml<lnce on a test. 

I nh~ lli gl>nce quoti ent (lQ): A score 
that takes into account an individual's 
mental and chronological ages. 

esized that head configuration, being genetically determined, is related to brain size, 
and therefore is related to intelligence. 

Galton's theories proved wrong on virtually every count. Head size and shape 
are not related to intellectual performance, and subsequent research has found little 
relationship between brain size and intelligence. However, Galton's work did have at 
least one desirable result: He was the fi rst person to suggest that intelligence could be 
quantified and measured in an objective manner Oensen, 2002). 

BINET AND THE DEVELOPMENT OF IQ TESTS 

The first real intelligence tests were developed by the French psychologist Alfred Binet 
(1857-1911). H is tests followed from a s imple premise: If performance on certain tasks 
or test items improved with cllron%giro/, or physical, age, performance could be used 
to distinguish more intelligent people from less intelligent ones within a particular age 
group. On the basis of this principle, Binet devised the first formal intelligence test, 
which was designed to identify the "dullest" students in the Paris school system in 
order to provide them with remedial aid. 

Binet began by presenting tasks to same-age students who had been labeled 
"hright" or "dull" by their teachers. If a task could be completed by the bright students 
but not by the dull ones, he retained that task as a proper test item; otherwise it was 
discarded. In the end he came up with a test that distinguished between the bright 
and dull groups, and-with further work-onc that distinguished among children in 
different age groups (Binet & Simon, 1916; Sternberg & Jarvin, 2003). 

On the basis of the Binet test, children were aSSigned a score Il."lating to their men­
tal age, the average age of individuals who achieve a particular level of performance 
on a test. For example, if the average 8-year-old answered, say, 45 items correctly on 
a test, anyone who answered 45 items correctly would be aSSigned a mental age of 8 
years. Consequently, whether the person taking the test was 20 years old or 5 years 
old, he or she would have the same mental age of 8 years. 

Assigning a menbl a.ge to students provided an indication of their gcneral level 
of perfonnance. However, it did not allow for a.dequate comparisons among people 
of different chronological ages. By using mental age alone, for instance, we might 
assume that a 20-year-old responding at a 18-year-old's level would be as bright as 
a 5-year-old answering at a 3-year-old 's level, when actually the 5-year-old would be 
displaying a much greater reln/ive degree of slowness. 

A solution to the problem came in the form of the in te lligence quotient, or 
IQ, a score that takes into account an individual's mental alld chronological ages. 
Historically, the first IQ scores employed the following formula, in which MA stands 
for mental age and CA for chronological age: 

MA 
IQ score = CA x 100 

Using this formula, we can return to the earlier example of an 20-year-old per­
forming a t a mental age of 18 and calculate an IQ score of (18/20) x 100 = 90. In 
contrast, the 5-year-old performing at a mental age of 3 comes out with a considerably 
lower IQ score: (3/5) x 100 = 60. 

As a bit of trial and error with the formula will show you, anyone who has a men­
tal age equal to his or her chronological age will have an IQ equal to 100. Moreover, 
people with a mental age that is greater than their chronological age will have IQs tha t 
exceed 100. 

Although the basic principles behind the calculation of an IQ score still hold, 
today IQ scores a re figured in a different manner and arc known as deviation IQ scores. 
First, the average test score for everyone of the same age who takes the test is deter­
mined, and that average score is assigned an IQ of 100. Then, with the aid of s tatistical 
techniques that calculate the differences (or "deviations") betvvccn each score and the 
average, IQ scores are aSSigned. 
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0.1% 

o 
Inte lligence teot .core 

The average IQ ~tOn! i. 
100. and 68% of people 
score between 85 and 11 5. 

160 

As you can see in Figure 4, when IQ S<:Ore$ from large numbers of people are 
plotted on a graph, they form a bell-shaped distribution (called "bell-shaped" because it 
looks like a bell when plotted). Approximately two-thirds of all individuals fall within 
15 IQ points of the average score of 100. As S<:On>S increase or fa ll beyond that range, 
the pen:entage of people in a category falls considerably. 

CONTEMPORARY IQ TESTS: GAUGING INTELLIGENCE 

Remnants of Binet's original intelligence test are s till with us, although the test has 
been revised in significant ways. Now in its fifth edition and called the Stanford-Binet 
Intelligence Scale, the test consists of a series of items that vary in nature according to the 
age of the person being tested (Roid, 2003). For example, young children are asked to 
copy figures or answer questions about everyday activities. Older people are asked to 
solve analogies, explain proverbs, and describe similarities that underlie sets of words. 

The test is administered orally. An examiner begins by finding a mental age level 
at which a person is able to answer all the questions correctly, and 
then moves on to successively more difficult problems. When a men­
tal age level is reached at which no items can be answered, the test is 
over. By examining the pattern of correct and incorrect responses, the 
examiner is able to compute an [Q score for the person being tes ted. 
In addition, the Stanford-Binet test yields separate subscores tha t 
provide clues to a test-laker 's particular strengths and weaknesses. 

The IQ test most frequent ly used in the United States was devised 
by psychologist David Wechsler and is known as the Wecksler Adult 
Intelligence Scale-fff, o r, more commonly, the WA/S- /II. There is also 
a children's version, the Weellsler Illtelligence Scale for Cllildrell-IV, or 
WISC- IV Both the WAI5-111 and the WISC-IV have two major parts: 
a verbal scale and a performance (or nonverbal) sca le. 
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FIGURE <4 The average and most com­

mon [Q score 15 100. and 68 percent of 

all peop'e are within a 3O-point range 

centered on 100. Some 95 percent of the 

population have scores that are WIthin 

)0 points above or below 100. and 99.8 
percent have scores that are between 55 
and 145. 

As you can see from the sample questions in Figure 5, the verbal 
and performance scales include questions of very different types. 
Verbal tasks consist of more traditional kinds of problems, includ­
ing vocabulary definition and comprehension of various concepts. 
In contrast, the performance (nonverbal) part involves the timed 
assembly of small objects and the arrangement of pictures in a 
logical order. Although an individual's scores on the verbal and 
performance sections of the test are generally within close range 
of each other, the scores of a person with a language deficiency or 
a background of severe environmental deprivation may show a 

Now in its fifth edition. the Stanford-Sinet test consists of a series 

of items that vary in nature according to the age of the perwn 

being tested. What can we leam about a person from a test of 

this type? 
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NAME 

VERBAL SCALE 

Information 

Comprehension 

Arlthmetrc 

Sim ilarities 

PERFORMANCE SCALE 

Digit symbol 

Matrix reasoning 

Block des'gn item 

WAIS III 

GOAL OF ITEM 

A%eSS general information 

Assess understanding and evaluation of 

social norms and past: experience 

Assess math reasoning through verbal 

problems 

Test understanding of how objects or 

concepts are alike, tapping abstract 
reasoning 

Assess spee<:! of learn ing 

Test spatial reasoning 

Test understanding of relationship of 

parts to whole 

EXAMPLE 

Who wrote Tom $ov.yer? 

wtry is copper o ften used kiT electrica l WIres? 

Three women divided eighteen golf ba ll s equally among 

therme~ How many golf balls did each person receive? 

In what way are a circle and a triangle alike) 

Test-taker must: leam what symbols correspond to what 

digits. and then must replace a mu~diglt number with the 

appropriate symbols. 

Test-taker must: decide which of the five possibilities replaces 

the question mark and completes the sequence. 

1*1,> 1 * 1*1 " 
2 , 

Problems require test-takers to reproduce a design in fixed 

amount of time. 

FIGURE 5 Twical kinds of Jtems found on the verbal and perforrnanr::e (norrverbaI) scales of the 
Wedlsler AdJ~ Intelligence Scale (WAJS-!!!) and the Wedlsler Intelligence Scale for Children (WISC--/'\? 

relatively large discrepancy between the two sections. By providing separate scores, 
the WAIS-III and WISC-IV give a mort" precise picture of a person's specific abilities 
compared with olher IQ lesls (K<lUfman & Lichtenberger, 1m, 2(00). 

Because the Stanford-Binel, WAI5-III , and WISC- IV all require individualized, 
one-on-one administration, it is relatively difficult and time-consuming to adminis­
ter and score them on a large-scale basis. Consequently, there are now a number of 
IQ tests that allow group administration. Rather than having one examiner ask one 
person at a time to respond to individual items, group IQ tests are strictly paper-
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WISCIV 

NAME GOAL OF ITEM 

VERBAL SCALE 

Information Assess general rnformation 

EXAMPLE 
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How many nickels make a dime? 

Comprehension Assess understandrng and evaluation o f 

social no~ and past experience 
What is the advantage of keeping money in the bank? 

Arithmetic 

Similarities 

PERFORMANCE SCALE 

Digrt S)mbol 

Picture completion 

object assembly 

Assess math reasoning through verba l 

problems 

Test understanding ofhow objects or 

concepts are alike. tapping abstract 
reasoning 

AsI6S speed of learning 

VISual memory and attention 

Test understandrng of relationship of 
parts to .....moles 

If two buttons cost 15 cents. what w ill be the cost of a 
dozen buttons? 

In what way are an hour and a week ali ke? 

Match symbols to numbers using key. 

@~rn~~~ 
lil~I~I~ 1~lil~lol" jDj'1~WI" 1''fIDI~1 
klentify what is missing. 

Put pie<:es together to form a whole 

FIGURE 5 concluded. (5oun;e: SomJIate<l"ems ~ to those in the We<:hsIer OneIrgence Xa!e for ChiIcren. 
FOU1I1 EditIOn. Copynght @2003 Wechsler AdJ!t Intelligence ScaJe@ 1997 Third Editioo by Harcourt Assessment. 

Inc. ReprOO.x:ed WIth perrnissior\ All rights reserved) 

and-pencil tests. The primary advantage of group tests is thei r ease of administration 
(Anastasi & Urbina, 1997). 

However, sacrifices are made in group testing that in some cases may outweigh 
the benefits. For ins!.,nce, group tests generally offer fewer kinds of questions than 
do tests administered individually. Furthermore, people may be more motivated to 
perform a t their highest ability level when working on a one-to-one basis with a test 
administ rator than they are in a group. Finally, in some cases, it is simply impossible 
to employ group tests, particularly with young child ren or people with unusually low 
IQs (Aiken, 1996). 
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Achievement test: A test designed 10 
determine a person's level of knowl­
edge in a given subject area. 

Aptilude test: A lest d,;,signed to pre­
dict a person's ability in a particular area 
or line of work. 

Reliability: The property by which 
tests measure consistently what they 
are trying to measure. 

Val idity: The property by which tests 
actually measure whilt they are sup­
posed to measum. 

ACHIEVEMENT AND APTITUDE TESTS 

IQ tests are not the only kind of tests that you might have taken dur­
ing the course of your schooling. Two other kinds of tests, rela ted to 
intelligence but intended to measure somewhat d ifferent phenomena, 
a re achievement tests and aptitude tests. An achievement test is il test 
designed to determine a person's level of knowledge in a specific subject 
area. Rather than measuring general ability, as an intelligence test docs, 
an achievement test concentrates on the specific material a person has 
learned. High sch ool students sometimes take specialized achievement 
tests in particula r areas such as world history and chemistry as a college 
entrance requirement; lawyers must pass an achievement test (in the 
fo rm of the bar exam) in order to practice law. 

An aptitude test is designed to predict a person's ability in a 1'<1r­
t icular area or line of work. Most of us t.1ke one or the other of the best-
known ilptitude tests in the process of pursuing ad mission to college: the 

SAT and the ACT. The SAT and ACT are meant to predict how well people will do in 
college, and the scores have proved over the years to be moderately correlated with 
college grades (Hoffman, 2(01). 

Although in theory the distinction between aptitude tes ts and achievement tests 
is precise, it is di fficult to develop an aptitude test that does not rely at least in part 
on past achievement. For example, the SAT has been strongly criticized for being 
less an aptitude test (predicting college success) than an achievement test (assessing 
prior performance). 

RELIABILITY AND VALIDITY: TAKING 
THE MEASURE DF TESTS 

When we use a ruler, we expect to find that it measures an inch in the same way it did 
the last time we used it. When we weigh ourselves on the bathroom scale, we hope that 
the variations we see on the scale are due to changes in our weight and not to errors 011 

the part of the scale (unless the change in weight is in an unwanted direction!). 
In the same way, we hope that psychological tests have re liabili ty- that they 

measure consistently what they are trying to measure. We need to be sure that each 
time we administer the test, a test-taker will achieve the same results-assuming that 
nothing about the person has changed re levant to what is being measured. 

Suppose, for instance, that when you fi rst took the SAT, you scored 400 on the ver­
bal section of the test. Then, after taking the test again a few months later, you scored 
700. Upon receiving your new score, you might well stop celebrating for a moment 
to question whether the test is reliable, for it is unlikely that your abilities could have 
changed enough to raise your score by 300 points. 

But suppose your score changed hardly at all, and both times you received a score 
of about 400. You couldn't complain about a lack of reliability. However, if you knew 
your verbal skil ls were above average, you might be concerned that the test did not 
adequately measure what it was supposed to measure. In sum, the question has now 
become one of validity rather than reliabili ty. A test has validity when it actually mea­
sures what it is supposed to measure. 

Knowing that a test is reliable is no guarantee that it is also valid. For instance, 
Sir Francis Galton assumed that skull size is related to intelligence, and he was able to 
measure skuU size with great reliability. However, the measure of skull size was not 
valid-it had nothing to do wilh intelligence. In this case, then, we have reliabili ty 
wi thout validi ty. 

However, if a tes t is unreliable, it cannot be valid. Assuming that all other fac­
tors-motivation to score well, knowledge of the material, hea lth, and so forth -
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arc s imilar, if a person scores high the first time he or she takes a 
specific test and low the second time, the test cannot be measuring 
what it is supposed to meas ure. Therefore, the test is both unreliable 
and not valid. 

Test validity and reliability are prerequisites for accuIate assessment 
of intelligence-as well as for any other measurement task carried out 
by psychologists. Consequently, the measu res of personality carried 
out by personality psychologists, clinical psychologists' assessments of 
psychological disorders, and social psychologists' measures of a ttitudes 
must meet the tests of validity and reliability for the results to be mean­
ingful (Thompson, 2002; Feldt, 2005; Phelps, 2005). 
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Assuming that a lest is both valid and reliable, one further s tep is 
necessary in order to interpret the meaning of a particular test-taker 's 
score: the establishment of norms. Norms are standards of tes t perfor­
mance that permit the comparison of one person's score on a test to the 
scores of others who have taken the same test. For example, a norm per­
mits test-takers to know that they have scored, say, in the top 15 percent 
of those who have taken the test previously. Tests for which norms have 
been developed are known as 5landardiud IL'Sls. Real expertise. Real strategies. Real results. 

Test designers develop norms by calculating the average score 
achieved by a particular group of people for whom the test has been 
designed. The n the test designers can determine the extent to which 
each person's score differs from the scores of the o ther individuals who 

Thousands of students enroll in courses rn an effort to boost 

their SAT and GRE scores. 

have taken the tes t in the pas! and provide future lest-takerS with a qualitative sense 
of their performance. 

Obviously, the samples of test-takers who arc employed in the establishment of 
norms are cri tical to the norming process. The people used to determine norms must 
be representative of the individuals to whom the tes t is directed. 

ADAPTIVE TESTING: USING COMPUTERS 
TO ASSESS PERFORMANCE 

Ensuring that tests arc reliable and valid, and are based on appropriate norms, has 
become more critical with the introduction of computers to administer standardized 
tests. The Educational Testing Service (ETS)- the company that devises the SAT and 
the Graduate Record Examination (GRE), used for college and graduate school admis­
sion-is moving to computer administration of all its standardized tests. 

In computerized versions, not only are test ques tions viewed and answered on 
a computer, the test itself is individualized. Under I1dl1ptive testing, students do not 
necessa rily receive identical sets of lest questions. Instead, the com puter firs t presents 
a randomly selected question of moderate difficulty. If the test-taker answers it cor­
rectly, the computer will then prescnt a randomly chosen item of slightly greater dif­
ficulty. If the answer is wrong, the computer will present a sligh tly easier item. Each 
question becomes slightly harder or easier than the question preceding it, depending 
on whether the previous response is correct. Ultimate ly, the greater the number of dif­
ficult questions answered correctly, the higher the score (Wainer et aI., 2000; Chang & 
Ansley, Z003). 

'y'adatioos inJntellec1uaLAbiUtf'_ 
More than 7 million people in the Uni ted States have been identified as far enough 
below average in intelligence that they can be regarded as having a serious deficit. 
Individuals with low IQs- people wi th mental retardation- as well as those with 

Nanns: Standards of lesl performance 
that permit the comparison of one 
person's score on a test with the scores 
of other individuals who have taken 
the same test. 
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Mental retardation: A condition char­
acterized by s ignificant limitations 
both in intellectual functioning and in 
conceptual, social. and practical adap­
tive skills. 

Fetal alcohol syndrome: The most 
common cause of mental retardation 
in newborns, occurring when the 
mother uses alcohol during pregnancy. 

Familial retardation: Mental retarda­
tion in which no apparent biological 
defect exists but there is a history of 
retardation in the family. 

www.mhhe .comffeldmaness7 

Psych lnteractive Online 

Mental Retardation 

unusually high lQs, or the intellectually gifted, require special attention if they are to 
reach their full potential. 

MENTAL RETARDATION 

Although sometimes thought of as a rare phenomenon, mental retardation occurs 
in 1 to 3 percent of the population. There is wid e variation among those labeled as 
mentally retarded, in large part because of the inclusiveness of the definition devel­
oped by the American Association on Mental Retardation (AAMR). The association 
suggests that mental retardation is a disability characterized by significant limitations 
both in intellectual functioning and in conceptua l, social, and practical adaptive skills 
(AAMR,2oo2). 

Although below-average intellectual functioning can be measured in a relatively 
straightfonvard manner- using standard lQ tests-it is more difficult to determine 
how to gauge limitations in adaptive behavior. Ultimately, this imprecision leads to 
a lack of uniformity in how experts apply the label mental retardation. Furthermore, 
it has resulted in significant variation in the abilities of people who arc categorized 
as mentally retarded, ranging from those who can be taught to work and function 
with lillie special allention to those who virtually cannot be trained and must receive 
institutional treatment throughout their lives (Accardo & Capute, 1998; [)ellerman, 
Gabriel. & Ruthsatz, 2000). 

Most people with mental retardation have relatively minor deficits and arc clas­
sified as having mild retardatioll. These individuals, who have IQ scores ranging from 
55 to 69, constitute some 90 percent of all people with mental retardation. Although 
their development is typically slower than that of their peers, they can function quite 
independently by adulthood and arc able to hold jobs and have families of their own 
(Bates et ai., 2001). 

At greater levels of retardation- moderate retardation (IQs of 40 to 54), severe retarda­

tiOI1 (IQs of 25 to 39), and proformd retardatiol1 (IQs below 25)- the difficulties arc more 
pronounced. For people with moderate retardation, deficits are obvious early, with 
language and motor skills lagging behind thOSe of peers. Although these individuals 
can hold simple jobs, they need to have a moderate degree of supervision throughout 
their lives. Individuals with severe and profound mental retardation are generally 
unable to function independently and typically require care for their entire lives. 

Identi fying the Roots of Menia l Retardation. What an:> the causes of mental retar­
dation? In nearly one-third of the cases there is an identifiable biological reason. The 
most common biological cause is fetal alcohol syndrome, caused by a mother's use 
of alcoho l while pregnant. Increasing evidence shows that even small amounts of 
alcohol intake can produce intellectual deficits (Burd, 2003; ColeS et aI., 2003; West & 
Blake, 2(05). 

Down syndrome rcprCSt'nts another major biological cause of menta! retardation. 
001011 syndrome results from the presence of an extra chromosome. In other cases of 
mental retardation, an abnormality aa:urs in the structure of a chromosome. Birth 
complications, such as a temporary lack of oxygen, may also cause retardation. In 
some cases, mental retardation occurs after birth, following a head injury, a stroke, or 
infections such as meningitis (Gualtiere, 2003; Selikowitz, 2003; Plomin, 2005). 

HOlVever, the majority of cases of mental retardation a re classified as familial 
re tardation, in which no apparent biological defect exists but there is a history of 
retardation in the family. Whether the family background of retardation is caused by 
environmental factors, such as extreme continuous pove rty leading to m.1Inutrition, 
or by some underlying genetic factor is usually impossible to determine (Zigler et ai., 
2002). See the Psychlnteractive exercise on mental retardation to learn more about 
the causes. 
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Integrat ing Individuals with Mental Retardat ion. Regardless of the cause of mental 
reta rda tion, important advances in the care and treatment of those with retardation 
have been made in the last several decades. Much of this change was instigated 
by the Ed ucation for All Handicapped ChiJdren Act of 1975 (Public Law 94.142). 
In this federal law, Congress stipulated that people with re tarda tion are entitled to 
a full education and that they must be educated and trained in the least restrictive 
errvirorrmerrt. The law increased the educational opportunities fo r indi viduals with 
mental retardation, facilitating their integration into regular classrooms as much as 
possible-a process known as maillstreamillg (Simmons, Kameenui, & Chard, 1998; 
Katsiyannis et ai. , 2005). 

THE INTELLECTUALLY GIFTED 

Another group of people-the intellectually gifted-differ from those with average 
intelligence as much as do individuals with mental retardation, although in a different 
manner. Accounting for 2 t04 percent of the population, the intellectually gifted have 
IQ scores greater than 130. 

Although the stereotype associated with the gifted suggests that they are awk­
ward, shy social misfits who are unable to get along well with peers, most research 
indicates that just the opposite is true. The intellectually gifted are most often outgo­
ing, well-adjusted. hea lthy, popular people who are able to do most things better than 
the average person can (Harden. 2000; Winner, 2000, 2003; Rizza & Morrison, 2003; 
Gottfredson & Deary, 2004). 

For example, in a long-term s tudy by psychologist Lewis Tt"rman that started 
in the early 19205 and is still going on, 1,500 children who had IQ scores above 140 
were followed and examined periodically over the next sixty years (ferman & Oden, 
1947; Sears, 1977). From the start, the members of this group were more phySically, 
academically, and SOCially capable than their nongifted peers. They were generally 
healthier, taller, heavier, and stronger than average. Not surprisingly, they did better 
in school as well. They also showed better social adjustment than average. All these 
advantages paid off in te rms of career success: As a group, the gifted received marc 
awards and distinctions, earned higher incomes, and made more contributions in art 
and literature than typical individuals. For example, by the time the members of the 
group were 40 years old. they had collectively written morc than 90 books, 375 plays 
and short stories, and 2,000 articles and had registered more than 200 patents. Perhaps 
most important, they reported greater satisfaction in life than the nongifted. 

Of course, not every member of the group Terman studied was successful. 
Furthermore, high intelligence is not a homogeneous quality; a person with a high over­
all IQ is not necessarily gifted in every academic subject, but may excel in just one or 
hvo. A high IQ is not a universal guarantee of success (Shurkin, 1992; Winner, 20(3). 

Group Differences in Intelligence: 
Genetic and Environmental 
Determinants 
Kwang is usually washed with a pleck tied to a: 

(a) rundel 
(b) flink 
(c) pove 
(d) quirj 
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Intellec tua lly gifted: The 2 to 4 per­
cent of the population who have IQ 

scores greater than 130. 
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If you found this kind of item on an intelligence test, you would probably com­
plain that the test was totally absurd and had nothing to do with your intelligence or 
an yone else's-and rightly so. How could anyone be expected to respond to items 
presented in a language that was so unfamiliar? 

Yet to some people, even more reasonable quest ions may appear just as nonsensi­
cal. Consider the example of a child raised in a city who is asked abou t procedures for 
milking cows, or someone raised in a rural area who is asked about subway ticketing 
procedures. Obviously, the previous experience of the test-takers would affect their 
ability to answer correctly. And if such types of questions were included on an IQ test, 
a critic could rightly contend that the test had more to do with prior experience than 
with intelligence. 

Although IQ tests do not include questions thai are so clearly dependent on prior 
knowledge as questions about cows and subways, the background and experiences 
of test-takers do have the potential to affect results. In fact, the issue of dev ising fair 
intelligence tests that measure knowledge unrelated to culture and family background 
and experience is central to explaining an important and persistent finding: Members 
of certain racial and cultural groups consistently score lower on traditional intelligence 
tests than do members of other groups. For example, as a group, blacks tend to average 
10 to 15 IQ points lower than whites. Does this reflect a true difference in intelligence, 
or are the questions biased in regard to the kinds of knowledge they test? Clearly, if 
whites perform better because of their greate r familiarity with the kind of information 
that is being tested, their higher IQ scores are not necessarily an indication tha t they 
are more intelligent than members of o ther groups (Kamieniecki & Lynd-Stevenson, 
2002; Miele, 2002; Jen$l"ll, 2003) 

There is good reason to believe that some s tandardized IQ tests contain elements 
that discriminate against minority-group members whose experiences d iffer from 
those of the white majority. Consider the question "What should you do if another 
child grabbed your hat and ran off with it?" Most white middle-class children answer 
that they would tell an adult, and this response is scored as correct. However, a reason­
able response might be to chase the person and fight 10 get the hat back, the answer 
that is chosen by many urban black (hildren- but one that is scored as incorrect 
(Miller-Jones, 1991; Aiken, 1997; Reynolds & Ramsay, 2(03). 

Exploring DIVERSITY 
In an a ttempt to produ(e a ( ulture-fa ir IQ test, one that does 
not discriminate against the members of any minority group, 
psychologists have tried to devise test items tha t assess experi­
ences common to all cultures or emphasize questions that do 
not require language Us.1ge. However, test makers have found 

The Relat ive Influence of Genetics and 
Environment: Natu re, Nurture, and 10 

Cu lture-fair IQ lesl: A test that dO('$ 

not discriminate against the membels of 
:lny minority group. 

this difficult to do, because past experiences, attitudes. and 
values a lmost always have an impact on respondents' answers. For example, children 
raised in Western cultures group things on the bas is of what they arc (such as putting 
dog and fish into the category of allima/). In contrast, members of the Kpclle tribe in 
Africa see intelligence demonstrated by grouping things according to what they do 
(grouping fish with swim). Similarly. (hildren in the United Sta tes asked to memorize 
Ihe position of objects on a (hess board perform better than do Afrkan children liv­
ing in remote villages if hOll5ehold objects familiar to the U.s. child ren are used. But 
if rocks are used instead of household objects, the African children do better. In short, 
it is difficult to produce a test that is truly culture-fair (Sandoval et al., 1998; Samuda, 
1999; Serpell, 2000; Valencia & Suzuki, 2003). 

The effor ts of psychologists to produce culture-fair measures of intelligence 
relate to a lingering controversy over differen(es in intelligence between members 
of minority and majority groups. In attempting to identify whether there a re differ­
en(es between su(h groups, psy(hologists ha ve had to confro nt the broader issue 
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of determining the relative contribution to intelligence of genetic factors (heredity) 
and experience (env ironment)-the nature-nurture issue tha t is one of the basic 
issues of psychology. 

Richard Herrnstein, a psychologist, and Charles Murray, a SOCiologist, fanned the 
flames of the debate with the publication of their book Tile Bell Cllrve in the mid-l990s 
(Herrnstein & Murray, 1994). They argued that an analysis of IQ differences between 
whites and blacks demonstrated that although environmental factors played a role, 
there were also basic genetic differences between the two races. They based their 
argument on a number of findings. For instance, on average, whites score 15 points 
higher than do blacks on traditional IQ tests even when socioeconomic status (SES) 
is taken into account. According to Herrnstein and Murray, middle- and upper-SES 
blacks score lower than do middle- and upper-SES whiles, just as lower-SES blacks 
score lower on average than do lower-SES whites. Intelligence d ifferences bel\veen 
blacks and whites, they concluded, could not be attributed to environmental differ­
ences alone. 

Moreover, intelligence in general shows a high degree of heritability, a measure of 
the degree to which a characteristic can be attributed to genetic, inherited factors (e.g., 
Grigorenko, 2000; Plomin, 2003; Petrill, 2005). As can be secn in Figure 6, the closer the 
genetic link between two related people, the greater the correspondence of IQ scores. 
Using data such as thesE', Hermstein and Murray argued that differences between races 
in IQ scores were largely caused by genetically based d ifferences in intelligence. 

However, many psychologists reacted strongly to the arguments laid out in Tile 
Bell Curve, refuting several .of the book's basic arguments (e.g., Nisbett, 1994; American 
Psychological Associati.on Task Force .on Intell igence, 1996; Fish, 2002; Hall, 2002; 
Hom, 2(02). One criticism is that even when attempts are made to hold socioeco­
nomic conditions constant, wide variations remain among individual households. 
Furthermore, no one can convincingly assert that the living c.onditions of blacks and 
whites are identical even when their socioeconomic status is s imilar. In addition, as we 
discussed earlier, there is reason to believe that traditional IQ tests may discriminate 
against lower-SES urban blacks by asking for information pertaining to experiences 
they are unlikely to have had. 

Relationship Genetic overlap Rearing Correlation 

Monozygotic 0dentical) twins 100% Togethe.- .86 
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Heritability: A measure o f the degree 
to which a characteristic is rel~ted to 

genetic, inherited fadors. 

The difference between these 
Dizygotic (fratemaQ twins 50% Togo""" .62 

Siblings 50% Togethe.- GY' Siblings 50% Aport 24 

Parent-child 50% Togethe.- .35 

Parent<hild 50% Aport .31 

Adoptive parent -chikl 0% Together .16 

Unrelated children 0% Togethe.- 0-Spoo,,, 0% Ap¥t .29 

FIGURE 6 The relationshr p between IQ and closeness of genetic relationship. In general. the 

more similar the genetic and envirQnmenul background of two people, the greate.- the correla­

tion. Note , for e xample, that the co~lation for spouses. who are genetically urvelated and have 

been reared apart is relatively low, W'hereas the co~lation for identical twins reared together is 
substantral. (Source; Adapted from Henderson, 1982.) 

two correlations shows me 
impact of the environment 

The relatively low correlation 
for unrelated children nised 
together shows the 

Importance of genetic factors 
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IQ Issues 

Moreover, blacks who are raised in economically enriched environments have 
simila r IQ scores to whites in comparable environments. For example, a study by 
Sandra Scarr and Richard Weinberg (1976) examined black children who had been 
adopted a t an early age by white middle-class famili es of above-average intelligence. 
The IQ scores of those children averaged 10000bout 15 points above the average IQ 
scores of unadopted black children in the study. Other research shows that the racial 
gap in IQ narrows considerably after a college education, and cross-(:u ltural data 
demonstrate that when racial gaps exist in other cultures, it is the economical ly d isad­
vantaged groups that typically have lower scores. In short, the evidence that genetic 
factors play the major role in determining racial differences in IQ is not compelling, 
<llthough the question still evokes considerable controversy (Neisser et aI., 1996; Fish, 
2002; Wins ton, 2(04). 

It is also crucial to remember that IQ scores and intelligence have the greatest rcl­
(NanCe in terms of individuals, not groups, In fact, considering group racial differences 
presents some conceptually troublesome distinctions. Race was originally meant to be 
a biological concept, referring to classificat ions based on the physical and structural 
characteristics of a species. Despite its biological origins, however, the term race has 
taken on additional meanings and is used in a variety of ways, ranging from skin color 
to culture. In short, race is an extraordinarily inexact concept (Betancourt & Lopez, 
1993; Yee et aI., 1993; Beutler et aI., 19%). 

Consequently, drawing comparisons between different races on any dimension, 
including IQ scores, is an imprecise, potentially misleading, and often fruitless ven­
ture. By far, the greatest discrepancies in lQ scores occur when comparing individuals, 
not when comparing mean IQ scores of different groups. There are blacks who score 
high on IQ tests and whites who score low, just as there are whites who score high and 
blacks who score low. For the concept of intelligence to aid in the betterment of soci· 
ety, we must examine how illdividual$ perfonn, not the groups to which they belong. 
We need to focu s on the degree to which intelligence can be enhanced in an ind i· 
vidual person, not in members of a particular group (Angoff, 1988; Fagan & Holland, 
2002). (For more study on the issues surrounding group IQ differences, complete the 
Psychlnteractive exercise on lQ issues.) 

Other issues make the heredity-versus,-{'nvi ronment debate somewhat irrelevant 
to practical concerns. For example, there are multiple kinds of intelligence, and tradi· 
tional IQ tests do not measure many of them. Furthermore, lQ scores are often inad­
equate predictors of ul timate occupational success. Ultimately, there is no absolute 
answer to the question of the degree to which intelligence is influenced by heredity 
and by the environment. We are dealing with an issue for which experiments to unam­
biguously determine cause and effect cannot be devised, (A moment's thought about 
how we might assign infants to enriched or depri ved environments will reveal the 
impossibility of devising ethically reasonable eXperiments!) 

The more cri tical question to ask, then, is not w hether hereditary or environmen· 
tal factors primarily underlie intelligence, but whether there is anything we can do to 
maximize the intellectual development of each individual. If we can find ways to do 
this, we will be able to make changes in the environment- which may take the fo rm 
of enriched home and school environments-that can lead each person to reach his or 
her potential. 
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R EC A PlEVA LUAT EI RETH INK 

RECAP 

What are the differen t definitions and conceptions of 
intelligence? 

• Because intelligence can take many forms, defining it is 
challenging. One commonly accepted view is that intel­
ligence is the capacity to understand the world, think 
rationally, and use resources effectively when faced with 
challenges. (pp. 271-272) 

• The earliest psychologists assumed that there is a gen­
eral factor for mental ability called g. However, later 
psychologists disputed the view that intelligence is uni­
dimensional. (p. 272) 

• Some researchers suggest that intelligence can be bro­
ken down into fluid intelligence and crystallized intel­
ligence. Howard Gardner's theory of multiple intel­
ligences proposes that there are at least eight spheres of 
intelligence. (pp. 272-273) 

• Information-processing approaches examine the pro­
cesses underlying intelligent behavior rather than focus­
ing on the structure of intelligence. (pp. 273-275) 

• Practic.11 intelligence is inte.lligence related to overall 
success in living; emotional intelligence is the set of 
skills that underlie the accurate assessment, evaluation, 
expression, and regulation of emotions. (p. 275) 

What are the major approaches to measuring intelligence, and 
what do intelligence tes ts measure? 

• Intelligence tests have traditionally compared a person's 
mental age and chronological age to yield an IQ or 
intelligence quotient, score. (pp. 277-278) 

• Specific tests of intelligence include the Stanford-Binet 
test, the Wechsler Adult Intelligence Scaie-lli (WAI5-
III), and the Wechsler Intelligence Scale for Children-rv 
(WISC-IV). Achievement tests and aptitude tests are 
other types of standardized tests. (pp. 279-282) 

• Tests are expected to be both reliable and valid. 
Reliability refers to the consistency with which a test 
measures what it is trying to measure. A test has valid­
ity when it actually measures what it is supposed to 
measure. (p. 282) 

How are extremes of intelligence characterized? 

• The levels of mental retardation include mild, moderate, 
severe, and profound retardation. (pp, 283-284) 

• About one-third of the cases of retardation have a 
known biological cause; fetal alcohol syndrome is the 
most common. Most cases, however, are classified as 
familial retardation, for which there is no known bio­
logical causc. (p. 284) 
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• The intellectually gifted are people with IQscores greater 
than 130. Intellectually gifted people tend to be healthier 
and more successful than are the llongifted. (p. 285) 

Are traditional IQ tests culturally biased? 

• Traditional intelligence tests have frequently been criti­
dzcd for being biased in favor of the white middle-class 
population. This controversy has led to attempts to devise 
culture-fair tests, lQ measures that avoid questions that 
depend on a particular cultural background. (p. 286) 

To what degree is intelligence influenced by the environment, 
and to what degree by heredity? 

• Attempting to distinguish environmental from heredi­
tary factors in intelligence is probably futile and cer­
tainly misguided. Because individuallQ scores vary far 
more than do group IQ scores, it is more critical to ask 
what can be done to maximize the intellectual develop­
ment of each individual. (p. 288) 

EVALUATE 

1. is a measure of intelligence that takes 
into account a person's chronological and mental agC'S. 

2. tests predict a person's ability in a spe-
cific area; tests determine the specific 
level of knowledge in an area. 

~ is 
the most common biological cause of mental retardation. 

4. People wi th high intelligence are generally shy and 
SOCially withdrawn. True or false? 

5. A(n) test tries to 
use only questions appropriate to all the people taking 
the test. 

RETHINK 

1. What is the role of emotional intelligence in the class­
room? How might emotional intelligence be tested? 
Should emotional intelligence be a factor in determining 
academic promotion to the next grade? 

2. From tile iluman re50llrce specialist's pe~pf!Ctive: Job inter­
views are really a kind of tes t. In what ways does a job 
interview resemble an aptitude test? An achievement 
test? Do you think job interviews can be made to have 
validity and reliability? 

Answers to Evaluate Questions 

J!cJ-.l.mI1 n) ·s 
~i')J J;}M01 u 41!M <>SOYI UV41Id;}PC AJ(CpOS ;}JOW .(J(CJ;}u~S;).le P"H!iI 
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KEY TERMS 

intelligence p. 272 
g or g-factor p. 272 
fluid intelligence p. 272 
crystallized intelligence 

p.272 
theory of mUltiple intelli­

gences p. 273 

practical intelligence p. 275 
emotional intelligence 

p. 275 
intelligence tests p. 277 
mental age p. 278 
intelligence quotient UQ> 

p. 278 

achievement test p. 282 
aptitude test p. 282 
rel.iabiJity p. 282 
validity p. 282 
nonns p. 283 
mental retardation p. 284 
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fetal alcohol syndrome 
p.284 

familial retardation p. 284 
intellectually g ifted p. 285 
culture-fair IQ tes t p. 286 
heritability p. 287 
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Looking Back ' ~. "'o~ 
Psychology on the Web 

I. Do animals think? What evidence is there on either side of this question? Search the 
Web for at least one example of research and/or argument on each side of this question. 
Summarize your frndings and use your knowledge of cognitive psychology to state your 
own position on this question. 

2. Many sites on the Web permit you to assess your 10. Take at least two such tests and (a) 
compare your results. (b) indicate wnat mental qualities seemed to be tested on the tests, 
and (c) discuss your impression of the reliability and validity of the tests. Write up your 
conclusions. 

1. Find a way to assess at least one other of your multiple intelligences (that is. one not 
tested by the IQ tests you took) on the Web. What sort of intelligence was the test sup­
posed to be measuring? VVhat sorts of items were included? How valid and reliable do you 
think it was. both in and of itself and compared with the IQ tests you took? 

4. After completing the Psychlnteractive exercise on mental retardation. search the Web for 
further informatJon on the causes of mental retardation. Summarize the most recent evi­
dence you find. 

E P 1
01 ogu e The topics in th is chapter occupy a central place in the field 

of psychology; encompassing a variety of areas-including 
thinking. problem solving. decision making. creativity. language. 
memory. and intelligence. We first examined thinking and 

problem solving, focu~ng on the importance of mental images and concepts and identifying the 
steps cornrnonly in"';)ived in solving problems. We discussed language, describing the compo· 

nents of grammar and tracing language development in children. Finalt,-, we considered intel­
ligence. Some of the most heated discussions in al l of psychology focus on this topic, engaging 
educators. policymakers, pol iticians. and psychologists alike. The issues include the very meaning 
of intelligence. its measurement. individual extremes of intelligence, and finalt,-. the heredity/envi. 

ronment questicm. 
Before proceeding. tum back to the prologue about Burt Rutan's SpaceShipOne, designed 

to bring space travel to the masses. Ivlswer the fo llowing questions in light of what you have 
learned about reasoning. problem solving, creativity. and intelligence: 

I. VVhat factors led to Rutan's development of SpaceShipOne1 
2. How do the concepts of functional fixedness and mental set relate to Rutan's inventive­

ness? Are they related to the notion of prototypes) 
1. How do you think inSight is invoWed in Rutan's inventiveness? 
4. In what ways do you think divergent and convergent th inking are invoWed in the processes 

of invention? Do they play different roles in the various stages of the act of invention. 
including identifying the need for an invention, devising possible solutions. and creating a 
practical invention? 

'91 
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Key Concepts for Chapter 8 

How does motivation direct and energize behavior? 

• 

What biological and social factors underlie hunger? 

• What are the varieties of sexual behavior? 

• How are needs relating to achievement, 

affiliat ion, and power motivation exhibited? 

emotions, and how do we experience them? 

are the funct ions of emotions? • What are 

the e~i,.,oatjo,,, for emotions? 
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Explaining Motivation 
Instinct Approaches: Bom to Be 
Motivated 

Drive-Reduction Approaches: Satisfying 
Our Needs 

Arousal Approaches: Beyond Drive 
Reduction 

Incentive Approaches: Motivation's Pull 

Cognitive Approaches: The Thoughts 
Behind Motivation 

Maslow's Hierarchy: Ordering 
Motivational Needs 

Applying the Different Approaches to 
Motivation 

MODULE lS 

Human Needs and 
Motivation: Eat, Drink, and Be 
Daring 
The Motivation Behind Hunger and Eating 

Becoming on Informed Consumer of 
Psychology: Dieting and Losing Weight 
Successfully 

Sexual Motivation 

exploring Diversity: Female Grcumdsion: 
A Celebration of Cutture-or Genital 
Mutilation? 

The Needs for Achievement, Affiliation, 
and Power 

Understanding Emotional 
Experiences 
The Functions of Emotions 

Determining the Range of Emotions: 
Labeling Our Feelings 

The Roots of Emotions 

ApplyIng Psychology In the 21n Century: 
The Truth About ues: Detecting 
Deception tn Terrorists and Your Next­
Door Neighbor 

293 
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Prologue Tou,delance 

Nine years before he crossed the finish line to 
win the Tour de France for the seventh time, 

no one had given Lance Armstrong much of 

a chance to live, yet alone race again. 

Armstrong had been diagnosed with 
testicular cancer that had spread to his 

lungs and brain. Told his chances for sur­

vival were less than 50 percent. Armstrong 

set about fighting the disease with same 

motivation that led him to be<:ome the 'M)rld's 

Vvhat rnotiv<Ition lay behind Amlstroog's determination to <::l\'Enome his 

cancer and participate in the Tour de France? Was it the :mticipatioo of 
the emotioml thril of INinning the biking world's most presti~ race! 

The potential rewards that WO\Jd follow iflle succeeded! The excite­

ment of participating? The satisfaction of achieving a Iong-sought goaP 
In this chapter. we consider the issues that can help to answer 

such questions, as we address the topic of motivation and the 

related area of emotion. The topics of motivation and emotion are 

central in attempting to explain Armstrong's extraordinary cour­

age and determination. Psychologists who study motivation seek 
to discover the particular desired goals-the motives-that under­

lie behavior. Behaviors as basic as drirking to satisfy thirst and as 

inconsequential as taking a stroll to get exercise exemplify motives. 

Psychologists specializing in the study of motivation assume that 

such under~ng motives steer our choices of activities. 

While motivation concerns the forces that direct future behav­

ior. emotion pertains to the feelings we experience throughout 

29. 

best cyclist. He endured surgery and intense chemotherapy. At the 
same time, he refused to give up cycling. riding 20 to 50 miles a day 

even after enduring week-long rounds of chemotherapy, 

Armstrong beat the odds, in the same way he would go on 

to beat every challenger in the Tour de France after re turning to 
racing. When he retired after winning his seventh and final race, 

he left the sport not only as an example of an athlete at t he 

top of his game but also as a testament to willpower, drive. and 

the undauntability of the human spirit (Ab!. 199 9: Coyle, 2005: 

W yatt, 2005). 

our lives. The study of emotions focuses on our internal experi­

ences at any given moment All of us feel a variety of emotions: 
happiness at su<ceeding at a difficult task. sadness over the death 

of a loved one, anger at being treated unfairly. Because emot ions 

not only playa ro le in motivating our behavior but also act as a 

reflection of o ur underly ing motivation, they play an important 
role in our lives. 

We begin th is set of modules by focusing on the major concep­

tions of motivatiol\ discussing how different motives and needs 
jointly affect behavior. We consider motives that are biologically 

based and universal in the animal kingdom, such as hunger. as 

well as motives that are unique to humans, such as the need for 

achievement 
We then tum to emotions. We consider the roles and functions 

that emotions play in people's lives and discuss several approaches 

that explain how people understand their emotions. Finally, we look 

at how nonverbal behavior communicates emotions. 
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In just a momcnt, 27-year-old Aron Ralston's life changed. An soo­
pound boulder dislodgcd in a narrow canyon where Ralston was hik­
ing in an isolated Utah canyon, pinning his lower arm to the ground. 

For the next fivc days, Ralston lay in the dcn$(', lonely ton'st, unable to cs<:ape. 
An experienced climber who had search-and-rescue training, he had ample lime 
to consider his options. He tried unsuccessfully to chip away at the rock, and he 
rigged up ropes and pulleys around the boulder in a vain dfort to move it. 

Finally; out of water and nearly dehydrated, Ralston reasoned there was only one option 
left short of dying. In acts of incredible bravery, Ralston broke two bones in his wrist, 
applied a tourniquet, and used a dull pcn knifc to amputate his arm bencath the elbow. 

Freed from his entrapment, Ralston climbed down from where he had been 
pinned, and then hiked five miles to safety (Cox, 2003; Lot'holm, 2(03). 

Ralston, who now has a prosthetic arm, recovered from his ordeal. He remains an 
active outdoors man and hiker. 

What lies behind Ra lston's incredible determination and will to live? To answer 
such questions, psychologists employ the concept of motivation, the factors tha t direct 
and energize the behavior of humans and other organisms. Motivation has biological, 
cognitive, and social aspects, and the complexity of the concept has led psychologists 
to deve lop a va riety of approaches. All seek to explain the energy that guides people's 
behavior in particular directions. 

Instinct Approaches: Born 
to Be Motivated 
When psychologists first tried to explain motivation, they turned to instincts, inborn 
patterns of behavior tha t are biologically determined rather than learned. According 
to instinct appro.lchcs to motivation, people and animals are born prcprogrammed 
with sets of behaviors essential to the ir survival. Those instincts provide the energy 
that channels behavior in appropriate directions. Hence, sexual behavior may be a 
response to an instinct to reproduce, and exploratory behavior may be motivated by 
an instinct to examine one's territory. 

This conception presents several difficulties, however. For one thing, psycholo­
giSts do not agree on what, o r even how many, primary instincts exist. One ea.rly psy­
chologist, William McDougall (1908), suggested that there are eighteen instincts. Other 
theorists came up with even more-with one sociologist (Bernard, 1924) claiming that 
there a re cXilct1y 5,759 d ist i.nct instincts! 

Furthermore, explanations based on the concept of instincts do not go very far 
toward exph~ining why one specific pattem of behavior, and not o thers, has ilppeared 
in a given species. In addition, although it is clear that much animal behavior is 
based on instincts, because much of the variety and complexity of human behavior is 
learned, that behavior cannot be seen as instinctual. 
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Motivation: The factors that direct and 
energize the behavior of humans and 
other organisms. 

Instincts: Inborn patterns of behavior 
that are biologically determined ra ther 
than learned. 

Amn Ralston 
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Drive-reduction approuhes to 
motivation: 1neories suggesting that a 
lack of a basic biological requirement 
such as water produces a drive to 
obtain that requirement (in this case, 
the thirst drive). 

Drive: Motivational tension, or 
arousal, that energizes behavior 
to fulfil! a need. 

www.mhhe.r.omffeldmaness7 

Psych lnteractive Online 

Sensation-seeking Behavior 

Homeostasis: The body's tendency to 
maintain a steady internal state 

As a result of these shortcomings, newer explanations have replaced conceptions 
of motivation based on instincts. However, instinct approaches still playa role in cer­
tain theories, particularly those based on evolutionary approaches that focus on our 
genetic inheritance. Furthermore, Freud's work suggests that ins tinctual drives o f sex 
and aggression motivate behavior (Katz, 2001). 

Drive-Reduction Approaches: 
Satisfyjng OJ[ Nee-'d..c;sL--____ _ 
After rejecting instinct theory, psychologists first proposed s imple drive-reduction 
theories of motivation to take its place (Hull. 1943). Drive-reduction approaches sug­
gest that a lack of some basic biological requirement such as water produces a drive to 
obtain that requirement (in this case, the thirst drive). 

To understand this approach, we begin with the concept of d rive. A drive is 
motivational tension, or arousal , that energizes behavior to ful fill a need. Many basic 
drives, such as hunger, thi rst, sleep, and sex, are related to biological needs of the 
body or of the species as a w hole. These are called primary drives. Primary drives con­
trast with secondary drives, in which behavior fulfills no obvio us biological need. In 
secolldary drives, prior experience and learning bring about needs . For instance, some 
people have strong needs to achieve academically and professiona lly. We can say that 
their achievement need is reflected in a secondary drive that motivates their behavior 
(McMillan & Katz, 2002; McKinley e t al., 2(04). 

We usually try to satisfy a primary drive by reducing the need underlying it. For 
example, we become hungry after not eating for a few hours and may raid the refrig­
e rator, especially if the next scheduled meal is not imminent. If the weather turns cold, 
we put o n extra clothing or raise the setting on the thermostat to keep warm. [f our 
bodies need liquids to function properly, we experience thirs t and seck out wate r. (fo 
better understand drive-redu ction approaches, try the Psych[nteractive exercise on 
sensation-seeking behavior.) 

HOMEOSTASIS 

Homeostas is, the body's tendency to maintain a steady internal st.'! te, underlies primary 
drives. Using feedback loops, homeostasis brings deviations in body functioning back to 
an optimal state, similar to the way a thermostat and a furnace work in a home heating 
system to maintain a steady temperature. Receptor cells throughout the body constantly 
monitor factors such as temperature and nutrie.nt levels, and when deviations from the 
ideal state occur, the body adjusts in an effort to return to an optimal state. Many funda­
mental needs, including the needs for food, water, stable body temperature, a nd sleep, 
operate via homeostasis (Canteras, 2002; Machado, Suchecki, & Tufik, 200s). 

Although drive-reduction theories provide a good explanation of how primary 
drives motivate behavior, they cannot fully explain a behavior in which the goal is 
not to reduce a drive, but ra ther to maintain or even increase the level of excitement 
or arousal. For instance, some behaviors seem to be motivated by nothing more than 
curiosity, s uch as rushing to check e-mail messages. Similarly, many people pursue 
thrilling activi ties such as riding a roller cOaster and steering a raft down the rapids of 
a river. Such behaviors certainly don't suggest that people seek to reduce all drives, as 
drive-reduction approaches would indicate (Loewenstein, 1994; Begg & Langley, 2001; 
Rosenbloom & Wolf, 2002). 

Both curiosity and thrill -seeking behavior, then, s hed doubt on drive-reduction 
approaches as a complete explanation for motivation. [n both cases, rather than seek­
ing to reduce an underlying drive, people and animals appear to be mo tivated to 
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increase their overall level of stimulation and activity. To explain this phenomenon, 
psychologists have devised an alternative: arousal appro.lches to motivation. 

Arousal Approaches: Beyond 
Drive RedIJCtloCLn'-________ _ 
Arousal appro.lches seck to explain behavior in which the goal is to maintain or 
increase excitement (Berlyne, 1%7; Brehm & Self, 1989). According to arousal 
approaches to motivation, each person tries to maintain a certain level of stimulation 
and activity. As with the drive-reduction model. this model suggests that if our stimu­
lation and activity levels become too high, we try to reduce them. But in contrast to 
the drive-reduction model, the arousal model also suggests that if levels of stimulation 
and activity are too low, we wi!! try to increase them by seeking stimulation. 

People vary widely in the optimal level of arousal they seek out, wi th some people 
looking for especially high levels of arousal. For example, people who participate in 
daredevil sports, high-stakes gamblers, and criminals who pull off high-risk robber­
ies may be exhibiting a particularly high need for arou$..ll (Farley, 1986; Zuckerman & 
Kuhlman, 2000; Zuckennan, 2002; see Figure 1). 

Incentive Approaches: 
Motivation's Pull 
When a luscious dessert appears on the table after a fill ing meal, its appeal has little or 
nothing to do with internal d rives or the maintenance of arousal. Rather, if we choose to 
cat the dessert, such behavior is motivated by the external stimulus of the dessert itself, 
which acts as an anticipated reward. This rewa rd, in motivational terms, is an illcentive. 

Incentive 3pproaches to motivation suggest that motivation stems from the desire 
to obtain valued external goals, or incentives. In this view, the desirable propert ies 
of external s tim uli- whether grades, money, affection, food, or sex-account for a 
person's motivation. 

Although the theory explains why we may succumb to an incentive (such as a 
mouthwatering dessert) even though we lack internal cues (such as hunger), it does not 
provide a complete explanation of motivation, because organisms sometimes seek to 
ful fi ll needs even when incentives arc not apparent. Consequently, many psychologists 
believe that the internal drives proposed by drive-reduction theory work in tandem 
with the external incentives of incentive theory to "push"' and "'pull"' behavior, respec­
tively. Thus, at the same time that we seek to satisfy our underlying hunger needs (the 
push of d rive-reduction theory), we are drawn to food that appears particularly appe­
tizing (the pull of incentive theory). Rather than contradicting each other, then, d rives 
and incentives may work together in motivating behavior (petri, 1996; Pinel, Assanand, 
& Lehman, 2CXX>; Lowery, Fillingim, & Wright, 2003; Berridge, 20(4). 

Cognitive Approaches: The 
Thol!gbts Behind Motivation 
Cognitive approaches to moli vation suggest that motivation is a product of people's 
thoughts, expectations, and goals-their cognitions. For instance, the degree to which 
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Arousal ~pproaches to motivation: 
The belief that we try to maintain 
certain levels of st imulation and 
activity, increasing or reducing them 
as necessary. 

Incentive approaches 10 motivation: 
Theories suggesting tha t motivation 
stems from the dcsire to obtain valued 
external goals, or incentives. 

Cognitive approaches to motivativn: 
Theories suggcsting that motivation 
is a product of people's thoughts a.nd 
expectations-their cognitions. 
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,-.f_-,- r--__r___,--..- f' f' f' f' f' f' f' 
Do You Seek Out Sensation~ 
How rn"ch stimulation do you crave in your everyday life? You will h"ve an idea after you 
complete the follO'Ning questionnaire, which lists some items from a scale designed to assess 
your sensation-seeking tendencies. Cin::le erther A or B in each pair or statements. 

I. 

2. 

3. 

4. 

5. 

6. 

7. 

8 

9. 

10. 

II. 

12. 

13. 

A 
8 
A 
8 
A 
8 
A 
8 
A 
8 
A 
8 
A 

8 
A 
8 
A 
8 
A 
8 
A 
8 
A 
8 
A 

I w:::>u ld li ke a job that requ ires a lot of travell ing. 
I 'M)uld prefer a job in one location. 
I am invigorated by a brisk. cold day. 
I can't wart to get indoors on a cold day. 
I get bored seeing the same old faces. 
I like the comfortable familiarity of everyday friends. 
I 'M)uld prefer living in an ideal society in which everyone was safe, secure, and happy 
I w:::>uld have preferred living in the unsettled days of our history. 
I sometimes li ke to do things that are a little frightening 
A sensible person avoids activities that are dangerous 
I 'M)uld not like to be hypnotized. 
I 'M)utd like to h;rve the experience of being hypnotized. 

The most important goal of life is to live rt to the fullest and to experience as much as 
possible . 
The most important goal of life is to ~nd peace and happiness. 
I w:::>u ld like to try parachute jumping. 
I w:::>u ld never want to try jumping out of a plane, with or without a parachute. 
I enter cold water gradually: giving myself time to get used to it 
I like to dive or jump right into the ocean or a cold pool. 
When I go on a vacation , I prefer the comfort of a good room and bed. 
When I go on a vacation, I prefer the change of camping out. 
I prefer people who are emotionally expressive, even if they are a bit unstable. 
I prefer people who are ca lm and even-tempered. 
A good pa inting should shock or jolt the senses. 
A good painting should give one a feehng of peace and security 
People wno ride motorcycles must have some kind of unconscious need to hurt 
themselves. 

B I w:::>u ld li ke to drive or ride a motorcycle. 

Scoring: Give yoorself one pou1t for each of the ~Iowmg responses; IA 2A 3A 48, SA 6a 7A SA 9a 
los. I I A 12A 138. End )'OUr lotal score by adding up the number of pomts and then use the folkrMng 
scoring key 

0--3 very low seno;ation seeking 

4-S low 

6-9 average 
10--11 high 

12-13 very h'gh 

Keep Wl m,nct of C~. that tlus short questionnaore. for YkIich the scoring os based on the results of 
college r;tudents who have taken r. provides only a rough est.mate of)'OJ!" seno;ation->eekmg tendencies. 
I"1oreoveI: as people get okl& their seno;ation·~g S<:0re5 tend to decrease. Still, the ql.le5tiO<Y\ilire"";lI 
at least grve yoo an Wx!ication of how your sensation-seeking tendencoes compare wrth those of others. 

FIGURE I Some people seek high levels of arousal, vffljle others are more eas,going. You can get a 

sense of your own preferred level of stimulation by completng this questionnaire . (Sou:ce; Zuckerman. 

1978, 1994.) 



feldman : hs.mials of VIII. MOliYllion and N. Explaining Molivalion 
Undemanding Ps~chologV, EmOlion 
Seventh Ed~ion 

people are motivated to study for a test is based on their expectation of how well 
studying will payoff in terms of a good grade (Wigfield & Eccles, 2(00). 

Cognitive theories of motivation draw a key distinction between intrinsic and 
extrinsic motivation. intrinsic motivation causes us to participate in an activity for our 
own enjoyment rather than for any concrete, tangible reward tha t it will bring us. [n 

contras t, extrinsic motivation causes us to d o something for money, a grade, o r some 
other concrete, tangible reward. For example, when a phySician works long hours 
because she loves medicine, intrins ic motivation is prompting her; if she works hard 
to make a lot of money, extrinsic motivation underlies her efforts (Rawsthome & Elliot, 
1999; Ryan & Deci, 2000; Pedersen, 2002; Lepper, Corpus, & Iyengar, 2(05). 

We are more apt to persevere, work harder, and produce work of higher quality 
when motivation for a task is intrinsic rather than extrins ic. In fad, in some cases pro­
viding rewards for d esirable behavior (thereby increasing extrinsic motivation) actu­
ally may decrease intrinsic motivation (Sansone & Harackiewicz, 2000; Ded, Koestner, 
& Ryan, 2001; Henderlong & Lepper, 2002; James, 2(05). 

Maslow's Hierarchy: Ordering 
Motivational Needs 
What do Eleanor Roosevel t, Abraham Lincoln, and Albert Einstein have in common? 
The common thread, according to a model of motivation devised by psychologist 
Abraham Maslow, is that each ()f them fulfilled the highest levels of m() tivational 
needs underlying human behavior. 

Maslow's model places motivational needs in a hierarchy and suggests that before 
more sophisticated, higher-order needs can be met, certain primary needs must be sat­
isfied (Maslow, 1970, 1987). A pyramid can represent the model, with the more basic 
needs at the bottom and the higher-level needs at the top (see Figure 2). To activate a 
particular higher-()rder need, thereby guiding behavior, a person must fi rst fulfill the 
more basic needs in the hierarchy. 

The basic needs are primary drives: needs for water, food, sleep, sex, and the like. 
To move up the hierarchy, a person must first meet these basic physiological needs. 
Safety needs come next in the hierarchy; Maslow suggests that people need a safe, 
secure environment in order to function effectively. Physiological and safety needs 
compose the lower-order needs. 

Only a fte r meeting the basic lower-order needs can a person cons ider fulfilling 
higher-order needs, such as the needs for love and a sense of belonging, esteem, 
and self-actualization. Love and belongingness needs incl ude the need to obtain 
and give affection and to be a contr ibuting member of some group or Society. After 
fulfilling these needs, a person strives for esteem. In Maslow's thinking, esteem 
relates to the need to develOp a sense of self-worth by knowing tha t others know 
and value one's comp etence. 

O nce these four sets of needs are fulfilled-no easy task-a person is able to 
str ive for the highest-level need, self-actualization. Self-actu alization is a state of 
self-fulfillment in which people realize their highest potentials, each in his or her 
own unique way. Although Maslow first suggested that self-actualization occurred 
in only a few, famous ind ivid uals, he la ter expanded the concept to encompass 
everyday people. For example, a parent with excellent nurturing skil ls who raises a 
family, a teacher who year after year creates an environmentlhat maximizes students' 
opportunities for success, and an artist who realizes his creative potential all may 
be self-actualized. The important thing is that people feel at case with themselves 
and satisfied that they are using their talents 10 the fullest. In a sense, achieving self­
actualization reduces the striving and yearning for greater fulfillment that mark most 
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Self-actualization: A state of self~ 
fulfillme nt in which people realize 
their highest potentia), each in his or 
her own unique way. 
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Self. 
a<:tualizatlon 

A state of 
self·fulfillment 

Esteem 
The need to de~lop a sense 

of self·worth 

Love a nd belDngingness 
The need tD obtain and give affection 

Safe ty needs 
T .... need for a ... fe and secure environmefll 

FIGURE 2 Maslow's hierarchy shows how our motivation progresses up the pyramid from the 

broadest, most fundamental biological needs to higher-order ones. (After Maslow. 1970.) Do you 
agree that Iower·order needs must be satisfoed before higher-order nee<ls? Do hermits and monks 

who attempt to fulf,1I spiritual r.ee<ls .....nile denying basic physical needs contraooct Maslow's hierarchy? 

people's liVeS and instead provides a sense of satisfaction with the current s tate of 
affairs Oones & Crandall, 1991; Hamel, Lederc, & Lefrancois, 2003; Piechowski, 2003; 
Reiss & Havercamp, 2005). 

Although research has been unable to validate the specific ordering of Maslow's 
stages, and although it is difficult to measure self-actualization objectively, Maslow's 
model is important for two reasons: It highlights the complexity of human needs, 
and it emphasizes the idea that until more basic biological needs arc met, people 
will be relatively unconcerned with higher-order needs. For example, if people are 
hungry, their firs t interest will be in obtaining food; they will not be concerned with 
needs such as love and self-esteem (Hanley & Abell, 2002; Samantaray, Srivastava, & 

Misbra, 2002). 

Applying the Different Approaches 
to Motivation 
The various theories of motivation give several different perspectives on motivation. 
Which provides the fullest account of motivation? Actually, many of the approaches 
are complementary, ra ther than contradictory. In fact, employing more than one 
approach Can help us und er, tand motivation in a particular instance. 

Consider, for example, Aron Ralston's accident while hiking (described earlier 
in the module). His interest in climbing in an isolated and potentially dangerous 
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area may be explained by arousal approaches to motivation. From the perspective of 
instinct approaches, we see that Aron had an overwhelming instinct to preserve his 
life at all costs. From a cognitive perspective, we see his careful consideration of vari­
ous strategies to extricate himself from the boulder. 

In short, applying mult iple approaches to motivation in a given situation provides 
a brooder understanding than we might obtain by employing only a single approach. 
We'll see this again when we consider specific motives-such as the needs for food, 
achievement, affiliation, and power-and draw on several of the theories for the full­
est account of what motivates our behavior. 

R E C A PlEVA LUAT EI RETH INK 

RECAP 

How does motivation direct and energize behavior? 

• Motivation relates to the factors that direct and energize 
behavior. (p. 295) 

• Drive is the motivational tension that energizes behavior 
to fulfill a need. (p. 296) 

• Homeostasis, the maintenance of a steady internal state, 
often underlies motivational drives. (p. 296) 

• Arousal approaches suggest that we try to maintain a 
particular level of stimulation and activity. (p. 297) 

• Incentive approaches focus on the positive aspects of 
the environment that direct and energize behavior. 
(p.297) 

• Cognitive approaches focus on the role of thoughts, 
expectations, and understanding of the world in produc­
ing motivation. (pp. 297-299) 

• Abraham Maslow's hierarchy suggests that there are 
five basic needs: phYSiological, safety, love and belong­
ingness, esteem, and self-actualization. Only after the 
more basic needs are fulfilled can a person move toward 
meeting higher-order needs. (pp. 299-3(0) 

EVALUATE 

1. a re forces that guide a person's behav-
ior in a certain direction. 

2. Biologically determined, inborn patterns of behavior are 
known as _____ _ 

3. Your psychology professor tells you, "Explaining behav­
ior is easy! When we lack something. we are motivated 
to get it." Which approach to motivation does your pro­
fessor subscribe to? 

4. By drinking water after running a marathon, a runner 
tries to keep his or her bOOy at an optimal level of func-
tioning. This process is called -,-___ :-__ 

5. [help an elderly person cross the street because doing 
a good deed makes me feel good. What type of motiva­
tion is at work here? What type of motivation would be 
at work if I were to help an elderly man across the street 
because he paid me $20? 

6. According to Maslow, a person with no job, no home, 
and no friends can become self-actualized. True or false? 

RETHINK 

1. Which approaches to motivation are more commonly 
used in the workplace? How might each approach be 
used to design employment policies that can susta in or 
increase motivation? 

2. From the perspective of uu <-daculor: 00 you think that giv­
ing students grades serves as an external reward that 
would decrease intrinsic motivation for the subject mat­
ter? Why or why not? 

Answers to Evaluate Questions 

J.,):)O ue) UO!lCZ'[CnpC 
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As ~ sophomore at the University of California, Santa Cruz, Lisa Arndt fol-

lowed ~ menu of her own making: For brl'akfaSI she ate ce""al Or fruit, with 10 

dil't pills and 50 chocolate-flavored laxatives. Lunch was a salad o r sandwich; din­

ner: chicken and rice. But it was the feast that followed that Arndt relished most. 
Almost every nighl at about 9 r.M., she would T('tT('at 10 hI" room and cat an entire 

small pizza and a whole balch of cookil'S. Then she'd wait for the day's la"a-
tives to take effect. "11 was ... xtremely painful, n says Arndt of those days .. .. nBut l 

was that desperate to mak ... up for my bingeing. I was t ... rrifled of fat the way other 
people aT(' nf.aid of lions or guns" (Hubbard, O'Neill, &. Cheakalos, 1999, p. 59). 

Lisa was one of the estimated 10 million women (and 1 million men) who suffer 
from an eating disorder. These disorders, which usually appear d uring adolescence, 
can bring about extraordinary weight loss and health problems. Extremely dangerous, 
they sometimes result in death. 

Why are Lisa and others like her subject to such d isordered eating, which revolves 
a round the motivation to avoid weight gain at a ll costs? And why do SO many other 
people engage in overeating. which leads to obesity? 

To answer these questions, we must consider some of the specific needs that 
underlie behavior. in this module, we examine several of the most important human 
needs. We begin with hunger and sex, the primary drives that have received the most 
attention from researchers. We then tum to secondary drives-those uniquely human 
endeavors, based on learned needs and past experience, that help explain why people 
strive to achieve, to affiliate with others, and to seek power over others. 

The Motivation Behind 
Hunger and Eating 
Two-thirds of the people in the United States are overweight, and almost a quarter are 
so heavy that they have obesity, body weight that is more than 20 percent above the 
average weight for a person of a particular height. And the rest of the world is not far 
behind: A billion people around the globe are overweight or obese. The World Health 
Organization has s.1id that worldwide obesity has reached epidemic proPOrti0115, pro­
ducing increases in heart disease, diabetes, cancer, and premature deaths (Grady, 2002; 
Calle & Kaaks, 2004; Hill, Catenacci, & Wyatt, 2005; McNeil, 2005). 

The most widely used measure of obesity is body mass illdex (BMl), which is based 
on a ratio of weight to height. People with a BM! greater than 30 are considered obese, 
whereas those with a BM I between 25 and 30 are overweight. (Use the formulas in 
Fi~ure 1 to determine your own BM!.) 

Although the definition of obesity is clear from a scientific point of view, people's 
perceptions of wh.1t an ideal body looks like vary significantly across different cultures 
and, within Western cultures, from one time period to another. For instance, many con­
temporary Western cultures admire slimness in women-a relatively rcrent view. In 
nineteenth-century Hawaii, the most attractive women were those who were the heavi-
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than 20 percent above the average 
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height. 
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FIGURE I Use this procedure to find 
your body mass index (BMI). r--r--.,- .... - f--I'--,.-f' f' f' f' f' f' f' 

To calculate your body mass index. follow these steps: 

I. IncflCate your weight In pounds: pounds 
2. Jndicate your height in inches: inches 
3. Divide)o\:'UI" weight (rtem I) by your height (item 2), and write the outcome here: 

4. Divide the result above (item 3) by your height (item 2), and write the outcome here: 

5. Multip~ the number above by 703. and write the product here: ______ This is 

your body mass index. 

Example: 
For a perwn who weights 210 pounds and who ts 6 feet tall , divide 210 pounds by 72 
inches. which equals 2.917. Then divide 2.917 by 72 inches (Item 3), which yields .041. 
Multiplying .041 (from item 4) by 703 yields a SMI of 26.5. 

Interpretation: 
Underweight = less than 16.5 
Normal we ight = 16.5-24.9 
CNerweight = 25-29.9 
Obesity = SMI of 30 or greater 

Keep in mind that a BMI greater than 25 mayor may not be due to excess body fat. For 
example, professional athletes may have little fat but weigh more than the average person 
because they have greater muscle mass. 

est. Furthcnnore, for most of the twentieth ccntury-exccpt for periods in the 19205 and 
the most recent decades-the ideal female figure was relatively fu !l. Even today, weight 
standards differ among different cultural groups. For instance, African Americans gener­
a lly judge heavier women more positively than whites do. In some traditional Arab cul­
tures, obese women are so prized as wives tha t parents force-feed their female children to 
make them more desirable (Mills et aI., 2002; Naik, 2004; Pettijohn & Jungesberg, 2004). 

Rega rdless of cultural standa rds for appearance and weight, no one doubts that 
being overweight represents a major health risk. However, control1ing weight is com­

plicated, because eating behavior involves a variety of 
mechanisms. In our discussion of what motivates people 
to eat, we' l( start with the biological aspects of eating. 

BIOLOGICAL FACTORS IN THE 
REGULATION OF HUNGER 

In contrast to hUm.'1I1 beings, other species are unlikely to 
become obese. Internal mechanisms regulate not only the 
quantity of fo:xI. they lake in but also the kind of fo:xI. they 
desire. Forexample, rats that have been deprived of particular 
foods seek out altematives that contain the specific nutrients 
their diet is lacking, and many species, given the choice of a 
wide variety of foo:ls, select a well-ba.lanced diet (Bouchard 
& Bray, 1996; Woo:Is et aI., 2CXXJ; Jones & Corp, 2(03). 

Complex mechanisms tell organisms whether they 
require food or should stop eating. It 's not just a matter 
of an empty stomach causing hunger pangs and a full 
one a lleviating those pangs. (Even individuals who have 
had their stomachs removed still experience the sensation 
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of hunger.) One important facto r is changes in the chemical composition of the blood. 
In particular, changes in levels of glucose, a kind of sugar, regulate fcclings of hunger 
(Campfield et aI., 1996; Mulligan et aI., 2002; Bergh et aI., 2003; Chapelot et aI., 2(04). 

The brain's Irypoflralamus monitors glucose levels. Increasing evidence suggests 
that the hypothalamus carries the primary responsibility for monitoring food intake. 
Injury to the hypothalamus has radical consequences for eating behavior, depending 
on the site of the injury. For example, rats whose lateml hypothalamus is damaged may 
literally starve to death. They refuse food when it is offered, and unless they are force­
fed, they eventually die. Rats with an injury to the ventromediallrypotlllliamus display 
the opposite problem: extreme overeating. Rats with this injury can increase in weight 
by as much as 400 percent. Similar phenomena occur in humans who have tumors of 
the hypothalamus (Woods et aI., 1998; Woods & Seeley, 2002). 

Although the important role the hypothalamus plays in regulating food intake 
is clear, the exact way this organ operates is still unclear. One hypothesis suggests 
tha t injury to the hypothalamus affects the weighl set point, or the particular level of 
weight that the body strives to ma intain, which in tum regulates food intake. Acting 
as a kind of internal weight thermostat, the hypothalamus calls for either greater or 
less food intake (Capaldi, 1996; Woods et aI., 2000; Berthoud, 2002). 

In most cases, the hypothalamus does a good job. Even people who are not 
deliberately monitoring their weight show only minor weight fluctua tions in spite of 
substantial day-to-day variations in how much they cat and exercise. However, injury 
to the hypothalamus can al ter the weight set point, and a person then struggles to 
meet the internal goal by increaSing or decreasing food consumption. Even temporary 
exposure to certain drugs call alter the weight set point (Cabanac & Frankhan, 2002; 
Hallschmid et aI., 2(04). 

Genetic factors determine the weight set point, at least in part. People seem destined, 
through heredity, to have a particular metabolism, the rate at which food is converted to 
energy and expended by the body. People with a high metabolic rate can eat virtually as 
much as they want without gaining weight, whereas others, with low metabolism, may 
eat literally half as much yet gain weight readily (Woods et aI., 1998; Jequier, 2002). 

SOCIAL FACTORS IN EATING 

You've just finished a full meal and feel completely stuffed. Suddenly your host 
announces with great fanfare that he will be serving his "house specialty" dessert, 
bananas flambe, and that he has spent the better part of the afternoon preparing it. 
Even though you are full and don't even like bananas, you accept a serving of his des­
sert and eat it all. 

Clearly, internal biological factors do not fully explain our eating behavior. 
External social factors, based on societal rules and on what we have learned about 
appropriate eating behavior, also play an important role. Take, for example, the simple 
fact that people customarily eat breakfast, lunch, and dinner at approximately the 
same times every day. Because we tend to eat on schedule every day, we feel hungry 
as the usual hour approaches, sometimes quite independently of what our internal 
cues are telling us. 

Similarly, we put roughly the s.lme amount of food on our plates every day, even 
though the amount of exercise we may have had, and consequently our need for energy 
replenishment, varies from day to day. We also tend to prefer particular foods over oth­
ers. Rats and dogs may be a delic~cy in certain Asian cultures, but few people in Western 
cultures find them appealing despite thcir potentially high nutritional value. Even the 
amount of food we eat varies according to cultural norms. For instance, people in the 
United Sta tes eat bigger portions than people in France. In sum, cultural influences and 
our individual habits play import.lnt roles in determining when, what, and how much 
we eat (Capaldi, 1996; Miller & Pumariega, 2001; Rozin et a l., 2003). 

Other social factors relate to our eating behavior as well. Some of us head toward 
the refrigerator after a difficult day, seeking solace in a pint of Heath Bar Crunch ice 

Weight set point: The particular levci 
of weight that the body strives to 
maintain. 

Metabolism: The rate at which food is 
converted to energy and expended by 
the body. 
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Anorexia nervosa: A severe eating dis­
order in which people may refuse to 
cat while denying thnl their behavior 
nnd nppearnnc('-which cnn become 
skeletonlike-.'1rt' unusual. 

cream. Why? Perhaps when we were children, our parents gave us food when we were 
upset. Eventually, we may have learned, through the basic mechanisms of classical 
and operant conditionin& to associate food with comfort and consolation. Similarly, 
we may learn that eating, which focuses our attention on immediate pleasures, pro­
vides an escape from unpleasant thoughts. Consequently, we may cat when we feel 
distressed (McManus & Waller, 1995; Hill & Peters, 1998; Bulik et ai., 2003; O'Connor 
& O'Connor, 2004). 

THE ROOTS OF OBESITY 

Given that both biological and social factors influence eating behavior, determining 
the causes of obesity has proved to be a challenging task. Researchers have followed 
several paths. 

Some psychologists suggest that overscnsitivity to external eating cues based on 
social factors, coupled with insensitivity to internal hunger cues, produces obesity. 
Others argue that overweight people have higher weight set points than other people 
do. Because their set points are unusually high, their attempts to lose weight by eating 
less may make them especially sensitive to external. food-related cues and therefore 
more apt to overeat, perpetuating their obesity (Hill & Peters, 1998; Tremblay, 2004; 
West, Harvey-Berino, & Raczynski, 20(4). 

But why may some people's weight set points be higher than those of others? One 
biological explanation is that obese individuals have a higher level of the hormone 
ieptill, which appears to be designed, from an evolutionary standpoint, to "protect" 
the body against weight loss. The body's weight-regulation system thus appears to 
be designed more to protect against losing weight than to protect against gaining it, 
meaning that it's easier to gain weight than to lose it (Friedman, 2003; Ahiima & Osci, 
2004; Zhang et aI., 2(05). 

Another biologically based explanation for obesity relates to fat cells in the body. 
Starting at birth, the body stores fat either by increasing the number of fat cells or by 
increasing the size of existing fat cells. Furthermore, any loss of weight past infancy 
does not decreasc the number of fat cells; it only affects their size. Consequently, 
people are stuck with the number of fat cells they inheri t from an early age, and the 
rate of weight gain during the first four months of life is related to being ovenveight 
during later childhood (Stettler et aI., 2002). 

According to the weight-sct-point hypothesis, the presence of too many fat cells 
from earlier weight gain may result in the set point becoming "sluck" at a higher level 
than is desirable. In such circumstances, losing weight becomes a difficult proposi­
tion, because one is constantly at odds with one's own internal sct point when dieting 
(Freedman, 1995; Leibel, Rosenbaum & Hirsch, 1995). 

Not everyone agrees with the set-point explanation for obesity. Pointing to the 
rapid rise in obesity over the last several decades in the United States, some research­
ers suggest that the body does not try to maintain a fix ed weight set point. Instead, 
they suggest, the body has a scttling point, determined bya combination of our genetic 
heritage and the nature of the environment in which we live. If high-fat foods are prev­
alent in our environment and we are genetically predisposed to obesity, we settle into 
an equilibrium that maintains relatively high weight. In contrast, if our environment 
is nutritionally healthier, a genetic predisposition to obesity will not be triggered, and 
we will settle into an equilibrium in which our weight is lOwer (Comuzzie & Allison, 
1998; Pi-Sunyer, 2(03). 

EATING DISORDERS 

One devastating weight-related disorder is anorexia nervosa. In this severe eating 
disorder, people may refuse to cat while denying that their behavior and appear­
ance-which can become skeletonlikc---are unusual. Some 10 percent of people with 
anorexia literally starve themselves to death. 
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Anorexia nervosa mainly afflicts females between the ages of 12 and 40, although 
both men and women of any age may develop it. People with the d isorder typically 
come from stable homes, and they are often successful, attractive, and relatively 
affluent. The disorder often occurs after serious dieting. which somehow gets out of 
control. Life begins to revoh'e around food: Although peop le with the disorder cat 
little, they may cook for others, go shopping for food frequently, or collect cookbooks 
(Rosen, 1999; Reijonen et aI., 2003; Polivy, Herman, & Boivin, 2005). 

A related problem, bulimia, from which Lisa Arndt (described earlier) suffered, 
is a disorder in which people binge on large quantities of food. For instance, they may 
consume an entire gallon of ice cream and a whole pie in a single sitting. After such a 
binge, sufferers fe('i guilt and depression and often induce vomiting or take laxatives 
to rid themse.lves of the food-behavior known as purging. Constant bingeing-and­
purging cycles and the use of drugs to induce vomiting or d iarrhea can lead to heart 
failure. Often, though, the weight of a person with bulimia remains normal (Phillips 
et a!., 2003; Mora-Giral et aI., 2(04). 

Eating disorders represent a growing problem: Estimates show that between 1 
and 4 percent of high school-age and college-age women have either anorexia nervosa 
or bulimia. As many as 10 percent of women suffer from bulimia at some point in their 
lives. Furthermore, an increasing number of men are diagnosed with eating disorders; 
an estimated 10 to 13 percent of all cases occur in males (NIMH, 2000; DeAngelis, 2002; 
Morgan, 2002; Kaminski et aI., 2005). 

What are the causes of anorexia nervosa and bulimia? Some researchers suspect 
a biological cause such as a chemical imbalance in the hypothalamus or pituitary 
gland, perhaps brought on by genetic faclorS. OtherS believe that the cauSe has rOOts 
in society'S valuation of slenderness and the parallel notion that obesity is undesirable. 
These researchers maintain that people with anorexia nervosa and bulimia become 
preoccupied with their weight and take to heart the cliche that one can never be too 
thin. This may explain why, as countries become more developed and Westernized, 
and dieting becomes more popular, eating disorders increase. Finally, some psycholo­
gists suggest that the disorders result from overly demanding parents or other family 
problems (Goldner, Cockell, & Sri kameswa ran, 2002; Pol ivy & Herman, 2002; Grilo et 
al.,2oo3). 

The complete explanations for anorexia nervosa ilnd bulimia remain elusive. 
These disorders probably stem from both biological and socia! causes, and successful 
treatment probably encompasses several strategies, including therapy and dietary 
changes (Striegel-Moore & Smolak, 2001; Wilson & Fairburn, 2002; Pa tel, Pratt, & 
Greydanus, 2003; Richard, 2005). If you or a family member needs advice or help 
with an eating problem, contact the American Anorexia Bulimia Association at www. 
aabainc.org or call 212-575-6200. You can get more information at www.nlm.nih.gov/ 
med lineplus I eatingdisorders.html. 

Despite looking skeletonlike to others. 

people with the weight d isorder anorexia 

nervosa see themselves as overweight 

Bu limia: A disorder in which a person 
binges on incredibly large quantities 
of food. 

Although 60 percent of the people in the United States say 
they want to lose weight. it' s a losing battle for most of them. 
Most people who diet eventually regain the weight they have 
lost, and so they try again and get caught in a seemingly end­
less cycle of weight loss and gain. Given what we know about 
the causes of obesity, this is not entirely surprising. because so 
many factors affcct eating behavior and weight (Lowe, 1993; 

BECOMING AN ~ 

'NF~rp~y~h~iogy VfJJ 
Dieting and Losing Weight Successfully 

Newport & Carroll, 2002; Parker-Pope, 2(03). 
According todiel experts, you should keep several things in mind when trying to 

lose weight (CR, 1993; Gatchel & Oordt, 2003; Heshka el aI., 2003): 

I There is no easy route to weight control. You will have to make permanent changes 
in your life to lose weight wi thout gaining it back. The most obvious strat­
egy--cutting down on the amount of food you eat-is just the first s lep toward 
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a lifetime commitment to changing your eating habits. You must consider the 
nutrient content, as well as the overall quantity, of the food you consume. 

• Keep track of wlrat yorr eat and wlUlt yorr weigh. Unless you keep careful records, yOll 
won't really know how much you are eating and whether any d iet is working. 

• Eal "big" foods. Eat foods that arc bulky and heavy but low in calories, such as 
grapes and soup. Such foods trick your body into thinking you've eaten more, 
decreasing hunger. 

• Crrt orrttelevision. One reason for the epidemic of obesity is the number of hou rs 
spent viewing television by people in the United States. Not only does watch­
ing television preclude other activities that bum calories (even walking around 
the house is helpful), people often gorge on junk food while watching. One 
study found that after researchers took into account the effects of exercise, smok­
ing, age, and diet, each 2-hour increase in daily TV-viewing led to a 23 percent 
increase in obesity (Hu et ai., 2(03). 

• Exercise. When you exercise, you use up fat stored in your body as fuel for 
muscles, which is measured in calories. As you use up this fat, you will prob­
ably lose weight. Almost any activity helps bum calories. The weight-set-point 
hypothesis suggests another advantage to moderate exercise: It may lower your 
set pOint. Although just how much exercise is sufficient to lower weight is dis­
puted, most experts recommend alleast thirty consecutive minutes of moderale 
exercise a t least three times a week. (If nothing else, the release of endorphins, 
neurotransmitters involved in pain reduction, afler exercise will make you feel 
better even if you don't lose weight.) 

• Oecrease tire inflrrence of external, social stimrrli on yorrr eating behavior. For ins tance, 
serve yourself smaller portions of food, and leave the table before you sec what 
is being served for dessert. Don't even buy snack foods such as nachos and 
potato chips; if Ihey're not readily available in the kitchen cupboa rd, you' re not 
apt to eal them. Wrap refrigerated foods in aluminum foil SO thai you cannot see 
the contents and be tempted every time you open the refrigerator. 

• Avoid fad diets. No matter how popular they are a t a particular time, extreme 
diets, including liquid diets, usually don't work in the long run and can be dan­
gerous to your health. 

• Mailltaill good eatillg habits. When you have reached your desired weight, main­
tain the new habits you learned while dieting to avoid gaining back the weight 
you have lost. 

• Set reasonable goals . Know how much weight you wanl to lose before you start to 
diet. Don't try to lose too much weight too quickly or you may doom yourself 
to failure. Even small changes in behavior-such as walking fifteen minutes a 
day or eating a few less bites al each meal--can prevent weight gain (Hill e t ai., 
2(03). 

• 0011'1 feel guilty! Above all, don' t blame yourself if you don't succeed in losing 
weight. Given the evidence that obesity may be genetically determined, the 
inability to lose weight should not be seen as a moral fa iling. Indeed, you are in 
good company, for some 90 to 95 percent of dieters regain the weight they have 
lost (Fritsch, 1999; Friedman, 2003). 

In light of the difficulty of losing weight, psychologists Janet Polivy and C. Peter 
Herman suggest- paradoxically- that the best approach may be to avoid dieting in 
the first place. They recommend that people eat what they really want to cat, even 
if th is means indulging in candy or icc cream every so often. This freedom to cat 
anything may reduce binge eating, which is more li kely to occur when dieters feel 
Ihat bingeing represents their only opportunity to eat what they really wish to eat. 
Although such an approach may not produce major weight loss, even a rela tively 
small weight loss is better than none: Just a tcn- to fifteen-pound drop in body weight 
may lower the major health risks that are associated with obesity (Bruce & Wilfley, 
1996; HrnitliNew$, 1999; Polivy & Herman, 2002; Avenell et ai., 2(04). 
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Sexual Motivation 
Anyone who has seen two dogs mating knows that sexual behavior has a biological 
basis. Their sexual behavior appears to occu r naturally, without much prompting on 
the part of others. A number of genetically controlled factors influence the sexua l 
behavior of nonhuman animals. For instance, animal behavior is affected by the pres­
ence of certain hormones in the blood. Moreover, female animals are receptive to 
sexual advances only during certain re latively limited periods of the year. 

Human sexual behavior, by comparison, is more complicated, although the 
underlying biology is not all that different fro m tha t of related species. In males, for 
example, the testes begin to secrete androgens, male sex hormones, at puberty. (See 
Figure 2 for the basic anatomy of the male and female genitals, or sex o rgans.) Not 
only do androgens produce secondary sex characte ristics, such as the growth of body 
hair and a deepening of the voice, they aL<;Q increase the sex drive. Because the level of 
androgen production by the testes is fairly constant, men are capable of (and interested 
in) sexual activities w ithout any regard to biological cycles. Given the proper stimuli 
leading to arousa l, male sexual behavior can occur (Goldstein, 2000). 
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Estrogens: Class of female sex 
hormones. 

I'rogesterone: A female sex hormone 
secreted by the ovaries. 

Ovulation: The point at which an egg 
is released from the ovaries. 
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Sexual Response 

Masturbation: Sexual self-stimulation. 

Women show a different pattern. When they reach maturity a t puberty, the two 
ovaries begin to produce estrogens and progesterone, female sex hormones. However, 
those hormones are not produced consistently; instead, their production follows a 
cyclical pa ttern. The greatest output occurs during ovulat ion, when an egg is released 
from the ovaries, making the chances of fertilization by a sperm cell highest. While in 
nonhumans the period around ovulation is the only time the female is receptive to sex, 
people are different. Although there are variations in reported sex drive, women are 
receptive to sex throughout their cycles. 

In addition, some evidence suggests that males have a stronger sex drive than 
females, although the difference may be the result of society'S discouragement of 
female sexuality rather than of innate differences between men and women. II is clear 
that men think about sex more than women: while 54 percent of me]l report thinking 
about sex every day, only 19 percent of women report thinking about it on a daily basis. 
(B.lumeister & Twenge, 2002; Peplau, 2003; Mendelsohn, 2003; Gangestad et al., 2004). 

Though biological factors "prime" people for $eX, it takes more than hormones 
to motivate and produce sexual behavior (McClintock & Herdt, 1996). In animals the 
presence of a partner who provides arousing stimuli leads to sexual activity. Humans 
are considerably more vers.ltile; not only other people but nearly any object, sight, 
smell, sound, or other stimulus can lead to sexual excitement. Because of prior asso­
ciat ions, then, people may be turned on scxually by the smell of Chanel No.5 or Brut 
or the sound of a favorite song hummed softly in their ears. The reaction to a specific, 
potentially arousing stimulus, as we shall sec, is highly individual- what turns one 
person on may do just the opposite for another (Benson, 2003). 

Sexual fantasies also play an important role in producing sexual arousal. Not only 
do people have fantasies of a sexual nature during their everyday activities, about 60 
percent of all people have fantasies during sexual intercourse. Interestingly, such fan­
tasies often include having scx with someone other than one's partner of the moment 
(Hicks & Leitenberg, 2001; Trudel, 2(02). 

Men's and women's fantasies differ little from each other in terms of content or 
quantity, although men seem to fantasize about sex more than women do Oones & 
Barlow, 1990; Hsu et aI., 1994). Thoughts of being sexually irresis tible and of engaging 
in oral-genital sex are most common for both sexes. It is important to note that fanta­
sies do not represcnt an actual desire for their fulfillment in the real world. Thus, we 
should not assume from data about female fantasies that women want to be sexually 
overpowered or assume from data about male fantasies that every male is desirous of 
forcing sexual overtures on a submissive victim. (To increase your understanding of 
sexual arousal, try the Psychlnteractive exercise on sexual response.) 

MASTURBATION: SOLITARY SEX 

If you listened to physicians seventy-five years ago, you would have been told that mas­
turbation, sexual self-stimulation, often using the hand to rub the geni tals, would lead 
to a wide variety of phYSical and mental disorders, ranging from hairy palms to insanity. 
If those phySicians had been correct, however, most of us would be wearing gloves to 
hide the sight of our hair-covered palms-for masturbation is oneof the most freq uently 
practiced sexual activities. Some 94 percent of all males and 63 percent of all females 
have mastu rbated at least once, and among college students, the frequency ranges from 
"never" to "several times a day" (Hunt, 1974; Michael et aI., 1994; laqueur, 2003). 

Men and women typically begin to masturbate for the first time at different ages, 
and men masturbate considerably more often than women, although there are differ­
ences in frequency according to age. Male masturbation is most common in the early 
teens and then declines, whereas females both begin and reach a maximum frequency 
later. There a re also some racial differences: African American men and women mas­
turba te less than whi tes do (Oliver & Hyde, 1993; Pinkerton et al., 2(02). 

Although masturbation is often considered an activity to engage in only if no 
other sexual outlets a re available, this view bears little relationship to reality. Close 
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to thrcc-quartcrs of married men (age 20 to 40) report masturbating an average of 
twenty-four times a year, and 68 percent of the married women in the same age group 
masturbate an average of ten times a year (Hunt, 1974; Michaell~t a I., 1994). 

Despite the high incidence of masturbation, attitudes toward it still reflect some of 
the negative views of yesteryear. For instance, one survey found t:hat around 10 percent 
of people who masturbated experienced feelings of guilt, and 5 percent of the males and 
1 percent of the females considered their behavior perverted (Arafat & Cotton, 1974). 
Despite these negative attitudes, however, most experts on sex view masturb.'ltion as a 
healthy and legitimate-and harmless-sexual activity. In addition, masturbation is seen 
as providing a means of leaming about one's own sexuality and a way of discovering 
changes in one's body such as the emergence of precancerous lumps (Coleman, 2002). 

HETEROSEXUALITY 

People often believe that the first time they have sexual intercourse they have achieved 
one of life's major milestones. However, heterosexuality, sexual attraction and 
behavior directed to the other sex, consists of far more than male-female intercourse. 
Kissing, petting, caressing, massaging, and other forms of sex play are all components 
of heterosexual behavior. Still , the focu s of sex researchers has been on the act of inter­
course, particularly in terms of its first occurrence and its frequency. 

Premarital Sex, Until fai rly recently, premarital sexual intercourse, at least for women, 
was considered one of the major taboos in our society. Traditionally, women have been 
warned by society that "nice girls don't do it"; men have been told that although premari­
tal sex is okay for them, they should make sure they marry virgins. This view that pre­
marital sex is permissible for males but not for females is called the double standard. 

Al though as re«>ntly as the 19605 the majority of adult Americans believed that 
premarital sex was always wrong, since that time there has been a dramatic change in 
public opinion. For example, the percentage of middle-aged people who say sex before 
marriage is "not wrong at all" has increased considerably, and overall 60 percent of 
Americans say premarital sex is okay. More than half say that living together before mar­
riage is morally acceptable (C&F Report, 2001; Thornton & Young-DeMarco, 2001). 

Changes in attitudes toward premarital sex were matched by changes in actual 
rates of premarital sexual activity. For instance, the most recent figures show tha t just 
over one-half of women between the ages of 15 and 19 have had premarital sexual 
intercourse. These figures are close to double the number of women in the same age 
range who reported having intercourse in 1970. Clearly, the trend over the last several 
decades has been toward more women engaging in premarital sexual activity (Jones, 
Darroch, & Singh, 2005). 

Males, too, have shown an increase in the incidence of premarital sexua l inter­
course, al though the increase has not been as dramatic as it has been for females­
probably because the rates for males were higher to begin with. For instance, the fi rst 
surveys of premarital inte rcourse carried out in the 19405 showed an incidence of 84 
percent across males of all ages; recent figure s put the figure at closer to 95 percent. 
Moreover, the average age of males' first sexual experience has been declining steadily. 
Almost half of males have had sexual intercourse by the age of 18, and by the time they 
reach age 20, 88 percent have had inte rcourse. There also are race and ethnicity dif­
ferences: African Americans tend to have sex for the first time earlier than do Puerto 
Ricans, who have sex earlier than whites do. Racial and ethnic differences probably 
reflect differences in socioeconomic opportunities and family structure (Arena, 1984; 
CDC, 1992; Singh e t aI., 2(J(XJ; Hyde, 2006). 

Marital Sex. To judge by the number of articles about sex in marriage, one would 
think that sexual behavior was the number one standard by which marital bliss is 
measured. Married couples are often concerned that they are having too little sex, too 
much sex, or the wrong kind of sex (Harvey, Wenzel, & Sprecher, 2(05). 

HI'!l'rosl'xuality: Sexual attraction and 
behavior directed to the other sex. 

Double standard: The view tM! 
premarital sex is permissible for males 
but not for females. 
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Extramarital sex: Sexual activity 
between a married person and some­
one who is not his or her spouse. 

Homosexuals: Persons who are sexu­
ally attracted to members of their own 
sex. 

Bisexu.ills: Persons who are sexually 
attracted to people of thc same scx 
and the other sex. 

Although there are many different dimensions along which sex in marriage is 
measured, one is certa inly the frequency of sexual intercourse. What is typical? As 
with most other types of sexual activities, there is no easy answer to the question, 
because there are such wide variations in patterns between individuals. We do know 
that 43 percent of married couples have sexual intercourse a few times a month and 36 
percent of couples have it two or three times a week. With increasing age and length 
of marriage, the frequency of intercourse declines. Still, sex continues into late adult­
hood, with almost half of people reporting that they engage in sexual activity at least 
once a month and that its quality is high (Michael et ai., 1994). 

Although early research found extramarital sex to be widespread, the current reality 
appears to be otherwise. According to surveys, 85 percent of married women and more 
than 75 percent of married men are fai thful to their spouses. Furthennore, the median 
number of sex partners, inside and outside of marriage, since the age of 18 for men was 
six, and for women two. Accompanying these numbers is a high, consistent degree of 
disapproval of extramarital sex, with nine of ten people So."\ying that it is "always" or 
"almost always" wrong (Michael et ai., 1994; Calmes, 1998; Allan et al., 2(1).t). 

HOMOSEXUALITY AND BISEXUALITY 

Homosexuals a re sexually attracted to members of their own sex, whereas bisexuals 
are sexually attracted to people of the same sex and the other sex. Many male homo­
sexuals prefer the term gay and femal e homosexuals the label lesbian, because they 
refer to a broader a rray of attitudes and lifestyles than the tenn homosexual. which 
focuses on the sexual act. 

The number of people who choose same-sex sexual partners a t one time or another 
is considerable. Estimates suggest that around 20 to 25 percent of males and about 15 
percent of females havl~ had at least one gay or lesbian experience during adulthood. 
The exact number of pE~ople who identify themselves as exclUSively lesbian or gay has 
proved difficult to gauge, w ith some estimates as low as 1.1 percent and some as high 
as 10 percent. Most experts suggest that between 5 and 10 percent of both men and 
women are exclUSively gay or lesbian during extended periods of their lives (Hunt, 
1974; Sells, 1994; Firestein, 1996). 

Al though people often view homosexuality and heterosexuality as completely 
dis tinct sexual orientations, the issue is not that simple. Pioneering sex researcher 
Alfred Kinsey acknowledged this when he considered sexual orientation along a sca le 
or continuum, with "exclusively homosexual" at one end and "exclusively hetero­
sexual" a t the other. In the middle were people who showed both homosexual and 
heterosexual behavior. Kinsey's approach suggests that sexual orientation is depen­
dent on a person's sexual feelings and behaviors and romantic feelings (Weinberg,. 
Williams, & Pryor, 1991). 

What determines a person's sexual orientation? Although there are a number of 
theories, none has proved completely satisfactory. 

Some explanations for sexual orientation are biological in nature, suggesting that 
there are genetic causes. Evidence for a genetic origin of sexual orientation comes from 
studies of identical twins, which have found that when one twin identified himself or 
herself as homosexual, the occurrence of homosexuality in the other twin was higher 
than it was in the general population. Such results occur even for twins who have been 
separated early in life and who therefore are not necessarily ra ised in s imilar social 
environments (Hamer et al.. 1993; Turner, 1995; Kirk, Bailey, & Martin, 2(00). 

Hormones also may playa role in determining sexual orientation. For example, 
research shows that women exposed to DES, or diethyls tilbestrol, before birth (their 
mothers took the drug to avoid miscarriage) were more likely to be homosexual or 
bisexual (Meyer-Bahlburg, 1997). 

Some evidence suggests that differences in brain structure may be related to sexual 
orientation. For instance, the structure of the anterior hypothalamus, an area of the brain 
that governs sexual behavio r, differs in male homosexuals and heterosexuals. Similarly, 
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other research shows that, compared with heterosexual 
men o r women, gay men have a larger anterior commis­
s ure, which is a bundle of neurons connecting the right and 
left hemisphe res of the brain (leVay, 1993; Syne, 1996). 

However, research suggesting that biological causes 
are at the root of homosexuality is not conclusive because 
most findings are based on only small samples of indi­
viduals. Still, the possibility is real that some inherited 
or biological factor exists that p redisposes people toward 
homosexuality, if certain environmental conditions are met 
(Veniegas, 2(XXJ; Teodorov et aI., 2002; Rahman, Kumari, & 

Wilson, 2003). 

~ , 

i 
l 
I 

Litt le evidence suggests that sexual orien tation is 
brought about by child-rearing practices or fam ily dynam­
ics. Althoughclassic psychoanalytic theories argued that the 
nature of the parent-child relationship can produce homo­
sexuali ty (e.g., Freud, 1922/1959), research evidence does 
no! support such explanations (Isay, 1994; Roughton, 2002). 

"Frankl)" I v.- repn:.ueti Illy u .T1li11ily $0 l ong I've 
aclually j orgfJllm whal my oriellfafifn l r$. · 

Anothe r explanation for sexual o rientatio n rests on 
learning theory (Masters & Johnson, 1979). According to this v iew, sexual orientation is 
learned through rewards and punishments in much the same way that we may learn to 
prefer swimming over tennis. For example, a young adolescent who had an unpleasant 
heterosexual experience might develop disagreeable associations with the other sex. If 
tht" samt" pt"rSOn had a reward ing, plt":asant gay or le$bian t"xpt":rit":nct":, homOSt"xua lity 
might be incorporated into his or hcr sexual fanta sies. If such fantasies are used dur­
ing later sexual activitics-such as masturbation-they may be positively reinforced 
through orgasm, and the association of homosexual behavio r and sexual pleasure even­
tually may cause homosexuality to become the preferred form of sexual behavior. 

Although the learning-theory explanation is plausible, scveral difficulties rule it 
out as a definitive explanation. Because our society tends to hold homosexuality in 
low esteem, one o ught to expect that the punishments involved in homosexual behav­
ior would outweigh the rewards attached to it. Furthermore, children growing up with 
a gay or lesbian parent are statistically unlike ly to become homosexual, thus contra­
dicting the notion that homosexual behavior may be learned from others (Golombok, 
1995; Victo r & Fish, 1995; Tasker, Z005). 

Extensive research has found that bisex uals 

and homosexuals enjoy the same overall 
degree of mental and physical hea!th as 
heterosex uals. 
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Atti tudes Toward Se>:uality 

Because of the difficul ty in findi ng a consistent explanation, we can't answer the 
question of what determines sexual orientation. It does seem unlikely that a single 
factor orients a pe rson toward homosexuality or heterosexuality. Instead, it seems 
reasonable to assume that a combination of biological and environmental factors is 
involved (Greene & Herek, 1994; Bern, 1996; Hyd e, 2006). 

Although we don't know at this point exactly why people de\'eJop a particular 
sexual orientation, one thing is clea r: There is no relationship between sexual orien­
tation and psychological adjustment. Gays, lesbians, and bisexuals generally enjoy 
the same quality of mental and physical health that heterosexuals do, although the 
discrimination they experience may produce higher rates of some disorders, such 
as depression. Bisexuals and homose>:uais also hold equivalent ranges and types of 
attitudes about themselves, independent of sexual orientation. For such reasons, the 
American Psychological Association and most other mental health organizations have 
endorsed efforts to reduce discrimination against gays and lesbians, such as revok­
ing the ban against homosexuals in the military (Cochran, 2000; Perez, DeBord, & 

Sieschke, 2000; Morris, Waldo, & Rothblum, 2001). (Try the Psychln teractive exercise 
on attitudes regarding sexuality for more information.) 

TRANSSEXUALISM 

From the first day of kindergarten, Alyn Libman felt different. The other girls played 
with Barbies and dress-up games; Alyn wanted to climb trees. The big problem came at 
potty break, when Alyn heJded for the boys' room-and the teacher stepped in the way. 
"I jU$t said, 'Why?'" TC<:alls Libman. " I didn't undeTstand" (Fields-Meyer & Wihlborg, 
2003, p. 109). 

Although born a female, Libman never felt like one. Now considering reconstruc­
tive surgery, Libman represents a category of sexuality not encompassed by hetero­
sexuality, homosexuality, o r bisexuality: transsexualism. 

Transsexuals are people who believe they were born with the body of the o ther 
gender. In fundamental ways, transsexualism represents less a sexual difficulty than a 
gender issue involving one's sexual identity (Meyerowitz, 2(04). 

Transsexuals may seek sex-(hange operations in which the ir existing genitals arc 
surgi(ally removed and the genitals of the desi red sex are fashioned. Several steps, 
including intensive counseling and hormone injections, along with liv ing as a member 
of the desired sex for several years, precede surgery, which is, not surprisingly, highly 
complicated. The outcome, though, can be quite positive (FieldS-Meyer & Wihlborg, 
2003; O'Keefe & Fox, 2003; Stegerwald & Janson, 2003). 

Transsexualism is part of a broader category known as transgenderism. The term 
tral1sgcl1derism encompasses not only transsexuals but also people who view them­
selves as a third gender, transvestites (who dress in the clothes of the other gender), 
or others who believe that traditional male-female gender classifications inad equately 
character ize themselves (Prince, 2005; Hyde, 2006). 

Exploring DIVERSITY 
Wans Dine was just an innoct'nt, unknowing child of 5 when she 
begged her mother to let her be circumcised like virtually all females 

Female Circumcision: A Celebration of 
Cu lture--or Genital Mutilation~ 

--

in Somalia. "When you've been told over and over that, until this hap­

pens, you're filthy and no man would ever marry you, you believe what 
everybody says," Dirie explains. "I just wan\cd \0 be like the ~r girls." 

Months later her awful wish (ame true. As her mother held down the crying, I:>lind­
folded Diri, a gypsy performed the circumcision using a dirty, dull razor and no 
anesthetic. She sewed the ragged wound with thorns and thread. "It's not a pain you 
forget," says Oirie, in a whisper. She was left with only a tiny opening, and urinat-
ing became torture. L<lter, menstruation was so lUll:>earable that Oirie routinely fainted 
(Cheakalos & Heyn, 1998, p. 149). 
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The operation in question-female circumcision-represents one of the most con­
troversial procedures relating to sex throughout the world. In such an operation, the 
clitoris is removed, resulting in permanent inability to experience sexual pleasure. 

Some 80 million women, living mostly in Africa and Asia, have undergone 
female circumcision. More than 90 percent of Nigerian women have been circumcised 
during childhood, and more than 90 percent intend to circumcise their daughters. 
Furthermore, in some cases, more extensive surgery is carried out, in which additional 
parts of the female genitals are removed or are sewn together with catgut or thorns 
(French, 1997; Obermeyer, 2001; Lacey, 2(02). 

Those who practice female circumcision say it upholds an ancient societal tradi­
tion and is no different from other cultural customs. Its purpose, they say, is to pre­
serve virginity before marriage, keep women faithful to their husbands after marriage, 
and enhance a woman's beauty. Furthermore, proponents believe that it differs little 
from the common Western practice of male circumcision, in which the foreskin of the 
penis is surgically removed soon after birth. 

Critics, in contrast, argue that female circumcision is nothing less than female 
mutilation. Not only does the practice permanently eliminate sexual pleasure, it can 
also lead to constant pain and infection, depending on the nature of the surgery. In 
fact, because the procedure is traditionally conducted in a ritualistic fashion without 
an anesthetic, using a razor blade, sawtooth knife, or glass, the circumcision itself can 
be physically traumatic (Dugger, 1996). 

The procedure raises some difficult issues, which have been brought to light in 
various court cases. For instance, a Nigerian immigrant, living temporarily in the 
United States, went to court to argue that she should be allowed to remain perma­
nently. Her plea: If she and her young daughters were sent back to Nigeria, her daugh­
ters would face circumcision upon their return. The court agreed and permitted her to 
stay indefinitely (Gregory, 1994; Dugger, 1996). 

In reaction to the contro,·ersy about female circumcision, Congress recently 
passed laws that make the practice illegal in the United States. Still, some argue that 
female circumcision is a valued cultural custom, and that no one, particularly someone 
judging from the perspective of another culture, should prevent people from carry­
ing out the customs they think are important. In addition, critics point to the practice 
of male circumcision, in which the foreskin of the penis is surgically removed. They 
suggest that male circumcision provides few significant health benefits, and that the 
decision to have male infants circumcised-an accepted practice in U.S. society-rests 
on religious, social, and cultural traditions (American Academy of Pediatrics, 1999b; 
Boyle et aI., 2(02). 

The Needs for Ach ievement, 
.8f:fijj.a1LQD,~.and_PoweL 
Although hunger and sex may be some of the more potent primary drives in our 
day-ta-day lives, powerful secondary drives that have no dear biological basi5 also 
motivate us. Among the more prominent of these are the needs for achievement, affili­
ation, and power. 

NEED FOR ACHIEVEMENT: STRIVING FOR EXCELLENCE 

The need for achievement is a stable, learned (haracleristic in whkh a person obtains 
satisfaction by striving for and attaining a level of exO"lIence (McClelland et ai., 1953). 
People with a high need for a(hicvement seek out situations in whi(h they (an compete 
against some standard---be it grades, money, or winning at a g.lme---ilnd prove them­
selves successful. But they are not indiscriminate when it comes to picking their chal­
lenges: They tend to avoid situations in which success will come too easily (which would 

Need lor iI(hievement: A stable, 
learned characteristic in which a 
person obtains satisfaction by striving 
for and attaining a level of ex(ellence. 
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Need for affiliation: An interest in 
establishing and maintaining relation­
ships with other people. 

Need for power: A tendency to seek 
impact, cOlltrol, or influence over 
others, and to be seen .. s a powerful 
individual. 

FIGURE 1 This ambiguous picture is SImilar 

to tho... .... eeI ill the Thematic ~eption 

Test to determine people's underlying moti­
vation. (e 1943 by the President and FeIoM of 

Harvard CoIege: 1971 by Herry A. Mumr;) 

What do you see? Do you th illk your 
respollse;s related to )'Our motivation? 

be unchallcnging) and situations in which suC'<:ess is unlikely. Instead, people high in 
achievement motivation. generally choose tasks that are of intermediate difficulty. 

In contrast, people 'with low achievement motivation tend to be motivated primar­
ily by a desire to avoid fail ure. As a result, they seek out easy tasks, being su re to avoid 
failure, or seek out very d ifficult tasks for which failure has no negative implications, 
because almost anyone lVou ld [ail at them. Poople with a high fear of failure will stay 
away from tasks of intermediate difficul ty, because they may fa il where others have 
been successful (Atkinson & Feather, 1%6; Martin & Marsh, 2002; Puca, 2(05). 

A high need for achievement generally produces positive outcomes, at least in a 
success-oriented society such as ours. For instance, people motivated by a high need 
for achievement are more likely to attend college than are their low-achievement coun­
terparts, and once they are in college, they tend to receive higher grades in classes that 
are related to their future careers. Furthermore, high achievement moti vation indicates 
future economic and occupational success (McClelland, 1985; Thrash & Elliot, 2(02). 

Measuring Achievement Motivation. How can we measure a person's need for 
achievement? The measuring instrument used most frequently is the Thematic 
Appercqltioll Test (TAT) (Spangler, 1992). In the TAT, an eJ"-1miner shows a series of 
<lmbiguous pictures, such as the one in Figure 3. The examiner tells participants 
to w rite a story that describes what is happening, who the people are, what led to 
the situation, what the people are thinking or wanting, and what will happen next. 
Researchers then use a standard scoring system to detennine the amount of achieve­
ment imagery in people's stories. For example, someone who writes a s tory in which 
the main character strives to beat an opponent, studies in order to do well at some 
task, or works hard in order to get a promotion shows d ear signs of an achievement 
orientation. The inclusion of such achievement-related imagery in the par ticipants' 
stories is assumed to indicate an unusually high degree of concern with-and there­
fore a relatively strong need for- achievement (Tuerlinckx, DeBoeck, & Lens, 2(02). 

NEED FOR AFFILIATION: STRIVING FOR FRIENDSHIP 

Few of us choose to lead our lives as hermits. Why? 
One main reason is that most people have a need for affiliation, an interest in 

establishing and maintaining relationships with other people. Individuals with a high 
need for affi liation write TAT stories that emphaSize the desire to maintain or reinstate 
friendships and show concern over being rejected by friends. 

People who have higher affiliation needs are particularly sensitive to relationships 
with others. They desire to be with their friends more of the time, and alone less often, 
compa red with people who are lower in the need for affiliation. However, gender is 
a greater determinant of how much time is actually spent with friend s: Regardless of 
their affiliative orientation, female students spend significantly more time with thei r 
friends and less time alone than male students do (Wong & Csikszentmihalyi, 1991; 
O'Connor & Rosenblood, 19%; Cantwell & Andrews, 2002; Johnson, 2(04). 

THE NEED FOR POWER: STRIVING 
FOR IMPACT ON OTHERS 

If your fantas ies include becoming president of the United States or running Microsoft, 
your dreams may reflect a high need for power. The need for power, a tendency to 
seck impact, control, or influence over o thers and to be seen as a powerful individual, 
is an "dditional type of motiva tion (Winter. 1973, 1987; Lee_Chai & B"rgh, 2001). 

As you might expect, people with strong needs for power are more apt to belong 
to organiz..ltions and seek office than are those low in the need for power. They also 
tend to work in professions in which their power needs may be fulfilled, such as 
business management and-you mayor may not be surprised- teaching Oenkins, 
1994). In addition, they seck to display the trappings of power. Even in college, they 
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are more likely to collect prestigious possessions, such as electronic equipment and 
sports cars. 

Some significant gender differences exist in the display of need for power. Men 
with high power needs tend to show unusually high levels of aggression, drink heav­
ily, act in a sexually exploitative manner, and particip.lte more frequently in competi­
tive sports-behaviors that collectively represent somewhat extravagant, flamboyant 
behavior. In contrast, women display their power needs with more restraint; this is 
congruent with traditional societal COnstraints on women's behavior. Women with 
high power needs arc more apt than men are to channel those needs in a socially 
responsible manner, such as by showing concern for others or d isplaying highly nur­
turing behavior (Winter, 1988, 1995; Maroda, 2(04). 

R E C A P/EVALUAT E/ RETH INK 

RECAP 

What biological and social factors underlie hunger? 

• Eating behavior is subject to homeostasis, as most peo­
ple's weight stays within a relatively stable range. The 
hypothalamus in the brain is central to the regulation of 
food intake. (pp. 304-3(5) 

• Social factors, such as mealtimes, cultural food prefer­
ences, and other learned habits, also playa role in the 
regulation of eating, determining when, what, and how 
much one eats. An oversensitivity to social cues and an 
insensitivity to internal cues may also be related to obe­
sity. In addition, obesity may be caused by an unusually 
high weight set pOint-the weight the body attempts to 
maintain-and genetic factors. (pp. 305-3(6) 

What are the varie ties of sexual behavior? 

• Although biological factors, such as the presence of 
androgens (male sex hormones) and estrogens and pro-­
gesterone (female sex hormones), prime people for sex, 
almost any kind of stimulus can produce sexual arousal, 
depending on a person's prior experience. (pp. 309-310) 

• "The frequency of masturbation is high, particularly for 
males. Although increasingly liberal, attitudes toward mas­
turbation have traditionaUy been negative even though no 
negative consequences have been detected. (pp. 310-311) 

• Heterosexuality, 01" sexual attraction to members of the other 
sex, is the most common sexual orientation. In terms of pre­
marital sex, the double standard in which premarital sex is 
thought to be more pennissible for men than for women has 
declined, partiCUl.l r1y among young people. (p. 311) 

• The frequency of marital sex varies widely. However, 
younger couples tend to have sexual intercourse more 
frequently than older ones. In addition, most men and 
women do not engage in extramarital sex_ (p. 312) 

• Homosexuals arc sexually attracted to members of their 
own sex; bisexuals are sexually attracted to people of the 
same sex and the other sex. No explanation for why people 
become homosexual has been confinned; among the p0s­
sibil ities are genetic or biological factors, childhoocl and 

family influences, and prior learning experiences and con­
ditioning. However, nO relationship exists between sexual 
orientation and psychological adjustment. (pp. 312-314) 

How arc needs relating to achievement, a ffiliation, and power 
motivation exhibited? 

• Need for achievement rclers to the stable, learned charac­
teristic in which a person strives to attain a level of excel­
lence. Need fo r achievement is usually measured through 
the Thematic Apperception Test (TAT), a series of pictures 
about which a person writes a story. (pp. 315-316) 

• The need for affiliation is a concern with establishing 
and maintaining relationships with others, whereas the 
need for power is a tendency to seek to exert an impact 
on others. (p. 316) 

EVALUATE 

1. Match the fo llowing tenns wi th their definitions: 
1. Hypothalamus 
2. Lateral hypothalamic damage 
3. Ventromedial hypothalamic damage 
a. Leads to refusal of food and starvation 
b. Responsible for monitoring food intake 
c. Causes extreme overeating 

2. The ____________________________ __ 

is the particular level of weight the body strives to 
maintain. 

3. is the rate a t which energy is produced 
and expended by the body. 

4. Although the incidence of masturbation among young 
adults is high, once men and women become involved 
in intimate relationships, they typically cease masturbat­
ing. True or fa lse? 

5. Tho:> incro:>aS(> in premarital s(>x in recent years has Ix>I'n 
greater for women than for men. True or false? 

6. julio is the type of person who constantly strives fo r 
excellence. He feels intense satisfaction when he is able 
to master a new task. Julio most likely has a high need 
foc _________ _ 
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7. Debbie's Thematic Apperception Test (fAT) story 
depicts a young girl who is rejected by one of her peers 
and seeks to regain her friendship. What major type of 
motivation is Debbie disp laying in her story? 
a. Need for achievement 
b. Need for motivation 
c. Need for affiliation 
d. Need for power 

RETHINK 

1. In wha t ways do societal expectations, ex pressed by 
television shows and commercials, contribu te to both 

KEY TERMS 

obesity p. 303 
weight set point p. 305 
metabolism p. 305 
anorexia nervosa p. 306 
bulimia p. 307 

androgens p. 309 
genitals p. 309 
estrogens p. 310 
progesterone p. 310 
ovulation p. 310 

obesity and excessive concern about weight loss? 
How could television contribu te to better eating hab­
its and a tt itudes toward weight? Should it be requ ired 
to do so? 

2. From tire perspective of rl IIIIIIU/ll resollrces specialist: How 
might you use characteristics such as need for achieve­
ment, need for power, and need for affiliation to select 
workers for jobs? What additiona l cri teria would you 
have to c0115ider? 

Answ ..... to Evaluate Questions 

:>'/' ~IU;)Ul;)",,!'l;H.! 
'9 ~;)nJl .S' ~;:IS1\!J ." :UlS!I<Xlll.J;)Ul '( :llJ!od 1;:lS 11Ii!;)M ·Z::>-£ ·"-Z 'q-I '\ 

masturbation p. 310 
heterosexuality p. 311 
double standard p. 311 
extramarital sex p. 312 
homosexuals p. 312 

bisexuals p. 312 
need for achievement p. 315 
need for affiliation p. 316 
need for power p. 316 
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Karl Andrews held in his hands th ........ nvelop .... h .... had been waiting for. It <:ould be th .... 
ticket to his futu",: an offer of admission to his first-<:hoic .... colleg ..... But whal was it 
going to S.ly? He knew it could go either way; his grades were pretty good and he had 
been invoh'ed in some extracurricular activities. but his SAT scores had been not so 
teTlifk. H .... feli so n .... rvous that his hands shook as he opened the thin envelope (not a 
good sign, he thought). Here it comes. "Dear Mr. Andrews," it read. "Th .... Trustees of the 
University are pleased to admit you .... " That was all he needed to se'. With a whoop 
of excitement, Karl found himself jumping up and down gleefully. A rush of emotion 
overcam(> him as it sank in that he had, in fact, bt.~n accepted. He was on his way. 

At one time or another, all of us have experienced the strong feelings that accom­
pany both very pleasant and very negative experiences. Perhaps we have felt the thrill 
of getting a sought-after job, the joy of being in love, sorrow over someone's dea th, 
or the anguish of inadvertently hurting someone. Moreover, we experience such reac­
tions on a less intense level throughout our daily lives: the pleasure of a friendship, the 
enjoyment of a movie, and the embarrassment of breaking a borrowed item. 

Despite the varied nature of these feelings, they all represent emotions. Al though 
everyone has an idea of what an emotion is, formally defining the concept has proved 
to be an elusive task. We'll use a general definition: Emotions are feelings tha t gener­
a lly have both physiologi<:al and cognitive elements and that influence behavior. 

Think, for example, about how it feels to be happy. First, we obviously experience 
a feeling that we can differentiate from other emotions. It is likely that we also experi­
ence some identifiable physi<:al changes in our bodies: Pe rhaps the heart rate increases, 
or-as in the example of Karl Andrews-we find ourselves "jumping for joy." Finally, 
the emotion probably encompasses cognitive elements: Our understanding and evalu­
ation of the meaning of what is happening prompts our feelings of happiness. 

It is also possible, however, to experience an emotion without the presence of 
cognitive elements. For ins tance, we may read with fea r to an unusual o r novel s itu­
ation (su<:h as coming into <:ontad with an errati<:, unpredidable individual), or we 
may experience pleasure over sexual exci ta tion without having cognitive awareness or 
understanding of just what it is about the situation that is exciting. 

Some psychologists argue that entirely separate systems govern cognitive 
responses and emotional responses. A <:urrent t:ontroversy focuses on whether the 
emotional response predominates over the cognitive response or vice versa. Some 
theorists suggest that we first respond to a situation with an emotional reaction and 
later try to understand it (Zajonc, 1985; Zajon<: & Mcintosh, 1992; Murphy & Zajon<:, 
1993). For example, we may enjoy a <:amplex modem symphony without at first 
understanding it or knowing why we like it. 

In contrast, other theoris ts propose that people fi rs t develop cognitions about a 
si tuation and then read emotionally. This school of thought suggests that we must 
think about and unders tand a stimulus or s ituation, relating it to what we already 
know, before we can react on an emotional!eve! (Lazarus, 1991a, 1991b, 1994, 1995). 

Proponents of both sides of this debate can ci te researt:h to support their view­
pOints, and 50 the question is far from resolved . Perhaps the sequence varies from 
situation 10 situation, wi th emotions predominating in some instances and cognitive 
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Key C;olncepts 

What are~motions, 
do we expenence 

What are the functions 
of emotions? 

What are the exp lanations 
for emotions? 

Emotions: Feelings that generally have 
both physiological and cognitive 
elements and that influence behavior. 
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processes occurring first in others. Both sides agree that we can experience emotions. 
that involve little or no conscious thought. We may not know why we're afraid of 
mice, understanding objectively that they represent no danger, but we may sti ll be 
frightened out of our wits when we see them (Lewis & Haviland-Jones, 20(0). 

The Functions of Emotions 
Imagine what it would be like if we didn't experience emotion-no depths of despair, 
no depresSion, no remorse, but at the same time no happiness, joy, or love. Obviously, 
life would be conSiderably less satisfying, and even dull, if we lacked the capacity to 
sense and express emotion. 

But do emotions serve any purpose beyond making life interesting? Indeed they 
do. Psychologists have identified several important functions that emotions play in 
our da ily lives (Averill, 1994; Scherer, 1994; Frederickson & Branigan, 2005; Frijda, 
2005). Among the most important of those functions are the following: 

• Preparing liS for actiO/I. Emotions act as a link between events in our environment 
and our responses. For example, if we saw an angry dog charging toward us, 
the emotional reaction (fea r) would be associated with phYSiological arousal of 
the sympathetic division of the autonomic nervous system, the activation of the 
fight-or-flight response. The role of the sympathetic division is to prepare us 
for emergency action, which presumably would get us moving out of the dog's 
way-quickly. 

• SIll/ping our f uture behavior. Emotions promote learning that will help us make 
appropriate responses in the future. For example, the emotional response thai 
occurs when we experience something unpleasant-such as a threa tening dog­
teaches us to avoid similar circumst.1nces in the future. In the same way, pleas­
ant emotions act as positive reinforcement for prior behavior and therefore may 
lead an individual to seek oul similar situations in the future. 

• Helpil1g liS il1fi:mct I//Ore effectively with others. We often communicate the emotions 
we experience through our verbal and nonverbal behaviors, making our emotions 
obvious 10 observers. These behaviors can act as a Signal to observers, allowing 
them to understand better what we are experiencing and to predict our future 
behavior. In tum, this promotes more effective and appropriate social interaction. 

Determining the Range of Emotions: 
Lahelin~ur Feeling..>-s _____ _ 
If we were to Jis t the words in the English language that have been used to describe 
emotions, we would end up with at least 500 examples (Averill, 1975). The list would 
range from such obvious emotions as happiness and fear to less common ones, such as 
ndvc/ltllrollsncss and Ilel1sive/ less . 

One challenge for psychologists has been to sort through this list to identify the 
most important, fundamental emotions. Theorists have hotly contested the issue of 
cataloging emotions and have come up with different lists, depending on how they 
define the concept of emotion. In fact, some rejcctthe question entirely, saying that I/O 

set of emotions should be singled out as most basic, and tha t emotions are best under­
stood by breaking them down into their component parts. Other researchers argue 
for looking at emotions in terms of a hie rarchy, dividing them into positive and nega­
tive categories, and then organizing them into increasingly narrower subcategories 
(Carroll & Russell, 1997; Manstead, Frijda, & Fischer, 2003; sec Figure 1). 

Still, most researchers suggest that a list of basic emotions would include, at a 
minimum, happiness, anger, fear, sadness, and disgust. Other lists are broader, includ-
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lnfawation Contentment Hostility Jealousy Grief loneliness 

FIGURE l One approach to organizing emotions is to use a hieran:hy, which divides emotions 
into increasingly narrow subcategories. (Soune: Adapted from F"OS(her. Shaver. & Camochan. 1990.) 

ing emotions such as surprise, contempt, guilt, and joy (Pl utchik, 1980; Ortony & 

Turner, 1990; Russell, 1991; Ekman, 1994a; Shweder, 1994; Tracy & Robins, 2004). 
One difficulty in defining a basic set of emotions is that substantial differences 

exist in descriptions of emotions among various cultures. For instance, Germans 
report experiencing sclmdellfrcude, a feeling of pleasure over another person's diffi<:ul­
ties, and the Japanese experience hngaii, a mood of vulnerable heartache colored by 
frustration. In Tahiti, people experience "mSII, a feeling of reluctance to yield to unrea­
sonable demands made by one's parents. 

Finding sclradcIJjrellde, hllgllii, or IIIIISII in a particular culture doesn't mean that the 
members of other cultures are incapable of experiencing such emotions, of course. It docs 
suggest, though, that fitting a particular emotion into a linguistic category to describe that 
emotion may make it easier to discuss, contemplate, and perhaps experience (Russell, 
1991; Mesquita & Frijda, 1992; Russell & Sato, 1995; Li, Wang, & Fischer, 20(4). 

The Roots of Emotions 
I've never been so angry before; I fcd my head pounding, and I'm t....,mbling all over. 
[don'l know how I'll gel through the performance. I feel1ike my stomach is filled with 
bulterflics ... That was quite a mistake I made! My face must be incredibly red ... When [ 
heard Ihe footsteps in the night, [was SO frightened that [couldn't catch my brealh. 

If you examine our language, you will find that there arc litera lly dozens of ways 
to describe how we feel when we experience an emotion, and that the language we 
use to describe emotions is, for the most part, based on the phYSical symptoms that 
are associated with a particular emotional experience (Koveces, 1987; Kobayashi, 
Schallert, & Ogren, 2003; Manstead & Wagner, 2004). 

Consider, for instance, the experience of fear. Pretend that it is late on New Year's 
Eve. You are walking down a dark road, and you hear a stranger approaching behind 
you. It is clear that he is not trying to hurry by but is coming directly toward you. You 
think about what you will do if the stranger attempts to rob you or, worse, hurt you 
in some way. 

While these thoughts are running through your head, something rather dramatic 
will be happening to your body. The most likely reactions, which arc associa ted with 
activation of the autonomic nervous system, include an increase in your rate of breath­
ing, an acceleration of you r heart rate, a widening of your pupils (to increase visual 
sens itivity), and a dryness in your mouth as the functioning of your sa liva ry glands, 

Worry 
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James-Lange theory of emotion: The 
belief that emotional experience is a 
reaction to booily events occurring as 
a resul t of an external situation ("I feel 
sad because I am crying"). 

and in fact of your enti re digestive system, ceases. At the same time, though, your 
sweat glands probably will increase their activity, because increased sweating will 
help you rid yourself of the excess heat developed by any emergency activity in which 
you engage. 

Of course, all these physiological changes are likely to occur without your aware­
ness. At the same time, though, the emotional experience accompanying them will be 
obvious to you: You most surely would report being fearful. 

Although it is easy to describe the general physical reactions that accompany 
emotions, defining the specific role that those physiological responses play in the 
experience of emotions has proved to be a major puzzle fo r psychologists. As we 
shall see, some theorists suggest that sped fic bodily react ions cause us to experience 
a particular emotion-we experience fear, for instance, because Ihe heart is pounding 
and we are breathing deeply. In contrast, other theorists suggest tha t the physiological 
reaction resuits from the experience of an emotion. In this view, we experience fear, and 
as a result the heart pounds and our breathing deepens. 

THE JAMES.LANGE THEORY: DO GUT 
REACTIONS EQUAL EMOTIONSI 

To William James and Carl J....·mge, who were among the fi rst researchers to explore 
the nature of emotions, emotional experience is, very simply, a reaction to instinctive 
bodily events tha t occur as a response to some situation or event in the environment. 
This view is summarized in James's statement, "we feel sorry because we cry, angry 
because we strike, afraid because we tremble" Oames, 1890). 

James and Lange took the view tha t the instinctive response of crying a t a loss 
leads us to feel sorrow, that striking out a t someone who frustrates us results in our 
feeling anger, that trembling at a menacing threat causes us to feel fear. They sug­
gested that for every major emotion there is an accompanying phYSiological or "gut" 
reaction of internal organs-called a visceral cXllcricl1cc, It is th is specific pattern of 
visceral response that leads us to label the emotional experience. 

In sum, James and Lange proposed that we experience emotions as a result of 
physiological changes that produce specific sensations. The brain interprets these 
sensations as particular kinds of emotional experiences (see Figure 2). This view has 
come to be called the James-lange theory of emotion (Laird & Bresler, 1990; Cobo et 
011.,2002). 

The James-Lange theory has some serious drawbacks, however. For the theory tOo 
be valid, visceral changes would have to occur relatively quickly, because we experi­
ence some emotions-such as fear upon hearing a stranger rapidly approaching on a 
dark night- almost instantaneously. Yet emotional experiences frequently occur even 
before there is time for certain physiological changes to be set into motion. Because of 
the slowness with which some visceral changes take place, it is hard to see how they 
could be the source of immediate emotional experience. 

The James-Lange theory poses another difficulty: PhYSiological arousal does not 
invariably produce emotional experience. For example, a person who is jogging has 
an increased heartbeat and respiration rate, as well as many of the other physiological 
changes associated wi th certain emotions. Yet joggers typically do not think of such 
changes in terms of emotions. There cannot be a one-to-one correspondence, then, 
between visceral changes and emotional experience. Visceral changes by themselves 
may not be sufficient to produce emotion. 

Finally, our internal organs produce a relatively limited range of sensations. 
Although some types of phYSiological changes are associated w ith specific emotional 
experiences, it is difficult to imagine how each of the myriad emotions that people are 
capable of experiencing could be the result of a unique visceral change. Many emo­
tions actually are associated with relatively similar sorts of visceral changes, a fact that 
contradicts the James-Lange theory (Davidson et OIL, 1994; Cameron, 2(02). 
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James-Lange ... ..., --..... ~ _ .. --- Braln"terprets 
otIsceral ~es as 
emotional experience 

ActiYlbon of bodi!)' 
changes In resp:>me -'" to tnln 

l 
:::::j~ Cannon. Bard ... ..., 

(Stranger 

FIGURE 2 A comparison of three models or emotion 

THE CANNON-BARD THEORY: PHYSIOLOGICAL 
REACTIONS AS THE RESULT OF EMOTIONS 

..... 

[n response to the difficulties inherent in the James-Lange theory, Walter Cannon, and 
la ter Philip Bard, suggested an alternative view. In what has come to be known as the 
Cannon-Bard theory of emoti on, they proposed the model illustrated in the second part 
of Figure 2 (Cannon, 1929). This theory rejects the view that physiological <I TOuS<"11 alone 
leads to the perception of emotion. Instead, the theory assumes that both physiological 
arousal rind the emotional experience are produced simultaneously by the same nerve 
stimulus, which Cannon and Bard suggested emanates from the thalamus in the brain. 

The theory sta tes tha t a fter we perceive an emotion-producing stimulus, the thala­
mus is the initial si te of the emotional response. Next, the tha lamus sends a Signal to 
the autonomic nervous system, thereby producing a visceral response. At the same 
time, the thalamus also communicates a message to the cerebral cortex regarding the 
nature of the emotion being experienced. Hence, it is not necessa ry for different emo­
tions to have unique physio logical patterns associated with them-as long as the mes­
sage sent to the cerebral cortex differs according to the specific emotion. 

The Cannon-Bard theory seems to have bC(!n accurate in rejecting the view tha t 
physiological arousal a lone accounts for emotions. However, more recent research has 
led to some important modifications of the theory. For one thing, we now understand 
that the hypotha lamus and the limbic system, not the thalamus, playa 11UI.jor role in 
emotional experience. In addition, the simultaneous occurrence of the physiological 
and emotional responses, which is a fu ndamental assumption of the Cannon-Bard 
theory. has yet to be demonstrated conclusively. This ambiguity has allowed room for 
yet another theory of emotions: the Schachter-Singer theory. 

THE SCHACHTER-SINGER THEORY: EMOTIONS AS LABELS 

Suppose that, as you are being followed down a dark street on New Year's Eve, you 
notice a man being followed by another shady figure on the other side of the street. 

Mess:oge to (ortex 

~ing emodon:ll _. 
DetenniNtkIn 01 
label to place on 
arousal. identifying 
emodonal experience 

Cannon-Bard theory of emotion: The 
belief that both phySiological .. rouSilI 
and emotional experience are 
produced simultaneously by the same 
nerve stimulus. 
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Schachter-Singer theory of emotion: 
The belief that emotions are 
determined jOintly by a nonspecific 
kind of physiological arousal and its 
interpretation, based on 
environmental cues. 

FIGURE ) Experiencing different emo­

tions actIVates particular areas o f the brarn. 
as these scans illustrate. (Source: MaO<. 
George. NIMH.) 

Now assume that instead of reacting with fear, the man begins to laugh and act glee­
ful. Would the reactions of this other individual be sufficient to lay your fears to rest? 
Might you, in fact, decide there is nothing to fear, and get into the spiri t of the evening 
by beginning to feel happiness and glee yourself? 

According to an explanation that focuses on the role of cognition, the Schachte r­
Singer theory of emotion, this might very well happen. This approach to explaining 
emotions emphasizes that we identify the emotion we are experiencing by observing 
our environment and comparing ourselves with others (Schachter & Singer, 1962). 

Schachter and Singer's classic experiment found evidence for this hypothesis. In 
the study, participants were told that they would receive an injection of a vitamin. 
In reality, they were given epinephrine, a drug that causes an increase in physiologi­
cal arousal, including higher heart and respiration rates and a reddening of the face, 
responses that typically occur during s trong emotional reactions. The members of both 
groups were then placed individually in a situation where a confederate of the experi­
menter acted in one of hvo ways. In one condition he acted angry and hostile, and in 
the other condition he behaved as if he were exuberantly happy. 

The purpose of the experiment was to determine how the participants would 
react emotionally to the confederate's behavior. When they were asked to describe 
their own emotional state at the end of the experiment, the participants exposed to the 
angry confederate reported that they felt angry, while those eX]XJsed to the happy con­
federate reported feeling happy. In sum, the results suggest that participants turned 
to the environment and the behavior of others for an explanation of the physiological 
arousal they were experiencing. 

The results of the Schachter-Singer experiment, then, supported a cognitive view 
of emotions, in which emotions are determined jointly by a relatively nonspecific kind 
of physiological arousal rmd the labeling of that arousal on the basis of cues from the 
env ironment (refer to the third part of Figure 2). 

Although later research has found that arousal is not as nonspecific as Schachter 
and Singer assumed, it is clear that arousal can magnify, and be mistaken for, many 
emotions. For example, in one experiment, men who crossed a swaying 450-foot sus­
pension bridge spanning a deep canyon were more attracted to a woman they encoun­
tered at the other end than were those who crossed a stable bridge spanning a sha l­
low stream. Apparently, the men who crossed the frightening bridge attributed their 
subsequent high arousal to the woman, rather than to the swaying bridge (Dutton & 
Aron, 1974; Schorr, 2(01). 

In short, the Schachter-Singer theory of emotions is important because it suggests 
that, at least under some circumstances, emotional expericnces are a joint function 
of physiological arousal and the labeling of that arousal. When the sourcc of physi­
ological arousal is unclear, we may look to our surroundings to determine just what 
we are experiencing. 

CONTEMPORARY PERSPECTIVES ON THE 
NEUROSCIENCE OF EMOTIONS 

When Schachter and Singcr carried out thei r groundbreaking experiment in thc early 
1960s, the ways in which they could evaluate the physiology that accompanies emo­
tion were relatively limited. However, advances in the measurement of the nervous 
system and other parts of the body have allowed researchers to examine more closely 
the biological responses involved in emotion. As a resuli, contemporary research on 
cmotion points to a revision of earlier views that physiological responses associated 
with emotions are undifferentiated. Instead, evidence is growing that specific patterns 
of biological arousal are associated with individual emotions (levenson, 1994; Franks: 
& Smith, 2000; Vaitl, Schicnle, & Stark, 2(05). 

For instance, researchers have fo und that specific emotions produce activation of 
very different portions of the brain. In one study, participants undergoing positron 
emission tomography (PED brain scans were asked to recall events, such as dea ths 
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Vi.ual cortex Amygdala 

Hippocampus 

and funerals, that made them feel sad, or events that made them feel happy, such as 
weddings and births. They also looked at photos of faces that appeared to be happy 
or sad. The results of the PET scans were clear: Happiness was related to a decrease 
in activity in certain areas of the cerebral cortex, whereas sadness was associated with 
increases in activity in particular portions of the cortex (see Figure 3). Ultimately, it 
may be possible to map each particular emotion to specific a site in the brain (George 
et aI., 1995; Hamann et aI., 2002; Prohovnik e t aI., 2004). 

The amygdala, in the brain'S temporal lobe, also is important in the experience 
of emotions, for it provides a link between the perception of an emotion-producing 
stimulus and the recall of that stimulus later. For example, if we've once been attacked 
by a vicious pit bull. the amygdala processes that information and leads us to react 
with fear when we see a pit bull later- an example of a classically conditioned fear 
response (Adolphs, 2002; Miller et aI., 2005). 

Because neural pathways connect the amygdala. the visual cortex, and the lIi,l­
pocall1ll11S (which plays an important role in the consolidation of memories), some 
scientists speculate that emotion-related stimuli can be processed and responded to 
almost instantaneously (see Figure 4). This immediate response occurs SO rapidly that 
higher-order. more rational thinking, which takes more time, seems not to be involved 
initially. In a slower, but more thoughtful. response to emotion-evoking stimuli. emo­
tion-related sensory information is first evaluated and then sent on to the amygdala. 
It appears that the quicker system offers an immediate response to emotion-evok­
ing stimuli, whereas the slower system helps confirm a threat and prepare a more 
thoughtful response (Dolan, 2(02). 

MAKING SENSE OF THE MULTIPLE 
PERSPECTIVES ON EMOTION 

As new approaches to emotion continue to develop, it is reasonable to ask why so 
many theories of emotion exist and, perhaps more important, which one provides 
the most complete explanation. Actually, we have only scratched the surface. There 
are almost as many explanatory theories of emotion as there are individual emotions 
(e.g., Mayne & Bonanno, 2001; DeCoster, 2003; Manstead, Frijda, & Fischer, 2003; 
Frijda, 2005). 

Why arc theories of emotion so plentiful? For one thing, emotions arc not a simple 
phenomenon but are intertwined closely with motivation, cognition, neuroscience, 
and a host of related branches of psychology. For example, evidence from brain imag­
ing studies shows that even when people come to supposedly rat ional, nonemotional 

FIGURE 4 Comections from the amyg­
dahl. seen here in red. allow it to mediate 
many of the autonomic expressions of 

emotional states through the hippocampus 

(blue) and visual cortex (orange). (Source; 

Dolan. 2002) 
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APPLYING PSYCHOLOGY IN THE 2iS T CENTURY 

The Truth About Lies: 
Detecting Deception in 
Terrorists and Your Next­
Door Neighbor 

john y .. rbrough was working p .. trol 
for the Los Angeles Country Sheriff's 
Dcpmtment. It was about two in 
the morning. He and his partner 
were in the Willowbrook section 
of South Central Los Angeles, .. nd 
they pullcd over a sports car .. 
[Yarbrough] opencd the door and 
stepped out onto the street, walking 
tow .. rd the vehicle wilh his weapon 
drawn. Suddenly, a man jumped out 
of the passenger side and pointed a 
gun directly .. t him. The hvo of them 
froze, sep .. r.ltcd by no more th .. n .. 
few ya rds. "There was a tree behind 
him, to his right," Yarbrough recalls. 
"He was .. bout seventeen. He had 
the gun in his righl hand. He was 
on the curb side. I was on the other 
side, facing him. It was just a matter 
of who was going to shoot first.. 
If you lookcd at it logically, I should 
h..1.Ve shot him. But logic had nothing 
to do with it. Something just didn't 
feel right. It was a gut reaction nol 
to shoot-·a hunch that at tMt exact 
moment he was not an imminent 
threat to me" (Gladwell, 2002, p. 38). 

Yarbrough's hunch was right: The man 
with Ihe gun backed down. That hunch 
was based on the officer's reading of the 
man's nonverbal behavior-the gunman's 
facial expressions, his body movements, 
his gestures. And that re .. ding was, fortu· 
nately for the suspect, an accurate one. 

For most people, though, accuracy at 
reading others' deceptive intent is not so 
good. Although people generally are able 
to decode basic emotions from the fadal 

116 

expTL'SSions of others, they are not very 
good .. t detennining when others are being 
deceptive. In fact, most of the time, we 
only perform at slightly above chance lev­
els when evaluating whether we are being 
lied to (DePaulo & Morris, 2005) . 

Why are we so bad at detcnnining when 
others are deceptive? One hypothesis is that 
deception is so rare in everyday life that we 
don't get much practice or feedback in lie 
detection. But it turns out that everyday 
fo lks are actually quite often deceptive, 
something I found in my own research. 

In one stud y, my students and I asked 
pairs of previously unacquainted under­
graduates to get to know one another 
during a ten-minute meeting that was 
secretly Videotaped. Then we showed Ihe 
tape to the participants, who were asked 
to indicate each time they said something 
th .. t was not accurale. The results were 
startling. Around 60 percent of the par­
ticipants licd at least once during the ten 
minutes, and the average number of lies 
was about three. There was also an inter­
esting gender difference: Although men 
and women created the same number of 
lies, they lied differently. Women licd more 
to make their partner feel better ("You look 
great in thai sweater"). In contrast, men 
lied more to make IIremsclucs look better ("I 
aced the test") (Feldman, Forrest, & Happ, 
2002; Feldman & Tyler, 2005). 

Clearly, the explanation for why people 
are not good at detecting lies is not be<:ause 
they are rarely exposed to lies, for lying 
is a frequent occurrence in everyday life. 
A better explanation m .. y be that skilled 

liars can control their nonverbal behav­
ior, thereby making detection difficull or 
impossible. Ln fact, a careful analysis of 
the nonverbal behavior of people who lie 
shows thai few cues consistenlly reveal 
deception. Even polygraphs, electronic 
lie detectors that measure physiological 
arousal, can be inaccurate, be<:ause there 
is no foolproof technique for assessing the 
extent of the phySiological chnnges that 
may indicate a lie (Committee to Review 
the Scientific Evidence on the Polygraph, 
2003; DePaulo et a!., 2003). 

Because of the failure of traditional 
means of identifying liars, and spurred 
on by government efforts to identify ter­
rorists, researchers are seeking to develop 
automated etJuipment that c.1n ins tantly 
analyze the nonverbal behaviors of large 
numbers of people with the gool of iden­
tifying suspet:ts who can then be further 
investigated. For instance, one research 
group has developed a high-definition 
thermal-imaging technique able to detect 
deceit by examining the thennal patterns 
on people's faces. Soon, airports and other 
high-traffic public areas will be able to use 
imaging techniques like this in conjunc­
tion with other technologies, such as voice 
analySiS equipment, surveillance video 
analysis software, and instantaneous back­
ground checks, to quickly screen large 
crowds for criminals or terrorists. At secu' 
rity checkpOints, people mny eventu .. lly 
pass through nonverbal behavior de tectors 
just as they pass through metal detectors 
today (Pavlidis, Eberhardt, & Levine, 2002; 
Cooper, 2004; Tam, 2005). 

In addi tion to thei r securi ty and law enforcement uses, how might nonverbal 
behavior analysis technologies be used in other contexts? How might such tech­
nologies be misused? 
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decisions-such as making moral, philosophical judgments-emotions come into play 
(Greene et .11., 2001 ). 

In short, emotions are such complex phenomena, encompassing both biological 
and cognitive aspccts, that no s ingle theory has been able to explain fully all the facets 
of emotional experience. Furthermore, contradictory evidence of one sort or another 
challenges each approach, and therefore no thcory has proved invariably accurate in 
its predictions. 

This abundance of perspcctives on emotion is not a cause for despair---or unhap­
piness, fear, or any other negative emotion. It simply reflects the fact that psychology 
is an evolving, developing science. As we gather more evidence, the specific answers 
to questions <lbout the nature of emotions will become de<lrer. Furthermore, even 
as our understanding of emotions continues to grow, ongOing efforts <Ire applying 
our knowledge of emotions to practical problems, as we consider in the Applyillg 
Psychology ill the 21 st eel/ fu ry box and in the Psychlnteractive exercise on detection of 
deception. 

www.mhhe.com/feldmaness7 

Psychlnte ractive Online 

Detection of Deception 

R EC A PlEVA LUAT EI RETH INK 

RECAP 

What are emotions, and how do we experience them? 

• Emotions are broadly defined as feelings that may affect 
behavior and generally have both a physiological com­
ponent and a cognitive component. Debate continues 
over whether separate systems govern cognitive and 
emotional responses and whether one has primacy over 
the other. (pp. 3N-320) 

What are the functions of emotions? 

• Emotions prepare us for action, shape future behavior 
through learning, and help us interact more effectively 
with others. (p. 320) 

What arc the explanations fo r emotions? 

• Several theories explain emotions. The James-Lange 
theory suggests that emotional experience is a reaction 
to bodily, or visceral, changes that occur as a response to 
an environmental event and are interpreted as an emo­
tional response. (p. 322) 

• In contrast, the Cannon-Bard thcory contends that both 
physiological arousal and an emotional experience are 
produced Simultaneously by the same nerve stimulus 
and that the visceral experience does not necessarily dif­
fer among differing emotions. (p. 323) 

• The Schachter-Singer theory suggests that emotions are 
determined jointly by a relatively nonspccific phYSiolog­
ical arousal and the subsequent labeling of that arousal, 
using cues from the environment to determine how oth­
ers are behaving in the same situation. (p. 323-324) 

• The most recent appro..1ches to emotions focus on their 
biological origins. For instance, it now seems that specif-

ic patterns of biological arousal are associated with indi­
vidual emotions. Furthermore, new scanning techniques 
have identified the spccific parts of the brain that are 
activated during the experience of particular emotions. 
(pp. 324-325) 

EVALUATE 

1. Emotions are always accompanied by a cognitive 
response. True or false? 

2. The theory of emo-
tions states that emotions are a response to instinctive 
bodily events. 

3. According to the _____ _ 

theory of emotion, both an emotional response and 
physiological arousal are produced simultaneously by 
the same nerve stimulus. 

4. Your friend-a psychology major-tells you, "I was at 
a party last night. During the course of the evening, 
my general level of arousal increased. Since I was at a 
party where people were enjoying themselves, 1 assume 
1 must have felt happy." What theory of emotion does 
your friend subscribe to? 

5. The , or "lie detector," is an instrument 
used to measure physiological responses associated with 
answers to questions. 

RETHINK 

1. If researchers leamed how to control emotional responses 
so that targeted emotions could be caused or prevented, 
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what ethical concerns might arise? Under what circum­
stances, if any, should such techniques be used? 

2, From IiiI' perspective of an advertising executive: How might 
you use the findi ngs by Schachter and Singer on the 
labeling of arous.ll to create interest in a product? Can 
you think of other examples whereby people's arousal 

KEY TERMS 

emotions p. 319 
james-Lange theory of 

emotion p. 322 

Cannon-Bard theory of 
emotion p. 323 

could be manipulated, which would lead to different 
emotional responses? 

Anowe ... to Evaluate Queltions 

'1de~g.(lod 'S :~"SU!S-~"l'l~~"PS 't' :P'''1I-UOUU~;) '£ :"gull1 
-s.lw~f -z: :asuoos.'U ""!l!U~ ~ ln0'lI!M ~n"'" Amu SUO!IOW,l :asl~J '\ 

Schachter-Singer theory of 
emotion p. 324 
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I. Find two different Web sites that deal with dieting. One site should present a fairly "aca· 
demic" discussion of the topic from a reputable source-such as the American Medical 
Association-and the other should be promoting for a specific kind of diet (such as the 
Atkins diet or the grapefruit diet). Compare. contrast and evaluate the presentations on 
the two sites. 

2. Find one or more Web sites that offer information on polygraphs (lie detectors). The sites 
should be intended either to advertise (i.e" sell) lie detectors or lie detection services or 
to debunk lie detector tests (e.g .. by showing how to cheat on them). Evaluate the infor­
mation on the Web site{s), us ing your undemanding of the lie detection techniques dis­
cussed earlier. Summarize your find ings and conclusions. 

3. After completing the Psychlnteractive exercise on detection of deception. use the Web tc 
find two examples of attempts to identify potential terrorists via their nonverbal behavior. 
Summarize what you find and consider the feasibility of these efforts based on what you 
have learned about nonverbal behavior and deception detection. 

E ' I Motivation and emotions are two interrelated aspects of pi 0 gu e psychology. In these modules, we first considered the topic 
of motivation, which has spawned a great deal of theory and 

research examining primary and secondary drives ranging 
from hunger and sex to the need for achievement and affiliation. We then turned to a discus· 
sion of emotions, beginning with their functions and proceeding to a review of three major 
theories that seek to explain what emotions are and how they, and their associated physiologi­
cal symptoms, emerge in the individual. 

Before proceeding to the next chapter, return to the opening scenario of this chapter, 
which describes how cyclist Lance Armstrong overcame cancer and won the Tour de France. 
Using your knowledge of motivation and emotion, consider the following questions: 

I. VVhich approach or approaches to motivation--instinctual, drive reduction, arousal. incen­
tive, or cognitive--most effectively explain wny an athlete like Armstrong will work excep­
tionally hard over many years to become a competitive cyclist? 

2. How might the need for achievement have contributed to Armstrong's dec ision to con­
tinue competitive cycling after his cancer treatment? Would the need for affi li ation have 
played a role? How? 

3. VVhat function might Armstrong's emotions have served in helping him to overcome his 
cancer and continue racing competitively? 

4. After he won the Tour de France, Armstrong said, "I think it's a miracle." How can this 
statement be interpreted in terms of your understanding of motivation and emotion? 

() The McGraw-Hili 

Companies.2OOIl 

129 



e I Feldman: Essentials 01 
Underslanding Psychology. 
Sevanth Edition 

IX. Devllopmem I mrod~ction () The McGraw-Hili 

Companies.2OOIl 



Feldman: Essentials 01 
Underslanding Psychology, 
Sevanth Edition 

IX, Devllopmem I mrod~ction 

Key Concepts for Chapter 9 

How do psychologists study the degree to which 

development is an interaction of hereditary and 

environmental factors? • What is the nature of 

development before birth? • What factors affect a ch ild 

during the mother's pregnancy? 

What are the major competencies of newboms? 

• What are the milestones of physical and social 

development during childhood? • How does 

cognitive development proceed during childhood? 

major physical, social, and cognitive transitions 

chlract',ri,e adolescence? 

What ar., t~'e principal kinds of physical. social. 

and li n ,tF"lect,ua' changes that occur in early and 

m lddl " adu~'hood,and what are their causes? 

does the reality of late adulthood differ 

the stereotypes about t hat period? • 

can we adjust to death? 

() The McGraw-Hili 

Companies,2OOIl 

Nature, Nurture, and Prenatal 
Development 
Determining the Relative Influence of 
Nature and Nurture 

Developmental Research Techniques 

Prenatal Development Conception 
to Birth 
Applying Psychology In the 21n Century: 
Gene Therapy and the Coming Medical 
Revolution 

MODULE 1.8 

Infancy and Childhood 
The Extraordinary Newborn 

The Growing Child: Infancy Through 
Middle Childhood 

MODULE 1.9 

Adolescence: Becoming 
an Adult 
Physical Development The Changing 
Adolescent 

Moral and Cognitive Development: 
Distinguishing Rjght from Wrong 

Social Development Rnding Oneself in a 
Social World 

uploring Diversity: Rites of Passage: 
Coming of Age Around the World 

Physical Development The Peak of Health 

Social Development Working at Life 

Marriage, Children, and Divorce: 
Famity Ties 

The Later Years of Life: Growing Old 

SKoming on InformH Consumer of 
Psychology: Adjusting to Death 

331 



e I hldman: Essenrials of IX. Developmem In1roducrion () The McGraw-Hili 

Companies.2OOB Underslanding Psychology. 
Sn.nlh Ed irion 

Prologue Test-Tube Baby Birthday 

It seems like a typical if rather elaborate. birthday 
celebration. There are ciovms on stilts, a fakon 

demonstration, artists applying henna tat-

toos. and an inflatable castle for the young 

partygoers to bounce in. A thousand guests 
are milling about the manicured lavvns of this 

Jacobean estate in the English countryside. and 

families have traveled from Iceland. Norway. the 

Middle East. and the United States. Among those 

If Louise Brovvn's conception was unconventional, her life has 

unfolded in more traditional ways. In fact even her conception in a 

laboratory used a procedure that has now become nearly routine. 
Wekome to the brave new world of childhoocl--or rather one 

of the brave new worlds. From new ways of conceiving children 

to learning how to raise children most sensibly to dealing with the 
milestones of life that we all face. the issues involved in human 
development touch each of us. 

Oevelopmental psychology, the branch of psychology that 

studies the patterns of growth and change that occur throughout 

life. addresses these issues. along with many others. In large part 
developmental psychologists study the interaction between the 

unfolding of biologically predetermined patterns of behavior and 

a constantly changing. dynamic environment. They ask how our 
genetic background affects our behavior throughout our lives and 

whether our potential is limited by heredity. Similarly, they seek. 

to understand the way in wnich the environment works with-or 

ll2 

wno made the trip are scores of twins plus several sets of triplets 
and quadn.rplets. 

Amid the din, everyone gathers and sings "Happy Birthday·· to 
a 25-year-old woman. Wearying a beige pantsuit and her hair in a 

ponytail. Louise Brown. the world·s first test-tube baby. shyly blows 
out the candles and cuts into a white-frosted chocolate cake. Her 

guests include hundreds also conceived by in VItro fertiliution, a 

tiny fraction of the 1.5 million NF babies bom since 197B (Rohm. 

2003. p. 157). 

against-our genetic capabilities, how the world we live in affects 

our development and how we can be encouraged to reach our 

full potential. 
We begin by examining the approaches developmental psycholo­

gists use to study the environmental and genetic factors: the nature­

nurture issue. Then we consider the very start of development. 

beginning with conception and the nine months of life before birth. 
We describe both genetic and environmental influences on the 

unbom individual and the way they can affect behavior throughout 

the remainder of the life cycle. 

Next. we examine development that occurs after birth. witness­
ing the enormous and rapid gfO'Nth that takes place during the 

early stages of life. focusing on physical. social , and cognitive change 

throughout infancy. toddlemood. and middle childhood. We then 
move on to development from adolescence contil'/.Jing through 

aduhllood and old age. We end 'With a discussion of the ways in 

wnich people prepare themselves for death. 
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How many bald, six-foot·six, 250-pound volunteer firefighters in New Jersey wear 
droopy muslaches. aviator-style eyeglasses, and a key ring On the right side of the bell? 

The answer is Iwo: Gerald Le\'ey and Mark Newman. They are twins who were 
separated at birth. Each twin did not even know the other existed until they 
were reunited-in a fir(! station-by a fellow firefighter who knew Newman 
and was startled to see his double, Levey, at a firefighters' convention. 

The lives of the twins, although separate, took remarkably similar paths. Levey 
went to college, studying forestry; Newman planned to study forestry in col­
lege but instead took a job trimming trces. BQth had jobs in supermarkets. 
One had a job installing sprinkler systems; the other installed fire alarms. 

BQth men are unmarried and find the same kind of woman allrac;tiv!!: UtaH, sl!!n­
der, long hair.u They share similar hobbies, enjoying hunting. fishing, going to 
the beach, and watching old John Wayne movies and professional wrestling. 
BQlh like Chinese food and drink the same brand of beer. Their mannerisms are 
also similar-for example, each one throws his head back when he laughs. And, 
of course, there is one more thing: They share a passion for fighting fires. 

The similarities we see in twins Gerald Levey and Mark NeWm.1n \'h'idly raise 
one of the fundamental questions posed by developmental psychology, the study of 
the patterns of growth and change that occur throughout life. The question is this: 
How can we distinguish between the tmvirorrmerrlal causes of behavior (Ihe influence 
of parents, Siblings, family, friend s, schooling, nutrition, and all the other experiences 
to which a child is exposed) and hereditary causes (those based on the genetic makeup 
of an individual that influence growth and development 
throughout life)? This question embodies the nalure-nurture 
issue. In this context, nature refers to hereditary factors, and 
nurture to environmental influences. 

Although the question was first posed as a naturc-vcrsus­
nurture issue, developmental psychologists today agree that bolh 
nature and nurture interact to pnxluce specific developmental 
patterns and outcomes. Consequently, the question has evolved 
into How and 10 wllnt degree do environment and heredity both 
produce their effects? No one grows up free of environmental 
influences, nor does anyone develop without being affecled by 
his or her inherited genetic makeup. However, the debate over the 
comparative influenoo of Ihe two factors romains active, with 
different approaches and theories o f development emphasiz ing 
the environment o r heredity to a greater or lesser degree (de 
Waal, 1999; Pinker, 2002; Gottesman & Hanson, 2005). 

For example, some developmental theories rely on basic 
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Key ~ol.cepts 

How d~:;~::~'~~~~~~,~ degree to t 

is an interaction of hereditary 
and environmental factors? 

What is the nature 
of development before birth? 

What factors affect a child 
during the mother's pregnancy? 

Denlopmental psychology: The 
branch o f psychology Ihal studies the 
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the degree to which environment and 
heredity influence behavior. 
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FIGURE I Characteristics influenced 

significantly by genetic facton.. Although 
these characteristics have strong genetic 
components. they are also affe<:ted by envi­
ronmental factors. 

plays in producing changes in behavior in a de\'cloping child. Such theorics cmpha­
size the rolc of the environment in development. In contrast, other developmenta l 
theories emphasize the influence of one's phYSiological makeup and functioning on 
development. Such theories stress the role of heredity and maillralioll-the unfolding 
of biologically predetermined pattcrns of behavior-in producing developmental 
changc. Maturation can be seen, for instance, in thc development of sex characteristics 
(such as breasts and body hair) tha t OCcurs at the start of adolescence. Furthermore, the 
work of behavioral geneticists, who study the effects of heredity on behavior, and the 
theories of evolutionary psychologists, who identify behavior patterns that result from 
our genetic inheri tance, have influenced developmental psychologists. Both behav­
ioral geneticists and evolutionary psychologists have highlighted the im]X>rtance of 
heredity in influencing human behavior (Buss, 2003; Reif & Lesch, 2003). 

Despite their differences over theory, developmental psychologists concur on some 
]X>ints. They agree that genetic factors not only provide the ]X>tential for particular behav­
iors or traits to emerge, but also place limitations on the emergence of such behavior or 
trai ts. For instance, heredity defines people's general level of intelligence, setting an upper 
limit that-regardless of the quality of the environment- people cannot exceed. Heredity 
also places limits on physical abilities; humans simply cannot run at a speed of sixty miles 
an hour, nor will they grow as tall as ten feet, no matter what the quality of their environ­
ment (Plomin & McCleam, 1993; Steen, 1996; Pinker, 2002, 2004; Dodge,2CXJ4). 

Figure 1 lists some of the characteristics most affected by heredity. As you con­
sider these items, it is important to kccp in mind that these characteristics are not 
entirely determined by heredity, but that environmental factors also playa role. 

Developmental psychologi.sts also agree that in mO$t instances envirOnmental factors 
playa critical role in enabling people \0 reach the potential capabilities that their genetic 
background makes possible. If Albert Einstein had received no intellectual stimulation as a 
child and had not been sent to school, it is unlikely that he would have reached his genetic 
]X>I:ential. Similarly, a great athlete such as baseball star Derek Jeter would have been unlikely 
to display much physical skill if he had not been raised in an environment that nurtured his 
innate talent and gave him the opportunity \0 train and perfect his natural abilities. 

Clearly, the relationship between heredity and environment is far from s imple. 
As a consequence, developmental psychologiSts typically ta ke an internetionist posi­
tion on the nature-nurture issue, suggesting that a combin.ltion of hereditary and 
environmental factors influences development. Developmental psychologists face the 
challenge of ident ifying the relative strength of each of these innuences on the ind i­
vidual, as well as that of identifying the specific changes that occur over the course 
of development (Plomin & Neiderhiser, 1992; Wozniak & Fischer, 1993; Saudino & 
Plomin, 1996; McGregor & Ca]X>ne, 2(04). 
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Determining the Relative Influence 
of NatlJre and NlJrtIJLe. _____ _ 
Developmental psychologists use several approaches to detennine the re lative influ­
ence of genetic and environmental fac tors on behavior. In one approach, researchers 
can experimentally control the genetic makeup of laboratory animals by carefully 
breeding them for specific traits. For instance, by observing an imals with identical 
genetic backgrounds placed in varied environments, researchers can learn the effects 
of particular kinds of environmental stimulation. Although researchers must be care­
ful when generalizing the findings of nonhuman research to a human population, 
findings from animal research provide important information that cannot be obtained, 
for ethical reasons , by using human participants. 

Human twins serve as another important source of information about the rcl<ltive 
effects of genetic and environmental factors. If identical twins (those who are geneti­
cally identical) display different patterns of development, those differences have to be 
attributed to varia tions in the environment in which the twins were raised. The most 
useful data come from identical tw ins (such as Gerald Levey and Mark Newman) who 
are adopted a t birth by differen t sets of adoptive parents and raised apart in differing 
environments. Stud ies of nontwin Siblings w ho are raised in to tally different environ­
ments also shed some light on the issue. Because they have re latively similar genetic 
backgrounds, siblings who show similarities as adults provide strong evidence for the 
importance of heredity (Gottesman, 1997; Sternberg, 2002a). 

Researchers can also take the opposite tack. Instead of concentrating on people with 
similar genetic backgrounds who are raised in different environments, they may consider 
people raised in similar environments who have totally dissimilar genetic b.lckgrounds. 
If they find, for example, s imilar courses of development in two adopted children who 
have different genetic backgrounds and h<lve been raised in the same fa mily, they have 
evidence for the importance of environmental influences on development. Moreover, psy­
chologists can carry out research involving animals wi th dissimilar genetic b.lckgrounds; 
by experimentally varying the environment in which they are raised, we can determine 
the influence of environmental factors (independent of heredity) on development (Seg.ll, 
1993; Vernon et ai., 1997; PetriU & Deater-Deckard, 20(4). (Complete the Psychlnteractive 
exercise on n.lture and nature to better understand the nature-nurture issue.) 

Developmental Research Techniques 
Because of the demands of measuring behav iora l change across different ages, devel­
opmental researchers use several unique methods. The most frequently used, cross­
sectional research, compares people of different ages a t the same pOint in time. Cross­
sectional studies provide information about d ifferences in development between 
different age groups (Creasey, 2005). 

Suppose, for instance, we were interested in the development of intellectual abil­
ity in adulthood. To carry out a cross-sectional study, we might compare a sample 
of 25-, 45-, and 65-year-olds who all take the same IQ test. We then can determine 
whether average IQ test scores differ in each age group. 

Cross-sectional research has limitations, however. For instance, we cannot be sure 
that the differences in IQ scores we might find in our example are due to age differ­
ences a lone. Instead, the scores may reflect differences in the educa tional attainment 
of the cohorts represented. A cohort is a group of people who grow up at similar times, 
in s imilar places, and in similar conditions. In the case of IQ differences, any age dif­
ferences we find in a cross-sectional study may reflect educational differences among 
the cohorts studied: People in the older age group may belong to a cohort that was less 
likely to a ttend college than were the people in the younger groups. 

Identical twins: Twins who are geneti­
cally ide.nticai. 

www_mhhe.comlfeldmaness7 
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Cross-sectional research: A research 
method that compares people of dif­
ferent ages at the same point in time. 
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Longitud inal research: A research 
method th<lt investig<ltes behavior as 
participants age. 

Sequ entia l research: A resc<lrch 
method th<lt combines cross-sedional 
and longitudin<ll rcst'<I n::h by consider­
ing a number of different age groups 
<lnd examining them <It several points 
in time. 

Chromosomes: Rod-shapcd struc­
tures that contain all basic hereditary 
infonnation. 

Genes: The parts of the chromosomes 
through which genetic information is 
transmitted, 

A longitudin<ll study, the second major research strategy used by developmental 
psychologists, provides one way around this problem. Lo ngitud inal research traces 
the behavior (If one or more participants as the participants age. Longitudinal s tudies 
assess change in behavior over time, unlike cross-section..ll studies, which assess differ­
el1ces among groups of people. 

For instance, consider how we might investigate intellectual development during 
adulthood by using a longitudinal resean;h strategy. First, we might give an JQ test to 
a group of 25-year-olds. We'd then come back to the same people twenty years later 
and retest them at age 45. Finally, we'd return to them once more when they were 65 
years old and test them again. 

By examining changes at several points in time, we can dearly see how individua ls 
develop. Unforhmalely, longitudinal research requires an enonnousexpenditure of time (as 
the researcher waits for the participants to get older), and participants who begin a study 
at an early age may drop out, move away, or even die as the research continues. Moreover, 
p<lrticip<lnts who take the $arne test at several points in time may become "test_wise" and 
perform better each. time they take it, having become more familia r with the test. 

To make up for the limitations in both cross-sectional and longitudinal research, 
investigators have devised an alternative strategy. Known as sequential reseal'ch, it 
combines cross-sectional and longitudinal approaches by taking a number of different 
age groups and examining them at severa! pOints in time. For example, investigators 
might use a group of 3-, 5-, and 7-year-olds, examining them every six months for a. 
period of several years. This technique allows a developmental psychologist to tease 
out the specific effects of age changes from other poSSibly influential factors. 

Prenatal Development: 
Conception to Birth 

A routine prenatal tcst brought Jennifer <lnd Brian Bu<:hkovich horrifying news: Their unborn 
baby, Ethan, was afflicted with spina bifida, a failure of the spine to dose over the spinal cord. 
The birth defect, whi<:h affects 2.000 <:hildren a ye.lr, usually leads to paralysis and cognitive 
delays. But doctors offered the Wmdber, Pennsylvania, couple a glimmer of hope-an experi­
mental opera1ion designed to reduce the damage and to eliminate or delay the need for a 
surgically implan1ed shun1to drain cxcess nuid from the bruin. The hitch: The surgery would 
have be perfonned while Ethan was still inside jennifer's womb (Poople Weekly, 2(0), p. 117). 

The Buchkoviches took the risk, and it appears to have paid off: Although Ethan 
has shown some developmental delays, he's just a bit behind schedule. 

Our increasing understanding of the first stirrings of life spent inside a mother's 
womb has pennitted significant medical advances like those that helped Ethan 
Buchkovich. Yet Ollr knowledge of the biology of conception-when a male's spenn 
cell penetrates a female's egg cell-_and its aftermath makes the start of life no less of 
a miracle. Let's consider how an individual is created by looking first at the genetic 
endowment that a child receives at the moment of conception. 

THE BASICS OF GENETICS 

The one-<:ell entity established at conception contains twenty- three pairs of chromo­
som es, rod-shaped structures that contain all basic hereditary infonnation. One mem­
ber of each pair is from the mother, and the other is from the father. 

Each chromosome con tains thousands of genes-smaller units through which 
genetic information is transmitted. Either individually or in combination, genes pro­
duce the particular characteristics of each person, Composed of sequences of DNA 
(deoxyribonucleic acid) molecules, genes are the biological equivalent of "software" that 
programs the future development of all parts o f the body's hardware. Humans have 
some 25,000 different genes (see Figure 2). 
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a. Conception b. 23 pairs of chromo.ome, c. DNA '''<Iuen~e d . Gene, 

FIGURE 2 Every individual's cr.al<l.cterisUcs are determi ned by the individual's specik genetic informa­

tion . At the moment of conception (a). humans receive twenty-three pairs of chromosomes (b) , half 
from the mother and half from the fathe~ These cIlromosomes are made up of coils of DNA (c). Each 

chromosome contains thousands of ger.es (d) that "program" the future development of the body. 

Some genes control Ihe development of systems common to all members of the 
human species-the hearl, circulatory system, brain, lungs, and so forth; others shape the 
characteristics that make each human unique, such as facial configuration, height, and eye 
color. The child's sex is also detennined by a particular combination of genes. Specifically, 
a child inherits an X chromosome from its mother and either an X or a Y chromosome from 
its falher. When it receives an XX combination, it is a female; with an XY combination, it 
develops as a male. Male development is triggered by a single gene on the Y chromosome, 
and without the presence of that spe<:ific gene, the individ ual will develop as a female. 

As behavioral geneticists have discovered, genes arc also at least partially respon­
sible for a wide variety of personal characteristics, including cognitive abilities, per­
sonality traits, and psychologic<ll disorders. Of course, few of these characteristics are 
determined by a single gene. Instead, most traits result from a combination of multiple 
genes, which operate togelher with environmental influences (Funder, 1997; Plomin et 
aI., 2003; Plomin & McGuffin, 2003; Haberstick el aI., 2005). 

To better understand how genes influence human characteristics and behavior, 
in the last few years scientists have mapped the specific location and sequence of 
every human gene. The Applying Psycllology in tile 21st Century box considers how our 
increasing understanding of genetics is likely to produce a revolution in health carc, as 
scientists identify the particular genes responsible for genetically caused disorders. 

EARLIEST DEVELOPMENT 

When an egg becomes fertilized by the sperm, the resulting one-celled entity, called a 
zygote, immediately begins to develop. The zygote starts out as a microscopic speck. Three 
days after fcrtiliz.,tion, though, the zygote increases to around 32 cells, and within a week it 
has grown to 100-150 cells. These first two weeks are known as the germinlll period. 

Two weeks after conception, the developing individual enters the embryonic period, 
which lasts from week 2 through week 8, and he or she is now called an embryo. As 
an embryo develops through an intricate, preprogrammed process of cell division, it 
grows 10,00J times larger by 4 weeks of age, attaining a length of about one-fifth of an 
inch. At this point it has developed a rudimentary beating heart, a brain, an intestinal 
tract, and a number of other organs. Although all these organs are at a primitive stage 
of development. they arc clearly recognizable. Moreover, by week 8, the embryo is 
about an inch long, and has discernible arms and legs and a face. 

From week 8 and continuing until birth, the developing individual enters the fetlll 
period and is called a fetus. At the start of th is period, it begins to be responsive to to uch; 

Zygote: The new ceIl formed by the 
union of an egg and sperm. 

Embryo: A developed zygote that has 
a heart, a brain, and other organs. 

Fetus: A developing individual. from 
eight weeks after conception until 
birth. 
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APPLYING PSYCHOLOGY IN THE 2iS T CENTURY 

Gene Therapy and the 
Coming Medical Revolution 

A pediatrician rubs a cotion swab 
across Meghan Johannsen's inside 
cheek in order to get a DNA sample 
of the month-old girl and hands it 
to a technician. In several hours, he 
has a printout on his desk which 
provides a complete DNA analysis. 
He calls Meghan's parents and gives 
them the good news: By and large, 
Meghan is quite healthy. However, 
there are some potential problems­
a mild allergy to peanuts, and, more 
seriously, the likelihood that she 
will develop high blood pressure in 
middle age.1be pediatrician advises 
the parents to consider inserting a 
gene that prevent her blood pressure 
from rising to dangerous levels and 
be<::oming a major problem. 

This futuristic view of a visit to a pedi­
atrician 's office is no longer the stuff of 
science fiction. In the not-so-distant future, 
advances in our understanding of genetics 
are likely to lead to not only to the iden­
tification of risk factors in children, but 
also to the development of new treatments 
for psychological disorders and physical 
diseases. 

In gelle IJrl'mpy, health care providers 
inject genes to correct particular diseases 
directly into a patient's bloodstream. When 
the gene arrives at the location of a problem 
(or potential problem), it leads the body to 

Age of viability: The point at which a 
fetus can survive if born prematurely. 
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produce chemicals that can alleviate the 
danger. For instance, in Meghan's case, 
corrective genes could be added that act 
directly to reduce blood pressure by alter­
ing the operation of blood vessels. In other 
cases, additional genes could be inserted 
to replace missing or defective cells. It also 
may be possible to "harvest" defrxtive 
cells from a child prior to birth. These cells 
could be treated by gene therapy and rein­
troduced into the unborn child, thereby 
repairing the defrxt (Grady & Kolata, 2000; 
Levy, 2003; Lymberis et aI., 2(04). 

Although the promise of gene therapy 
is real, the number of diseases that can be 
treated this way today is actually fairly 
small. Furthermore, the long-term success 
of gene therapy remains unknown. In fact, 
after they initially 5('('m to be cured, some 
recipients of gene therapy have relapsed, 
and some have suffered from u npleasant 
side effects (Nakamura, 2004; Wagner et 
aI., 2004; Harris, 2005). 

The number of uses of gene therapy is 
growing rapidly. For example, such disor­
ders as AIDS, cystic fibros is, and rheuma­
toid arthritis already are strong candidates 
for gene therapy. In addition, even more 
promising therapies are corning. For exam­
ple, a process called germlille gelle Ilr<'Tapy 

can correct problems not only for unborn 
individuals, but for future generations as 
well. In germline gene therapy, s<ientists 
"harvest" defective cells soon after con­
ception, remOVing them from the fertilized 
egg within the mother, placing them in a 
test-tube culhlre, repai ring the defects in 
the cells, and returning them 10 the mother. 
In a more extreme pOSSibility, cells from 
one parent might be altered genetically 10 
remove any defects, and this clone could 
then be permitted to grow. The result 
would be offspring genetically identical 
to the parent except for the genetiC defect. 
(Weiner, 2000; Smith, 2004; Allhoff, 2005). 

Cloning advances raise significant ethi­
cal issues. In one radical poSSibility, clon­
ing might be employed if both a husband 
and wife were infertile. In such a case, 
they might consider cloning one or the 
other of themselves in order to have at 
least one child who was genetically similar 
(in this case, genetically identical) to one 
of them. The ethical and moral issues of 
such a procedure, of course, are profound. 
Most Americans oppose cloning of human 
embryos, and laws limiting human cloning 
have already been enacted (Harris, 2004; 
Levick, 2004; McGee, Caplan, & Malhotra, 
2004; Greene et a!., 2005). 

Would you choose to be genetically tested so that you could know your sus<epti­
bility to genetic diseases? Would you be tested if you might learn that you had a 
genetic disorder that was likely to shorten your life? Why or why not? 

it bends its fingers when touched on the hand. At 16 to 18 weeks, its movements become. 
strong enough for the mother to sense them. At the same time, hair may begin to grow 
on the fetus's head, and the facial features be<::ome similar to those the child will display 
at birth. The major organs begin func tioning, although the fetus could not be kept alive 
outside the mother. In addition, a lifetime's worth of brain neurons are produced­
although it is unclear whether the b rain is capable of thinking at this early stage. 

By week 24, a fetus has many of the characteristics it will display asa newborn. In 
fac t, when an infant is born prematurely at this age, it can open and close its eyes; suck; 
cry; look up, down, and around; and even grasp objects placed in its hands, although 
it is still unable to survive for long outside the mother. 

The fetus continues to develop before birth. It begins to grow fatty d eposits under the 
skin, and it gains wcight. The fetus reaches the as e of viability, the point at w hich it can 
survive if born prematurely, at about prenatal age 22 weeks, although through advances 
in mediColl technology this crucial age is getting earlier. At prenatal age 2B weeks, the 
fetus weighs less than three pounds and is about sixteen inches long. It may be cap.lble 
of learning: One study found that the infants of mothers who had repeatedly read aloud 
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These remarkable photos of ~ve fetuses display the degree of ~cal development at prenatal ages 
4 and 15 weeks. 

the Or. SeuS$ story Tire Cal ill tlIC Hal before the infants' birth preferred the sound of that 
particular story to other s tories after they were born (Spence & DeCasper, 1982). 

Before birth, a fetus passes through several 5eIlSitiue periods (also referred to as crit­
ical periods). A sensitive period is the time when organisms are particu lar s usceptible 
to certain kinds of stimuli. For example, fetuses are especially affected by their mo th­
ers' use of drugs during certain sensitive periods before birth. If they are exposed to a 
particular drug before or after the sensitive period, it may have relatively little impact, 
but if exposure comes during a critical period, the impac t will be significant. Sensitive 
periods can also occur after birth. Some language special.ists suggest, for instance, tha t 
there is a period in which children are particularly receptive to developing language 
(deVill iers & deVilliers, 1999; Thompson & Nelson, 2001; Beauchaine, 2003; Konig, 
2005; Werker & Tees, 2(05). 

In the final weeks of pregnancy, the fetus continues to gain weight and grow. At the 
end o f the normal thirty.eight weeks of pregnancy the fetus typically weighs OlTOund 
seven pounds and is about twenty inches in length. However, the story is different 
for preterm injants, who are born before week 38. Because they have not been able to 
develop fully, they are at higher risk for illness, future problems, and even death. For 
infants who have been in the womb for more than thirty weeks, the prospects are rela­
tively good. However, for those born before week 30, the story is o ften less positive. 
Such newborns, who may weigh as little as two pounds at birth, are in grave danger 
because they have immature organs; they have less than a 5O-SO chance of survival. IJ 
they do survive-and it takes extraordinarily heroic (and expensive) medical interven­
tion to assure this-they may la ter experience significant developmental delays. 

Genetic Influences on the Fe tus. The process of fetal growth that we have just 
described reflects normal development, which occurs in 95 to 98 percent o f all preg­
nancies. Some individuals are less fortunate, for in the remaining 2 to 5 percent of 
cases, children are born with serious birth defec ts . A major cause of such defects is 
faulty genes or chromosomes . H ere are some of the more common genetic and chro­
mosomal difficulties. 

Phellylketolluria (PKU). A child born with the inherited disease phenylketonuria 
canno t produce an enzyme that is required for normal development. This resu lts 
in an accumulation o f poisons that eventually cause profound mental retarda­
tion. The disease is treatable, however, if it is caught early. Most infants today 
are routinely tested for PKU, and children with the disorder can be p laced on a 
special diet that allows them to develop normally (Walter et a I., 2002; Cassio et 
aI., 2005; levers· Landis el aI., 2005). 
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• Sickle-cell anemia. About 10 percent of the African American population has the 
possibility of passing on sickl~ell anemia, a disease that gets its name from the 
abnormally shaped red blood cells it causes. Children with the disease may have 
poor appetites, swollen stomachs, yellowish eyes, and cognitive d ifficulties; they 
frequently die during childhood (Helps et aI., 2003; Kral & Brown, 2004; Taras & 
Potts-Datema, 2005). 

• Yay-Sachs disease. Children born with Tay-Sachs disease, a disorder most often 
found in Jews of eastern European ancestry, usually die by age 3 or 4 because of 
the body's inability to break down fat. If both parents carry the genetic defect 
that produces the fatal illness, their child has a one in four chance of being born 
with the disease (Navon & Proia, 1989; Leib et al., 2005). 

• Down syndrome. Down syndrome, one of the causes of mental retardation, occurs 
when the zygote receives an extra chromosome at the moment of conception. 
Down syndrome is often related to the mother's age; mothers over 35 and 
younger than 18, in particular, stand a higher risk than other women of having a 
child with the syndrome (Roizen & Patterson, 2003). 

Prenatal Environmental Influences. Genetic factors are not the only causes of dif­
ficulties in fetal development. Environmental influences-the nurture part of the 
nature-nurture equation-also affect the fetus. Some of the more profound con­
sequences arc brought about by teratogens, environmental agents such as a drug, 
chemical, virus, or other factor that produce a birth defect. Among the major prenatal 
environmental influences on the fetus are the following: 

• Mother 's nutrition and emotional stale. What a mother eats during her pregnancy 
can have important implications for the health of her baby. Seriously under­
nourished mothers cannot provide adequate nutrition to a growing fetus, and 
they are likely to give birth to underweight babies. Poorly nourished babies 
are also more susceptible to disease, and a lack of nourishment may have an 
adverse impact on their mental development (Adams & Parker, 1990; Ricciuti, 
1993; Sigman, 1995; Zigler, Finn-Stevenson, & Hall, 2002; Najman et aI., 2004). 
Moreover, the mot:her 's emotional state affects her baby. Mothers who are anx­
ious and tense during the last months of their pregnancies are more apt to have 
irritable infants who sleep and eat poorly. The reason? The autonomic nervous 
system of the fetus becomes especially sensitive as a result of chemical changes 
produced by the mother 's emotional state (Relier, 2001 ). 

• Mother's illness. Several diseases that have a relatively minor effect on the 
health of a mother can have devastating consequences for a developing fetu s if 
they are contracted during the early part of a pregnancy. For example, rubella 
(German measles), syphilis, diabetes, and high blood pressure may each produce 
a permanent effect on the fetu s. The vi rus that causes AIDS can also be passed 
from mother to child before birth, as well as through breast-feeding after birth 
(Nesheim et aI. , 2004; Magoni et aI., 2005). 

• MolI!er's lise of drugs. Mothers who take illegal, physically addictive drugs such 
as cocaine run the risk of giving birth to babies who are Similarly addicted. 
Their newborns suffer painful withdrawal symptoms and sometimes show per­
manent physical and mental impairment as well. Even legal d rugs taken by a 
pregnant women (who may not know that she has become pregnant) can have 
a tragiC effect. For example, drugs such as the acne medicine Accutane can pro­
duce abnormalities (Streissguth et al., 1999; Ikonomidou el aI., 2000; Schecter, 
Finkelstein, & Koren, 2005). 

• A/colwl mId nicotine use. Alcohol and nicotine are dangerous to fetal develop­
ment. For example, lout of every 750 infants is bom with fetal alcolwl sY'Jdrollle 
(FAS), a condition resulting in below-average intelligence, growth delays, and 
facial deformities. FAS is now the primary preventable cause of mental retarda­
tion (Steinhausen & Spohr, 1998; Burd et a I., 2003; Wass, Mattson, & Riley, 2004). 
Even mothers who use small amounts of a lcohol during pregnancy place thei r 
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Environmental F;tctor 

Rubella (German measles) 
Syphil~ 

AdolCtive drugs 

NIColine 
Alcoho l 

Radiation from X rays 

Inadequate diet 

Mother's age-younger than 

18 at bi rth of ch ild 
Mother's age--o lde r than 35 

at bi rth of chi ld 

DES (d iethyisti lbestroQ 

AIDS 

Accutane 

Possible Effect on Pren;ttal Development 

BHndness. deafness. heart abnormal ities. stillbirth 
Mental retardation, physical defonnities. matemal miscarriage 

Low birth weight. addiction of infant to d rug, with possible 

death after birth from withdrawal 

Premature birth. low bm weight and length 
Me ntal retardation , lower-than-average birth weight. small 

head, limb deformities 

Physical defo nnlties. menta l retardation 

Reduction in growth o f bra in. smaller-than-average weight and 
length at birth 

Premature bi rth. increased incidence o f Down syndrome 

Increased incidence of Do",," syndrome 

Reproductive difficulties and tncreased incidence of genital 

cancer in children o f mothers who 'Were given DES du ri ng 

pregnancy to prevent mtscarriage 
Possible spread of AIDS virus to infant: facial deformities; 

growth fail ure 

Mental retardation and physical defo nntties 

child at risk. Fdal alcolrol effec ts (FAE) is a condition in which children display 
some, although not all, of the problems of FAS due to their mother's consump­
tion of alcohol during pregnancy (Streissguth, 1997; Baer, Sampson, & Barr, 
2003). Pregnant mothers who smoke put their children at considerable risk. 
Smoking by pregnant women leads to more than 100,000 miscarriages and the 
deaths of 5,600 babies in the United States alone each year (Mills, 1999; Ness et 
aI., 1999; Haslam & Lawrence, 2(04). 

Several other environmental factors have an impact on the child before and 
during birth (see Figure 3). Keep in mind, however, Ihat although we have been dis­
cussing the influences of genetiCS and environment separately, neither factor works 
alone. (Complete the Psychlnteractive exercise on prenatal development to gain a 
fuller understanding of prenatal development.) Furthermore, despite the emphasis 
here on some of the ways in which development can go wrong, the vas t majority of 
births occur without difficulty. And in most instances, subsequent development also 
proceeds nonnally. 

R E C A PlEVA LUAT EI R ETH INK 

FIGURE l A variety of environmental fac­

tors can ptay a role in prenatal development. 

www.mhhe.com/feldmaness7 

Psych Interactive Online 

Prenatal Development 

RECAP 

How do psychologists study the degree to which development 
is an interaction of heredi tary and environmental factors? 

• Developmental psychology studies growth and change 
throughout life. One fundamental question is how 

trast, longitudinal research traces the behavior of one 
or more participants as the participants become older. 
Finally, sequential research combines the two methods 
by taking several different age groups and examining 
them at several points in time. (pp. 335-336) 

much developmental change is due to heredity and how 
much is due to environment-the nature-nurture issue. 
Heredity seems to define the upper limits of our growth 
and change, whereas the environment affects the degree 
to which the upper limits are reached. (pp. 333-334) 

• Cross-sectional research compares people of different 
ages with one another at the same point in time. In COll-

What is the nature of development before birth? 

• Genes affect not only physical attributes but also a wide 
array of personal characteristics such as cognitive abilities, 
personality traits, and psychological disorders. (pp. 336-337) 

• EilCh chromosome contains genes, through which 
genetic information is transmitted. Genes, which are 
composed of DNA sequences, are the "software" that 
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programs the future development of the body's hard­
ware. (p. 336) 

• At the moment of conception, a male's sperm cell and a 
female's egg cell unite, with eadl contributing to the new 
individual's genetic makeup. The union of sperm and egg 
produces a zygote, which contains 23 pairs of chromo­
somes-with one member of each pair coming from the 
father and the o ther coming from the mother. (p. 337) 

• After hvo weeks the zygote becomes an embryo. By 
week 8, the embryo is called a fetus and is responsive to 
touch and other stimulation. At about week 22 it reaches 
the age of viability, which means it may survive if bom 
prematurely. A fetus is normally bom after Ihirty-eight 
weeks of pregnancy, weighing around seven pounds 
and measuring about twenty inches. (pp. 337-339) 

What factors affect a child during the mother 's pregnancy? 

• Genetic abnormalities produce birth defects such as 
phenylketonuria (PKU), sickle-cell anemia, Tay-Sachs 
d isease, and Down syndrome. (pp. 339- 340) 

• Among the environmental influences on fetal growth 
are the mother 's nutrition, illnesses, and drug intake. 
(pp.340-341 ) 

EVALUATE 

1. Developmental psychologists are interested in the effects 
of both and on 
development. 

2. Environment and heredity both influence development, 
with genetic potentials genera lly establishing li mits on 
environmental influences. True or false? 

3. By observing genetically similar animals in differing 
environments, we can increase our understanding of the 

KEY TERMS 

developmental psychology 
p.333 

nature-nurture issue p. 333 
identical twins p. 335 

cross-sectional research 
p. 33S 

longitudinal research p. 336 
sequential research p. 336 

4. 

infl uences of hereditary and environmental factors in 
humans. True or false? 
-,-____ -,---:- research studies the same individu-
als over a period of time, whereas ______ _ 
_______ research s tudies people of different 

ages at the same lime. 
5. Match each of the fo llowing terms w ith its definition: 

1. Zygote 
2. Gene 
3. Chromosome 
a. Smallest unit through which genetic information is 

passed 
b. Fertilized egg 
c. Rod-shaped structure containing genetic information 

6. Specific kinds of growth mus t take place during a 
__ -,,-___ period if the embryo is to develop 
normally. 

RETHINK 

1. When researchers find similarities in development 
between very different cultures, what implications 
might such findings have for the nature-nurture issue? 

2. From tire perspective of ellildcare prOl.lider: Consider what 
fa ctors might determine why a child is not learning 10 

wa lk at the same pace as his peers. What kind s of envi­
ronmental influences m ight be involved? What kinds 
of genetic influences might be involved? What recom­
mendations might you make to the child's parents 
about the situation? 

Anowe .... to Eva luate Queotions 

(Ir)!I!O '0) a"!I!SlDS '9 ~"""i: 'r-c; 'q-l ·S ~lruO!l»S-S'>OD ' IrU!pnl!2 
- UO[ .f> ~anJl ·E ~anJl .c; :(a.mlJ"nu JO) Iu.JUluOJ!" Ua '(a.<nlru JO) ,(1!pa.<.J'l ·r 

chromosomes p. 336 
genes p. 336 
zygote p. 337 
embryo p. 337 

fetu s p. 337 
age of viability p. 338 
teratogens p. 340 
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His head was molded into a long melon shape and came to a point at the back. 
He was coveroo with a thick greasy white ma!crial known as "vernix," which made 
him slippery to hold, and also allowed him to slip easily through the birth canal. In 
addition to a shock of black hair on his head, his body was covered with dark, fine 
hair known as "lanugo." His ears, his back, his shoulders, and even his che<>ks were 
furry ... His skin was wrinkled and quite loose, ready to scale in creased places such 
as his feet and hands ... His ears were pressed to his head in unusual positions--one 
e~r was mailed finnly forward on his cheek. His nose was flattened and pushed to 
one side by the squee7.e as he came through the pelvis (Brnzdton, 1969, p. 3). 

What kind of creature is th is? Although the description hardly fits that of the ador­
able babies seen in adver tisements for baby food, weare in fad talking about a normal, 
completely developed child just after the moment of birth. Called a neonate, a new­
born arrives in the world in a form that hardly meets the standards of beauty against 
which we typically measure babies. Yet ask any parents: Nothing is more beautiful or 
exciting than the firs t glimpse of their newborn. 

The Extraordinary Newborn 
Several factors cause a neonate's strange appearance. The trip through the mother's 
birth canal may have squeezed the incompletely formed bones of the skull together 
and squashed the nose into the head. The skin senetes vernix, a whi te, greasy covering, 
for protection before birth, and the baby may have irlllllgo, a soft fuzz, over the entire 
body for a similar purpose. The infant's eyelids may be puffy with an accumulation of 
fluids because of the upside-down position during birth. 

All this changes during the first two weeks of life as the 
neonate takes on a more familiar appearance. Even more 
impressive arc the capabilities a neonate begins to d isplay from 
the moment of birth--capabilities that grow at an astounding 
rate over the ensuing months . 

REFLEXES 

A neonate is born with a number of reflexes-unlearned, 
involuntary responses that occur automatically in the presence 
of certain stimuli. Critical fo r survival , many of those reflexes 
unfold naturally as part of an infant's ongOing maturation. 
The rooting refll!x, for instance, causes neonates to tum their 
he~ds toward things thlll touch th(>ir ch~ks-such as th(> 
mother 's nipple or a bott le. Similarly, a suckillg rifl!!x prompts 
infants to suck at things that touch their lips. Among other 

() The McGraw-Hili 

Companies.2OOIl 

petencies 

What are the milestones of 
physical and social develop­
ment during childhood? 

How does cognitive develop­
ment proceed during childhood? 

Neonate: A newborn child. 

Reflexes: Unlearned, involuntary 
responses that o<;cur automatically in 
the presence of certain stimuli. 

reflexes are a gllg reflex (to dear the throat), the slllrtle reflex (a Many of tile reflexes that a neonate is born with are crilkal for survival 
series of movements in which an infant flings out the arms, and unfold naturally as a part of an infant's ongoing maturatIOn Do you 
fans the fingers, and arches the back in response to a sudden think humans have more or fewer- reflexes than other animals? 

341 
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3.2 months: 
mllingover 

11.5 months: 
sanding .Ione 

~" 

Habiluation: The decrease in the 
response to a stimulus that occurs 
after repeated presentations of the 
same stimulus. 

IX. Dlvelopmlm 

3.3 month.: 
grasping r<m:le 

12.3 months: 
walklng well 

za. lnfancy and Childhood 

S.9 month<: 
sittlng without 
wppo" 

1~.8 months: 
building tower of 
two cubes 

7.2 months: 
.tanding while holding 
~ 

16.6 months: 
walklng Ufl StepS 
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8.2 month.: 
grasping with thumb 
.nd finger 

23.8 month" 
lumping In place 

FI GURE I Although at birth a neonate can make only jerky,liorited \.Q!untary ~ts. during the 

first year of life the ability to mate independently grows enormously. The ages indicate the time when 

50 percent of children are able 10 perform each skill (Frankenburg el aI .• 1992). Remerrber. hcmever: 
that the time when each skill appears can vary considerabl)< For example, 25 percent of childnen are 

abk to walk weN at age II m::mths, and Dr 15 months 90 percent of children are walking well. 

noise), and the Babinski reflex (a baby's toes fan out when the outer edge of the sole 
of the foot is stroked). 

Infants lose these primitive reflexes after the first few months of life, replacing them 
with more complex and organized behaviors. Although at birth a nooMte is capable of 
only jerky, limited voluntary movements, during the first year of life the ability to move 
independently grows enormously. The typical baby rolls over by the age of 3 months, 
sits without support at 6 months, stands alone at about 11 months, and walks at just over 
a year old. Not only does the ability to make large-scale movements improve during this 
lime, fine-muscle movements become increasingly sophisticated (see Figure 1). 

DEVELOPMENT OF THE SENSES: TAKING IN THE WORLD 

When proud parents peer into the eyes of their neonate, is the chi ld able to return Iheir 
gaze? Although it was thought for some time that newborns can see only a hazy blur, 
most current findings indicate that the capabilities of neonates are far more impres­
sive. Although their eyes have a limited capacity to focus on obiects that are not within 
a seven- to eight-inch distance from the face, neonates can fo llow objecls moving 
within their field of vision. They also show the rudiments of depth perception, as Ihey 
react by raising their hands when an object appears to be moving rapidly toward the 
face (Gelman & Kit-Fong Au, 1996; Maurer et aI., 1999). 

You might think that it would be hard to figure out just how well neonates can 
see, because their lack of both language and reading ability d early prevents them 
from saying what direction the E on a vision chart is facing. However, researchers 
have devised a number of ingenious methods, relying on the newborn's biological 
responses and innale reflexes, to lest perceptual skills. 

For instance, infants who see a novel stimulus typically pay dose attention to ii, 
and, as a consequence, their heart rates increase. But if they repeatedly set! the same 
stimulus, their attention to it decreases, as indicated by a return to a slower heart rate. 
This phenomenon is known as hab ituation, the decrease in the response to a s timulus 
that occurs after repeated presentations of the s.1me stimulus. By studying habitu-



feldman: hsemials of 
Understanding Ps~cholog~, 

Seventh Ed~ion 

I IX. Developmem Z8. lnfanc~ end Childhood 

a tion, developmental psychologists can tell when a stimulus can be d elected and 
discriminated by a child who is too young to speak (Gumwald et aI., 2003; Hannon 
& Johnson, 2(05). 

Researchers have developed many o ther methods for measuring neonate and 
infant perception. One technique, for instance, involves babies sucking on a nipple 
attached to a computer. A change in the rate and vigor with which the babies 
suck helps resea rchers: infer thai babies can perceive variations in stimuli. Olher 
approaches include examining babies' eye movements and observing which way 
babies move their heads in response to a visual stimulus (George, 1999; Franklin, 
Pilling, & Davies, 2005). 

Through the use of such research techniques, we now know that infa nts' visua l 
perception is remarkably sophisticated from the start of life. At birth, babies prefer 
patterns with contours and edges over less distinct patterns, indicating that they can 
respond to the configu ration of stimuli. Furthermore, even newborns are aware of 
s ize constancy, because they are apparently sensi tive to the phenomenon by which 
objects sta y the same size even though the image on the retina may change size as 
the distance between the object and the retina varies (Slater, 1996; Johnson et aI., 2003; 
Norcia el ai., 2005). 

In fact, neonales can discriminale facial expressions-and even imitate them. As 
you can see in Figure 2, newborns who see an adult with a happy, sad, or surpr ised 
facial expression can produce a good imitation of the adult's expression. Even very 
young infants, then, can respond 10 the emotions and moods that their caregivers' 
facial exp ressions reveal. This capability provides the foundation fo r social interac­
tion skills in children (Meitzoff, 1996; MOntague & Wal ker-Andrews, 2002; Lavelli & 
Fogel, 2005). 

Other visual abili ties grow rapidly after birth. By the end of their first month, 
babies can dist inguish some colors from others, and after four months they can focus 
on near or far objects. By age 4 or 5 months they are able 10 recognize hvo- and three­
dimensional objects, and they can perceive the gestalt organizing principles discov-
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FIGURE 2 This ne-wbom infant is 

clearly imrtating the expressions of the 

adult model in these amazing photos. 

HOW" does this abil rty contribvte to social 

development! (Courtesy of Dr. TIffany Field.) 
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ered by psychologists ""ho study perception. Furthermore, their perceptual abilities 
rapidly improve: Sensit ivity to visual stimuli, for instance, becomes three to four times 
g reater at 1 year of age than it was at birth (Slater, 1996; Vital-Durand, Atkinson, & 

Braddick, 19%; Johnson et ai., 2003; Johnson, 2(04). 
In addition to vi5.ion, infants display other impressive sensory capabili ties. 

Newborns can distinguish different sounds to the point of being able to recognize their 
own mothers' voices at the age of 3 days. They can also make the subtle perceptual 
distinctions that underlie language abilities. For example, at 2 days of age, infants can 
distinguish between their native tongue and foreign languages, and they can discrimi­
nate between such closely related sounds as ba and pa when they are 4 days old . By 6 
months of age, they can discriminate vi rtually any difference in sound that is relevant 
to the production of language. Moreover, they can recognize different tastes and 
smells a t a very early age. There even seems to be something of a built-in sweet tooth: 
Neonates prefer liquids that have been sweetened with sugar over their unsweetened 
counterpar ts (Bornstein & Arterberry, 1999; Akman et ai., 2002; Cohen & Cashon, 2003; 
Rivera-Gaxiola et ai., 2(05). 

The Growing Child: Infancy 
Through Middle Childhood 

It was during thc windy days of March that thc pmblem in thc day-<:are (cnkr first arose. 
Its Iloun:e: IO-month_o1d RusS<!H Ruud. Qlh"" vis" a mod,,1 of d<:!<:OTum, Russ"H had SOm.,... 
how learned how to unzip the Velcro chin strap to his winter hat. He would remove the 
hat whenever he got the urge, seemingly oblivious to the potential health problems that 
might foHow. 

But that was just the start of the real difficulty. To the chagrin of the teachers in the day­
care cenkr, not to speak of the children's parents, soon other chi ldren were following his 
kad, removing their own caps at will. Russell's mothcr, made aware of thc anarchy at thc 
day-<:are ccntcr-and the othcr parents' distress ovcr Russell's behavior- pleaded inno­
cenl. "'I never showed Russcll how to lUlzip the Velcro;' claimed his mother, Judith Ruud, 
an economist with the CongresSional Budget Office in Washington. D.C. "'He learned by 
trial and error, and the other kids saw him do il one day whcn they wcre gClling dressed 
for an outing"' (Gokman, 1993a, p. CIO). 

At the age of 10 months, Russell asserted his personality, illustra ting the tre­
mendous growth that occurs in a variety of domains during the first year of life. 
Throughout the remainder of childhood, moving from infancy into middle childhood 
and the start of adolescence around age 11 or 12, children develop phYSically, SOCially, 
and cognitivcly in extraordinary ways. In the remainder of this module, we'll consider 
this development. 

PHYSICAL DEVELOPMENT 

Children's physical growth provides the most obvious sign of development. During 
the fi rs t yea r of life, children typically triple their birthweight, and their height 
increases by about half. This rapid growth slows down as the child gets older- think 
how gigantic adults would be if that rate of growth wereconstant-and from age 3 to 
the beginning of adolescence at around agc 13, growth averages a gain of about five 
pounds and three inches a year (see Figure 3). 

The phySical changes that occu r as children develop are not just a matter of increas­
ing growth; the relationship of the size of the various body parts to one another changes 
dramatically as children age. As you am sec in Figure 4, the head of a fetus (and a new­
born) is disproportionately large. However, the head soon becomes more proportiona l 
in s ize to the res t of the body as growth occurs mainly in the trunk and legs. 
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FIGURE 4 As development progresses, the size o f the head relative to the rest of the body 
decreases unti l the individual reaches adulthood. Why do you th ink the head starts out so large? 
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DEVELOPMENT OF SOCIAL BEHAVIOR: 
TAKING ON THE WORLD 

As anyone who has seen an infant smiling at the sight of his or her mother 
can guess, at the same time that infants grow physically and hone their 
perceptuill ilbilities, they also develop SOCially. The nilture of il child's 
early sociill development provides the foundation for social relationships 
that will last a lifetime. 

Attachment, the positive emotional bond that develops benveen a 
child and a particular indiv idual, is the most important form of social 
development that occurs during infancy. The earliest studies of attach­
ment were carried out by animal ethologist Konrad Lorenz (1966). 
Lorenz focused on newborn goslings, which under normal circumstances 
instinctively follow their mother, the first moving object they perceive 
after birth. Lorenz found that goslings whose eggs were raised in an incu­
bator and which viewed him immediately after hatching would follow 
his every movement, as if he were their mother. He labeled this process 
imprinting, behavior that takes place during a critical period and involves 
attachment to the first moving object that is observed. 

FIGURE S Although the wire "mother" dispensed mi lk 
to the hungry infant monkey, the rnfant preferred the 
soft. terry·doth "mothe~" Do you think human babies 

Our understanding of attachment progressed when psychologist Harry 
Harlow, in a classic study, gave infant monkeys the choice of cuddling a 
wire "monkey" that provided milk or a soft, terry-cloth "monkey" that was 
wann but did not provide milk. Their choice was clear: They spent most 
of their time clinging to the warm cloth "monkey," although they made 
occasion.11 forays to the wire monkey to nurse. Obviously, the cloth monkey 
provided grcater comfort to the infants; milk alone was insufficient to create 
attachment (Harlow & Zimmerman, 1959; Blum, 2002; see Figure 5). 

would react the :;.arne way? VVhat does th,s tell us about 
attachment? (SaYre/!; Harry Hanow Pnmat/! laboratOl)'I 

Building on this pioneering work with nonhumans, development.11 psy­
chologists h.:we suggested that human attachment grows through the respon­
siveness of infants' caregivers to the signals the b.1bies provide, such as crying. 
smiling, reaching, and clinging. The greater the responsiveness of thecaregiver 
to the child's signals, the more likely it is that the child will become .securely 

UnNf!f5rty of WISConSIn.) 

Attachment: The positive emotional 
bond thilt develops between a child 
and a particulilr individual. 

attached. Full attachment eventually develops as a result of the complex series of interae--
tions between caregiver and child illustrated in Figure 6. In the course of these interactions, 
the infant plays as critical and active a role as the caregiver in the fonnation of the bond. 
Inf,mts who respond positively to a caregiver produce more positive behavior on the part of 
the caregiver, which in tum produces an even stronger degree of attacrunent in the child. 

Assessing Attachment. Dcvelopmentill psychologists have devised a quick and direct 
way to measure attachment. Developed by Mary Ainsworth, the AinslVorth strange situ­
ation consists of a sequence of events involving a child and (typically) his or her mother. 
Initially, the mother and baby enter an unfamiliar room, and the mother pennits the 
hilby to explore while she si ts down. An adult stranger then enters the room, after which 
the mother leaves. The mother returns, and the stranger leaves. The mother once again 
leaves the baby alone, and the stranger returns. Finally; the stranger leaves, and the 
mother returns (Ainsworth et ill., 1978; Wil lers & 8eiluchaine, 2003; Izard & Abe, 2(04). 

6ilbies' reactions to the experimental situation vilry drastically, depending. ilocord­
ing to Ainsworth, on their degree of attacrunent to the mother. One-year-old children 
who are slXurely attaclled employ the mother as a kind of home base, exploring indepen­
dently bul returning to heroccasionillly. When she leilves, they exhibit distress, and they 
go to her when she returns. Avoidallt children do not cry when the mother leilves, and 
they seem 10 ilvoid her when she returns, as if they were indifferenl to her. AII/hi/mlell! 
children displily anxiety before they are separated and are upset when the mother leilves, 
but they may show ambivalent reactions to her return, such as seeking close contact but 
simultaneously hitting and kicking her. A fourth reaction is disorganized-disoriented; these 
children show inconsistent, often contradictory behavior. 
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• Qinging C areatver bealns playfullntenu:dons 
• Bltytling with legs • Talks to baby 
• looking at un!!gi¥er • Tickles baby 

• Uses very exp!"essi¥e bee 

• Touches b;"by 

Caregi¥et> responds 

• Picks up 

• Cuddle. Infant learns to recognize caregiver 
• Rocks baby • Recogn izes voice, bel!. smell 
• Soothes • As cognitive skills mature. recogn izes 
• Talks to 

C_ alYer takfl car_ of child 

• Feeds infant • Feels competent as a caregiver 

• Changes dQpers • Learns to "read" the infllnt 

Infant be«tmes aec.dled to Uf'\eIIYer 
• Smiles more at a.reglver 

• Looks wvlly at strangers 

• Goes to caregtver when frightened 

or upset 

FIGURE 6 The Attachment Behavioral System shows the sequence of activities that infants employ 

to keep thdr primary caregivers phY$i<:a11y close and bring about attachment . Early in life. crying 

is the most e ffective behavior: Later. though. infants keep the caregiver near t hrough other. more 

socia lly appropriate behaviors such as smiling. looking. and reaching. After they are able to wa lk 

children play a more active role in staying close to the caregiver. At the same time , the caregiver's 

behavio r interacts with the baby's aai'lities to promote attachment. (Source: Tomlinson·Kea\.e)'. 1985; 

The nature of attachment between children and their mothers has far-reach­
ing consequences for later development. For example, children who are securely 
attached to their mothers tend to be more socially and emotionally competent 
than are their less sect.rroly attached peers, and others find them more cooperative, 
capable, and playful. Furthermore, children who are securely attached at age 1 show 
fewer psycholOgical difficulties when they grow older compared with avoidant and 
ambivalent youngsters. As adults, children who are securely attached tend to have 
more successful romantic relationships. On the other hand, being securely attached at 
an early age docs not guarantee good adjustment later, and , conversely, children who 
lack secure attachment do not always have difficulties later in li fe (Hamilton, 2CXXl; 
Waters, Hamilton, & Wienfield, 2OJO; Bakermans-Kranenburg, van Ijzendoorn, & 

Juffer,2OO3; Fraley & Spieker, 2000; Mikulincer & Shaver, 2005; Roisman et aI., 2(05). 

The Father's Role. Although early developmental research focused largely on 
the mother-child relationsh ip, more recent research has h ighlighted the father's 
role in parenting, and with good reason: The number of fathers who are primary 
caregivers for their children has grown significantly, and fathers play an increas­
ingly important role in their children's lives. For example, in almost 20 percent of 
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FIGURE 7 Almost 30 percent of children 

younger than 5 rears of age whose motn­
ers "'-"Or!< outside the horne spend their 

days in child-care or preschool centers: 
the remainder receive care in their own or 

someone else's home. (Source: U.s. Bureau 

of the Census. 1997.) 

families with children, the father is the parent who stays at home to care for preschool­
ers (Fitzgerald et aI., 2003; Day & Lamb, 2004; Parke, 20(4). 

When fathers interact with their children, their play often diffe rs from that of 
mothers. Fathers engage in more physical, rough-and-tumble sorts of activities, 
whereas mothers play more verbal and traditional games, such as pcekaboo. Despite 
such behavioral differences, the nature of attachment between fathers and children 
compared with that between mothers and children can be similar. In fact, children can 
form multiple attachments Si multaneously (Genuis & Violato, 2000; Sagi et aI., 2002; 
Paquette, Carbonneau, & Dubeau, 2003). 

Sodal Relationships with Peers. By the time they are 2 years old, children become 
less dependent on their parents and more self-reliant, increasingly preferring to play 
with friends. Initially, play is relatively independent: Even though they may be si tting 
side by side, 2-year-olds pay more attention to toys than to one another when play­
ing. Later, however, children actively interact, modifying one another's behavior and 
la ter exchanging roles during play (Bukowski, Newcomb, & Hartup, 1996; Lindsey & 
Colwell, 2003; Colwell & Lindsey, 2005). 

Cultural factors also affect children's styles of play. For example, Korean American 
children engage in a higher proportion of parallel play than their Anglo-American 
counterparts, while Anglo-American preschoolers are involved in more pretend play 
(Farver, Kim, & Lee-Shin, 1995; Farver & Lee-Shin, 2000; Bai, 2005; Drewes, 2005). 

As children reach school age, their social interactions begin to follow set pa tterns, 
as well as becoming more frequent. They may engage in elaborate games involv­
ing teams and rigid rules. This play serves purposes other than mere enjoyment. It 
allows children to become increasingly competent in their social interactions with 
others. Through play they learn to take the perspective of other people and to infer 
o thers' thoughts and feelings, even when those thoughts and feelings are not directly 
expressed (Asher & Parker, 1991; Royzman, CaSSidy, & Baron, 2(03). 

In short, social interaction helps children interpret the meaning of others' behavior 
and develop the capacity to respond appropriately. Furthermore, children learn physi­
cal and emotional self-control: They learn to avoid hilling a playmate who beats them 
at a game, be polite, and control their emotional displays and facial expressions (e.g., 
smiling even when receiving a dis.lppointing gift). Situations that provide children 
with opportunities for social interaction, then, may enhance their social development 
(Feldman, 1982, 1993; Lengua & Long, 2002). 

The Consequences of Child Care Outside the Home, Research on the importance of 
social interaction is corroborated by work tha t examines the benefits of child care out 
of the home, which is an important part of an increasing number of children's lives . 
For instance, almost 30 percent of preschool children whose mothers work outside the 
home spend their days in child-care centers. More than 80 percent of infants are cared 
for by people other than their mothers for part of the day during the first year of life. 
Most of these infants begin child care before the age of 4 months and are cared for by 
people other than their mothers for almost thirty hours per week (NICHD Early Child 
Care Research Network, 1997; National Research Council, 2000; see Figure 7). 

Do out-of-the-home child-care arrangements benefit children's development? If the 
programs are of high quality, they can. According to the results of a large study sup­
ported by the U.S. National Institute of Child Health and Development, children who 
attend high-quali ty child-care centers may not only do as well as children who stay at 
home with their parents, but in some respects may actually do better. Children in child 
care are generally more considerate and sociable than other children are, and they interact 
more positively with teachers. They may also be more compliant and regulate thei r own 
behavior more effectively, and their mothers show increased sensitivity to their children 
(Lamb, 19%; NICHD Eou ly Child Care Research Network, 1997, 1998, 1999, 2001). 

In addi tion, especially for children from poor or disadvantaged homes, chi ld care 
in specially enriched environments-those with many toys, books, a varie ty of chil-
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dren, and high-quality care providers-often proves to be mOT€' intellectually stimu­
lating than the home environment. Such child care can lead to increased intellectual 
achievement, demonstra ted in higher IQ scores and better language development. In 
fact, children in care centers sometimes arc fo und to score higher on tests of cognitive 
abilities than those who arc cared for by their mothers or by sitters or home day-care 
providers--cffccts lasting into adulthood (Wilgoren, 1999; Burchinal et ai., 2CXXl). 

However, outside-the-home child care does not have universally positive out­
comes. Children may feel inse~ure after placement in low-quality child care or in 
multiple child-care settings. Furthermore, some research suggests that infants who 
arc involved in outside care more than twenty hours a week in the first year show less 
secure attachment to their mothers than do those who have not been in outside-the­
home child care. Finally, children who spent long hours in child care as infants and 
preschoolers may have a redUCEd ability to work independently and to manage their 
time effectively when they reach elementary school (Belsky & Rovine, 1988; NICHD 
Early Child Care Research Network, 1997, 1998, 2001; Belsky, 2002; Brooks-Gunn, Han, 
& Waldfogel, 2002; Vandellet et aI., 2(05). 

The key to the success of non parental child care is its quality. High-quality child 
care produces benefits; low-quality child care provides little or no gain, and may even 
hinder children's development. In shorl, significant benefits result from the social 
interaction and intellectual stimulation provided by high-quality child-care centers­
particularly for children from impoverished environments (NICHD Early Child Care 
Research Network, 2CXXl, 2002; Ghazvini & Mullis, 2002; Friedman, 2004; National 
Association for the Education of Young Children, 2005; Papero, 2(05). 

Authoritarian parents: Parents who 
are rigid and punitive and value 
unquestioning obedience from their 
children. 

Parenting Styles and Social Development. Parents' child-rearing practices are critical 
in shaping their children's social competence, and-accord ing to classic research by 
developmental psychologist Diana Baumrind-four main categories describe different 
parenting styles (Figure 8). Rigid and punitive, authorita rian parents value unques­
tioning obedience from thei r children. They have strict standards and discourage 
expressions of disagreement. Pennissive parents give their children relaxed or incon­
sistent direction and, although warm, require little of them. [n contrast, authoritative 
parents are firm, setting limits for their children. As the children get older, these par­
ents try to reason and explain things to them. They also set dear goals and encourage 

Pennissive parents: Parents who give 
their children relaxed or inconsistent 
direction and, although warm, require 
[itlle of them. 

Pa .... nting Style 

Authoritarian 

Permiss've 

UnirM;)lved 

Authoritative pa~nts : Parents who 
are firm, set dear limits, reason with 
their children, and explain Ihings to 
them. 

Paren t Behavior 

Rigid, punitive, strict standards (example: 
"If you don't dean your room, I'm go ing to 
take away you- Walkman for good and 
ground you.") 

lax. Inconsistant. I..Odemanding (example: 
"It mIght be good to clean your room, bot 
I gueS5 rt can wait.") 

Firm, sets limits and goals. uses reasoning. 
encourages independence (example: 
''You'll need to clean your room before we 
can go out to the restaurant. As soon as 
you fini5h, we'IIIeave:) 

Detached emotionally. sees role only as 
provid ing food, clothing. and shelter 
(example: "I couldn't Qlre less if your room 

IS a P'!lsty:) 

Type of Behavior 
Produced in Child 

Unsociable, unfriendly. withdr<l'M'l 

Immature, moody, dependent. 
low self-control 

Good sooal skills. lik.1bie, 
self-reliant. independent 

Indifferent. rejecting behavior 

FIGURE 8 According to developmCfltal psychologist D iana Baumrind (1971). four main parenting 

styles characterize child rearing. 
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Uninvolved parents: Parents who 
show little interest in their children 
nnd nre emotionally detnched. 

Temperament: Basic, innate disposition. 

Psychosocial development: 
Devl'lopmcnt of individuals' interac­
tions and understnnding of each other 
;md of their knowledge and undl'r­
standing of thl'm5('iv('5 as membl'rs 
<)f socil'ty. 
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thl'ir children's indl'pendence. Finally, uninvolved parents show li ttle interest in their 
children. Emotionally detached, they view parenting as nothing more than providing 
food, clothing, and shelter for children. At their most extreme, uninvolved parents 
are guilty of neglect, a form of child abuse (B.1.umrind, 1971, 1980; Maccoby & Martin, 
1983; Winsler, Madigan, & Aquilino, 2(05). 

As you might expect, the four kinds of child-rearing styles seem to produce very 
different kinds of behavior in children (with many exceptions, of course). Children of 
authorita rian parents tend to bl' unsociable, unfriendly, and relatively wi thdrawn. In 
contrast, permissive parents' children show immaturity, moodiness, dependence, and 
low self-control. The children of authoritative parents fare best: With high social skills, 
they are likable, self-reliant, independent, and cooperative. Worst off are the children 
of uninvolved parents; they feel unloved and emotionally detached, and their phYSica l 
and cognitive development is impeded (Saami, 1999; Berk, 2005; Snyder et aI., 2(05). 

Before we rush to congratula te authoritative parents and condemn authoritarian, 
permissive, and uninvolved ones, it is important to note that in many cases nonau­
thoritative parents also produce perfectly well-adjusted child ren. Moreover, children 
are born with a particular temperament-a basic, innate disposition. Some children 
are naturally easygoing and cheerful, whereas others are irritable and fussy. The kind 
of temperament a baby is born wi th may in part bring about particular kinds of p<1.ren­
tal child-rearing styles (Chess, 1997; Porter & Hsu, 2003; Lengua & Kovacs, 2(05). 

In addition, children vary considerably in their degree of resiliellce, the ability to 
overcome circumstances that place them at high risk for psychological or even physi­
cal harm. Highly resilient children have temperaments that evoke posi tive responses 
from caregivers. Such children display unusual social skills: outgoingness, intelli­
gence, and a feeling that they have control over their livcs. In a sense, resilient children 
try to shape their own environment, rather than being vic timized by it (Werner, 1995; 
Luthar, Cicchetti, & Becker, 2000; Deater-Deckard, Ivy, & Smith,2(05). 

We also need to keep in mind that these findings regarding child-rearing styles 
apply primarily to U.s. society, which highly values children's growing independence 
and diminishing reliance on their parents. In contrast, Japanese parents encourage 
dependence to promote the values of cooperation and community life. These di f­
ferences in cultural values result in very different philosophies of child rearing. For 
example, Japanese mothers believe it is a punishment to make a young child sleep 
alone, and so many children s leep next to their mothers throughout infancy and tod­
dlerhood (Miyake, Chen, & Campos, 1985; Kawasaki et al., 1994; Dennis et al., 2(02). 

In sum, a child's upbringing results from the child-rearing philosophy parents 
hold, the specific practices they use, and the nature of their own and their child's 
personalities. As is the case with other aspects of development, then, behavior is a 
function of a complex interaction of environmental and genetic factors. 

Erikson's Theory of Psychosocial Development. In tracing the course of social 
development, some theorists have considered how the challenges of society and 
culture change as an individual matures. Following this path, psychoanalyst Erik 
Erikson developed one of the more comprehenSive theories of social development. 
Erikson (1963) viewed the developmental changes occurring throughout life as a 
series of e ight s tages of psychosocial development, of which four occur during 
childhood. PsychOSOcial development involves changes in our interactions and 
understanding of one another as well as in our knowledge and understanding of 
ourselves as members of society. 

Erikson suggests that passage through each of the stages necessitates the 
resolution of a crisis o r conflict. Accordingly, Erikson represents each stage as a 
pairing of the most positive and most negative aspects of the crisis of that period. 
Although each crisis is never resolved entirely- life becomes increasingly compli­
cated as we grow older- it has to be resolved sufficiently to equip us to deal with 
demands made during the follow ing stage of development. 
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In the first s tilgc of psychosociill development. the trus t-versus-mistrus t stage 
(ilges birth to 1 ~ yeilrs), infilnts develop feelings of trust if their physicill requirements 
and psychological needs for attachment are consistently met ilnd their inteTilctions with 
the world ilre gener<llly positive. In contrast, inconsistent care ilnd unpleasant inter<lC­
tions with others can leild to mistrust ilnd leave iln infant unable to meet the challenges 
required in the next stage of development. 

In the second stage, the autonomy-versus-shame-and-doubt s tage (ages 1 \i to 3 
yeilrs), toddlers develop independence and autonomy if exploration and freedom are 
encouraged, or they experience shame, self-doubt, and unhappiness if they are overly 
restricted and protected. According to Erikson, the key to the development of auton­
omy during this period is for the child's cilregivers to prOVide the appropriate amount 
of control. If parents provide too much control, children cannot assert themselves and 
develop their own sense of control over their environment; if parents provide too little 
control, the children become overly demanding and controlling. 

Next, children filee the crises of the initiative-versus-guilt stage (ilges 3 to 6). In this 
stage, children's desire to act independently conflicts with the guilt that comes from the 
unintended and wlexpccted consequences of such behavior. Children in this period come 
to understand that they are persons in their own right, and thcy begin to make decisions 
about their behavior. If p<"lrents reilct poSitively to children's attempts at independence, 
they will help their children resolve the initiative-versus-guilt crisis positively. 

The fourth and last stage of childhood is the indus try-ve rsus-infe riority s tage 
(ages 6 to 12). During this period, increilsing competency in illl areas, whether sociill 
interactions o r aCildemic skills, characterizes successful psychosociill development. In 
contrilst, difficulties in this s tage leild to feelings of fail ure and inildcquilcy. 

Erikson's theory suggests thilt psychosociill development continues throughout 
life, ilnd he proposes four morecriscs that arc faced ilfter childhood . Although his the­
ory has been criticized on several grounds--such as the imprecision of the concepts he 
employs ilnd his greater emphilsis on mille development than female development- it 
remains influential and is one of the few theories that encompass the entire life span. 

COGNITIVE DEVELOPMENT: CHILDREN'S 
THINKING ABOUT THE WORLD 

Suppose you had two drinking glilsses of different shapes---one short and broad ilnd 
one tall and thin. Now imagine that you filled the short, brood one with socIil ilbout hillf­
way ilnd then poured the liquid from that glass into the tall one. The socIil would ilppear 
to fill about three-quarters of the SC("ond glass. If someone asked you whether there was 
more soda in the SC("ond glass than there had been in the first, what would you say? 

You might think that such a simple question hilrdly deserves an answer; of course 
there is no difference in the ilmount of socia in the two glasses. However, most 4-yeilr­
olds would be likely to say that there is more soda in the SC("ond glilss. If you then 
poured the socia back into the short glass, they would s.1y there is now less soda than 
there was in the taller glass. 

Why are young child ren confused by this problem? The reilson is not immedi­
ately obvious. Anyone who has observed preschoolers must be impressed by how filr 
they have progressed from the eilrly stages of development. They speilk with eilse, 
know the alphabet, count, play complex gilmes, use tape pLayers, tell s tories, and 
communicate ably. Yet despi te this seeming sophistication, there are deep SilPS in 
children's understanding of the world. Some theorists have suggested th."lt children 
cannot understand certain ideas and concepts until they reach a particular stage of 
cognitive development- the process by which a child's understanding of the world 
changes as a function of age and experience. In contmst to the theories of phYSical and 
social dcvelopment discussed earlier (such as those of Erikson), theories of cognitive 
development seek to expla in the quantita tive and qualitative intellectual advances 
that occur during development. 
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Trust-versus-mistrust stage: 
According to Erikson, the first stage 
of psychosocial development, occur­
ring from birth to age 1 \1 yeilrs, during 
which time infants develop feelings of 
trusl or lack of trust. 

Au tonomy-versus-shame-and-dou bt 
stage: The period during which, 
according to Erikson, toddlers (ages 
1 \1 to 3 years) develop independence 
and ilulonomy if exploriltion and free­
dom are encouraged, or shame and 
self-doubt if they are restricted and 
overprotected. 

Initiative-versus-gui lt stage: 
According to Erikson, the period dur­
ing which children ilges 3 to 6 years 
experience conflict between indepen­
dence of action and the sometimes 
negative results of that action. 

Industry-versus-inferiority slage: 
According to Erikson, the last slilge 
of childhood, during which children 
age 6 to 12 years may develop posi­
tive social interactions with others or 
may feel inadequate and become less 
sociable. 

Cognitive development: The process 
by which a child's understanding of the 
wodd changes as a function of age and 
experience. 
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Sensorimotor stage: Aa::ording to 
Piaget, the stage from birth to 2 years, 
during which a child has little 
competence in representing the 
environment hy using images, 
language, or other symbols. 

Object permanence: The awareness 
that obj&ts-and people--<ontinue 
to exist even if they a re out of sight. 

Preoperational stage: According to 
Piaget, the period from 2 to 7 years 
of age that is characterized hy 
language development. 

EgocentriC thought: A way of 
thinking in which a child views 
the world entirely from his or her 
own perspective. 

Piaget's Theory of Cognitive Development. No thcory of cognitive development has 
had more impact than that of Swiss psychologist Jean Piaget. Piaget (1970) suggested 
that children around the world proceed through a series of four stages in a fixed o rder. 
He maintained that these stages differ not only in the qllaJrtity of information acq ui red 
at each stage but in the quality of knowledge and understanding as well. Taking an 
interactionist point of view, he suggested that movement from one stage to the next 
occurs when a child reaches an appropriate level of maturation aJrd is exposed to 
relevant types of experiences. Piaget assumed that, without hav ing such experiences, 
children cannot reach their highest level of cognitive growth. 

Piaget proposed four stages: the sensorimotor, preoperational, concrete opera­
tional, and formal operational (see Figure 9). Let's eXamine each of them an d the 
approximate ages that they span. 

Seusorimotor Stage: Birth to 2 Years. During the sensorimotor stage, children base their 
understanding of the world primarily on touching, sucking, chewing, shaking, and 
manipulating objects. In the initial part of the stage, children have relatively lillie com­
petence in representing the environment by using images, language, or other kinds of 
symbols. Consequently, infants lack what Piaget calls object pennanence, the aware­
ness that objects-• ."lIld pe(lple--continue to exis t even if they are out of sight. 

How can we know that children lack object permanence? Although we cannot 
ask infants, we can observe their reactions when a toy they are playing with is hidden 
under a blanket. Until the age of about 9 months, children will make no attempt to 
locate the hidden toy. However, soon after that age they will begin to se<lrch actively 
fOr the missing object, indicating that they have developed a ment<ll representation 
of the toy. Object permanence, then, is a critical development during the sensorimo­
tor stage. 

PreoperatioIJal Stage: 2 10 7 Year:;. The most important development during the preop­
erational stage is the use of language. Children develop internal representational sys­
tems that allow them to describe people, events, and feelings. They even use symbols 
in play, pretending, for example, that a book pushed across the floor is a car. 

Although children use mo re advanced thinking in this stage than they did in the 
earlier sensorimotor stage, their thinking is still qualitatively inferior to that of adults. 
We see this when we ohserve a preopera tional child using egocentric thought, a way 
of thinking in which the child views the world entirely from his or her own perspec­
tive. Preoperational child ren think that everyone shares their perspective and knowl­
edge. Thus, children's stories a nd explanations to adults can be maddeningly uninfor-

Cognitive Stage 

Sensorimotor 

Preoperatronal 

Concrete operational 
mastery 

Formal operatoonal 

Approximate Age Range 

Borth-2 years 

2-7 years 

7- 12 years 

12 years-adultllood 

Major Characteristics 

Development of obJCct permanence. 
development of motor skills. little or 
no capaoty for symbolic 
representation 

Development of language and 
symbolic thinking. egocentric thinking 

Development of conservation, 
of concept of reversib4lity 

Development of lo8'cal and abstract 
thinking 

FIGURE 9 According to Jean Piaget. all ch il dren pass through four stages of cognitive development 
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mative, as they are delivered without any context. For example, a preoperational child 
may start a story with "He wouldn't let me go," neglecting to mention who "he" is or 
where the storyteller wanted to go. We also see egocentric thinking when children at 
the preoperational sroge play hiding games. For instance, 3-year-olds frequentl y hide 
with their faces against a wall, covering their eyes-although they are still in p lain 
view. It seems to them that if they cannot ~, then no one else will be able to sec them, 
because they assume that others sha re their view. 

In addition, preoperational child ren have not yet developed the ability to under­
stand the principle of conservation, which is the knowledge that quantity is unre­
lated to the arrangement and physical appearance of objects. Children who have not 
mastered this concept do not know that the amount, volume, or length of an object 
does not change when its shape or configuration changes. The question about the two 
glasses-one short and broad and the other ta ll and thin- with which we began our 
discussion of cognitive development illustrates this point clearly. Children who do not 
unders tand the principle of conservation invariably state that the amount of liquid 
changes as it is poured back and forth. They cannot comprehend that a transforma­
tion in appearance does not imply a transfonnation in amount. l115tead, it seems as 
reasonable to the child that there is a change in qtmntity as it does to the adult that 
there is no change. 

In a number of other ways, some quite slartlinSs the failure to understand the 
principle of conservation affects children's responses. Research demons trates that 
principles that are obvious to and unquestioned by adults may be completely mis­
understood by child ren during the preoperational period, and that it is not unti l the 
next stage of cognitive development that child ren grasp the concept of conservation. 
(To get a deeper understanding of the concept of conservation, examine Figure 10 and 
complete the Psychlntcractive exercise on conservation.) 

COHcre/e Operatimral Stage: 7 10 J 2 Years. Mastery of the principle of conservation 
marks the beginning of the concrete operational stage. However, children do not 
fully underst.:md some aspects of conservation-such as conservation of weight and 
volume-for a number of years. 

During the concrete operational stage, child ren develop the ability to think in a 
more logical manner, and begin to overcome some of the egocentrism characteristic 
of the preoperational period. One of the major principles children learn during this 
stage is reversibility, the idea that some changes can be undone by reversing an earlier 
action. For example, they can understand that when someone rolls a ball of clay into a 
long sausage shape, that person can re-create the original ball by reversing the action. 
Children can even conceptualize this principle in their heads, without having to see 
Ihe action performed before them. 

Although children make important advances in thei r logical capabilities during 
the concrete operational stage, their thinking still displays one major limitation: They 
are la rgely bound to the concrete, physical reality of the world. For the most part, they 
have difficulty understanding questions of an abstract or hypothetical natu re. 

Formal Operational Stage: 12 Yet/rs to AdllltllOod. The fonna l operational s tage produces 
a new kind of thinking that is abstract, formal, and logical. Thinking is no longer tied 
10 events that individ uals observe in the environment but makes use of logical tech­
niques to resolve problems. 

The way in which children approach the "pendulum problem" devised by Piaget 
(Piaget & Inhelder, 1958) illustrates the emergence of formal operational thinking. The 
problem solver is asked to figure out what determines how fas t a pendulum swings. 
Is it lhe length of the string, the weight of the pendulum, or the force with which the 
pendulum is pushed? (For the record, the answer is the length of the string.) 

Children in the concrete operational stage approach the p roblem haphazardly, 
without a logical or rational pl~n of action. For exam ple, they may s imultaneously 
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Children who have not mastered the prin­
Ciple of conservation assume that the vol­

ume of a liquid increases when it is poured 

from a short, wide container to a tall, thin 

one. \Nhat other tasks might a child under 

age 7 have diffl<:uity comprehending? 
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Psych Interactive Online 

Conservation 

Principle of con~rvation: The knowl­
edge that quantity is unrelated to the 
arrangement and phYSical appearance 
of objects. 

Concrete operat ional stage: According 
10 Piagel, the period from 7 to 12 years 
of age that is characterized by logical 
thought and a loss of egocentr ism. 

Formal operational stage: According 
to Piaget, the period from age 12 10 
adulthood that is characterized by 
abstract thought. 
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FIGURE 10 These tests are frequently 

used to assess whether chi ldren have 
learned the principle o f conservation across 

a variety of dimensions. Do you thin.: 

children rn the preoperational stage can 

be taught to avoid conseNatlon mistal<= 

bef<Xe the typ;caI age of mastery' 

Conservation Modality Change in Ave rage age 
of ••• physica l appearance at full m ast e ry 

Number Number of elements Rearranging or 6-7 years 
In a collection dislocating elements 

• •• •• •• ••• •••••••••• •••••••••• • ••••••••• 
Substance Amount of a Altering shape 7-8 years 

(mass) mal leable substance 

Or liquid) 
(O.g.,d.re] 
~ 

Le ngth Length of a line or Altering ..... p<! or 7-8ye~ 

obJect configuration 

•••••••••• 0 $ 
A~. Amount of surlace Rearranging the figures &-9 years 

covered by a set of 
plane figures - ----- - -W elxht Weight of an object Altering shape 9-10 years -- ---Volume Volume of an object Altering shape 14-15 years 

(in terms of water 
displacement) 

~ 

change the length of the string and the weight on the s tring and the force with 
which they push the pendulum. Because they are varying all the factors at once, 
they cannot tell which factor is the critical one. In contrast, people in the formal 
operational stage approach the problem systematically. Acting as if they were sci­
entists conducting an experiment, they examine the effects of changes in one vari­
able at a time. This ability to rule out competing possibilities characterizes formal 
operationa l thought. 

Although formal operational thought emerges during the teenage years, some 
individuals use this type of thinking only infrequently. Moreover, it appears that 
many individuals never reach this stage at all; most studies show that only 40 to 60 
percent of college students and adults fully reach it, with some estimates running 
as low as 25 percent of the general population. In addition, in certain cultures-par­
ticularly those which are less technologically sophisticated than most Western sodel­
ies-almost no one reaches the formal operational stage (Chandler, 1976; Keating & 

Cla rk, 1980; Super, 1980). 

Stages Verslls Contilwolls Development: Is Piagel Righi? No other theorist has given us 
as comprehensive a theory of cognitive development as that of Piaget. Still, many 
contemporary theorists suggest that a better explanation of how children develop 
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cognitively can be provided by theories that do not involve a stage approach. For 
instance, children arc not always consistent in their performance of tasks that- if 
Piaget's theory is accurate----ought to be performed equally we]] at a particular stage 
(Feldman, 2003, 2004). 

Furthermore, some developmental psychologists suggest that cognitive develop­
ment proceeds in a more continuous fashion than Piaget's stage theory implies. They 
propose that cognitive development is primarily quantitative in nature, rather than 
qualitative. They argue that although there are differences in when, how, and to what 
extent a child can use specific cognitive abilities-reflecting quantitative changes-the 
underlying cognitive processes change relatively little with age (Gelman & Baillargeon, 
1983; Case & Okamoto, 1996). 

Piaget also underestimated the age at which infants and children can understand 
specific concepts and principles; in fact, they seem to be more sophisticated in their 
cognitive abilities than Piaget believed. For instance, some evidence suggests that 
infants as young as 5 months have rudimentary mathematic~ l skills (Wynn, 1995, 
2000; Wynn, Bloom, & Chiang, 2002). 

Despite such criticisms, most developmental psychologists agl"C(.' that al though 
the processes that underlie changes in cognitive abilities may not unfold in the manner 
suggested by his theory, Piaget has generally provided us with an accurate account of 
age-related changes in cognitive development. Moreover, his theory has had an enor­
mous influence in education. For example, Piaget suggests that individuals cannot 
increase their cognitive performance unless both cognitive readiness brought about 
by maturation and appropriate environmental stimulation are present. This view 
has inspired the nature and stnrcture of educational curricula and teaching methods. 
Researchers have also used Piaget's theory and methods to investigate issues sur­
rounding animal cognition, such as whether primates show object permanence (they 
seem to; Funk, 19%; Hauser, 2000; Egan, 2005). 

Information-Processing Approaches: Charting Children's Mental Programs. If cog­
nitive development does not proceed as a series of stages, as Piaget suggested, what 
does underlie the enormous growth in children's cognitive abilities that even the 
most untutored eye can observe? To many developmental psychologists, changes in 
information processing, the way in which people take in, use, and store information, 
account for cognitive development (Siegler, 1998; Lacerda, von Hofsten, & Heimann, 
2001; Cashon & Cohen, 2004). 

According to this approach, quantitative changes occur in children's abili ty 
to organize and manipulate information. From this perspective, children become 
increasingly adept at information processing, much as a computer program may 
become more sophisticated as a programmer modifies it on the basis of experience. 
Information-processing approaches consider the kinds of "mental programs" that 
children invoke when approaching problems (Reyna, 1997). 

Several significant changes occur in children's information-processing capabili­
ties. For one thing, speed of processing increases with age, as some abilities become 
more automatic. The speed at which children can scan, recognize, and compare stimuli 
increases with age. As they grow older, children can pay at tention to stimuli longer 
and discriminate between different stimuli more readily, and they are less easily dis­
tracted (Miller & Vernon, 1997; Rose, Feldman, & Jankowski, 2002; Myerson et aI., 
2003; Van den Wildenberg & Van der Molen, 2004). 

Memory also improves dramatically with age. Preschoolers can hold only two 
or three chunks of information in short-term memory, 5-year-olds can hold four, and 
7-year-olds can hold five. (Adul ts are able to keep seven, plus or minus two, chunks 
in short-term memory.) The size of chunks also grows with age, as does the sophistica­
tion and organization of knowledge stored in memory (sec Figure II). Still, memory 
capabilities are impressive at a \'ery early age: Even before they can speak, infants can 
remember for months events in which they actively participated (Rovee-Collier, 1993; 
Bauer, 1996; Cowan et aI., 2003; Bayliss et aI., 2005). 
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Infonnation processing: The way in 
which people take in, use, and store 
information. 



_ I Feldman: blemials of IX. Deyelopment Z8.lnfanc~ and Childhood () The McGraw-Hil i 

Companies. 2008 Undemanding Ps~cholog~, 
Snenth Edition 

358 Chapter 9 Developmellt 

FIGURE II Memory span increases with 
age for both NJmbers and letters. (Source; 

Adapted from Demps1~ 198 L) 

Metacognition: An awareness and 
understanding of one's own cognitive 
processes. 

Zone of proximal development 
(ZPD): According to Vygotsky, the 
level at which a child can almoM, but 
not fully, comprehend or perform a 
task on his or her own. 
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Finally, improvement in information processing relates to advances in meta­
cognition, an awareness and understanding of one's own cognitive processes. 
Metacognition involves the planning, monitoring, and revising of cognitive strategies. 
Younger children, who lack an awareness of their own cognit ive processes, often do 
not realize their incapabilities. Thus, when they misunderstand others, they may fail 
to recognize their own errors. It is only later, when metacognitive abilities become 
more sophisticated, that children are able to know when they do,,'1 understand. Such 
increasing sophistication reflects a change in children's Iheory of mi"d, their knowledge 
and beliefs about the way the mind operates (Taylor, 1996; Flavell, 2002; McCormick, 
2003; Bernstein, Loftus, & Meltzoff, 2005). 

Vygotsky's View of Cognitive Development: Considering Culture. According to 
Russian developmental psychologist Lev Vygotsky, the culture in which we are raised sig­
nificantly affects our cognitive development. In an increaSingly influential view, Vygotsky 
suggests that the focus on individual pcrfonnance of both Piagetian and information­
processing approaches is misplaced. Instead, he holds that we cannot understand cogni­
tive development without taking into account the social aspects of learning (Vygotsky, 
1926/ 1997; Beilin, 1996; John-Steiner & Mahn, 2003; Maynard & Martini, 2005). 

Vygotsky argues that cognitive development occurs as a consequence of social 
interactions in which children work with others to jointly solve problems. Through 
such interactions, children's cognitive skills increase, and they gain the ability to func­
tion intellectually on their own. More specifically, he suggests that child.ren's cogni­
tive abilities increase when they encounter information that fa lls within their zone of 
proximal development. The zone of proximal development, or ZPD, is the level a t 
which a child can almost, but not fully, comprehend or perform a task on his or her 
own. When children receive information that falls within the ZPD, they can increase 
their understanding or master a new task. In contrast, if the information lies outside 
children's ZPD, they will not be able to master it (see Figure 12). 

In short, cognitive development occurs when parents, teachers, or skilled peers 
assist a child by presenting information that is both new and within the ZPD. This 
type of assistance, ca lled scaffoldilrg, provides support for learning and problem solv­
ing that encourages independence and growth. Vygotsky claims that sca ffolding not 
only promotes the solution of specific problems, but also aids in the development of 
overa ll cognitive abili ties (Steward, 1995; Schaller & Crandall, 2(04). 
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FIGURE 12 Although the perfonmnce~ 

of the two children working at a ta:;k "."th­

out aid are similar. the second child benefits 
more from aid and thus has a larger zone 

of proximal development (ZPD). 

Unaided Ur>aided 

Child A Child B 

More than other approaches to cognitive development, Vygotsky's theory consid­
ers how an individual's specific cultural and social context affects intellectual growth. 
The way in which children understand the world grows ou t of interactions with par­
ents, peers, and o ther members of a specific culture (Tomasello, 2000; John-Steiner & 
Mahn, 2003; Kozulin et a I., 2(03). 

R E CAP/EVALUATE/ R ETH INK 

RECAP 

What are the major competencies of newborns? 

• Newborns, or neonates, have reflexes that include a 
rooting reflex, the startle reflex, and the Babinski reflex. 
After birth, physical development is rapid; children 
typically triple their bi rthweight in a year. (pp. 343-344) 

• Sensory abilities also develop rapidly; infants can distin­
guish color, depth, sound, tastes, and smells relatively 
soon after birth. (pp. 344-346) 

What are the milestones of physical and socia l development 
during childhood? 

• Attachment-the positive emotional bond between a 
child and a particular individual-marks social develop­
ment in infancy. Measured in the laboratory by means 
of the Ainsworth strange situation, a ttachment relates to 
later social and emotional adjustment (p. 348) 

• As children become older, the nature of their social 
interactions with peers changes. Initially play occurs 
relatively independently, but it becomes increasingly 
cooperative. (p. 350) 

• The different child-rearing styles include authoritarian, 
permissive, authoritative, and uninvolved. (pp. 351-352) 

• According to Eri k Erikson, eight stages of psychOSOCial 
development involvf> people's changing interactions and 
understanding of themselves and others. During child­
hood, the fou r stages arc trust-versus-mistrust (birth to 
1'h years), autonomy-versus-shame-and-doubt (1'h to 

3 years), init iative-versus-guilt (3 to 6 years), and indus­
try-versus-inferiority (6 to 12 years). (pp. 352-353) 

How does cognitive development proceed. during childhood? 

• Piaget's theory suggests that cognitive development 
proceeds through four stages in which quali tative 
changes occur in thinking: the sensorimotor stage 
(birth to 2 years), the preoperational stage (2 to 7 
years), the concrete operational stage (7 to 12 years), 
and the formal operational stage (12 years to adult­
hood). (pp. 354-356) 

• Information-processing approaches suggest that quanti­
tative changes occur in children's ability to organize and 
manipulate information about the world, such as Sig­
nificant increases in speed. of processing, attention span, 
and memory. In addition, children advance in metacog­
nition, the awareness and understanding of one's own 
cognitive processes. (pp. 357-358) 

• Vygotsky argued that children's cognitive development 
occurs as a consequence of socia l interactions in which 
children and others work together to solve problems. 
(p.358) 

EVALUATE 

1. Rp<;p:ln"hPrs I':ttlrlyine ",,"whoml':"~ ______ ~ 
or the decrease in the response to a stimulus that occurs 
after repeated presentations of the S.lme stimulus, as an 
indicator of a baby's interest. 
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2. The emotional bond that develops between a child and 
its caregiver is known as ----cc--

3. Match the parenting style with its definition: 
1. Permissive 
2. Authoritative 
3. Authori tarian 
4. Uninvolved 
a. Rigid; highly punitive; demanding obedience 
b. Gives little direction; lax on obedience 
c. Firm but fair; tries to expla in parental decisions 
d. Emotionally detached and unlOVing 

4. Erikson's theory of development 
involves a series of eight stages, each of which must be 
resolved for a person to develop optimally. 

5. Match the stage of development with the thinking style 
characteris tic of that stage: 

1. Egocentric thought 
2. Object permanence 
3. Abstract reasoning 
4. Conservation; reversibility 
a. Sensorimotor 
b. Formal operational 
c. Preoperational 
d. Concrete operational 

KEY TERMS 

neonate p. 343 
reflexes p. 343 
habituation p. 344 
attachment p. 348 
authoritarian parents 

p. 351 
pennissive parents p. 35] 
authoritative parents p. 35] 
uninvolved parents p. 352 
temperament p. 352 

psychosocial development 
p. 352 

trust-versus-mistrust stage 
p.353 

autonomy-versus-shame­
and-doubt stage p. 353 

initiative-versus-gui lt s tage 
p. 353 

industry-versus-inferiority 
s tage p. 353 

6. _,--__ -,--_.,- theories of devel­
opment suggest that the way in which a child handles 
information is critical to his or her development. 

7. According to Vygotsky, information that is wi th-
in a child's _____________ _ 

_-.,. ______ ,---.,. ____ is most likely to 
result in cognitive development. 

RETHINK 

1. 00 you think the widespread use of IQ testing in the 
United States contributes to parents' views that their 
children's academic success is due largely to the chil­
dren's innate intelligence? Why? Would it be possible 
(or desirable) to change this view? 

2. From IIle perspective of n cllildcnre provider: If a par-
ent wasn't sure whether to enroll his or her child in 
your program, what advice would you give about the 
possible positive and negative consequences about 
day care? 

Anrw<!lrs to Evaub.te Questions 

1""wdOI.lr."P l"w!l<OJd J0,)U(l>! 'L ~u!SS;:O:lOJd-uo!l~uuOJU!'9 :P-f' 'q-£ 'Il 
-C; 'J-I 'S :1"!-'OWlP·{sd·f' :p-f' 'I!-£ 'J-C; 'q-I "£ :lu"uHpell~'C; :UO!lI!"I!qml '1 

cognitive development 
p.353 

sensorimotor stage p. 354 
object pennanence p. 354 
preoperational s tage p. 354 
egocentric thought p. 354 
principle of conservation 

p.355 
concrete operational stage 

p. 355 

fonnal operational s tage 
p.355 

infonnation processing 
p.357 

metacognition p. 358 
zone of proximal develop­

ment (ZPD) p. 358 



Feldman: Essentials 01 IX. Devllopmem 29. Adolescence: 
Underslanding Psychology. Becoming I n Ad~1t 
Sevanth Edition 

Joseph Charles, Age 13: ~&ing 13 is very hard at school. I have to ~ 
bad in order to be considered cool. I sometimes do things that aren't 
8000.. 1 nave lalked back 10 my leachers and been disrespeclful lolhem. 
[ do wanl lo be goOO., but it's just 100 hard" (Gibbs, 2005, p. 51). 

Trevor Kelson, Age 15: uKeep the Hell Out of my Room!" says a sign on 
Trevor's bedroom wall, just abo\'e an unmade bed, a desk littered with dirty 
T-shirts and candy wrappers, and a floor covcn..'<i with clothes. [s there a carpet? 
"Somewhere, U he says with a grin. "I think it's gold'" (Fie[ds-Meyer, 1995, p. 53) . . . . 
Lauren &rry, Age 18: "I went 10 a Nation.,[ Honor 5o<;icty induction. The par­
ents were just staring.,t me. I think they couldn't believe somoone with pink 
hair could be smart, I want to be a high-school teacher, but I'm afraid that, 
based on my appearance, they won't hire me" (Gordon el aI., 1999, p. 47). 

Although Joseph, Trevor, and Lauren have never met, they share anxieties tha t are 
common to adolescencc--concems about friends, parents, appearance, independence, and 
their futures. Adolescence, the developmental stage between childhCllXi and ad ulthood, is 
a crucial period. It is a time of profound ch."mges and, occaSionally, turmoil. Considerable 
biological change occurs as adolescen ts attain sexual and physical maturi ty. At the same 
time, and rivaling these physiological changes, important social, emotional, and cognitive 
changes OCOJr as adolescents s trive for independence and move toward adulthocx:l. 

Because many years of schooling precede most people's entry into the workforce 
in Western societies, the stage of adolescence is fairly long, beginning just before the 
teenage years and ending just after them. No longer children but considered by society 
to be not quite adults, adolescents face a period of rapid phYSical, cognitive, and social 
change that affects them for the rest of their lives. 

Dramatic changes in society also affect adolescents' development. More than half of 
all children in the Uniled States will spend all or some of their childhocx:l and adolescence 
in single-parent families. Furthennore, adolescents spend considerably less time with their 
parents, and more with their peers, than they did several decades ago. Finally, the ethnic 
and cultuml diversity of adolescents as a group is increasing dramatically. A third of all 
adolescents today are of non-European descent, and by the year 2050 the number of adoles­
cents of Hispanic, AfriCan American, Native American, and Asian o rigin will have groWl) 
significantly (Carnegie Council on Adolescent Development, 1995; Dreman, 1997). 

Physical Development: The 
Chaoging-.A.ud""oli..le...>escw.e..Lo.u.t _____ _ 
If you think back to the start of your own adolescence, the most dramatic changes 
you probably remember are physical ones. A spurt in he ight, the growth of breasts 

() The McGraw-Hili 
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Key <;one"pt 
What 
and mgn;t;""' tcan,;ruoos 
acterize adolescence? 

Adolesc~nce: The developmental 
stage between childhood and 
adulthood. 
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FIGURE I The range of ages dunng 

W'hich major sexual changes occur dur­

ing adolescence ;s shown by the colored 

bars. (Soo.n::e: Ela$ed on Tanner. 1978.) 

P uberty: The period at which mntura­
tion of the sexual organs occurs, begin­
ning at about age 11 or 12 for girls and 
13 or 14 for boys. 

Becoming an ~dult 

Average male 

Height spurt 

p,..,\oo &«>wth 

First 
eJacululon 

Pubic hair 

10 " 12 13 14 15 16 17 18 

Age (years) 

Average female 

Height spurt 

Onset of 
menstruation 

..... " 
development 

Pubic hair 

10 " 12 13 14 15 16 17 18 

Age (years) 

in g irls, deepening voices in boys, the development of body hair, and intense sexua l 
feelings cause curiosity, interest, and sometimes embarrassment for individuals 
entering adolescence. 

The physical changes that occur at the s tart of adolescence result largely from the 
secretion of various hormones, and they affect virtually every aspect of an adolescent's 
life. Not since. infancy has development been so dramatic. Weight and height increase 

rapidly because of a growth spurt that typically begins around 
age 10 for girls and age 12 for boys. Adolescents may grow as 
much as five inches in one year. 

Puberty, the period at which maturation of the sexual 
organs occurs, begins at about age 11 or 12 for girls, when men­
struation s tarts. However, there a re wide variations (see Figu re 
1). For example, some girls begin to menstruate as early as agc 
8 or 9 or as late as age 16. Furthermore, in Western cultures, 
the average age at which adolescents reach sexual maturity 
has been s teadily decreasing over the last century, most likely 
as a result of improved nutrition and medical care. Sexual 
IIttraction to others begins even before the matumtion of the 
sexual organs, at around age 10 (Tanner, 1990; Finlay, Jones, & 
Coleman, 2002). 

Although puberty begins arolXld age liar 12 for girls and 13 01" 14 for 

For ooys, the onset of puberty is marked by their first 
ejaculation, known as s/lCrll1l1 rche. Spermarche usually occurs 
around the age of 13 (SC(! Figure 1). At first, relatively few 
sperm are produced during an ejaculation, but the amount 
increases significantly within a few years. 

boys. the~ are wide va6ations. 'Mlat a~ some ildvantages and disad­

vantages of early puberty? 
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The age at which puberty begins has implications for the way adolescents feel 
about themselves-as well as the way others treat them. Early-maturing boys have a 
dis tinct advantage over later-maturing boys. They do better in athletics, are generally 
more popular with peers, and have more positive seif-concepts (Duncan et aI., 1985; 
Peterson, 1985; Anderson & Magnusson, 1990). 

The picture differs for girls. Although early-maturing girls arc more sought after 
as dates and have better self-esteem than do laler-maturing girls, some consequences 
of early phySical maturation may be less positive. For example, early breast develop­
ment may set Ihem apart from their peers and be a source of ridicule (Simmons & 
Blyth, 1987; Ge, Conger, & Elder, 1996; Nadeem & Graham, 2005). 

Late phySical maturation may produce certain psychological difficulties for both 
boys and girls. Boys who are smaller and less coordinated than their more mature 
peers tend to feel ridiculed and less attractive. Similarly, latc-maturing girls are al a 
disadvantage in middle school and early high school. They hold relatively low social 
status and may be overlooked in dating (Clarke-Stewart & Friedman, 1987; Lanza & 

Collins, 2002). 
Clearly, the rale at which physical changes occur during adolescence can affect the 

way in which people are viewed by others and the way they view themselves. Just as 
important as physical changes, however, are the psychological and social changes that 
unfold during adolescence. 

Moral and Cognitive Development: 
DistinguishingJ3jght from Wrong 

In a European country, a woman is near death from a spedal kind of canccr. The one drug 

that the doctors think might save her is a medicine that a medical researcher has recently 

discovered. The drug is expensive to make, and the re5CJrcher is charging ten times the 
cost, Or $5.(XXl, for a small dose. The sick woman's husband, Henry, approaches everyone 

hI:' knows in hopt'S of borrowing monl:'y, but hI:' can get togethl:'r only about $2.500. HI:' 

tells the researcher that his wife is dying and asks him to lower the price of the drug or 

let him pay IJter. The researcher says, "No, I discovered the drug, and I'm going to make 
money from it." Henry is dl:'speratl:' and considers s tealing the drug for his wife. 

What would you tell Henry to do? 

KOHLBERG' S THEORY OF MORAL DEVELOPMENT 

In the view of psychologist Lawrence Kohlberg, the adv ice you give Henry reflects 
your level of moral development. According to Kohlberg, people pass through a series 
of s tages in the evolution 01 their sense of justice and in the kind of reasoning they 
use 10 make moral judgments (Kohlberg, 1984). Largely because of the various cogni­
tive limitations that Pia get desuibed, preadolescent children tend to think ei ther in 
terms of concrete, unvarying rules ("It is always wrong to steal" or 'Til be punished 
if I steal") or in terms of the rules of society ("Good people don't steal" or "What if 
everyone stole?"). 

Adolescents, however, can reason on a higher plane, having typically reached 
Pia get's formal operational stage of cognitive development. Because they are able to com­
prehend broad moral principles, they can understand that morality is not always black 
and white and thai conflict can exist between two sets of SOCially accepted standards. 

Kohlberg (1984) suggests that the changes in moral reasoning can be understood 
best as a three-level sequence (see Figure 2). His theory assumes that people move 
through the levels in a fixed order, and that they cannot reach the highest level until 
about age 13-primarily because of limitations in cognitive development before that 
age. However, many people never reach the highest level of moral reasoning. In fact, 
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Sample Moral Reasoning of Subjects 

L~I Against Steal ing the Drug 

L~vel I Pr&onventional 
morahty: At this level. the 
concrete interests of the 
rndNldual are consKiered rn 
terms of n!:wan:is and 
punishments. 

In Favor of 5t .... ling the Drug 

''If)Qu let your WIfe dIe , )Qu WIll get 
in trouble. You'll be blamed for not 

spending the money to save her. 
and there'll be an ~vestrgatron of 
you and the druggist fOf your wife's 
death:' 

"You shouldn't steal the drug because 
you'll be caught and sent to lail if)Qu 
do. If you do get away, your 
conscrence WI ll bother you thInking 
how the pol>ce w;1I catch up WIth you 
at any mInute." 

Level2 Conventional moralrty: 
At this level, people approach 
moral probleMs as members 
of society. They are interested 
in pleasing otr.ers by acting as 
good members of society. 

Level J F'ostconventional 
morality: At this level, people 

use moral pnnciples which are 
seen as broader than those of 
any particular society. 

''If)Qu let your WIfe dre. )Qu'li nC'VCl" 
be able to look anybody in the face 
agaIn 

"If you don't steal the drug, and if 
you let your wife die, )Qu'lI a/lNays 

condemn yoursetffOf it afterward. 
You won't be blamed and )Qu'li 
have lived up to the outsrde rule of 
the law. but you won't have lived 
up to your 0WTl conscience and 
standards of honesty" 

"Mer you steal the drug. you'll feel 
bad thinking how you've brought 
dishonor 0<"1 )'Our family and yourself: 
you won't be able to face anyone 
aga",-" 

"If you steal the d:-ug. )Qu won't be 
blamed by other people, but you'lI 
condemn yourself because you woo't 
have lived up to your own conscience 
and standards ofhoresty." 

FIGURE 2 Developmental p sy<:hologlst Lawrence Kohlberg theorized that people move through 

a thn!:c-Ievcl sequence of moral n!:asoning in a ~xed order. However, he contended that fev>' people 

ever n!:ach the highest level of moral reasoning_ 

Kohlberg found that only a relatively small percentage of adul ts rise above the second 
level of his model (Kohlberg & Ryncarz, 1990; Hedgepeth, 2(05). 

Although Kohlberg's theory has had a substantial influence on our understanding 
of moral development, the research support is mixed. One difficulty wi th the theory is 
that it pertains to moral judgments, not moral behavior. Knowing right from wrong docs 
not mean that we will always act in accordance with our judgments. In addition, the 
theory applies primarily to Western society and its moral code; cross.-<:ultural research 
conducted in cultures with different mor:!l systems suggests that Kohlberg's theory is 
not necessarily applicable (Coles, 1997; Damon, 1999; Nucci, 2(02). 

MORAL DEVELOPMENT IN WOMEN 

One glaring shortcoming of Kohlbcrg's research is that he primarily used male partici­
pants. Furthermore, psychologist Carol Gilligan (1996) argues that because of men's 
and women's distinctive socialization experiences, a fundamental difference exists in 
the way each gender views moral behavior. According to Gilligan, men view moral­
ity primarily in terms of broad principles, such as justice and fairness. In contrast, 
women see it in terms of responsibility toward individuals and willingness to make 
sacrifices to help a specific individual within the context of a particular relationship. 
COmpasSiOn for individuals is a more salient factor in moral behavior for women than 
it is for men. 

Because Kohlberg's model defines moral behavior largely in terms of abstrac t 
principles such as justice, Gilligan finds it inadequately describes the moral develop­
ment of females. She suggests that women's morality centers on individual well-being 
and social relationships-a morality of carillg. In her view, compassionate concern for 
the welfare of others represents the highest level of morality. 

The fact that Gilligan's conception of morality differs greatly from Kohlberg's 
suggests that gender plays an important role in determining what a person sees 
as moral. Although the research evidence is not definitive, it seems plausible that 
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their d iffering conceptions of what co nstitutes moral behavior may lead men and 
wome.n to regard the morality of a particular behavior in different ways (Wa rk & 
Krebs, 1996; Jaffee & H yde, 2000; Tangney & Dearing, 2002; Weisz & Black, 2002; 
Lippa, 2005). 

Complete the Psychlnteractive exercise on stages of moral development to check 
your understanding of the stages of moral development. 

Social Development: Finding 
Oneself in a Social World 
"Who am I?" "How do I fit into the world?" "What is life all about?" 

Questions such as these assume particular significance during the teenage years, 
as adolescents seek to fi nd their p lace in the b l"O<lder s.xial world. As we will see, this 
quest ta kes adolescents along several routes. 

ERKISON'S THEORY OF PSYCHOSOCIAL DEVELOPMENT: 
THE SEARCH FOR IDENTITY 

Erik Erikson's theory of psychosocial development emphasizes the search for identity 
d u ring the adolescent years. As was noted earlier, psychOSOCial development encom­
passes the way people's understanding of themselves, one another, and the world 
around them changes during the course of development (Erikson, 1963). 

The fi fth stage of Erikson's theory (summarized, with the other stages, in Figure 
3), the idenlily-versus-role-confus ion s lage, encompasses adolescence. During this 
stage, a time of major testing, people try to determine what is unique about them­
selves. They attempt to d iscover who they are, what their st rengths are, a nd what 
kinds of roles they are best sui ted to play for the rest of their lives-in short, thei r 
identity. A person confused about the most appropriate role to play in life may lack 

Stage Approximate Age Positive Outcomes 

I. Trust-vs.-mistrust BIrth-I Y, years Feelings of trust from 

www.mhhe .com /feldmaness7 

Psychlnteractive Online 

Stages of Moral Development 

Identi ty-versus-role-con fus ion stage: 
According to Erikson, a time in ado­
lescence of major testing to delermine 
one's unique qualities. 

Iden ti ty: The distinguishing charnc::: tcr 
of the individual: who each of us is, 
what our roles are, and what we are 
capable of. 

Negative Outcomes 

Fear and concern 
environmental support regarding others 

2. Autonorny-vs.-shame- 1)-',- ) rears Self-suffICiency if exploration is 
and-doubt encouraged 

). Inruative-vs.-gurlt H,,"~ Discovery of ways to inrtrate 
actlOl"ls 

4. Industry-vs..-inferiority 6-12 years Development of sense of 
competern:e 

5. Identity-vs.-role- Adolescence Awareness of uniqueness of self. 
confusion knowledge of roil.' to be follcwe<:l 

6. IntHlliIcy-vs.-isotation Early adufthood Development of loving, seXlJilI 
relatronships and close friendships 

7. Generativity-vs.- Mrddle aduithood Sense of contributron to 
ru.gr.atlon continuity oflife 

8. Ego-integrity-vs.- late adutthood Sense of l-'1Ftr in life's 
despair accomplisiYnents 

FIGURE ) Erikson's nages of ps)'chosocial development Accord ing to Erikson shown in this 
photo. people proceed throui1 eight stages of psychosoctal development across their lives. He sug­
gested that each ru.ge requires the resolution of a crisis or conflict and may produce both positive 
and negative outcomes. 

Doubts about self, lack 
of independence 

Guitt from actions and 
thoughts 

Feelings of inferiority, 
no sense of mastery 

Inability to identrfy 
appropriate roles in life 

Fear of relationships 
with others 

Tnvialrzation of one's 
actMties 

Regret over lost 
opportl.61ities of life 



e I Feldman: Essemials of IX. Developmem 29. Adolescence: () The McGraw-Hili 

Companies. 2008 Understanding Ps~c holog~, Becoming an ~dult 
Snenth Edition 

366 Chapter 9 Development 

TM£ 1II0Hp·\ flRH Gf",Hro,ltY ftJ'rlJEUeO 
HUMAN I-! IH "DOlOtU",E 

a stable identity, adopt an unacceptable role such as that of a social 
deviant, or have difficulty maintaining close personal relationships 
later in life (Brendgen, Vitaro, & Bukowski, 2000; Updegraff et ai., 2004; 
Vleioras & Bosma, 2005) . .. . 

Inlimacy-versus-isolation slage: 
According to Erikson, a period during 
early adulthood that focuses on devel­
oping close relationships. 

Generali vily-versuS-Sl.:lgnalion stage: 
According to Erikson, a period in 
middle adulthoocl during which 
we take stock of our contributions 
to family and SOCiety. 
Ego-i ntegrity-versus-d espair stage: 
According to Erikson, a period from 
late adulthood until death during 
which we review life's accomplish­
ments and failures. 

During the identity-versus-role-confusion period, an adolescent 
feels pressure to identify what to do with his or her life. Because these 
pressure, come at a time of major physical changes as well as impor­
tant changes in what society expects of them, ado lescents can find the 
period a pa rticularly difficult one. The identity-versus-role-confusion 
stage has another important characteristic: declining reliance on adul ts 
for information, wi th a shift toward using the peer group as a source 
of socia l judgments. The peer g roup becomes increaSingly important, 
enabling adolescents to form close, adultlike relationships and helping 
them clarify their personal identities. According to Erikson, the iden­
tity-versus-role-confusion stage marks a pivotal point in psychosocial 
development, paving the way for continued g rowth and the future 
development of personal relationships. 

During early adulthood, people enter the intimacy-versus-isolation 
stage. Spanning the period of early adulthood (from postadolescence to 
the early thirties), this stage focuses on developing close relationships 
with others. Difficul ties during th is s tage result in feelings of loneliness 

and a fear of such relationships, whereas successful resolution of the crises of the stage 
results in the possibility of forming relat ionshi ps that are intimate on a physical, intel­
lectual, and emotional level. 

Development continues during middle adulthood as people enter the generativi ty­
versus-s tagnation stage. Gcnerativity is the ability to contribute to one's family, com­
munity, work, and society, and assist the development of the younger generation. 
Success in this stage results in a person feeling positive about the continuity of life, 
whereas difficulties lead a person to feel that his or her activi ties are trivial or s tagnant 
and have done nothing for upcoming generations. In fact, if a person has not success­
fully resolved the identity crisis of adolescence, he or she may still be foundering as: 
far as identifying an appropriate career is concerned. 

Finally, the last stage of psychosocial development, the ego-integrity-versus-despair 
stage, spans later adulthoocl and continues until death. Now a sense of accomplishment 
signifies success in resolving the difficulties presented by this stage of life; failure to resolve 
the difficulties results in regret over what might have been achieved but was not. 

Notably, Erikson's theory suggests that development docs not stop a t adolescence 
but continues throughout adulthood, a view that a substantial amount of research 
now confirms. For instance, a 22-year study by psychologist Susan Whitbourne found 
considerable support for the fundamentals of Erikson's theory, determining that 
psychosocial development continues through adolescence and adulthood. In sum, 
adolescence is not an end point but ra ther a way station on the pa th of psychosocial 
development (Whitbourne et aI. , 1992; McAdams et ai., 1997). 

Although Erikson's theory provides a broad outline of identity development, crit­
ics have pointed out that his approach is anchored in male-oriented concepts of indi­
viduality and competitiveness. In an altemativeconccption, psychologist Carol Gill igan 
s uggests that women may develop identity through the establishment of relationships. 
In her view, a primary component of women's identity is the construction of caring net­
works among themselves and others (Brown & Gilligan, 1990; Gilligan, 20(4). 

STORMY ADOLESCENCE: MYTH OR REALITYl 

Does puberty invariably foreshadow a stormy, rebellious period of adolescence? 
At one time, psychologists thought most children entering adolescence were 

beginning a period fraught with stress and unhappiness . However, research now 
shows that this characterization is largely a myth, tha t most young people pass 
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through adolescence without appreciable turmoil in their lives, and that parents speak 
easily-and fairly often- with their children about a variety of topics (Klein, 1998; van 
Wei, Linssen, & Abma, 2(J(X); Granic, Hollenstein, & Oishion, 2(03). 

This does not mean that adolescence is completely calm. In most families with 
adolescents, the amount of arguing and bickering clearly rises. Most young teenag­
ers, as part of their search for identity, experience tension between their attempts to 
become independent from their parents and their actual dependence on them. They 
may experiment with a range of behaviors, flirting with a variety of activities that their 
parents, and even society as a whole, find objectionable. Happily, though, for most 
families such tensions stabilize during middle adolescence-around age 15 or l6--and 
eventually decline around age 18 (Eccles, Lord, & Roeser, 1996; Gullotta, Adams, & 

Markstrom, 1999; Smetana, Daddis, & Chuang, 2003; Smetana, 2005). 
One reason for the increase in discord during adolescence appears to be the pro­

tracted period in which children stay at home with their parents. In prior historical 
periods-and in some non-Western cultures today--children leave home immediately 
after puberty and are cons idered adults . Today, however, sexually mature adolescents 
may spend as many as seven or eight years with their parents. Current social trends 
even hint at an extension of the conflicts of adolescence beyond the teenage years, 
because a significant number of young adults-known as boomerang children-return 
to live with their parents after leaving home for some period. Although some parents 
welcome the return of their children, o thers are less sympathetic, and this opens the 
way to conflict (Bianchi & Casper, 2(J(X); Lewin, 2(03). 

Another sourceof strife with parents lies in the way adolescents think. Adolescence 
fosters adolescent egocelftrism, a s tate of self-absorption in which a teenager views the 
world from his or her own point of view. Egocentrism leads adolescents to be highly 
critical of authority figures, unwilling to accept criticism, and quick to fault others. It 
also makes them believe that they are the center of everyone else's attention, leading 
to self-consciousness. Furthermore, they develop personal fables, the belief that their 
experience is unique, exceptional, and shared by no one else. Such personal fables 
may make adolescents feel invulnerable to the risks that threaten others (Elkind, 1985; 
Goossens et aI., 2002; Frankenb€rger, 2(04). 

Adolescence also introduces a variety of stresses outside the home. Typically, 
adolescents change schools al least twice (from elementary to middle school or junior 
high, then to senior high school), and relationships with friends and peers are particu­
larly volatile. Many adolescents hold part-time jobs, increasing the demands of school, 
work, and social activities on their time. Such stressors can lead to tensions at home 
(Steinberg & Dornbusch, 1991; Dworkin, Larson, & Hansen, 2003). 

ADOLESCENT SUICIDE 

Although the vast majority of teenagers pass through adoles­
cence without major psychological difficulties, some experi­
ence unusually severe psychological problems. Sometimes 
those problems become SO extreme that adolescents take 
their own lives. Suicide is the third leading cause of death 
for adolescents (after accidents and homicide) in the United 
States. More teenagers and young adults die from suicide 
than from cancer, heart disease, AIDS, birth defects, stroke, 
pneumonia and influenza, and chronic lung disease com­
bined (CDC, 2(04). 

A teenager commits suicide every ninety minutes. 
Furthermore, the reported rate of suicide may actually be 
understated, because medical personnel hesitate to report 
suicide as a cause of death . Ins tead, they frequently label 
a death as an accident in an effort to protect the survivors. 
Overall, as many as 200 adolescents may attempt suicide for 

These students are mourning the deaths of two clasf>fTliltes who commit­

ted suicide. The rate of suicide among teenagers has risen significantly over 

the last few decades. Can you think of any reasons for this phenomenon? 
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every one who actually takes his or her own life (Berman & Jobes, 1991; Gelman, 1994; 
COC,2(00). 

Male adolescents are five times more likely to commit suicide than are females, 
a lthough females nl/empl suicide more often than males do. The rate of adolescent 
suicide is significantly greater among whites than among nonwhites. However, the 
suicide ra te of African Americ.1n males has increased much more rapidly than has that 
of white males over the last two decades. Native Americans have the highest suicide 
rate of any ethnic group in the United States, and Asian Americans have the lowest 
rate (Anderson & Smith, 2003; COC, 2004; Gutierrez et aI., 2005). 

Although the rate of suicide has slowly declined, the rates are still higher for 
adolescents than any other age group except for the e lderly. Some psychologists sug­
gest that the sharp rise in stress that teenagers experience-in terms of academic and 
social pressure, alcoholism, drug abuse, and family difficulties-provokes the most 
troubled adolescents to take their own lives. However, that is not the whole story, for 
the suicide rate for other age groups has remained fairly stable in the last few decades. 
It is unlikely that stress has increased only for adolescents and not fo r the rest of the 
population (Lubell et aI., 2004). 

Although the question of why adolescent suicide rates are so high remains 
unanswered, several factors put adolescents at risk. One factor is depression, char­
acterized by unhappiness, extreme fatigue, and- a variable that seems particularly 
important-a profound sense of hopelessness. [n other cases, adolescents who commit 
suicide are perfectionists, inhibited socially and prone to extreme anxiety when they 
face any social or academic challenge (Ayyash-Abdo, 2002; Goldston, 2003; CDC, 2004; 
Richardson et aI., 2005; see Figure 4). 

.--­~.-, 

Percentage of ull. mentioning the concem 

---

FIGURE 4 According to a review of phone calls to one telephone help ~ne , adolescents 

'Who weN! considering suicide most often mentioned family. peer relatkmships, and sef-esteem 
problems. (Source: Boehm & CampbeL 1995.) 
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Family background and adjustment difficulties arc also related to suicide. A long­
standing history of conflicts between p.lrents and child ren may lead to adolescent 
behavior problems, such as delinquency, dropping out of school, and aggressive ten­
dencies. In addition, teenage alcoholics and abusers of other drugs have a relatively 
high rate of suicide (Wagner, 1997; Stronski et ai., 2000; Winstead & 5.1nchez, 2(05). 

Several warning signs indicate when a teenager's problems may be severo enough to 
warrant concern about the possibility of a suicide attempt. They include the following: 

• School problems, such as missing classes, truancy, and a sudden change in 
grades 

• Frequent incidents of self-destructive behavior, such as careless accidents 
• Loss of appetite or excessive eating 
• Withdrawal from friends and peers 
• Sleeping problems 
• Signs of depression, tearfulness, or overt indications of psychological difficul ties, 

such as hallucinations 
• A preoccupation with death, an afterlife, or what would happen "if I died" 
• Putting affairs in order, such as giving away prized possessions or making 

arrangements for the care of a pet 
• An explicit announcement of thoughts of suicide 

If you know some who shows signs that he or she is suicidal. urge that person 
to seck professional help. You may need to take assertive action, such as enlisting the 
assistance of family members or friends. Talk of suicide is a serious Signal for help, not 
a confidence to be kept. 

www.mhhe.com/fe ldmane557 

Psychlnteractive Online 

For immediate help with a suicide-related problem, call (800) 784-2433 or (800) 
448-3000, national hotlines staffed with trained counselors. 

(To more fully understand the causes of suicide, complete the PsychInteractive 
exercise on suicide risk factors.) 

Suicide Risk Factors 

It is not easy for male members of the Awa tribe in New Guinea Exp lori' n g 
10 make the transition from childhood to adulthood. First come D IV E RS ITY 
whippings with sticks and prickly branches, both for the boys' 
own past misdeeds and in honor of those tribesmen who were 
killed in warfare. In the next phase of the ritual, adults jab 

Rites of Passage: Coming of 
Age Around the World 

sharpened sticks into the boys' nostrils. Then they force a five-foot length of vine into 
the boys' throats, until they gag and vomit. Finally, tribesmen cut the boys' genitals, 
causing severe bleeding. 

Although the rites that mark the coming of age of boys in the Awa tribe sound 
horrifying to Westerners, they are comparable to those in other cu ltures. In some, 
youths must kneel on hot coals without displaying pain. In others, girls must toss 
wads of burning cotton from hand to hand and allow themselves to be bitten by hun­
dreds of ants (Selsky, 1997). 

Other cultures have less feJT$Ome, although no less important, ceremonies that 
mark the passage from childhood to adulthood. For instance, when a girl first men­
struates in traditional Apache tribes, the event is marked by dawn-to-dusk chanting. 
Western religions, too, have several types of celebrations, including bar and bat mitz­
vahs at age 13 for Jewish boys and girls and confirmation ceremonies for children in 
many Christian denominations (Myerhoff, 1982; Dunham et ai., 1986; Rakoff, 1995). 

In most societies, males, but not females, are the focus of coming-of-age ceremo­
nies. The renowned anthropologist Margaret Mead remarked, only partly in jest, that 
the preponderance of male ceremonies might reflect the fact that "the worry that boys 
will not grow up to be men is much more widespread than that girls will not grow up 
to be women" (1949, p. 195). Said another way, it may be that in most cultures men 
traditionally have higher status than women, and therefore those cultures regard boys' 
transition into adulthood as more important. 
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However, another fact may explain why most cultures place greater emphasis on 
male rites than on female ones. For females, the transition from childhood is marked 
by a definite, biological event: menstruation. For males, in COntrast, no single event can 
be used to pinpoint entry into adulthood. Thus, men a re forced to rely on culturally 
determined rituals to acknowledge their arrival into adulthood. 

RE CA PlEVA LUATE/R E T H INK 

RECAP 

What major physical, social, and cognitive transitions charac­
terize adolescence? 

• Adolescence, the developmental stage behvecn childhood 
and adulthood, is marked by the onset of puberty, the 
point at which sexual maturity occurs. The age at which 
puberty begins has implications for the way people view 
themselves and the way others see them. (pp. 361-362) 

• Moral judgments during adolescence increase in sophis­
tication, according to Lawrence Kohlberg's three-level 
model. Although Kohlberg's levels provide an adequate 
description of males' moral judgments, Carol Gilligan 
suggests that women view morality in terms of caring 
for individuals rather than in terms of broad, general 
principles of justice. (pp. 363-365) 

• According to Erik Erikson's model of psychosocial 
development, adolescenct' may be accompanied by an 
identity crisis. Adolescence is followed by three more 
stages of psychosocial development that cover the 
remainder of the life span. (pp. 365-3(6) 

• Suicide is the third leading cause of death in adoles­
cents. (p. 3(7) 

EVALUATE 

1. is the period during which the sexual 
organs begin to matu re. 

KEY TERMS 

adolescence p. 361 
puberty p. 362 
idenlily-versus-role-confu-

s ion stage p. 365 

identity p. 365 
intimacy-versus-isolation 

s tage p. 366 

2. Delayed maturation typically provides both males and 
females with a socia l advantage. True or false? 

3. proposed a set of three levels of moral 
development ranging from reasoning based on rewards 
and punishments to abstract thinking involving con­
cepts of justice. 

4. Erikson believed that during adolescence, people must 
search for whereas during the early 
adulthood, the major task is _____ _ 

RETHINK 

1. In what ways do school cultures help or hurt teenage 
students who are going through adolescence? What 
school policies might benefit early-maturing girls and 
late-maturing boys? Explain how same-sex schools 
could help, as some have argued. 

2. From the perspective of a social worker: How might you 
determine if an adolescent was at risk for suicide? What 
strategies would you use to prevent the teen from com­
mitting suicide? Would you use different strategies 
depending on the teenager's gender? 

Answe .... to Evaluate Questions 

Ib~w!lu! 'N!IU;>P! ." :'iJ'XlI'IO)l '£ ~"I~l3Jnl~W 
'{"'ll J! '''JJns SI"";t5.)IOP~ "I~W.JJ pu~ .JI~W 'lloq ~;)SI~j ·z ~A1J"<lnd'{ 

generati vity-versus­
stagnation stage p. 366 

ego-integrity-versus-despair 
s tage p. 366 
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I thought I got better as I got older. I found out lhat w3sn'tthe case in 3 real hurry 13S1 
year. After going twelve years in professional football 3nd twelve years before th3t in am3-
teur foolb.,U without ever ha\'ing surgcry performed on me, the last two seasons of my 
career I went under the knife three times. It happened very quickly and without warning, 
and [began to ask myself, "Is this age? [s this whal's happt-'TIing?" (k'Cause up until that 
moment, I'd newr reali7.ed. that I was getting older (Kotre &:. Hall, 199(), pp. 257, 259-260). 

As a former professional football player, Brian Sipes intensely felt the changes in 
his body brought about by aging. But the challenges he experienced are part of a nor­
mal process that affects all people as they move through adulthood. 

Psychologists generally agree that early adulthood begins around age 20 and lasts 
until about age 40 to 45, with middle adulthood beginning then and continuing until 
around age 65. Despite the enormous importance of these periods of life in terms of 
both the accomplishments that occur in them and their overall length (together they 
span some forty-five years), they have been studied less than has any other stage. 
For one reason, the physical changes that occur during these periods are less appar­
ent and more g radual than a re those at o ther times during the life span. In addi tion, 
the diverse social changes that arise during this period defy simple categorization. 
However, developmental psychologists have recently begun to focus on the period, 
pa rticularly on the social changes in the family and women's careers. 

Physical Development: 
The Peak of Health 
For most people, early adulthood marks the peak of physical health. From about 18 
to 25 years of age, people's strength is greatest, their reflexes are quickest, and their 
chances of dying from disease are quite slim. Moreover, reproductive capabilities are 
at their highest level. 

Around age 25, the body becomes slightly less efficient and more susceptible to 
disease. Overall, however, ill health rem.1ins the exception; most people stay remark­
ably healthy during early adulthood. (Can you think of any machine other than the 
body that can operate without pause for so long a period?) 

During middle adul thood people gradually become aware of changes in their 
bodies. People often begin to put on weight (although this can be avoided through 
diet and exercise). Furthermore, the sense organs gradually become less sensitive, and 
reactions to stimuli are slower. But generally, the physical declines that occur during 
middle adulthood are minor and often unnoticeable (DiGiovanna, 1994; Forzanna et 
al.,1994). 

The major biological change that does occur pertains to reproductive capabili­
ties during middle adulthood. On average, during their l<lte forties or early fifties, 
women begin menopause, during which they stop menstruating and are no longer 
fertile. Because menopause is accompanied by a significant reduction in the produc­
tion of estrogen, a female hormone, women sometimes experience symptoms such as 
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of physical, 
lectual changes that occur in 
early and middle adulthood, 
and what are their causes? 

How does the reality of late 
adulthood differ from the ste­
reotypes about that period? 

How can we adjust to death? 

MenopaUSe! The period during which. 
women slop menstruating and are no 
longer fertile. 
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hot flashes, sudden sensations of heat. However, many symptoms can be 
treated through hormol1e therapy (HT), in which menopausal women take 
the hormones estrogen and progesterone. 

However, hormone therapy poses several dangers, such ;)s an im:;rease 
in the risk of breast cancer, blood clots, and heart d isease. These uncer­
tainties make the routine use of HT controversial. Currently, the medical 
consensus seems to be that younger women with severe menop • ."lUsal 
symptoms ought to consider HT on a short-term basis. On the other hand, 
HT provides little benefit, and potential hann, to older women after meno­
pause, and there is no reason for them to use it (Parker-Pope, 2003; Col & 
Komaroff,20(4). 

Menopause was once blamed for a variety of psychological symptoms, 
including depression and memory loss. However, such difficulties, if they 
do occur, may be caused by women'sexpcctations about reaching an "old" 
age in a society th;)t highly values youth. 

Women's reactions to menopause V<l.I)' signjf"antly across 

Furthermore, women's reactions to menopause vary significantly 
across cultures. According to anthropologist Yewoubdar Seyene, the more 
a society values old age, the less difficulty its women have during meno­
pause. [n a study of wom en in Mayan Villages, she found that women 
looked fo rward to menopause, because they then stopped having chil­
dren. [n addition, they didn't experience some of the classic symptoms of 
menop<luse; hot flashes, for example, were unheard of (Beyene, 1989, 1992; 

cu ttures. and according to one study. the more a society 
values old age. the less diffICUlty its women have during 
menopause Why do you thirok thjs would be the case? 

Mingo, Herman, & ]aspersc, 2000; Elliot, Berman, & Kim, 2(02). 
For men, the aging process during middle adulthood is somewhat subtler. There 

are no physiological signals of increasing age equivalent to the end of menstruation in 
women, and so no male menop.luse exists. In fact, men remain fertile and are capable 
of fathering children unt il well into late adulthood. However, some gradual physi­
cal decline occurs: Sperm production decreases, a.nd the frequency of orgasm tends 
to decline. Once again, though, any psychologica l difficulties associated with these 
changes arc usually brought about not so much by physical deterioration as by the 
inability of an aging individual to meet the exaggerated standards of youthfu lness. 

SociaLD~\Le1Dp-ffieoL_\6LQ[kjDgAJjfc 
Whereas physical changes during adulthood reflect d evelopment of a quantitative 
nature, social developmental transitions arc qualitative and morc profound. During 
this period, people typically launch themselves into careers, marriage, and families. 

The entry into early adulthood is usually marked by leaving one's chHdhood 
home and entering the world of work. People envision life go.."\ls and make career 
choices. Their lives often center on their careers, which form an important part of their 
identity (Vaillant & Vaillant, 1990; Levinson, 1990, 1992). 

In thei r early forties, however, people may begin to question their lives as they enter 
a period ca lled the midlife transition. The idea that life will end at some point becomes 
increasingly influential in their thinking, and they may question their past accomplish­
ments (Gould, 1978). Facing signs of physical aging and feeling dissatisfaction with their 
lives, some individuals experience what has been popularly labeled a midlife crisis. 

In most cases, though, the passage into middle age is relatively calm. Most 
40-year-olds view their lives and accomplishments positively enough to proceed 
relatively smoothly through midlife, and the forties and fi fties arc often a particularly 
rewarding period. Rather than looking to the future, people concentrate on the pres­
ent, and their involvement with their families, friends, and other social groups takes 
on new importance. A major developmental thrust of this period is coming to terms 
with one's circumstances (Whitboume, 2000). 

Finally, during the last stages of adulthood people become more accepting of others 
and of their own lives and arc less concerned about issues or problems that once bothered 
them. People come to accept the fael that death is inevitable, and they try to understand 
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their accomplishments in tcrmsof the broader meaning of life. Although people may begin, 
for the first time, to label themselves as "old," many also develop a SC1"\SC of \visdom and 
feel freer to enjoy life (Baltes & Kunzmann, ZOO3; Miner-Rubino, Winter, & Stewart, 2(X).l). 

Marriage, Children, and 
Divorce: Family Ties 
In the typical fairy tale, a dashing young man and a beautiful young woman marry, 
have children, and live happily ever after. However, that scenario does not match the 
realities of love and marriage in the twenty-firs t century. Today, it is just as likely that 
the man and woman would first live together, then get married and have children, but 
ultimately get divorced. 

TIle percentage of U.S. households made up of unmarried. couples has increased 
dramatically over the last two decades. At the same time, the average age at which 
marriage takes place is higher than at any time since the tum of the last century. These 
changes h ave been dramatic, and they suggest that the institution of marriage has 
changed conSiderably from earlier historical periods. 

When people do marry, the probability of divorce is high, particularly for younger 
couples. Even though divorce rates have been declining since they peaked in 1981. about 
half of all first marriages end in divorce. Before they are 18 years old, two-fifths of children 
will experience the breakup of their parents' marriages. Moreover, the rise in divorce is 
not just a U.S. phenomenon: The divorce rate has accelerated over the last several decades 
in most industrialized countries. In some countries, the increase has been enormous. In 
South Korea, for example, the divorce ra te quadrupled from 11 percent to 47 percent in the 
n-year period ending in ZOO2 (Schaefer, 2(X)(J; Lankov, 2004; Olson & DeFra in, 2005). 

Changes in marriage and divorce trends have doubled the number of single-par­
ent households in the United States over the last two decades. Almost a quarter of 
all family households are now headed by one parent, compared with 13 percent in 
1970. If present trends continue, almost three-fourths of American children will spend 
some portion of their lives in a single-parent family before they tum 18. For children 
in minority households, the numbers are even higher. Almost 60 percent of all black 
children and more than a third of H ispanic children live in homes with only one par­
enl. Furthermore, in most Single-parent families, it is the mother, rather than the father, 
with whom the children residc-a. phenomenon that is consistent across racial and 
ethnic groups throughout the industrialized world (U.s. Bureau of the Census, 2000). 

What a re the economic and emotional consequences for children living in homes 
with only one parent? Single-parent families are often economically less well off, and 
this has an impact on children 's opportunities. Over a third of single-mother families 
with children have incomes below the poverty line. In addition, good child care is 
often hard to find. Time is always at a premium in single-parent fami lies. Furthermore, 
for children of divorce, the parents' separation is often a painful experience tha t may 
result in obstacles to establishing close relationships later in life. Children may blame 
themselves for the breakup or fccl pressure to take s ides (Hetherington, 1999; U.s. 
Bureau of the Census, 2000; Wallerstein et ai., 2000). 

Most evidence, however, suggests that children from Single-parent families are 
no less well adjusted than are those from two-parent families. In fact, children may be 
more successful growing up in a harmonious single-parent fam ily than in a two-par­
ent family that engages in continuous conflict (Harold et ai., 1997; Clarke-Stewart et 
al.,2000; Kelly, 2000; Olson & DeFrain, 2006). 

CHANGING ROLES OF MEN AND WOMEN: 
THE TIME OF THEIR LIVES 

One of the major changes in family life in the last two decades has been the evolution 
of men's and women's roles. More women than ever befon:' act simultaneously as 
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wives, mothers, and wage earners-in contrast to women in traditional marriages, in 
which the husband is the sole wage carner and the wife assumes primary responsibil­
ity for care of the home and children. 

Close to 75 percent of all married women with S(:hool-age children are now 
employed outside the home, and 55 percent of mothers with children under age 6 arc 
working. In the mid-I960s, only 17 percent of mothers of I-year-olds worked full-time; 
now, more than half are in the labor force (Carnegie Task Force, 1994; U.S. Bureau of 
the Census, 2001; Halpern, 2(05). 

Most married working women arc not free of household responsibilities. Even 
in marriages in which the spouses hold jobs that have similar status and require 
similar hours, the distribution of household tasks between husbands and wives has 
not changed substantially. Working wives are still more likely than husbands to feel 
responsible for traditional homemaking tasks such as cooking and cleaning. In con­
trast, husbands still view themselves as responsible primarily for household tasks 
such as repairing broken appliances, putting up S(:reens in the summer, and doing 
yard work (Ganong & Coleman, 1999; Juster, Ono, & Stafford, 2002). 

The number of hours put in by working mothers can be staggering. One survey, 
for instance, found that when you added the number of hours worked on the job and 
in the home, employed mothers of children under 3 years of age put in an average 
of ninety hours per week! Sociologist Arlie HochS(:hild refers to the additional work 
performed by women as the "'second shift." According to her analysis of national sta­
tistics, women who arc both employed and mothers put in an extra month of hventy­
four-hour days during the course of a year. Researchers see similar patterns in many 
developing societies throughout the world, with women working at full-time jobs and 
also having primary responsibilities for child care (Hochschild, 1990,2001; Hochschild 
& Machung, 2001; Jacobs & Gerson, 2004). 

Consequently, rather than careers being a substitute for what women do a t home, 
they often exist in addition to the role of homemaker. It is not surprising that some 
wives feel resenbnent toward husbands who spend less time on child care and house­
work than the wives had expected before the birth of their children (Stier & Lewin­
Epstein, 2CXXl; Kiecolt, 2003; Gerstel, 2(05). 

The Later Years of 
Life: Growing Old 

I've always enjoyed doing things in the mountains-hiking or, more n..><:ently, active 

diff-climbing. The mOre difficult the climb, the morc absorbing it is . The climbs I really 

remember are the ones I had to work on. Maybe a particular se<: tion where it took two 

or three tries before I fOlUld the right combination of moves th~t got me up easily-and, 

preferably, elegantly. It's ~ wonderful exhilaration to get to the top and sit down and 

perh~ps have lunch ~nd look out over the landscape and be so glateful that it's s till 
possible for me to do that sort of thing (Lyman Spitzer, age 74, quoted in Kotre & Hall, 

1990, pp. 358-359). 

If you can't quite picture a 74-year-old rock-climbing, some rethinking of your 
view of late adulthood may be in order. In spite of the societal stereotype of "old age" 
as a time of inactivity and physical and mental decline, gerontologists, specialists who 
study aging, arc beginning to paint a very different portrait of late adulthood. 

By focusing on the period of life that starts at around age 65, gerontologists are 
making important contributions to clarifying the capabilities of older adults. Their work 
is demonstrating that significant developmental processes continue even during old 
age. And as life expectancy increases, the number of people who reach older adulthood 
will continue to grow substantially. Consequently, developing an understanding of late 
adulthood has become a critical priority for psychologists (Bireen, 1996; Moody, 200J). 
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PHYSICAL CHANGES IN LATE ADULTHOOD: 
THE AGING BODY 

Napping, eating, walking, conversing. It probably doesn' t surprise you that these 
relatively nonstrenuous activities represent the typical pastimes of late adulthood. But 
it is striking that these activities are identical to the most common leisure activities 
reported in a survey of college students (Harper, 1978). Although the s tudents cited 
more active pursuits-such as sailing and playing basketball-as their favorite activi­
ties, in actuality they engaged in such sports relatively infrequently, spending most 
of their free time n.'lpping, eating, walking, and conversing. (To learn more about age 
stereotypes, complete the Psychlnteractive exercise o n altitudes toward aging.) 

Although the leisure activities in which older adults engage may not differ all that 
much from the ones younger people pursue, many physical changes are, of course, 
brought about by the aging process. The most obvious are those of appearance-hair 
thinning and turning gray, s kin wrinkling and folding, and sometimes a slight loss 
of height as the thickness of the disks between vertebrae in the spine decreases- but 
subt ler changes also occur in the body's biological funct ioning. For example, sensory 
capabilit ies decrease as a result of aging: Vision, hearing, smell, and taste become 
less sensitive. Reaction time slows, and physical stamina changes (DiGiovanna, 1994; 
Whalley, 2003; $tenklev & Laukli, 2()()4). 

What are the reasons for these physical declines? Genetic preprogramming 
theories of ag ing suggest that human cells have a built-in time limit to their 
reproduction. These theories suggest that after a certain time cells s top dividing or 
become harmful to the body-as if a kind of automatic self-destruct button had been 
pus hed. In contrast, wear-and-tea r theories of aging suggest that the mechanical 
functions of the body simply work less efficiently as people age. Waste byproducts of 
energy production eventually accumulate, and mistakes are made when cells divide. 
Eventually the body, in effect, wears out, just as an old automobile does (Hayflick, 
1994; Ly et ai., 2000). 

Evidence supports both the genetic preprogramming and the wear-and-tear 
views, and it may be that both processes contribute to natural aging. It is clear, how­
ever, that phySical aging is not a disease, but a natural biological process. Many physi­
cal functions do not decline with age. For example, sex remains p leasurable well into 
old age (although the frequency of sexual activity decreases), and some people report 
that the pleasure they derive from sex increases during late adulthood (Olshans ky, 
Carnes, & Cassel, 1990; Gelfand, 2000; Delamater & Sill, 2005). 

COGNITIVE CHANGES: THINKING ABOUT­
AND DURING-LATE ADULTHOOD 

At o ne time, many gerontologists would have agreed with the popular view that older 
adults are forgetful and confused. Today, however, most research indicates that this is 
far from an accurate assessment of older people's capabil ities. 

One reason for the change in view is that more sophisticated research techniques 
exist for studying the cognitive changes that occur in late adulthood. For example, if we 
were to give a group of older adults an [Q test, we might find that the average score was 
lower than the score achieved by a group of younger people. We might conclude that 
this signifies a decline in intelligence. Yet if we looked a little more closely at the specific 
test, we might find that that conclusion was unwarranted. For instance, many IQ tests 
include portions based on physical performance (such as arranging a group of blocks) 
or on speed. In such cases, poorer performance on the IQ test may be due to gradual 
decreases in reaction time-a phYSical decline that accompanies late adulthood and has 
little or nothing to do with the intellectual capabilities of older adults (Schaie, 1991). 

Other difficulties hamper research into cognitive funct ioning during late adult­
hood. For example, older people are often less healthy than younger ones; when only 
healthy older adults are compared to healthy younger ad ults, intellectual differences 
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are far less evident. Furthermore, the average number of years in School is often lower 
in older adults (for historical reasons) than in younger ones, and older adults may 
be less motivated to perform well on intelligence tests than younger people. Finally, 
traditional IQ tests may be inappropriate measures of intelligence in la te adulthood. 
Older adults sometimes perform better on tests of practical intelligence than do 
younger individuals (Kausler, 1994; Willis & Schaie, 1994; Dixon & Cohen, 2(03). 

Still, some declines in intellectual functioning during la te adulthood do occur, 
although the pattern of age differences is not uniform for different types of cognitive 
abilities (sec Figure 1). In general. skills relating to fluid intelligence (which involves 
information-processing skills such as memory, calculations, and solving analogies) 
show declines in late adulthood. [n contrast, skills relating to crystallized intelligence 
(intelligence based on the accumulation of information, skills, and strategies learned 
through experience) remain steady and in some cases actually improve (Schaie, 1994; 
Salthouse, 1996; Stankov, 2003; Rozencwajg et aI., 2(05). 

Even when changes in intellectual functioning occur during la te adulthood, 
people often are able to compensate for any dedine. They can still learn what they 
want to; it may just take more time. Furthermore, teaching older adults strategies for 
dealing with new problems can prevent declines in performance (Coffey e t aI., 1999; 
Saczynski, Willis, & Schaie, 2002; Cavallini, Pagnin, & Vecchi, 2(03). 

MEMORY CHANGES IN LATE ADULTHOOD: 
ARE OLDER ADULTS FORGETFUL! 

One of the characterist ics most frequently attributed to late adulthood is forgetfulness. 
How accurate is this assumption? 

Most evidence suggests that memory change is not an inevitable part of the aging 
process. For instance, research shows that older people in cultures in which older 
adults are held in high esteem, such as mainland China, are less likely to show mem­
ory losses than a re those living in cultures in which the expectation is that memory 
will decline. Similarly, when older people in Western societies are reminded of the 
advantages of age (for example, "age brings wisdom"), they tend to do better on tests 
of memory (Levy & Langer, 1994; Levy, 1996; Hess, Hinson, & Statham, 20(4). 
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Even when people show memory declines during late adulthood, their deficits 
tend to be limited to particular types of memory. For instance, losses tend to be lim­
iled to episodic memories, which relale 10 specific experiences in people's lives. Other 
types of memories, such as semantic memories (which refer 10 general knowledge and 
fac ts) and implicit memories (memories of which we are nol consciously aware), are 
largely unaffected by age (Graf, 1990; Russo & Parkin, 1993; Fleischman el ai., 2(04). 

Declines in episodic memories can often be traced to changes in the lives of older 
adults. For instance, il is not surprising that a retired person, who may no longer facc 
the same kind of consistent inteUectual challenges encountered on the job, may be less 
practiced in using memory or even be less motivated to remember things, leading to 
an apparent decline in memory. Even in cases in which long-term memory declines, 
older adults can usually profit from compensatory efforts. Training older adults to 
use the mnemonic strategies developed by psychologists studying memory not only 
may prevent their long-term memory from deteriorating, but may actually improve it 
(Verhaeghen, MarCCl("n, & Goossens, 1992; West, 1995). 

In the past, older adults w ith severe cases of memory decline, accompanied by 
other cognitive difficulties, were said to suffer from senility. Se"ilily is a broad, impre­
cise term typically applied to older adults who experience progressive deterioration of 
mental abilities, including memory loss, disorientation to time and place, and general 
confus ion. Once thought to be an inevitable state that accompanies aging, senility is 
now viewed by most gerontologists as a label that has outlived its usefulness. Rather 
than senility being the cause of certain symptoms, the symptoms arc deemed to be 
caused by some other factor. 

Alzheimer's Disease. Some cases of memory loss arc produced by disease. For 
instance, Alzheimer's disease is a progressive brain disorder that leads to a gradual 
and irreversible decline in cognitive abilities. Nineteen percent of people age 75 to 
84 have Alzheimer's, and almost.50 percent of people over age 85 are affected by the 
disease. Unless a cure is found, some 14 million people will experience 
Alzheimer's by 20SO-more than three times the current number (Cowley, 
2000b; Feinberg, 2002; Lovestone, 2005). 

In other cases, cognitive declines may be caused by temporary anxiety 
and depression, which can be treated successfully, or may even be due to 
overmedication. The danger is that people with such symptoms may be 
labeled senile and left untreated, thereby continuing their decline-even 
though treatment would have been beneficial (Selkoe, 1997; Sachs-Ericsson 
et al.. 2005). 

In sum, declines in cognitive functioning in late adulthood arc, for the 
most part, not inevitable. The key to maintaining cognitive skills may lie 
in intellectual stimulation. Like the rest of us, older adults need a stimulat­
ing environment in order 10 hone and maintain their skills (Bosma et ai., 
2002, 2003). 

THE SOCIAL WORLD OF LATE ADULTHOOD: 
OLD BUT NOT ALONE 

Just as the view that old age predictably means mental decline has proved 
to be wrong. so has the view that late adulthood inevitably brings loneli­
ness. People in late adulthood most often sec themselves as functioning 
members of society, with only a small number of them reporting that lone­
liness is a serious problem (Binstock & George, 1996; Jylha, 2(04). 
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Disengagement theory of aging: A 
theory th .. t suggests that aging pro­
duces n gradual withdrawal from Ihe 
world on physical, psychological, and 
social levels. 

There is no single way to age successfully. According to the disen­
gagement theory of aging, aging produces a gradual withdrawal from the 
world on physical, psychological, and social levels (Cummings & Henry, 
1961; Adams, 2004). However, such disengagement serves an impor­
tant purpose, providing an opportunity for increased reflectiveness and 

A~ough there are dedines in fluid intell igence in late 
adulthood. skills relating to cry.;taI li zed intelligence remain 

steady and may actually improve. 



o I Feldman: hsemials of IX. Deyelopment 30. Adulthood () The McGraw-Hili 

Companies. 2008 Undemanding Ps~cholog~, 
Snenth Ed ition 

178 Chapter 9 Development 

Acti vity theory of aging: A theory 
that suggests that the elderly who are 
most successful while aging are those 
who maintain the interests and activi­
ties they had during middle age. 

l ife review: The process by which 
people examine and evaluate their 
lives. 

People rn late adulthood usually see themselves as functioning. well-integrated members of society, 

and many maintain activities In which they participated earlier in life. 

decreased emotional investment in others at a time of life when social relationships 
will inevitably be ended by death. 

The activity theory of aging presents an alternative view of aging, holding that 
the people who age most successfully are those who maintain the interests, activities, 
and level of social interaction they experienced during middle adulthood. According 
to act ivity theory, late adulthood should reflect a continuation, as much as possible, of 
the activities in which people participated during the earlier part of their lives (Blau, 
1973; Crosnoe & Elder, 2(02). 

Both disengagement and activity can lead to successful aging. Not all people in 
late adulthood need a life fi lled with activities and social interaction to be happy; 
as in every s tage of life, some older adults are just as satisfied leading a relatively 
inactive, solitary exis tence. What may be more important is how people view the 
aging process: Evidence shows that positive self-perceptions of aging are associated 
with increased longevity (Charles, Reynolds, & Gatz, 2001; Levy et aI., 2002; l evy 
& Myers, 2004). 

Regardless of whether people become disengaged or maintain their activities 
from earlier stages of life, most engage in a process of life review, in which they exam­
inc and evaluate their lives. Remembering and reconsidering what has occurred in 
the past, people in late adulthood often come to a better understanding of themselves, 
sometimes resolving lingering problems and conflicts, and facing their lives with 
greater wisdom and serenity. 

Clearly, people in late adulthood arc not just marking time until death. Rather, 
old age is a time of continued growth and development, as important as any other 
period of life. 

~ BECOMING AN 

vtJJ 'NF~rp~y~h~iogy 
Adjusting to Death 

At some time in ou r lives, we all face death--certainly our own, 
as well as the deaths of friends, loved ones, and even strang­
ers. Although there is nothing more inevitable in life, death 
remains a frightening, emotion-laden topic. Certainly, little is 
more stressful than the death of" loved one or the contempla_ 
tion of our own imminent death, and preparing for death is one 
of our most crucial developmental tasks (Aikcn, 2000). 

A genera tion ago, talk of dea th was taboo. The topic was 
never mentioncd to dying people, and gerontologists had liltle to say about it. That 
changed, however, wi th the pioneering work of Elisabeth Kubler-Ross (1%9), who 
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brought the subject of death into the open with her obser­
vation that those facing impending death tend to move 
through five broad stages: 

• Denial. in this stage, people res is t the idea that they are 
dying. Even if told that their chances for survival are 
small, they refuse to admit that they are facing death. 

• Allger. After moving beyond the denial stage, dying 
people become angry-angry at people around them 
who are in good health, angry at medical professionals 
fo r being ineffective, angry at God. 

• 

• 

Bargaillillg. Anger leads to bargaining, in which the 
dying try to think of ways to postpone death. They 
may decide to dedicate their lives to religion if God 
saves them; they may say, " If only I can live to sec my 
son married, I will accept death then." 
Depressio". When dying people come to feel that 
bargaining is of no use, they move to the next stage: 
depression. They realize that their lives really are com­
ing to an end, leading to what Kubler-Ross calls "pre­
paratory grief" for their own deaths. 

• Accepta"ce. In this stage, people accept impending 

) 

J 
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I I / 

\ 
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death. Usually they are unemotional and uncommunicative; it is as if they have 
made peace with themselves and are expecting death with nl) bitterness. 

It is important to keep in mind that not everyone experiences each of these 
stages in the same way. In fact, Kubler-Ross's stages pertain only to people who are 
fully aware that they are dying ~nd have the time to evaluate their impending death. 
Furthermore, vast differences occur in the way individuals react to impending death. 
The specific cause and duration of dying, as well as the person's sex, age, and person­
ality and the type of support received from family and friends, a ll have an impact on 
how people respond to death (lautra, Reich, & Guarnaccia, 1990; Stroebe, Stroebe, & 

Hansson, 1993; Carver & Scheier, 2002). 
Few of us enjoy the contemplation of death. Yet awareness of its psychological 

aspects and consequences can make its inevitable arrival less anxiety-producing and 
perhaps more understandable. 

R EC A PlEVA LUAT EI R E TH INK 

I / , \ 

RECAP • As aging continues during middle adulthood, people 
realize in their fifties that their lives and accomplish­
ments are fairly well set, and they try to come to terms 
with them. (pp. 372-373) 

1 
~ • , 
1 
1 
1 
1 
! 

What are the principal kinds of physical, social, and intellec­
tual changes that occur in early and middle adulthood, and 
what are their causes? 

• Early adulthood marks the peak of phYSical health. 
PhYSical changes occur relatively gradually in men and 
women during adulthood (p. 371) 

• Among the important developmental milestones during 
adulthoocl are marriage, family changes, and divorce. Another 
important determinant of adult development is work. (p. 373) 

• One major physical change occurs at the end of middle 
adulthood for women: They begin menopause, after 
which they are no longer fertile. (p. 371) 
During middle adulthood, peop l<i! typically <i!xp<i!rienc<i! 
a midlife transition in which the notion that life is not 
unending becomes more important. In some cases, this 
realization may lead to a midlife crisis, although the pas­
sage into middle age is typically relatively calm. (p. 372) 

How does the reali ty of late adulthood differ from the stereo­
types about that period? 

• Old age may bring marked physical declines caused 
by genetic p~programming Or physical wear and tear. 
Although the activities of people in late adulthood are 
not all that different from those of younger people, older 
adults experience declines in reaction time, sensory 
abilities, and physical stamina. (pp. 374-375) 
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• Intellectual dcclines are not an inevitable part of aging. 
Fluid inte ll igMce does decline with age, and long-term 
memory abi lities are sometimes impaired. In contrast, 
crystallized intelligence shows slight increases with age, 
and short-term memory remains at about the same level. 
(pp. 376-377) 

• Disengagement thcory sees successful aging as a process 
of gradual withdrawal from the physica l, psychological, 
and social worlds. In contrast, activity theory suggests 
that the maintenance of interests and activi ties from ear­
lier years leads to successful aging. (pp. 377-378) 

How can we adjust to death? 

• According to Elizabeth Kubler-Ross, dying people move 
through five stages as they face death: denial, anger, bar­
gaining, depression, and acceptance. (p. 379) 

EVALUATE 

1. Rob recently turned 40 and surveyed his goals and 
accomplishments to date. Al though he has accomplished 
a lot, he realized that many of his goals will not be met 
in his lifetime. This stage is called a ______ _ 

2. 10 households where both partners have similar jobs, the 
division of labor that generally occurs is the same as in 
" trad itional" households where the husband works and 
the wi fe stays al home. True or false? 

KEY TERMS 

menopause p. 371 
genetic preprogramming 

theories of aging p. 375 
wear-and-tear theories of 

aging p. 375 

Alzheimer's disease 
p.377 

disengagement theory of 
aging p. 377 

3. theories suggest that 
there is a ma)(imum time span in which cells are able to 
reproduce. This time limit explains the evenrual break­
down of the body during old age. 

4. Lower IQ test scores during late adulthood do not nec­
essarily mean a decrease in intelligence. True or fa lse? 

5. During old age, a person's intelligence 
continues to increase, w hereas intel-
ligence may decline. 

6. In Kilbler-Ross's stage, people resist 
the idea of death. [n the stage, they 
attempt to make deals to avoid death, and in the 
_______ stage, they passively awai t death. 

RETH[NK 

1. Is the possibility that life may be e)(tended for several 
decades a mi)(ed blessing? What societal consequences 
might an extended life span bring about? 

2. From Ihe pCTSpc.'Ctive of 0 iJrolliJeare provider: What sorts 
of recommendations would you make to your older 
patients about how 10 deal with aging? How would you 
handle someone who believed that getting older had 
only negative consequenct>s? 

Answen to Enulate Q uestions 

33Uclda:ou lIu!U!ciIcq ·1~!U"P ·9 ~p!nu ·p.n!1l ~1 
~A .. J;)·S !i>fU1 .~ ~u!wwc.t.Kud;ud :>!1"u;,9·( :"n.II""Z ~UO!l!SIlC.ll "J!lp!w'\ 

activity Iheory of aging 
p.378 

life review p. 378 
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IX. Devllopmem JO. Adulthood 

Psychology on the Web 

I. Find information on the Web about cloning. What recent advances in cloning have been 

made by resean:hers? What developments appear to be on the horizon? What ethical 

issues have been raised regarding the cloning of humans? 
2. Find different answers to the question "Vvhy do people die?" Search the Web for scientific. 

philosophical. and spiritual/religious anS'Wers. Write a summary in which you compare the 

dffferent approaches to this question. Does the thinking in anyone realm inAuence the 

thinking in the others? How? 

3. After completing the Psychlnteractive exercise on suicide risk factors. search the Web for 
the most recent statistics on adolescent suicide. How have the trends changed over the 
last 10 years, and what factors explain those changes? 

Epilogue We have traced major events in the development of physical, 

social, and cognitive growth throughout the life span. Clearly, 

people change throughout their lives. 

As we explored each area of development. we encoun· 
tered anew the nature-nurture issue, concluding in every significant instance that both nature 

and nurture contribute to a person's development of skills. personalit): and interactions. 

Specifically. our genetic inheritance--nature--iays dO'Nr'l general boundaries within which we 
can advance and grow, and our environment-nurture-helps determine the extent to which 

we take advantage of our potential. 

Before proceeding to the next chapter, tum once again to the prologue that introduced 

this chapter. on Louise Brown. who was conceived using in vrtro fertilization . Using your knowl· 

edge of childhood development consider the fol lowing questions. 

I . Do you think there is any way in which Louise Brown's birth. infancy. and development dif­

fer from those of her friends who were not conceived through in vrtro fertilization? Why or 
why not? 

2. How would you design a longitudinal study of the development of individuaJs who were 

conceived through in vitro fertilization? What sorts of questions would this type of study 

help you answer? 
1 . What sorts of questions could you examine through a cross·sectional study? A sequential 

study? 

4. If a future Louise Brown were cloned from one of her- parents. do you think she would 

tum out to be exactly like that parent. or different in some ways? Why? 
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X, Personality I mrod~ction 

Key Concepts for Chapter I 0 

How do psychologists define and use the concept of 

personality? • What do t he theories of Freud and his 

successors tell us about the structure and development 

of personality? 

What are the major aspects of trait, leaming, 

I b;<oleg;cal and evolutionary, and humanistic 

approaches to personality? 

He-""can we most accurately assess personality? • 

Whalt, ,."e Ihe major types of personality measures? 

() The McGraw-Hili 

Companies,2OOIl 

Psychodynamic Approaches 
to Personality 
Freud's Psycnoanaiytjc Theory Mapping 
the Unconscious Mind 

The Neo-Freudian Psychoanalysts: 
Building on Freud 

MODULE 31 

Trait, Learning, Biological, 
Evolutionary, and Humanistic 
Approaches to Personality 
Trait Approaches: Placing Labels on 
~onality 

Learning Approaches: We Are What 
We've Learned 

Biological and Evolutionary Approaches: 
Are We Born with Personality? 

Applying Psychology In the 21n Century: 

The Downside of High Self-Esteem 

Humanistic Approaches: The Uniqueness 
of You 

Comparing Approaches to Personality 

MODULE 33 

Assessing Personality: 
DeterminingWhat Makes Us 
Distinctive 
Exploring Dlverlity: Should Race and 
Ethnicity Be Used to Establish Norms? 

Self-Report Measures of Personality 

Projective Methods 

Behavioral Assessment 

Becoming on Informed Consumer 

of Psychology: Assessing Personality 
Assessments 

J8l 
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Prologue A Real-life Tony Soprano 

John Goni appeared to be an ordinary fellow. He described himself 
as a salesman vklo sold plumbing and heating supplies to builders. 
and zippers to dressmakers. He lived in a rroodest home with a satel­
lite dish on the roof. His friends and admirers-of whom there were 
many-said he was just an ordinary guy. 

There was another side to Gotti, though. He frequented posh. 
expensr...e restaurants, wearing custom-made $1,800 suits and 
designer socks. His hair was always freshly barbered. and his nails 
were meticulously manicured. If you met him at such a nightspol you 
might guess he was a rich, successful entrepreneur. 

Just who was john Goni? A warm. friendly neighbor? A wealthy 
entrepreneur? A ruthless. greedy mobster. willing to do anything 
to keep control of his crime family? 

Many people. li ke the real Gotti or the fictional Tony Soprano, 
have different sides to theFr personalities. appearing one way to 

some people and quite differently to others. Yet to anyone group 
of people vklo were acquainted 'Nith Gotti. his behavior was prob­
ably so consistent that (they thought) they could easily predict how 
he would behave, no maner...Alat the situation. 

Personality is the pattern of enduring characteristics that 
produce consistency and individuaJity in a given person. Personality 
encompasses the behaviors that make us unique and that differenti-

]84 

But there were even more contradictions in the life of John 
Gotti. To US prosecutors, he was a real-life Tony Soprano. the 
head of a crime family portrayed on the HBO show The .sopranos. 
like his fictional counterpart prosecutors said Gotti was a 
vicious. cold-hearted killer who was responsible for the deaths 
of scores of people. And they convinced a jur)C Gotti was con­
victed fOl" murder and was given a life sentence. He died in prison 
(Poniewozik. 2002: Cutler & Saporta. 2003: Smith. 2005). 

ate us from others. It is also personality that leads us to act consis­
tently in different situations and CNer extended periods of time. 

We will consider a number of approaches to personality. For 
historical reasons. we begin with psychodynamic theories of person­
ality; vklich emphasize the importance of the uncooscious. Next. we 
consKier approaches that concentrate 00 identifying the most fun­
damental personality traits, theories that view personality as a set of 
learned behaviors, biological and evolutionary perspectives on per­
sonality. and approaches, known as humanistic theories, that highlight 

the uniquely human aspects of personality. We end our discussion 
by focusing on how personality is measured and how personality 
tests can be used. 
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The college stud"nt was intent on making a good first impression on an alt,,,dive 
Woman he had spotted across a crowded room at a party. As he walked toward her, 
he mulled o\'er a line he hold heard in an old movie the night before: "I don't believe 
we've been properly introduced yet." To hi;; horror, what came out was a bH dif­
re,ent. After threading his way through the crowded room, he finally reached the 
woman and blurted out, " I don't believe we've been properly seduced yet." 

Although th is student's error may seem to be merely an embarrassing slip of the 
tongue, according to some personality theorists, such a mistake is not an error at all 
(Motley, 1987). Instead, psychodynamic personality theorists might argue that the 
error illustrates one way in which behavior is triggered by inner fo rces that are beyond 
our awareness. These hidden drives, shaped by childhocxl experiences, play an impor­
tant role in energizing and d irecting everyday behavior. 

Psychodynamic approaches to personality are based on the idea that personality 
is motivated by inner forces and conflicts about which people have little awareness 
and o ver which they have no control. The most important pio neer of the psychody­
namic approach was Sigmund Freud. A number of Freud's followers, including Carl 
Jung. Karen Horney, and Alfred Adler, refined Freud's theory and developed their 
own psychodynamic approaches. 

Freud's Psychoanalytic Theory: 
Mapping the Unconscious Mind 
Sigmund Freud, an Austrian physician, developed psychoanalytic theory in the 
early 190Ds. According to Freud's theory, conscious experience is a s mall part of 
our psychological makeup a nd experience. He a rgued that much of o ur behavior is 
motivated by the unconscious, a part of the personality tha t contains the memories, 
knowledge, beliefs, feelings, urges, drives, and instincts of which the individual is 
no t aware. 

Like the unseen mass of a floating iceberg, the contents of the unconscious far 
su rpass in quantity the information in ou r conscious awareness. Freud maintained 
tha t to understand personality, it is necessary to expose what is in the unconscious. But 
because the unconscious disguiSes the meaning o f the material it holds, the content 
of the unco nscio us cannot be observed directly. It is therefo re necessary to interpret 
clues to the unconscious-slips of the tongue, fantasies, and dreams-to understand 
the unconscious processes that direct behavior. A slip o f the tongue such as the one 
quoted earlier (sometimes termed a Frr'udiatr slip) may be interpreted as revealing the 
speaker's unconscious sexual desires. 

To Freud, much of our personality is determined by our unconscious. Some o f 
the unconscious is made up of the preconscious, which contains material that is not 
threa tening and is easily broug ht to mind, such as the knowledge that 2 + 2 '" 4. But 
deeper in the unconscious are instinctual drives, the wishes, desires, demands, and 

() The McGraw-Hili 
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Key c,o"eepts 

How do. ·~~~;~6~:~";; use the c( 

What do the theories of 
Freud and his successors tell 
us about the structure and 
development of personality? 

Personality: The pattern of enduring 
characteristics that produce consis­
tencyand indiViduality in a given 
person. 

Psychodynamic approaches 10 per­
sonali ty: Approaches that assume 
that personality is motivated by inner 
forces and conflicts about which 
people have ]jttle awareness and over 
which they have no control. 

Psychoan31ytic theory: Freud's theory 
that unconscious forces acl as determi­
nants of personality. 

Unconscious: A part of the personality 
that contains the memories, knowl­
edge, beliefs, feelings, urges, drives, 
and instincts of which the individual 
is not aware. 

J85 
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FIGURE I In Freud's model of personal­

ity. there are three major components: 
the id. the ego. and the superego_ As the 
iceberg analogy shows. only a small portion 

of personality is conscious. W'rry do )'Ou 
think that only the ego and superego haw!: 

conscious components? 

Id: The raw, unorganized, inborn part 
uf personality whose sole purpose is 
to reduce tension created by primitive 
drives related to hunger, sex, aggres­
sion, and irralional impulses. 

Ego: The part of the personality thai 
provides a buffer between the id and 
the outside world. 

SupeTf'go: According to Freud, the 
final personality structure to develop; 
it represents the rights and wrongs of 
society as handed down by a person's 
parents, teachers, and other important 
figures. 

Psychosexual stages: Developmental 
periods that children pass through 
during which they encounter conflicts 
between the demands of SOCiety and 
their own sexual urges. 

Fixations: Conflicts or concerns that 
persist beyond the developmental 
period in which they first occur. 

needs that are hidden from conscious awareness because of the conflicts and p.1in they 
would cause if they were part of our everyday lives. The unconscious provides a "safe 
haven" for our recollections of threatening events . 

STRUCTURING PERSONALITY: ID, EGO, AND SUPEREGO 

To describe the structu re of personality, Freud developed a comprehensive theory tha t 
held that personality consists of three separate but interacting components: the id, Ihe 
ego, and the superego. Freud suggested that the three structures can be diagrammed 
to show how they relate to the conscious and the unconscious (see Figure 1). 

Although the three components of personality described by Freud may appear to 
be actual physical s truc tures in the nervous system, they are not. Instead, they repre­
sent abstract conceptions of a general model of personality that describes the interac­
tion of forces that motivate behavior. 

If personality consis ted only of primitive, ins tinctual cravings and longings, it 
would have just one component the id. The id is the raw, unorganized, inborn p.1rt of 
personality. From the time of birth, the id attempts to reduce tension created by primi­
tive drives re lated to hunger, sex, aggression, and irrational impulses. Those drives 
are fueled by "psychic energy," which can be thought of as a limitless energy source 
constantly pulling pressure on the various p..1rts of the personality. 

The id operates according to the pleasure principk, in which the goal is the imme­
diate reduction of tension and the maximization of satisfaction. However, reality pre­
vents the fulfillment of the demands of the pleasure principle in most cases: We cannot 
always eat when we are hungry, and we can discharge our sexual d rives only when 
the time and place are appropriate. To account for this fact of life, Freud suggested a 
second component of personality, which he called the ego. 

The ego, which begins to develop soon after birth, strives to balance the desires of 
the id and the realities of the objective, outs ide world. In contrast to the pleasure-seek­
ing id, the ego operates according to the reality principle, in which instinctual energy is 
restrained to maintain the safety of the individual and help integrate the person into 
society. In a sense, Ihen, the ego is the "execut ive" of personality: It makes decis ionSr 
controls actions, and allows thinking and problem solving of a higher order than the 
id's capabili ties permit. 

The superego, the final personality structure to develop in childhood, represents 
the rights and wrongs of SOCiety as taught and modeled by a person's parents, teach­
ers, and o ther significant individuals. The superego includes the CQII$ci(lIce, which 
prevents us from behaving in a morally improper way by making us feel guil ty if we 
do wrong. The superego helps us control impulses coming from the id, making our 
behavior less selfish and more virtuous. 

Accord ing to Freud 's theory, both the superego and Ihe id are unrealistic in that 
they do not consider the practical realities imposed by society. The superego, if left 
to operate wi thou t restraint, would create perfectionists unable to make the compro­
mises that life requires. An unres trained id would create a primitive, pleasure-seeking,. 
thoughtless individual seeking to fulfill every desire without delay. As a result, IheegOo 
must mediate between the demands of the superego and Ihe demands of the id. 

DEVELOPING PERSONALITY: PSYCHOSEXUAL STAGES 

Freud a lso provided US with a view of how personality develops through a series of 
five psychose}l:ual stages, during which individuals encounter conflicts between the 
demands of society and their own sexual urges (in which sexuality is more about 
experiencing pleasure and less about lust). According to Freud, failure to resolve the 
conflicts at a particular stage can result in fixations, conflicts or concerns thai pers ist 
beyond the developmental period in which they first {)(:(:Ur. Such conflicts may be due 
to having needs ignored or (conversely) being overindulged during the earlier period. 
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Freud suggests that the superego. the part of personaJ ity that represents 
the rights and wrongs of society. develops from direct teaching from 

parents, teach~, and other signi~cant indi"';duaJs. 

The sequence Freud proposed is noteworthy because it explains how experiences 
and difficulties during a particular childhood stage may predict specific characteris­
tics in the adult personality. This theory is also unique in associating each s tage with 
a major biological function, which Freud assumed to be the focus of pleasure in a 
given period. 

In the first psychosexual stage of development, called the oral s tage, the baby's 
mouth is the focal point of pleasure (see Figure 2 for a summary of the s tages). During 
the first 12 to 18 months of life, children suck, mouth, and bite anything that can put 
into their mouths. To Freud, this behavior suggested that the mouth is the primary 
si te of a kind of sexual pleasure, and that weaning (withdrawing the breast or bottle) 
represents the main conflict during the oral stage. If infants are either overindulged 
(perhaps by being fed every time they cry) or frustrated in their seardt for oral gratifi. 
cation, they may become fixated at this stage. For example, fixation might occur if an 
infant's oral needs were constantly gratified immediately at the first sign of hunger, 

Birth to I 

Oral stage: According to Freud, 
a stage from birth to age 12 to 18 
months, in which an infant's cenler 
of pleasure is the mouth. 

eating. mouthing. biting 

Phallic 

U~"" 

Genial 

12- 18 morul'ls to 3 yean 

3 to 5-6 yean 

5-6 years to adolescen(e 

Adolescence to adulthood 

FIGURE 1 Freud's theory of personality deveklprnent suggests that there are several disIJnct stages. 

Gratlfieatlon from expelling and 

withholding feees; coming to terms with 

society's controls relating to toilet training 

InteTe$lln the geniWs, coming to tent! 

with Oedipal conflict leading to 
identific.auon with same-$C )( parent 

Sexual CO<1Cems largely unlmporunt 

Reemergence of scxlDllnterests and 

establishment of mature sexual 
rebtlonshlps 
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According to Freud, a child goes through 

the anal stage from age 12 to 18 months 
until 3 years of age. To ilet training is a 

crucial event at this stage, one that psy.:h<> 
analyt ic theory daims directly influences the 
formation for an indiYlduars perronalJty. 

Ana l stage: According to Freud, a 
stage from age 12 to 18 months to 3 
years of age, in which a child's plea­
sure is centered on the anus. 

Phallic stage: According to Freud, a 
period beginning around age 3 during 
which a child's pleasure focuses on the 
genitals. 

Oed ipal conflict: A child's sexual 
interest in his or her opposite-sex par­
ent, typically resolved through identi­
fica tion with the same-5ex parent. 

Identification: The process of want­
ing to be like another person as much 
as possible, imitating th .. t person's 
behavior and adopting similar b<>liefs 
and values. 

Lallmcy period: ACCQrding to Freud, the 
period between the phallic stage and 
puberty during which children's sexual 
concerns are temporarily put aside. 

Genital stage: According to Freud, 
Ihe period from puberty until death, 
marked by malun' sexual behavior 
(that is, sexual intercourse). 

rather than the infant learning that feeding takes place on a schedule because eating 
whenever an infant wants to eat is not always realistic. Fixation a t the oral stage might 
produce an adult who was unusually interested in oral activi ties---eating. talking, 
smoking-or who showed symbolic sorts of oral interests: being either "bitingly" sou­
castic or very gullible ("swallowing" anything). 

From around age 12 to 18 months until 3 years of age-a period when the empha­
sis in Western cultures ison toilet training-a cl1ild enters the anal stage. At this pOint, 
the major source of pleasure changes from the mouth to the anal region, and ch.ildren 
obtain considerable pleasure from both retention and expulsion of feces. If toilet train­
ing is particularly demanding, fixation might occur. Fixation during the anal stage 
might result in unusual rig idity, o rderliness, punctuality-or extreme disorderliness 
or sloppiness-in adulthood. 

At about age 3, the phallic s tage begins. At this point there is another major shift 
in the primary source of pleasure for the child. Now interest focuses on the geni tals 
and the pleasures derived from fondling them. During this stage the (:hild must also 
negotiate one of the most important hurdles of personality development: the Oedipal 
conflict. According to Freudian theory, as children focus attention on their genitals, 
the d ifferences between male and female ana tom y become more s.l lient. Furthermore, 
according to Freu d, at Ihis time the male unconSCiously begins to develop a sexual 
interest in his mother, starts to see his fathe r as a rival, and harbors a wish to kill his 
father-as Oedipus did in the ancient Greek tragedy. But because he views his fa ther 
as too powerful, he develops a fear that his fathe r may retaliate drastically by remov­
ing the source of the threat: the son's peniS. The fear of losing one's penis leads to 
castrntioll anxiety, which ultimately becomes so pOwerful that the child rep~S5e$ his 
desires for his mother and identifies with his father. Ide ntification is the process of 
wanting to be like anothe r person as mu(:h as possible, imitating tha t person's behav­
ior and adopting si milar beliefs and values. By identifying with his father, a son seeks 
to obtain a woman like his unattainable mother. 

For girls, the process is different. Freud reasoned that girls begin to experience 
sexual arousal toward th (>ir fathers and begin to experience penis envy. They wish 
they had the anatomical part that, at least to Freud, seemed most clearly "missing" in 
girls. Blaming thei r mothers for their lack of a penis, girls come to believe that their 
mothers are responsible for their "castration." (fhis aspect of Freud's theory later 
provoked ac(:usations that he considered women to be inferior to men.) Like males, 
though, they find that they can resolve such unacceptable feelings by identifying with 
the same-sex parent, behaVing like her and adopting her attitudes and values. In this 
way, a girl's identification with her mother is completed. 

At this point, the Oedipal conflict is Sol id to be resolved, and Freudian theory 
assumes that both males and females move on to the next stage of development. If dif­
ficulties arise during this period, however, all sorts of problems are thought to occur, 
including improper sex-role behavior and the failure to develop a conscience. 

After the resolution of Ihe Oedipal conflict, typically at around age 5 or 6, children 
move into the latency period, which lasts unti l puberty. During this period, sexual 
interests become dormant, even in the unconscious. Then, during adolescence, sexual 
feelings reemerge, marking the start of the final period, the genital s tage, which 
extends until death. The focus during the genita l stage is on mature, adult sexuality, 
wh ich Freud defined as sexual intercourse. 

DEFENSE MECHANISMS 

Freud's efforts to describe and theorize about the underlying dynamicS of personali ty 
and its development were motivated by very practical problems that his patients faced 
in dealing with anxiety, an intense, negative emotional experience. Accord ing to Freud, 
anxiety is a danger signal to Ihe ego. Although anxiety can arise from realistic fears-
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such as seeing a poisonous snake about to strike-it can also occur in 
the form of urmrotic allxiety. in which i.rrational impulses emanating 
from the id threaten to burst through and become uncontrollable. 

Because anx ie ty, obviously, is unpleasant, Freud believed that 
people develop a range of defense mechanisms to deal with it. 
Defense mechanisms are unconscious strategies that people use to 
reduce anxiety by concealing the source fro m themselves and others. 

The primary defense mechanism is repression, in which unaccept­
able or unpleasant id impulses are pushed back into the unconscious. 
Repression is the most direct method of dealing with anxiety; ins tead 
of handling an anxiety-producing impu lse on a conscious level, one 
s imply ignores it. For example, a college s tudent who feels hatred for 
her mothl.'r may repress those personally and socially unacceptable 
feelings. The feelings remain lodged wi thin the unconscious, because 
acknowledging them would provoke anxiety. Similarly, memories of 
childhO<Xl abuse may be repressed. Although such memories may 
not be consciously recalled, ilccording to Freud, they can affect later 
behavior, and they may be revealed through dreams or slips of the 
tongue or symbolically in some other fashion. 

If repression is ineffective in keeping anxiety at bay, other defense 
mechanisms may be used. Freud, and later his daughter Anna Freud 
(who became a well-known psychoanalyst), formulated an extensive list 
of potential defense mechanisms. The major defense mechanisms are 
summarized in Figure 3 (Basch, 1996; Cramer, 2()()[l,; Conte, Plutchik, 
& Draguns, 2004; Hentschel et ai., 2(04). To clearly understand these 
defense mechanisms, complete the Psychlnteractive exercise. 

All of us employ defense mechanisms to some degree, according 
to Freudian theory, and they can serve a useful purpose by pro tecting 
us from unpleasant information. Yl.'t some people fall prey to them to 
such an extent thai a large amount of psychic energy must constantly 
be d irected towa rd hiding and rechanneling unacceptable impulses. 
When this occurs, everyday Ii ving becomes difficult. In such cases, the 
result is a ment:.11 disorder produced by anxiety- what Freud called 
"neurosis" (a te rm rarely used by psychologists today, although it 
endures in everyday conversation). 

Imitating a person's beha'vior and adopting Similar beliefs and 
values is part of Freud's concept of identification. How can this 
concept be applied to the definition of gender role$1ls identika­
tion similar in aJ l cvlt .... roesl 

EVALUATING FREUD'S LEGACY 

Freud's theory has had a significant impact on the field of psychology-and even 
more broadly on Western philosophy and lite rature. The ideas of the unconscious, 
defense mechanisms, and childhO<Xl roots of adult psychological difficult ies have been 
accepted by many people. 

However, personality psychologists have leveled significant criticisms against 
psychoanalytic theory. Among the most important is the lack of compelling scientific 
data to support it. Although individual case studies seem supportive, we lack conclu­
sive evidence showing that the personality is structured and operates along the lines 
Freud laid out. This is due, in part, to the fact that Freud's conception of personality 
is built on unobservable abstract concepts. Moreover, it is not clea r that the stages of 
personality that Freud laid out provide an accurate description of personali ty develop­
ment. We a lso know now that important changes in personality can occur in adoles­
cence and adulthood-something that Freud did not believe happened, thinking that 
personal ity largely is set by adolescence. 

The vague natUTe of Freud's theory also makes it difficult to predict how certain 
developmental difficult ies will be displayed in an adult. For instance, if a person is 

Defense mechanisms: In Freudian 
theory, unconscious strategies that 
people use to reduce anxiety by con­
cealing the source of the anxiety from 
themselves and others. 

Repression: The primary defense 
mechanism in which unaccept.,ble or 
unpleasant id impulses are pushed 
back into the unconscious. 

_,mhhe.com/feldmaness7 

Psychlnteractive Online 

Defense Mechanisms 
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Defe nse Mechanism 
Repression 

R.e~sion 

Displacement 

Rationalization 

Denial 

Projection 

Sublimation 

Reaction formation 

Freud's Defense Mecha nism s 

Explanation Exam ple 
Unacceptable or unpleasant impulses are pushed ba<k 
into the !"oconscious. 

A woman is unable to recall that she was raped 

People behave as if they were at an earl ier stage of 
development. 
The expression of an unwanted feejing or thought is 
redirected from a more threatening powerful perwn to 
a weaker one. 

People provide self-justifYing explanations in place of the 
actual. but threatening. reason for their behavior. 

People refuse to accept or acknow1edge an 
amaety·producing pie<:e of informatton. 

People attribute unwanted tmpulses and feelings to 

someone else. 
People divert I.X1wanted impulses into socially approved 
thoughts. feelings. or behaviors. 
Unconscious imp!.Jlses are expressed as their opposite in 
consciousness 

A boss has a temper tantrum when an emplO)lee 
makes a mistake. 
A brother yells at his younger sister after a teacher 
gives him a bad grade. 

A student who goes out dnnking the night belOre a 

big test rationalizes his behavior by saying the test 
isn't al l that important. 
A student refuses to believe that he has flunked a 

course. 
A man who is angry at his father acts lovingly to his 
father but complains that his father is angry with nirn. 
A person with strong feelings of aggression 
becomes a soldier. 
A mother who unconsciously resents her child acts 
,n an overly loving way toward the child 

FIGURE 3 According to Freud. people are able to use a wide range of defense mechanisms to 
cope witn anxieties 

fi xated at the anal stage, according to Freud, he or she may be unusually messy-or 
unusually neal. Freud's theory offers no way to predict how the difficulty will be 
exhibited (Crews. 1996; Macmillan, 1996). Furthermore, Freud can be faulted fo r seem­
ing to view women as inferior to men, be<:ause he argued that women have weaker 
superegos than men do and in some ways unconsciously yearn to be men (the concept 
of penis envy). 

Finally, Freud made his observations and derived his theory from a limited popula­
tion. His theory was based almost entirely on upper-class Aust rian women living in the 
strict. puritanical era of the early 1900s who had come to him seeking treatment for psy­
chological and phySical problems. How far one can generalize beyond this population 
is a matter of considerable debate. For instance, in some Pacific Island societies, the role 
of disciplinarian is played by the mother's oldest brother, not the father. In such a cu l­
ture. it is unreasonable to argue that the Ocdipal conflict w ill progress in the same way 
that it did in Austrian sodety, w here the father typically was the major diSCiplinarian. 
In short, a cross-cultural perspective raises questions about the universali ty o f Freud'S 
view of personality development (Doi, 1990; Brislin, 1993; Altman, 1996). 

Still, Freud generated an important method of treating psychological distur­
bances ca lled psyc//Omwlysis. As we will see when we discuss trea tment approaches to 
psychological disorder, psychoanalys is remains in use today (Guterl, 2002; M esser & 
McWilliams. 2003; Heller, 2(05). 

Moreover. Freud's emphasis on the unconscious has been partially s upported 
by current research on dreams and implicit memory. As we first noted when we 
discussed dreaming; advances in neuroscience are consistent with some of Freud's 
arguments. For example. the fact that some behavior is motivated by occurrences 
that have been apparently forgotten. as well as the discovery of neu ral pathways 
relating to emotional memories, support the notion of repression. Fur thermore, 
cognitive and social psychologists have found increaSing evidence that unconscious 
processes help us think a bout and evaluate our world , set goals, and choose a cou rse 
of action. It remains to be seen whether future neuroscientific advances can help 
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overcome thc criticisms Icveled against Freud's psychoanalytic theory (Ekstrom, 
2004; Wilson, 2004; Solms, 2005). 

The Neo-Freudian Psychoanalysts: 
Building on Freud 
Freud laid the foundation for important work donc by a series of succcssors who were 
trained in traditional Freudian theory but later rejected some of its major points. These 
theorists are known as nco-Freudian psychoanalysts. 

The nco-Freudians placed greater emphasis than freud had on the functions of 
thc ego, suggesting that il has more control than does the id over day-Io-day ac tivi­
ties. Thcy also minimized the importance of sex as a d riving force in people's lives. 
furthermore, they paid greater attention to social factors and the effects of SOCiety and 
culture on personality development. 

JUNG'S COLLECTIVE UNCONSCIOUS 

One of the most influent ia l neo-f reudians, Carl Jung (pronounced "yoong"), 
rejected the Freud's view of the primary importance of unconscious sexual urges. 
Instead, he looked a t the primitive urges of the unconscious more positively, argu­
ing that they represented a more general, and positive, life force that encompasses 
an inborn drive motivating creativity and more pos itive resolution of conflict 
(Lothane, 2005). 

Jung suggested that we have a universal collective unconscious, a common sct 
of ideas, feelings, images, and symbols th<lt we inherit from our relatives, the whole 
human r<lce, and even nonhuman anim<ll ancestors from the distant past. This collec­
tive unconscious is shared by everyone and is displayed in behavior that is common 
across d iverse culturcs-such as love of mother, belief in a suprcme being, and even 
behavior as specific as fear of snakes (Oehm<ln & Mineka, 2003; Drob, 2005). 

Jung went on to propose that the collective unconscious contains archetypes, 
universal symbolic representations of a particular person, object, or experience. For 
instance, a mother archetype, which contains reflections of our ancestors' relationships 
with mother figures, is suggested by the prevalence of mothers in art, religion, litera­
ture, and mythology. (Think of the Virgin Mary, Earth Mother, wicked stepmothers 

In Jungian terms. Professor O>arles XavIer (Jert) and Magneto (right) in the fi lm X-N1en: The las! 
S!<ln(/ represent tile archetypes. 0.- unr.ersalty recognizable symbols. of good and evH, respectr.ety. 

Nco-Freudian psychoanalysis: 
Psychoanalysts who were trained in 
traditional Freudian theory but who 
later rejected some of its major points. 

Collective unconscious: According 
to Carl jung, a common set of ideas, 
feelings, images, .:md symbols that we 
inherit from our ancestors, the whole 
human race, and even nonhuman 
ancestors from the distant past. 

Archetypes: According to jung, uni­
versal symboliC representations of a 
particular person, object, or experience 
(such as good and evil). 
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in fairy tales, Mother's Day, and so forth!) lung also suggested that men possess an 
unconscious feminine archetype affecting how they behave, whereas women have a 
male a rchetype that colors their behavior Oung. 1961; Bair, 2003). 

To lung, archetypes play an important role in determining our day-to-day reac­
tions, attitudes, and val ues. For example, lung might explain the popularity of the Star 
Wllrs movies as being due to their usc of broad archetypes of good (Luke Skywalker) 
and evil (Darth Vader). 

Although there is no reliable research evidence confirming the existence of the 
collective unconscious-and even lung acknowledged that sum evidence would be 
difficult to produce-lung's theory has had significant influence in areas beyond 
psychology. For example, personality types derived from Jung'spersonality approach 
form the basis for the Myers-Briggs personality test, which is widely used in business 
and industry (G ladwell, 2004; Bayne, 2005; Fumham & Crump, 2005). 

HORNEY'S NEO-FREUDIAN PERSPECTIVE 

Karen Homey (pronounced ""HORN-(!ye"") was one of the earliest psychologists to 
champion women's issues and is sometimes called the first feminist psychologist. 
Homey suggested that personality develops in the context of social relationships 
and depends pa rticularly on the relationship between parents and child and how 
well the child's needs are met. She rejected Freud's suggestion that women have 
peniS envy, asserting that what women envy most in men is not their anatomy but 
the independence, success, and freedom that women often are denied (Horney, 1937; 
Miletic, 2002). 

Homey was also one of the first to stress the importance of cultural factors in 
the determination of personality. For example, she suggested that society'S rigid 
gender roles for women lead them to experience ambivalence about success, fearing 
that they will lose their friends. Her conceptualizations, developed in the 1930s and 

Karen Homey was one of the earl iest proponents of 
women's issues. 
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1940s, laid the groundwork for many of the central ideas of feminism that emerged 
decades later (Eckardt, 2(05). 

ADLER AND THE OTHER NED-FREUDIANS 

Alfred Adler,another important neo-Freudian psychoanalyst, also considered Freudian 
theory 's emphasis on sexual needs misplaced. Instead, Adler proposed that the pri­
mary human motivation is a s triving for superiori ty, not in terms of superiority over 
o thers but in a quest for self-improvement and perfection. 

Adler used the term inferiori ty complex to describe situations in which adults 
have not been able to overcome the feelings of inferiority they developed as children, 
when they were small and limited in their knowledge about the world. Early social 
relationships with parents have an important effect on children's ability to outgrow 
feelings of personal inferiority and instead orient themselves toward attaining more 
socially useful go.lls, such as improving society. 

Inferiority com plex: According to 
Alfred Adler, il problem affecting 
adul ts who have not been able to 
overcome the feelings of inferiori ty 
that they developed as children, when 
they were small and limited in tneir 
knowledge about tne world. Other neo-Freudians included such figures as Erik Erikson, whose theory of psy­

chosocial development we discussed in earlier modules, and Freud's daughter, Anna 
Freud. Like Adler and Homey, they focused less than Freud on inborn sexual and 
aggressive drives and more on the social and cultu ral fa ctors behind personality. 

R E C A P/EVALUAT E/ R ETH INK 

RECAP 

How do psychologists define and use the concept of personality? 

• Personality is the pattern of enduring characteristics that 
produce consistency and individuality in a given per­
son. (p. 384) 

What do the theories of Freud and his successors tell us about 
the structure and development of personality? 

• According to psychodynamic explanations of personal­
ity, much behavior is caused by parts of personality 
that are found in the unconscious and of which we are 
unaware. (p, 385) 

• Freud's psychoanalytic theory, one of the psychody­
namic approaches, suggests that personality is com­
posed of the id, the ego, and the superego. The id is the 
unorganized, inborn part of personality whose purpose 
is to immediately reduce tensions relating to hunger, 
sex, aggression, and other primitive impulses. The ego 
restrains instinctual energy to maintain the safety of the 
individual and help the person be a member of society. 
The superego represents the rights and wrongs of soci­
ety and includes the conscience. (pp . .386-387) 

• Freud's psychoanalytic theory suggests that personality 
develops through a series of psychosexual stages, each 
of which is associated with a primary biological func­
tion. (pp. 387-388) 

• Defense mechanisms, according to Freud ian theory, are 
unconscious strategies with which people reduce anxi­
eties relating to impulses from the id. (pp. 388-389) 

• Freud's psychoanalytic theory has provoked a number 
of criticisms, induding a lack of supportive scientific 
data, the theory's inadequacy in making predictions, 
and its reliance on a highly restricted population. 
Nevertheless, recent neuroscience research provides 
support for the concept of unconscious processes. 
(pp.389-390) 

• Neo-Freudian psychoanalytic theorists built on Freud's 
work, although they placed greater emphasis on the role 
of the ego and paid more attention to the role of social 
factors in determining behavior. (pp. 391-393) 

EVALUATE 

1. appro.lches state that behavior is moti-
vated primarily by unconscious forces. 

2. Match each section of the personality (according to 
Freud) with its description: 
1. Ego 
2. Id 
3. Superego 
3 . Determines right from wrong on the basis of cul­

tural standards. 
b. Operates according to the "reality principle"; energy 

is redirected to integrate the person into SOCiety. 
c. Seeks to red uce tension brought on by primitive 

drives. 
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3. Which of the following represents the proper order of 
personality development, according to Freud? 
a. Oral, phalliC, latency, anal, genital 
h. Anal, oral, phallic, genital, latency 
c. Oral, anal, phallic, latency, geni tal 
d. Latency, phallic, anal. genital, oral 

4. In the resolution of the complex, Freud 
believed that boys learn to repress their desire for their 
mothers and identify with their fathers. 

5. is the term Freud used to descr ibe 
unconscious strategies used to reduce anxiety. 

KEY TERMS 

personality p. 385 
psychodynamic approaches 

10 personality p. 385 
psychoanalytic theory p. 385 
unconscious p. 385 
id p. 386 

ego p. 386 
superego p. 386 
psychosexual s tages p. 386 
fixations p. 386 
oral stage p. 387 
anal stage p. 388 

RETHINK 

1. Can you think of ways in which Freud's theories of 
unconscious motivations are commonly used in popular 
culture? How accurately do you think such popular uses 
of Freudian theories reflect Freud's ideas? 

2. From tire pt'T'Spo:ctivc of all advertising executive: How might 
you use lung's concept of archetypes in designing your 
advertisements? Which of the archetypes would you use? 

Answers to Evaluate Questions 

SUlS!UC\(;x)U1 asu"PP'S' ~[L>d!pv() ·t ~J'£ ~~-£ '.1-~ 'q.( ·Z ~J!U1mMpo\(~'(sd"\ 

phallic stage p. 388 
Oedipal conflict p. 388 
identification p. 388 
latency period p. 388 
genital stage p. 388 
defense mechanisms p. 389 

repression p. 389 
neo-Freudian 

psychoanalysis p. 391 
collective unconscious p. 391 
archetypes p. 391 
inferiority complex p. 393 
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""Oh, he's just terrific. He's the friendliest guy I know-goes out of his way to be nice to 
everyone. He hardly ever gets mad. He's just so even-tempered, no matter what's happen. 
ing. And he's re<lUy sm<lrt, too. About the only thing I don't like is that he's alw<lys in such 
a hurry to get things done. He scems to have boundless energy, much more than I have."" 

""He sounds gre<ltto me, especially in comparison to Rico,"" replied Johnell<l. ""He is 
so self-centered and arrogant that it drives me crazy. I sometimes wonder why I ever 
started going out with him."" 

Friendly. Even-tempered. Smart. Energetic. Self-centered. Arrogant. 
The above exchange is made up of a series of trait characterizations of speakers' 

friends. In fact, much of our own underst.1nd ing of others' behavior is based on the 
p remise that people possess certain traits that are consistent across different situations. 
For example, we generally assume that if someone is outgoing and sociable in one 
situation, he or she is outgoing and sociable in other situations (Gi lbert et aI., \992; 
Gilbert, Miller, & Ross, 1998; Mischel, 2(04). 

Dissatisfaction wi th the emphaSiS in psychoanalytic theory on unconscious-and 
difficult to demonstrate-processes in explaining a person's behavior led to the devel­
opment of alternative approaches to personality; including a number of trait-based. 
approaches. Other theories reflect established psychological perspectives, such as learn­
ing theory, biological and evolutionary appro..1ches, and the humanistic approach. 

Trait Approaches: Placing 
Labels on Personail'litl.f'l' ______ _ 
If someone asked you to characterize another person, it is probable that-like Johnetta 
and her frien d-you would come up with a list of that individual's personal qualities, 
as you see them. But how would you know which of those qualities are most impor­
tant to an understanding of that person's behavior? 

Personality psychologists have asked simila r questions. To answer them, they 
have developed a model of personality known as trait theory. Trait theory seeks to 
explain, in a straightforward way, the consistencies in individuals' behavior. Traits are 
consistent personality characteristics and behaviors d isplayed in different si tua tions. 

Trait theorists do not <Issume tha t some people have a trait and others do not; 
rather, they propose that a ll people possess certain traits, but that the degree to which 
a particular trait applies to a specific person varies and can be quantified. For instance, 
you may be relatively friendly, whereas I may be relatively unfriendly. But we both 
have a "friendliness" trait, although your degree of "friendliness" is higher than mine, 
The major challenge for trait theorists taking this approach has been to identify the 

() The McGraw-Hili 
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What an!~~'~,;m:abJ'O~'I~~~' of trait, Ie 
evolutionary. and humanistic 

approaches to personality? 

Trait theory: A model of personality 
that seeks to identify the basic traits 
necessary to describe personality. 

Trd ib ; Cu"~i~h:,,l pt:Thu"" lily d'<IJ"dC­

teristies and behaviors displayed in 
different situations. 
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specific primary traits necessary to describe personality. As we shall see, different 
theorists have come up with surprisingly different sets of traits. 

ALLPORT'S TRAIT THEORY: IDENTIFYING 
BASIC CHARACTERISTICS 

When persona Ii ty psycho logist Gordon Allport s ystematicall y pored over an unabridged 
dictionary in the 19305 he came up with some 18,000 separate terms that could be used 
to describe personality. Although he was able to pare down the list to a mere 4,5(X) 
descriptors after eliminating words with the same meaning, he was left with a problem 
crucial to a ll trait approaches: Which of those traits were the most basic? 

Allport eventually answered this question by suggesting that there are three funda­
mental categories of traits: cardinal, central. and secondary (Allport, 1961, 1966). A car­
dinal trait is a single characteristic that directs most of a person's activities. For example, 
a totally selfless woman may direct all her energy toward humanitarian activities; an 
intensely power-hungry person may be driven by an all-oonsuming need for control. 

Most people, however, do not develop a single, comprehensive cardinal trait. 
Instead, they possess a handful of central traits that make up the core of personality. 
Central traits, such as honesty and sociability, are the major characteristics of an indi­
vidual; they usually number from five to ten in anyone person. Finally, secondary traits 
are characteristics that affect behavior in fewer situations and are less influential than 
central or cardinal traits. For inst.1nce, a reluctance to eat meat and a love of modem 
art would be considered secondary traits (Nicholson, 2003). 

CATTELL AND EYSENCK: FACTORING OUT PERSONALITY 

Later attempts to identify primary personality traits have centered on a s tatistical 
technique known as factor analysis. Factormmlysis isa statistical method of identifying 
associations among a large number of variables to reveal more general patterns. For 
example, a personality researcher might administer a quest ionnaire to many partici­
pants, asking them to describe themselves by referr ing to an extensive list of traits. By 
statistically combining responses and computing which traits are associated with one 
another in the same person, a researcher can identify the most fundamental patterns 
or combinations of traits--called factors-that underlie participants' responses. 

Using factor analysis, personality psychologist Raymond Cattell (1965) suggested 
that sixteen pairs of source traits represent the basic dimensions of personality. Using 
those source traits. he developed the Sixteen Personality Factor Questionna.ire, or 16 
PF. a measure that provides scores for each of the source traits. Figure 1 shows the 
pa ttern of average scores on each of the source traits for two different groups of par­
ticipants--airplane pilots, and writers (Cattell, Cattell, & Cattell, 2000). 

Another trait theorist, psychologist Hans Eysenck (Eysenck et ai., 1992; Eysenck 
1994, 1995), also used fac tor analysis to identify patterns of traits. but he came to a very 
different conclusion about the nature of personality. He found that personality could 
best be described in te rms of just three major dimensions: extraversion, neuroticism, and 
psychoticism. The extraversion dimension relates to the degree of sociability, whereas 
the neurot ic dimension encompasses emotional stabili t y. Finally, psychoticism refers 
to the degree to which reali ty is distorted. By evaluating people along these three 
dimensions, Eysenck was able to predict behavior accurately in a variety of situations. 
Figure 2 lists specific tra its associa ted with each of the dimensions. 

THE BIG FIVE PERSONALITY TRAITS 

For the last ,"'0 decades, the most influential trait approach contends that five traits or 
fa clors--called the "Big Five"- lie at the core of personality. Using modem factor analytic 
statistica l techniquC$, a host of researchers have identified a similar set of five factors tha t 
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underlie personality. The fiV(' factors, described in Figure 3, are DpfIWL'SS 10 cxfleriellce, 
conscienliOllsnL'SS, extraversion, agrL't'llbltmess, and neuroticism (emotional st.1bilily). 

The Big Five emerge qui te consistently across a number of domains. For example, 
factor analyses of major personality inventories, self-report measures made by observ­
ers of o thers' pt!rsonali ty traits, and checklists of self-descriptions yield si milar fa ctors 
quite consis tently. In addition, the Big Five emerge consistently in different popula­
tions o f individuals, including children, college students, older adults, and speakers 
of different languages_ Finally, cross<ultural research conducted in areas ranging 
from Europe to the Middle Eas t to Africa also has been supportive (Paunonen, 2003; 
McCrae et a!. , 2005; Rossier, Dahourou, & McCrae, 2005). 

In short , a growing consensus exists that the "Big Five" represent the best descrip­
tion of pt'rsonality tra its we have today. Still, the debate over the specific number 
and kinds of trails-and even the usefulness of trait approaches in general- remains 
remains a lively one. 

EVALUATING TRAIT APPROACHES TO PERSONALITY 

Trait appl'03ches have sever.1l virtues. They provide .1 de.1t, str.1ightfono,'ard expla­
nation of people's behavioral consistencies. Furthermore, traits allow u s to readily 
compare one person with another. Because of these ad,'antages, trait approaches to 
personality have had an important influence on the development of several useful 
personality measures (Funder, 1991; Wiggins, 2003; Larsen & Buss, 2005). 

However, trait appro.1ches also have some drawbacks. For example, we have seen 
that various trait theories d!$cribing personality come to very d ifferent conclusions 
about which traits arc the most fundamen tal and descriptive. The d ifficulty in deter-

fiGURE I F'er>onaity prolies b- 50tJrce 

traItS deYeIoped by Cancl for two groups 

of ~ \Mltef'S, and airlr.e pilots. The 
ifIIerage seore for the general popula!X;ln 

i5 between 45 and 6.5 on eacn scale. On 

what traits do anne pilots and writers dilfeo­
most? How do theso!: a~ contribute 

to their chosen w:xI<1 {Soo.n;e: D;o.ta ~ 

from Cattell. Eber: and Tatsuoka; Handbook for 

the 16Pf. CopyngIlt C 1970. 1988. 1992 by the 

Iorutute for ~ity and AtHity T~ In<;_ 

~ ~ USA AI riz"ts re5eI"o'l'd} 

E"travenion 

• SocW>le 
• lively 
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• Aue rtlve 

• Sensation-seekJ"& 

Ne urotkl$lTO 

• Anxious 

• Depreu ed 

• Guilt feelings 

• Law self-esteem 

• Tense 
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• Cold ............ "-• ImpuI$Ivoe 

fiGURE 2 Accordi'lg to Eysenck. person­

ality could best be descri>ed in terms of 
just three majOr ,jmensions; extTaven.Ion. 

nell'CtlCISnl, and psychoticism. E~ 
was able to ~di ct behavior accurately Iil 

a variety of typeS of situations by evaluat­

ing people along these three dimensions 

(Eysenc:k. 1990). How dO)Qu think an ai .... 

line pilot would score on Eysenck's seaJe? 
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FIGURE) Five broad trait factors. 

referred to as the "Big Five:' are consid­

ered to be the core of perwnality. You 

can memorize these traits by using the 

mnemonic OCEAN. representing the first 

letter of each trait (Source: Adapted from 
Pervin. 1990. Oilpler 3. and McCrae & COSIa. 

1986. p. 1002_) 

The Big Five Personallcy Factors and Dimensions of Sample Trai ts 

Openness to experience 

Independent-Conforming 

Imagrnative---PractKaI 
Preference for variety-Preference for rovtine 

Consclendousness 

Carefuf----Careless 

Disciplmed-lmpulsive 
O rganized- Disorganized 
Extraversion 
Tal kative--------Quiet 

Fun·Ioving---Sober 
Sociable- Retiring 

Agreeableness 

Sympathetic---fau~·findi ng 

Kind------Cold 
Appredative-Unfriendty 

Neuroticism (Emotional Stablllcy) 

Stable-Tense 

Calm-Anxious 
Secure--Insecure 

mining which of the theories is the mD$t accurate has led SOme personality psycholo­
gists to question the validity of trait conceptions of personality in general. 

Actually, there is an even more fundamental difficulty with trait approaches. Even 
if we are able to identify a set of primary traits, we are left with li llie more than a label 
or description of personality- rather than an explanation of behavior. If we say that 
someone who donates money to charity has the trait of generosity, we still do not 
know why that person became generous in the first place or the reasons for displaying 
generosity in a spedfic situation. In the view of some critics, then, trai ts do not provide 
explanations for behavior; they merely describe it. 

Learning Approaches: We 
Are What We've I earned 
The psychodynamic and trait app roaches we've discussed concentrate on the "inner" 
person-the fury of an unobservable but powerful id or a hypothetical but critical set 
of traits. In contrast, learning approaches to personality focus on the "outer" person. 
To a strict learning theorist, personality is simply the sum of learned responses to the 
external environment. Internal events such as thou ghts, feelings, and motivations are 
ignored. Although the existence of personality is not denied, learning theorists say 
that it is best understood by looking at features of a person's environment. 

SKINNER'S BEHAVIORIST APPROACH 

According to the most influential learning theorist, B. F. Skinner (who carried out pio­
neering work on operant conditioning), personality is a collection of learned behavior 
patterns (Skinner, 1975). Similarities in responses across different situations are caused 
by s imilar patterns of reinforcement that have been received in such s ituations in the 
past. If I am sociable both at parties and at meetings, it is because I have been reinforced 
for displaying social behaviors-not because I am fulfilling an unconscious wish based 
on experiences during my childhood or because I have an internal trait of sociability. 

Strict learning theorists such as Skinner are less interested in the consistencies in 
behavior across si tuations than in ways of modifying behavior. Their view is that humans 
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are infinitely clmngeable through the p rocess of learning new behavior patterns. If one is 
able to control and mooify the patterns of reinforcers in a situation, behavior that other 
theorists would view as stable and unyielding can be changed and ultimately improved. 
Learning theorists are optimistic in their attitudes about the potential for resolving per­
sonal and societal problems through treatment strategies based on learning theory. 

SOCIAL COGNITIVE APPROACHES TO PERSONALITY 

Not all learning theories of personality take such a strict view in rejecting the impor­
tance of what is "inside" a person by focusing solely on the "outside." Unlike other 
learning approaches to personality, social cognitive approaches emphasize the influ­
ence of cognition-thoughts, feelings, expectations, and values-as well as obscrvil­
tion of other's behavior, on personality. According to Albert Bandurn, one of the main 
proponents of this point of view, people can foresee the possible outcomes of certain 
behaviors in a p articular setting without actually having to carry them out. This takes 
place mainly through the mechanism of ob$ervatiollullermrillg-viewing the actions of 
others and observing the consequences (Bandura, 1986, 1999). 

For instance, children who view a model behaving in, say, an aggressive manner 
tend to copy the behavior if the consequences of the model's behavior are see.n to 
be positive. If, in contrast, the model's aggresSive behav ior has resulted in no conse­
quences or negative consequences, children are considerably less likely to act aggres­
sively. According to social cognitive approaches, then, personality develops through 
repeated observation of the behavior of others. 

Self-EfficolCY. Sandura place; particular emphasis on the role played by self~fficacy, belief 
in one's personal c.'1p<'1bilities. Self..efficacy underlies people's faith in their ability to carry 
out a partkular behavior or produce a desirod outcome. People with high self-efficacy have 
higher aspirntions and greater persistence in working to attain goals and ultimately achieve 
greater success than do th05e with lower seif-efficacy (Bandura, 1Cff1, 1999; Pajares, 2(03). 

How do we develop self-cfficacy? One way is by paying close attention to our prior 
successes and failures. If we try snowboarding and experience little success, we'll be 
less likely to try it again. However, if our initial efforts appear promising. we'll be more 
likely to attempt it again. Direct reinforcement and encouragement from others also 
playa role in developing self-efficacy (Bandura, 1988; Jenkins & Gortner, 1998). 

Compared with other learning theories of personality, social cognitive approaches 
are d istinctive in their emphaSiS on the reciprocity between individuals a nd their 
environment. Not only is the environment assumed to affect personality, but people's 
behavior and personalities arc also assumed to "feed back" and modify the environ­
ment (Bandura, 1999, 2000). 

Self-Esteem. Our behavior also reflects the view we have of ourselves and the way 
we value the various parts of our personalities. Self-esteem is the component of per­
sonality that encompasses our positive and negative sel f-evaluations. Al though peo­
ple have a general level of self-esteem, it is not unidimensional. We may see ourselves 
positively in one domain but negatively in others. For example, a good student may 
have high self-esteem in academic domains but lower self-esteem in sports (Moretti & 
Higgins, 1990; Baumeister, 1998; Crocker & Park, 2(04). 

Self-esteem has strong cultural components. For example, haVing high relationship 
harmolly-a sense of success in forming close bonds with other people-is more impor­
tant to self-esteem in Asian cultures than it is in more individualistic Western societies 
(Kwan, Bond, & Singelis, 1997; Twenge & Crocker, 2002; Spencer-Rodgers et aI., 2(04). 

Although almost everyone goes through periods of low self-esteem (after, fo r 
instance, an undeniable failure), some people arc chronically low in self-esteem. For 
them, failure seems to be an inevitable part of life. [n fact, low self-esteem may lead to 

a cycle of fililure in which past failure breeds future failure. 
Consider, for example, s tudents with low self-esteem who are studying for a h.."St. 

Because of their low self-esteem, they expect to do poorly on the test. In tum, this 

So<:iai cognitive approaches to 
personJli ly: Thcoril'S that emphasize 
the innuence of a person's cogni­
tions-thoughts, feelings, expectations, 
ilnd value~s well as observation of 
others' behavior, in determining per­
sonali ty. 

Self.effi cacy: Belief in one's personal 
capabilities. Self-cfficacy underlies 
people's faith in their ability to carry 
out a particular behavior o r produce a 
desired outcome. 

Self-esteem: The component of per­
sonality that encompasses our positive 
and negative se!f-evaluations. 

Self-efficacy, the belief in one's own capa­

bilities. leads to higher aspirations and 

greater persistence 
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FIGURE <4 The cyde of low self-esteem begins with an individual already having lOW' self-esteem. 

As a consequence. the person will have low perfo rmance expectations and expect to fail a test. 
thereby pnxIucing anxiety and reduced effort. As a result, the person wil l actually fait and failure in 

tum reinforces low self-esteem. 

raises their anxiety level, making it increasingly di fficult to study and perhaps even 
leading them not to work as harei. Because of these attitudes, the ultimate outcome is 
that they do, in fact, perform badly on the test. Ultimately, the failure reinforces their 
low self-esteem, and the cycle is perpetuated, as illustrated in Figure 4. In short, low 
self-esteem can lead to a cycle of failure that is self-destructive. 

In other cases, though, high self-esteem can have disadvantages. Consider, for 
example, the problems produced by high self-esteem that we discuss in the Applyillg 
Psychology ill Ihl' 21s1 Cenlury box. 

EVALUATING LEARNING APPROACHES TO PERSONALITY 

Because they ignore the internal processes that are uniquely human, traditionalleam­
ing theorists such as Skinner have been accused of oversimplifying personality to such 
an extent that the concept becomes meaningless. In the eyes of their critics, reducing 
behavior to a series of stimuli and responses, and excluding thoughts and feelings 
from the realm of personality, leaves behaviorists practicing an unrealistic and inad­
equate form of science. 

Of course, some of these criticisms arc blunted by social cognitive approaches, 
which explicitly consider the role of cognitive processes in personality. Still, learning 
approaches tend to share a highly dderminiSlic view of human behavior, maintain­
ing that behavior is shaped primarily by (on:es beyond the control of the individual. 
As in psychoanalytic theory (which suggests that personality is determined by the 
unconscious fon:es) and trait approaches (which view personality in part as a mixture 
of genetically determined traits), learning theory's reliance on deterministic principles 
deemphasizes the ability of people to pilot their own course through life. 

Nonetheless, learning approaches have had a major impact on the study of per­
sonality. For one thing, they have helped make personality psychology an objective, 
scientific venture by focusing on observable behavior and environment. In addi tion, 
they have produced important, successful means of treating a variety of psychologi­
cal disorders. The degree of success of these treatments is a testimony to the merits of 
learning theory approaches to personality. 

Biological and Evolutionary 
Approaches: Are We Born 
with Personality? 
Coming at the question of what determines personality from a different direction, bio­
logical and evolutionary approaches to personality suggest that important components 
of personality are inherited. Building on the work of behavioral geneticists, researchers 
using biological and evolutionary approaches argue that personality is determined at 
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The Downside of 
High Self-Esteem 

One widely held societal belief is that we 
should do everything we can to nurture 
people's self-esteem. High self-esteem is 
usually viewed as a forerunner of success 
and accomplishment, and low self-esteem 
is seen as a problem to be remedied. Some 
people even argue that raising self-esteem 
will solve a variety of social ills, ranging 
from delinquency to general psycholOgical 
problems across the nation. 

But not everyone agrees. According to 
psychologist Roy Baumeister and his col­
leagues, not only can unjustified high self­
esteem be psychologically damaging to the 
person who experiences it, but it can also 
lead to a variety of undesirable outcomes 
(Baumeister et aI., 2003, 2005). 

d isorder in which pt.>ople hold unjustifi­
ably positive views of themselves. When 
their unwarranted positive view of them­
selves is contradicted, they may feet so 
threatened that they lash out, sometimes 
Violently. In short, people with unjusti­
fied high self-esteem are likely to view 
any challenge as highly threatening, and 
they may strike out against the source 
of the threat with violence (Baumeister, 
Bushman, & Campbell, 2000). 

In the sa.me way, efforts to increase self­
esteem so as to improve the perfonnance 
of academically challenged students may 
backfire. For example, in one study, stu­
dents who were receiving Os and Fs in 
a college psychology class were divided 
into two groups. One group received the 
message that bad grades were caused by 

a lack of confidence and low self-esteem. 
The other group received a different mes­
sage; they were told that it was hard work 
that produced good grades. At the end of 
the semester, the group thilt received the 
low self-esteem message ended up with 
significantly lower grades than the other 
group (Forsyth & Kerr, 19(9). 

These fmdings have direct relevance to 
social programs that uncritically aim to raise 
self-esteem. feci-good messages tllat seek to 
instill higher self-esteem in everyone ("we're 
all special" and "we applaud ourselves") 
may be off the target, 1e..1ding people to 
develop unwarranted self-esteem. instead, 
parents, schools, and community institu­
tions should seek to pro\~de opporhmities 
for people to earn self-e>teem through their 
actual achievements (Crocker & Park, 20!»). 

For example, Baumeister suggests 
that if self-esteem is unjustified by actual 
accomplishments, people may react nega­
tively when they experience failure or are 
challenged. This is particularly true of 
individuals with IIl1rcissism, a personality 

Are there specific areas of society in which the issue of self-esteem is of particular 
importana;,? For example, what might be the consequences if a politician-say, a 
presidential candidate-had unjustified self-esteem? 

least in part by our genes, in much the same way that our height is largely a result o f 
genetic contributions from our ancestors. The evolutionary perspC(:tive assumes that 
personality traits that led to survival and reproductive success of our ancestors are 
more likely to be preserved and passed on to subsequent generations (Buss, 2001). 

The importance of genetiC factors in personali ty is illustrated by studies of twins. 
For instance, personality psychologists Auke Tellegen and colleagues a t the Universi ty 

Bdogical and evolutionary approache.; to 

personality seek to explarn the consistencies 
in personality that are found ;n some families. 

401 
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Temperament: The innate dispo;;ition 
that emerges early in life. 

of Minnesota examined the personality trai ts of pairs of twins who were genetically 
identical but were raised apart from each other (Tellegen et al.. 1988, Bouchard et aI., 
20(4). In the study, each twin was given a battery of personality tests, including one 
that measured eleven key personality characteristics. 

The results of the personality tests indicated that in major respects the twins were 
quite similar in personality, despite having separated at an early age. Moreover, cer­
tain traits were more heavily influenced by heredity than were others. For example, 
social potency (the degree to which a person assumes mastery and leadership roles 
in social si tuutions) and traditionalism (the tendency to follow authority) had par­
ticularly s trong genetic components, whereas achievement and social closeness had 
relatively weak genetic components (see Figure 5). 

Furthermore, it is increasingly dear that the roots of adult personality emerge in 
the earliest periods of life. Infants are born with a particular temperament, an innate 
disposition. Temperament encompasses several dimensions. including general activ­
ity level and mood. For instance, some individuals are quite active, while others are 
relatively calm. Similarly, some are relatively easygoing, while others are irritable, 
easily upset, and difficult to soothe. Temperament is quite consistent, with significant 
stability from infancy well into adolescence (Clark & Watson, 1999; Molfese & Molfese, 
2000; Caspi, Harrington, & Milne, 2003; Wachs et aI., 20(4). 

Some researchers contend that specific genes are related to personality. For 
example, people with a longer dopamine-4 receptor gene are more likely to be thrill 
seekers than are those without such a gene. These thrill seekers tend to be extroverted, 
impulsive, quick-tempered, and always in search of excitement and novel si tuations 
(Hamer el aI., 1993; Zuckerman & Kuhlman, 2(00). 

61" Is masterful: a forceful leader who likes to be 

Social potency ~:::::::::::::::: :~~_~<h2'~'~'~"~~~'~0~f~'~'~"~"~'~'0~"~;;;-;;;;;;;;;;;;;;;h_ 
Traditionalism ~ 60" Follows rulllS and authority; emklr5n high 

mor31 .tandard. and strict di,cipline 

Stre.s reactior. ~::::::::::::::: 55 __ ' _____ '-_ '_' _W_'c"_._""'_,·_'"c
d
--"_'"_'_'"_·,_'_'_"_'_'_"_"_'0 __ _ worrying and easily upset 

Absorption S5" Has a vivid imagination readily captured 

Alienation 55' 
II sense 

Feels mistreated and used. that ''the world is 
out to get me" 

Ha, a cheerful di'po.ition; feel, confident and 

Well -being i,:::::::::::::;~ '_'_' ____ -'-______________ _ optimistic 

Hann avo idance S I" Shun. me excitement of risk and danger. 

Aggression 

Achievement 

Control 

Sodal closene .. 

'" 

o 60 

Percentage 

prefen me ~fe route e¥1!fl if it is tedioui 

Is physically aggressive and vindictive; has taste 
for violence; Is "out to get dle world" 

Works hard; strives for mastery; puts work 
and accomplishment ahead of other things 

I~ taUtiOU5 and plodding; Is r.ltional and sen5ible; 
likes carefully planned events 

Prefers emotional Intimacy and dose tie.; turn. 
w o[her~ for comfort and help 

FIGURE S The roots of personality. The percentages indicate the degree to 'Nhich e leven pe rson­
ality characteristics reflect the inHuence of heredity. (Source: Tellegen el aI .• 1988.) 
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Does the identification of specific genes linked to personality, coupled with the 
existence of temperaments from the time of birth, mean that we are dest ined to have 
certain types of personalities? Hardly. First, it is unlikely that any Single gene is linked 
to a specific trait. For ins tance, the dopamine-4 receptor accounts for only around 10 
percent of the variation in novelty SC(!king between different individuals. The rest of 
the variat ion is attributable to other genes and environmental factors (Angier, 1996; 
Keltikangas-Jarvinen et a I., 2004; L .. lhti et aI., 2005). 

More importantly, genes interact with the environment. As we see in d iscussions of 
the her itabili ty of intelligence and the nature-nurture issue, it is impossible to completely 
divorce genetic fuctors from environmental factors. Although studies of identical twins 
raised in different environments are helpful, they are not definitive, because it is impossible 
to assess and control environmental factors fully. Furthermore, estimates of the influence 
of genetics are just that-cstimatcs-and apply to groups, not individuals. Consequently, 
findings such as those shown in Figure 5 must be regarded as approximations. 

Finally, even if more genes are fou nd to be linked to specific personal ity character­
ist ics, genes still cannot be viewed as the sole G.1Use of personality. For one thing, geneti­
cally determined characteristics may not be expressed if they are not "turned on" by 
particular environmental experiences. Furthermore, behaviors produced by genes may 
help to create a particu lar environment. For instance, a cheerful, smiley baby may lead 
her parents to smile more and be more responsive, thereby creating an environment 
that is supportive and pleasant. In contrast, the parents of a cranky, fussy baby may be 
less inclined to smile at the child; in tum, the environment in which that child is raised 
will be a less supportive and pleasant one. In a sense, then, genes not only influence a 
perSOn's behavior- they also help produce the envirOnment in which a per$()n devel­
ops (Scarr, 1993, 1998; Plomin & Caspi, 1999; Kim-Cohen et aI., 2003, 2005). 

Although an increasing numlx>r of personality theorists are taking biological and 
evolutionary factors into account, no comprehensive, unified theory that considers 
biological and evol utionary factors is widely accepted. Still, it is clear that cer tain 
personality traits have substantial genetic components, and that heredi ty and envi­
ronment interact to determine personality (Buss, 2000; Ebstein, Benjamin, & Bclmaker, 
2003; Plomin et aI., 2003; Bouchard, 2(04). 

Humanistic Approaches: 
The LJniql Jeness of YOIJ 
Where. in all the approaches to personality that we have discussed, is an explanation 
fo r the sa intliness of a Mother Teresa, the creativity of a Michelangelo, and the bril­
liance and perseverance of an Einstein? An understanding of such unique individu­
als-as well as more ordinary sorts of people who have some of the same attributes­
comes from humanistic theory. 

According to humanistic theorists, all the approaches to personality we have 
discussed share a fundamental misperception in their views of human nature. Instead 
of seeing people as controlled by unconscious, unseen forces (as do psychodynamic 
approaches), a set of stable traits (trait approaches), situational reinforcements and 
punishments (learning theory), or inherited factors (biological and evolutionary 
approaches), humanistic approaches emphaSize people's inherent goodness and their 
tendency to grow to higher levels of fUnctioning. It is this conscious, self-motivated 
ability to change and improve, along with people's unique creative impulses, that 
humanistic theorists a rgue make up the core of personality. 

ROGERS AND THE NEED FOR SELF-ACTUALIZATION 

The major proponent of the hu manistic point of view is Carl Rogers (1971)_ Along 
with other humanistic theorists, such as Abraham Maslow, Rogers maintains that 

Inrants are born with particular tem­
peraments, dispositions that are consistent 

throughout childhood 

Humanistic approaches to person.ll­
ity: Theories that emphaSize people's 
innate goodness and desire to achieve 
higher levels of functioning. 
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I MoB PS",(C HOLOC;rI STl 'j all people have a fundamental need for self-actualization, 
a state of self-fulfillment in which people rea lize their high­
est potential, each in a unique way. He further suggests that 
people develop a need for positive regard that reflects the 
desire to be loved and respected. Because others provide this 
positive regard, we grow dependent on them. We begin to see 
and judge ourselves through the eyes of other people, relying 
on their values and being preoccupied with what they think 
of us. 

I 

"So, whik extortion, rocketu ring. and murder mIIJ IN bad actJ, 
I h~J (i;:m't mak~ you 0 fxzJ. ptrlO"-" 

According to Rogers, one outgrowth of placing impor­
tance on the opinions of others is that a conflict may grow 
between people's experiences and their selj-cf)llcepfs, the set 
of beliefs they hold about what they are like as individuals, 
If the discrepancies are minor, so are the consequences. But 
if the discrepancies are great, they wil l lead to psychological 
d isturbances in daily functioning, such as the experience of 

Self-aclualizalion: A state of self­
fulfillment in which people realize 
their highest potential, each in his or 
her own unique way. 

www.mhhe.com/feldmaness7 

Psych lnteractive Online 

Your Ideal Self 

Unconditional positive regud: An 
attitude of acceptance and respect 
on the part of an observer, no matter 
what a person says or does. 

frequcnt anxiety. (To better understand this, complete the 
Psych Interactive exercise on your ideal self.) 

Rogers suggests that one way of overcoming the discrepancy between experience 
and self-concept is through the receipt of unconditional positive regard from another 
person- a friend, a spouse, or a therapist. Unconditiona.l positive regard refers to an 
attitude of accept.1nce and respect on the part of an observer, no mattcr what a person 
says or does. This acceptance, says Rogers, gives people the opportunity to evolve and 
grow both cognitively and emotionally and 10 develop more realistic Self-concepIS. You 
may haveexpcrienced the power of unconditional positive regard when you confided 
in someone, revealing embarrassing secrets because you knew the lis tener would still 
love and respect you, even after hearing the worst about you (Snyder, 2002). 

In contrast, conditiOlml positive regard depend s on you r beh avior. In such cases, 
others withdraw their love and acceptance if you do something of which they don't 
approve. The result is a discrepi"lncy behveen your true self i"lnd what others wish you 
would be, leading to anxiety and frustration (see Figure 6). 

EVALUATING HUMANISTIC APPROACHES 

Although humanistic theories suggest the value of providing unconditional positive 
regard toward people, unconditional positive regard toward humanistic theories has 
been less fo rthcoming. The criticisms have centered on the difficulty of verifying the 
basic assumptions of the approach, as well as on the question of whether uncondi­
tional posi tive regard does, in fact, lead to greater personality adjus tment. 

Humanis tic approaches have also been cri ticized for making the assumption that 
people are basically "good"-a notion that is unverifiable-and, equally important, 
for using nonscientific values to build supposedJy scientific theories. Still, humanistic 
theories have been important in highlighting the uniqueness of human beings and 

Need for 
poSitive regMd 

O t he ,.,.' behavior 
toward you 

Your ,"",s ponse 

Urn:onditional Self· 
positive regard ----+- acruallution 

FIGURE 6 According to the humani5tic view of Carl Rogers. people have a basIC need to be loved 

and respected. If you receive urn:onditional po5itive regard from others. you WI ll develop a more 

realistic 5e1f-cor.cept. but if the response is conditiorlal it may lead to anxiety and frustration. 
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Conscious Versus 

Theoretical Unconscious Nature (Hereditary 
Approach and Determinancs of haon) Versus Nurture 
Major Theorists Personality (Environmental Factors) Free Will Versus Determinism Stability Versus Modifiability 

Psychodynamic Emphasizes the Stresses innate. rnhented Stresses determinrsm. the";/!'IN that emphasizes the stability of 

(Freud. Jung. UnCOIl500ll5 structure of per>onality while beha"';or is directed and caused by char<lcteristics throughout a 
Homey. Adter) emphasizing importance of factors outside one's control person's life 

childhood expenence 

Trart (Allport. D isregards both Approaches vary Stresses determinism. the ~/!'IN that Emphasizes the stability of 
Cattell, Eysenck) conscious and beha"';or is directed and caused by char<lcteristics throughout a 

unconsc<oll5 factors outside one's control person's life 

Learning (Skinner. Disregards both Focuses on the erMronment Stresses determilllSrll, the "'/!'IN that Stresses that personalrty 

Bandura) conscious and behavior is directed and caused by remains flexible and resihent 
unconsClOlI5 factors outside one's control throughout one's life 

Bt~ogical and Disregards both Stresses the innate, inherited Stresses determinism. the view that Emphasizes the stability of 

E~utionary conscious and determinants of personality behaVlor IS directed and caused by charactenstics throughout a 
(Tellegen) unconsoous factors outside one's control person'S life 

H...-nanistic Stresses the Stresses the inter.tc:tion Stresses the freedom of indi"';duals Stresses that personatity 

(Rogers. Maslow) consoous more between both nature and to make theiro",," choices remains flexi ble and resilient 
than unconscious nurture throughout one's life 

FIGURE 7 The multiple perspectives of personality. 

guiding the development of a Significant form of therapy designed to alleviate psy­
chological difficulties (Cain, 2(02). 

Comparing Approaches 
to Personality 
In light of the multiple approaches we have discussed, you may be wondering which of 
the theories provides the most accurate description of person-llity. That is a question that 
cannot be answered precisely. Each theory is built on different assumptions and focuses 
on somewhat different aspects of personality (see Figure 7). Furthermore, there is no 
dear way to scientifically test the various approaches and their assumptions against one 
another. Given the complexity of every individual, it seems reasonable that personality 
can be "iewed from a number of perspectives Simultaneously (Pervin, 2(03). 

R EC A P/EVALUAT E/ RETH INK 

RECAP 

What are the major aspects of trait, learning, biological and 
evolutionaIY, and humanistic approaches to personality? 

Trait approaches have been used to identify relatively 
enduring dimensions along which people differ from 
one another---dimensions known as traits. (p. 395) 
Learning approaches to personality concentrate on 
observable behavior. To a strict learning theorist, per-

sonality is the sum of learned responses to the external 
environment. (p. 398) 
Scx:ial cognitive approaches concentrate on the role of 
cognitions in determining personality. Those approaches 
pay particular attention to self-efficacy and self-esteem 
in determining behavior. (p. 399) 
Biological and evolutionary approaches to personality 
focus on the way in which personality characteristics are 
inherited. (pp. 400--402) 
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• Humanistic approaches emphasize the inherent goodness 
of people. They consider the core of personality in terms 
of a person's ability to change and improve. (p. 403) 

• The major personality approaches differ substantially 
from one another; that may reflect both their focus on 
different aspects of personality and the overall complex­
ity of personality (p. 405) 

EVALUATE 

1, Carl 's determination to succeed is the dominant force in 
all his activities and relationships. According to Gordon 
Allport's theory, this is an example of a ______ _ 
trai l. In contrast , Cindy's fondness for old western mov-
ies is an example of a trait. 

2. A person who enjoys activities such as parties and hang 
gliding might be described by Eysenck as high on what 
trai t? 

3, Proponents of which approach to personality would 
be most likely to agree wi th the statement "Personali ty 
can be thought of as lea rned responses to a person's 
upbringing and environment"? 
a. Humanistic 
b. Biological and evolutionary 
c. Learning 
d. Trait 

4, A person who would make the statement "I know 
J can' t do it" would be rated by Sandura as low on 

KEY TERMS 

Irail theory p. 395 
Iraits p. 395 
social cognitive approaches 

10 personality p. 399 
self-efficacy p. 399 

self-esteem p. 399 
biological and evolulionary 

approaches to personality 
•. 400 

temperament p. 402 

5. Which approach to personality emphaSiZes the innate 
goodness of people and their desire to grow? 
a. Humanistic 
b. Psychodynamic 
c. Learning 
d. Biological and evolutionary 

RETHINK 

1. If personality traits are merely descriptive and not 
explanatory, of what use are they? Can assigning a trait 
to a person be harmful-or helpful? Why or why not? 

2. From tJre perspective of II substance abuse counselor: Many 
alcohol and substance abuse programs attempt to raise 
their clients' sense of self-worth by communicating "feel­
good messages." Do you expect these messages to be 
beneficial or detrimental to a client? Why or why not? 
Can you think of alternative ways to assist and support 
individuals who have a drug or alcohol addiction? 

3. From the perspective of all educator: How might you 
encourage your students' development of self-esteem 
and self-efficacy? What steps would you take to ensure 
that their self-esteem d id not become over-inflated? 

Answe.,. to Evaluate Questions 
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humanistic approaches to 
personality p. 403 

self-actualization p. 404 
unconditional positive 

regard p. 404 
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You Myea n~d for other people to like and admire you. 

You h.we a tendency to be critical of yourself. 

You have a great deal of unused potential that you have not turned to your advantage. 

Although you have some personality weaknesses, you generally are able 
to compensate for them. 

Relating to members of the opposite sex has presented problems to you. 

Although you appear to be disciplined and self-.::ontrolled to others, you tend 
to be anxious and insecure inside. 

At times you have serious doubts about whether you have made the right dedsion 
or done the right thing. 

You prefer a certain amolUlt of change and variety and become dissatisfied when 
hemmed in by restrictions and limitations. 

You do not accept others' statements without satisfactory proof. 

You have found it unwise to be 100 frJnk in revealing yourself to others. 

If you think these stat('ments provide a surprisingly accurate account of your 
personality, you are not alone: Most college students think that these descrip tions a re 
tailored just to them. In faei, the statements were designed intentionally to be SO vague 
that they apply to just about anyone (Forer, 1949; Russo, 1981). 

The ease with which we can agree with such imprecise statements underscores the 
difficu lty in coming up with accura te and meaningful assessments of people's person­
ali ties (also see the PsychInteractive exercise on personality assessment). Psychologists 
interested in assessing personality must be able to define the most meaningful ways 
of discriminating between one person's personality and another's. To do this, they 
use psychological les ts, standard measures devised to assess behavior objectively. 
With the results of such tests, psychologists can help people understand themselves 
better and make decisions about their lives. Psychological tests are also employed by 
research('rs interested in the causes and consequences of personality (Groth-Mamat, 
1996; Aiken, 2000; Kaplan & $.."lc(Uzzo, 2001). 

Like the assessments that seek to measure intelligence, all psychological tests 
must have reliability and validity. Reliability refers to the measurement consistency 
test. If a test is reliable, it y ields the same result each time it is administered to a par­
ticular person or g roup. In contrast, unrel iable tests give different results each ti me 
they are administered. 

For meaningful conclusions to be drawn, tests also must be valid. Tests have valid­
ity wnen tney actually measure w nat they are designed to measure. If a test is con­
struc ted to measure sociability, for ins!."lnce, we need to know that it actually measures 
sociabili ty, not some other trait. 

Finally, psychological tests are based on norms, standards of test performilnce that 
permit the comparison of one person's score on a test with the scores of others who 
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Personality Assessment 

Psychologinllests: Standard mea­
sures devised to assess benavior 
objectively; used by psychologists 10 
help people make decisions about 
their lives and understand more about 
themselves. 
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o I feldmu: hsemills of X. Personality 13. Assessing Personality: oC The McGraw-Hili 
Compan ies. 2008 Undemanding Ps~cholog~. 

Seventh Edilio n 

408 Chapte r 10 Personality 

Determining What Mahs 
Us Distinctive 

have taken the same test. For example, a norm permits test-takers who have received 
a particular score on a test to know that they have scored in the top to percent of all 
those who have taken the test. 

Norms are established by administering a particular test to a large number of 
people and determining the typical scores. It is then possible to compare a single 
person's score with the scores of the group, providing a comparative measure of test 
performance against the performance of others who have taken the test. 

The establishment of appropriate norms is not a simple endeavor. For instance, 
the specific group that is employed to determine norms for a tes t has a profound effect 
on the wayan individual's performance is evaluated. In fact, as we d iscuss next, the 
process of establishing norms can take on political overtones. 

Exploring DIVERSITY 
The passions of politics may confront the objcctivity of sd­
ence when test norms are established, at least in the realm of 
standardized tests that are meant to predict future job perfor­
mance. In fact, a national controversy has developed around 
the question of whether different norms should be established 

Should Race and Ethnicity Be 
Used to Establish Norms? 

for members of various racial and ethnic groups (Brown, 1994; 
Babkrina & Bondi, 2003; Manly, 2005). 

At issue is the U.s. government's fifty-year-old Gl.'nerai Aptitude Test Battety, 
a test that measures a bro.ld range of abilities from eye-hand coordina tion to read­
ing proficiency. The problem that sparked the controversy is thai African Americans 
and Hispanics tend to $COre lOwer On the lesl, On average, than d o members Qf olher 
groups. The IQ\ver SCQrcs often are due to a lack Qf prim relevant experience and jQb 
QPportunities, which in tum has been due to prejudice and discrimination. 

To promote the employment of minority racial groups, the government developed 
a separate set of norms for African Americans and Hispanics. Rather than using the 
p<>ol of all people who t<>ok the test, the scores of African American and Hispanic 
applicants were compared only with the scores of other African Americans and 
Hispanics. Consequently, a Hispanic who scored in the top 20 percent of the Hispanics 
taking the test was considered to have performed equivalently to a white job applicant 
who scored in the top 20 percent of the whites who t<>ok the tes t, even though the 
absolute score of the Hispanic might be lower than that of the white. 

Critics of the adjusted norming system suggest that such a procedure discrimi­
nates in favor of certain racial and ethnic groups at the expense of others, thereby 
fanning the flames of racial bigotry. The practice was challenged legally, and with the 
passage of the Civil Rights Act in 1991, race norming on the General Aptitude Test 
Ballery was discontinued (Galef, 2001). 

However, proponen ts of race norming continue to argue that norming pro­
cedures that take race into account arc an affirmative action t<>ol that simply per­
mits minority job seekers to be placed on an equal footing with white job seekers. 
Furthermore, a panel of the National Academy of Sciences concurred with the 
practice of adjusting test norms. [t suggested that the unadjusted test norms are not 
terribly useful in predicting job performance, and that they would tend to screen 
out otherwise qualified minority-group members. And a U.s. federal court opinion 
ruled in 2001 that using "bands" of score ranges was not necessarily discriminatory, 
unless the bands were designed on the basis of race (Fleming, 2000; Seventh U.s. 
Circuit Court of Appeals, 2001). 

Job testing is not the only area in which issu es a rise regarding norms and the 
meaning of test scores. The issue of how to treat racial differences in IQ scores is also 
controversial and divisive. Clearly, race norming raises profound and intense feelings 
that may come into confl ict with scientific objectivity (APA, 1993b; Greenlaw & Jensen, 
1996; Leiter & Leiter, 2003). 
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The issue of establishing norms for tests is further complicated by the exis­
tence of a wide array of personality measures and app roaches to assessment. We 
consider some of these measures, which have a variety of ch;lTacteris tics and pur­
poses, next. 

Self-Report Measures of PersonaUtx-
If someone wanted to assess your personality, one possible appro.lch would be to 
carry out an extensive interview with you to detennine the most important events in 
your childhood, you r social relationships, and your successes and failures. ObViously, 
though, such a technique would take extraordinary time and effort. 

It is also unnecessary. Just as physicians draw only a small sample of your blood 
to test it, psychologists can use se lf-report measures that ask people about a rela­
tively small sample of their behavior. This sampling of self-report data is then used to 
infer the presence of particular personality characte ristics. For example, a researcher 
who was interested in assessing a person's orientation to life might administer the 
questionnaire shown in Figure 1. Although the questionnaire consists of only a few 
questions, the answers can be used to generalize about personality cha racter istics. 
(Try it yourself!) 

One of the best examples of a self-report measure, and one of the most frequently 
used personality tests, is the M innesota Multip hasic Personality Inventory-2 
(MMPI-2). Although the original purpose of this measure lVas to identify people with 
specific sorts of psychological difficulties, it has been found to predict a variety of 
other behaviors. For instance, MMPI-2 scores have been shown to be good predictors 
of whether college students will marry within ten years and will get an advanced 

The life Orientation Test 
Use the following scale to answer the items below. 

o 123 
Strongly disagree Disagree Neutral Agree Strongl~ agree 

I. In uncertain times. I usuaUy expe<t the best. 
2. It's easy for me to relax. 
3. If something can go wrong for me. it will. 
4. I'm alw-ays optimistic about my future. 
5. I erioy my friends a lot. 
6. It's Important for me to keep busy. 
7. I hardly ever expect things to go my way. 
8. I don't get upset too easily. 
9. I rarely. count on good things happening to me. 

10. Overall, I expect more good things to happen to me than bad. 

Scomg. Frst. reverse your answers to questlOOs 3. 7, and 9. Do thlS by changong a 0 to a 4, a I to a 3, 
a 3 to a I, and a 4 to a 0 (answet"S of 2 stay as 2). Then sum the rever;ed s<:ores. and add them to the 
S<:0re5 you gave to quesbon'S I. 4. and 10. (Ignore quesuon'S 2. 5. 6. and S. which are fi ller Items.) 

The total S<:0I"e you get is a meas...-e of a partK:ular orientation to life: 'fO'¥ degree of optimIsm. 
The higher 'fO'¥ S<:0I"l'S. the IY\OI"e posiwe and hopeful you generally are about life. For c~ pur. 
poses the average s<:ore for college students IS 14.3. according to the ~5IJtts of a study by Scheier. Carve~ 
and Bridges ( 1994). People WIth a higher degree of cpum>sm generally deal with stress better than do 
those with lower S<:0I"eS 

Self-report measures: A method of 
gathering data about people by asking 
them questions about a 5.1mple of their 
behavior. 

Minnesota MultiphaSiC Personality 
Invenlory-2 (MMPI-2): A widely used 
self-report test that identifies people 
with psychological difficulties and is 
employed to predict some everyday 
behaviors. 

F IGURE I The Life Orientation Test. Try 
this scale by indicating the degree to whidl 

you agree with each of the ten statements, 
using the scale from a to 4 for each item. 
Try to be as accurate as possible. There 
a~ no right or wrong answers. (SoI.ne: 

Adapted from Scheie~ Cvver. & Brid~ 1994.) 
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Test standardiution: A technique 
used to validate questions in personal­
ity tests by studying the responses of 
people with kllQwn diagnoses. 

FIGURE 2 A profile on the MMPI-2 of 
a person who suffers from obsessional 

anXIety. social Wlthdrawal , and delusional 

thi nlcing. (Soun:::e: Based on data from Halgin 

& Whitbourne, 1994, p. n. and M'nr>esota 

MultJphas" Personality inventory-2 Copyngtrt CO 

by the Regents of the Unovers<ty of M,nnesota. 

1942. 1943 (renewed 1970. 1989).) 

Determining What Mahs 
Us Distinctive 

degree. Police departments usc the test to measure whether police officers are likely to 
use their weapons. Psychologists in Russia administer a modified fo rm of the MMPI 
to their astronauts and Olympic athletes (Butcher, 1995, 2005; Craig, 1999; Friedman et 
aI., 2000; Weis, Crockett, & Vieth, 2(04). 

The test consists of a series of 567 items to which a person responds " true," 
"false, /I or "cannot say" The quest ions cover a variety of issues, ranging from mood ("I 
feel useless at times") to opinions ("People should try to understand their dreams") to 
phYSical and psychological health (" I am bothered by an upset stomach several times 
a week" and "I have strange and peculiar thoughts"). 

There are no right or wrong answers. Instead, interpretation of the results rests on 
the pattern of responses. The test yields scores on ten separate scales, plus three scales 
meant to measure the validity of the respondent's answers. For example, Ihere is a 
"lie scale" that indicates when people are falsifying their responses in order to present 
themselves more favorably (through items such as "I can't remember ever having a 
bad night's sleep") (Butcher, 1999, 2005; Graham, 1999; Stein & Graham, 2(05). 

How did the authors of the MMPI-2 determine what specific patterns of 
responses indicate? The procedure they used is typical of personality test construc­
tion- a process known as test standardiza ti on. To create the test, the test authors 
asked groups of psychiatric patients with a specific diagnOSiS, such as depression or 
schizophrenia, to complete a large number of items. They then determined which 
items best differentiated members of thos(' groups from a comparison group of nor­
mal participants, and included those specific items in the final version of the test. By 
sys tematically carrying out this procedure on groups with different d iagnoses, the 
lest authOrS were able to devise a number of subscales that identified different fOrmS 
of abnormal behavior (see Figure 2). 

Clinical scales 

, Hypo~hondria~i~ 
Imerest in bodily symptom. 

Depr",sion: 
Hopeles., pesslmlstk attitude 

Hysteria 
Uses physical aliments to avoid problems 

Psychopathic deviate: 
Antisocial behavior, disregards others 

Masculinlty·femlnin ity 
Interests related to ~nder 

Paranoia 
Defen~ivene~l, su~picloumen, jealomy 

Psychasthenil: obsessiven",s, 
compUlsiveness, suspiciousness 

Schizophrenia: 
Loss of touch with reality, bizarre delusions 

Hypomania' 
Impulsiveness,overanivity 

Sociallntroversion-extravenion: 
Insecure socia l interactions 
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When the MMPI-2 is used for the purpose for which it was devised-identifi­
cation of personality disorders- it docs a reasonably good job. However, like o ther 
personality tests, it presents an opportunity for abuse. For instance, employers who 
use it as a screening tool for job applicants may interpret the results improperly, 
relying too heavily on the results of individual scales instead of taking into account 
the overall patterns of results, which require skilled interpreta tion. Furthermore, 
critics point out that the individual scales overlap, making their interpretation 
difficult. In sum, although the MMPI-2 remains the most Widely used personality 
test and has been translated into more than 100 different languages, it must be 
used with caution (Graham, 1999; Holden, 2000; Greene & Clopton, 2004; Valsiner, 
Diriwiichler, & Sauck, 2005). 

P.ruje.diILe Metllods 
If you were shown the shape presented in Figure 3 and asked what it represented 
to you, you might not thin k that your impressions wou ld mean very much. But to 
a psychodynamic theoretician, your responses to such an ambiguous figure would 
provide valuable clues to the state of your unconscious, and ultimately to your 
general personality cha racteristics. 

The shape in the figure is representative of inkblots used in projective personal­
ity tests, in which a person is shown an ambiguous stimulus and asked to describe 
it or tell a s tory about it. The responses .1re considered to be "projections" of the 
individual's personality. 

The best-known projective test is the Rorschach tes t. Devised by Swiss psychia­
trist Hermann Rorschach (1924), the tcst involves showing a serics of symmetrical 

FIGURE J This inkblot is similar to the 

type used in the Rorschach personality 
test. (Source: Aile): Jacobson. & Acocella. 1999.) 

What do )":Ill see in it? 

Projective personality test: A test in 
which a person is shown an ambigu­
ous stimulus and asked to describe it 
or tell a story about it. 

Rorscha(h test: A test that involves 
showing a series of symmetrical visual 
stimuli to people who then arc asked 
what the figures represent to them. 
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stimuli , similar to the one in Figure 3, to people who are then 
asked what the figures represent to them. Their responses are 
recorded, and through a complex set of clinical judgments on 
the part of the examiner, people are classified by their person­
ality type. For instance, respondents who see a bear in one ink­
blot are thought to have a strong degree of emotional control, 
according to the scoring guidelines developed by Rorschach 
(Aronow, Reznikoff, & Moreland, 1994; Weiner, 2(04). 

The Thematic Apperception Test (TAT) is another well­
known projective test. The TAT consists of a series of pictures 
about which a person is asked to write a story. The stories are 
then used to draw inferences about the writer 'S personality 
characteristics (Kelly, 1997; Cramer, 2CXX>a; Weiner, 2004). 

-
Tests with stimuli as ambiguous as those used in the 

Rorschach and TAT require particular skill and care in their 
interpretation- too much, in many critics' estimation. (To see for 
yourself, and to learn about projective tests in general, complete 
the Psychlnteractive exercise.) The Rorschach in particular has 
been criticized for requiring too much inference on the part of the 
examiner, and attempts to standardize scoring have frequently 
failed. Furthermore, many critics complain that the Rorschach 
does not provide much valid information about underlying per­
sonality traits. Despite such problems, both the Rorschach and 
the TAT are widely used, particularly in clinical settings, and their 
proponents suggest that their reliability and validity are great 
enough to provide useful inferences about personality (Meyer, 
2000; Garb, 2ClO2, 2003; Wood et aI., 2003; G'ub eI aI., 200s). Thl"matic APPI"TCl"ption Tesl (TAT): 

A test consisting of a series of pictures 
ilboul which a person is asked to write 
a slory. 

www.mhhe.com ffeldmaness7 
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Bl"havioral aSSl"ssml"nl: Direc::t mea­
sures of an individuill's behilvior used 
to describe personality characteristics. 

Bebmioral AssessmentL _____ _ 

If you were a psychologist subscribing to a learning approach to personality, you 
would be likely to object to the indirect nature of projective tests . (nstead, you would 
be more apt to use behavioral assessment-direct measures of an individual 's behav­
ior designed to describe characteristics indicative of personality. As with observational 
research, behavioral assessment may be carried out naturalistically by observing 
people in their own settings: in the workplace, at home, or in school. In other cases, 
behavioral assessment occurs In the laboratory, under controlled conditions in which 
a psychologist sets up a si tuation and observes an individual's behavior (Ramsay, 
Reynolds, & Kamphaus, 2002; Gladwell, 2(04). 

Regardless of the setting in which behavior is observed, an effort is made to 
ensure that behavioral assessment is carried out objectively, quantifying behavior as 
much as pOSSible. For example, an observer may record the number of social contacts 
a person ini tiates, the number of questions asked, or the number of aggressive acts. 
Another method is to measure the duration of events: the duration of a temper tan­
trum in a child, the length of a conversation, the amount of time spent working, or the 
time spent in cooperative behavior. 

Behavioral assessment is particularly appropriate for observing- and eventually rem­
edying-specific behavioral difficulties, such as shyness in children. It provides a means 
of assessing the specific nature and incidence of a problem and subsequClltly allows psy­
chologiSts to d(>termine whclh(>J" interv.,.,-,tion techniques have bel.'n suc«>ssfuL 

Behavioral assessment techniques based on learning theories of personality have 
also made important contributions to the treatment of certain kinds of psychological 
difficulties. Indeed, the knowledge of normal personality provided by the various per­
sonality theories has led to significant advances in our understand ing and treatment 
of both phYSical and psychological disorders . 
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Wanted: People with "kinetic energy," "emotional matu­
rity," and the abili ty to "deal with large numbers of people 
in a fairly chaotic si tuation." 

Although this job description may seem most appropriate 
for the job of cohost of Wheel of Fortrme, in actuality it is part of 
an advertisement for managers for American MultiCinema 's 
(AMC) theilters. To find people with such qualities, AMC hilS 

BECOMING AN ~ 

INF~rp~y~h~iogy vtJJ 
Assessing Personality Assessments 

developed a battery of personality measures fo r job applicants. In developing its own 
tests, AMC joined scores of companies, ranging from General Motors to Microsoft. 
that employ personality tests to help with hiring decisions (Dcntzer, 1986; Hogan, 
Hogan, & Roberts, 1996; Poundstone, 2003; Varela et aI., 2(04). 

For example, potential Microsoft employees have been asked brain-teasers like "1.£ 
you had to remove one of the 50 U.s. states, which would it be?" (Hint: First define 
"remove." If you mean the death of everyone in the s tate, suggest a low-population 
state. If you mean quitting the country, then go for an outlying-state like Alaska 
or Hilwaii.) Other employers ask questions that are even more vague ("Describe 
November"). With such questions, it's not always clear thilt the tests are formally reli­
able or valid (McGinn, 2003). 

Before relying too heavily on the results of personality testing as a potential 
employee, employer, or consumer of testing services, you should keep several pOints 
in mind: 

• Undersland wlrailire 11'51 claims 10 measure. Standard personality measures are 
accompanied by information that discusses how the test was developed, to 
whom it is most applicable, and how the results should be interpreted. Read any 
explanations of the test; they will help you understand the results. 

• Base 110 dL'(ision only a l l tire re5J1lts of anyone 11'51. Test results should be interpreted 
in the context of other information- academic records, social interests, and home 
and community activities. 

• Remember tlmt test results are not always accurate. The results may be in error; the 
test may be unreliable or invalid. You may, for example, have had a "bad day" 
when you took the test, or the person scoring and interpreting the test may have 
made a mistake. You should not place too much significan ce on the results of a 
single administration of any test. 

In sum, it is important to keep in mind the complexity of human behavior-par­
ticularly your own. No single test can provide an understanding of the intricacies of 
someone's personality without considering a good deal more information than can be 
provided in a single testing session (Gladwell, 2004; Paul, 2(04). 

R EC A P/EVALUAT E/ RETH INK 

RECAP 

How can we most accurately assess personality? 

• Psychological tests such as the MMPI-2 are standard 
assessment tools that measure behavior objectively. They 
must be reliable (measuring what they are trying to 
measure consistently) and valid (measuring what they 
are supposed to measure). (p. 407) 

What are the major types of personality measures? 

• Self-report measures ask people about a sample range 
of their behaviors. These reports are used to infer 

the presence of particular personality characteristics. 
(p.409) 

• Projective personality tests (such as the Rorschach 
and the Thematic Apperception Test) present an 
ambiguous stimulus; the lest administrator infers 
information about the tes t-taker from his or her 
responses. (pp. 411-412) 

• Behavioral assessment is based on the principles of 
learning theory. It employs direct measurement of an 
individual's behavior to determine characteristics relat­
ed to personality. (p.412) 
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EVALUATE 

1. -======= is the consistency of a personali ty test; 
_ is the ability of a test to actually mea-
sure what it is designed to measure. 

2. are standards used to compare scores 
of different people taking the same test. 

3. Tests such as the MMPI-2, in which a small s.1mple of 
behavior is assessed to determine larger patterns, are 
examples of 
a. Cross-sectionaltesls 
b. Projective lests 
c. Achievement tests 
d. Self-report tests 

4. A person shown a picture and asked to make up a s lory 
about it would be taking a personality 
test. 

KEY TERMS 

psychological tests p. 407 
self-report measures p. 409 
Minnesota Multiphasic 

Personality Inventory-2 
(MMPI-2) p. 409 

test standardization p. 410 
projective personalily les l 

p.411 
Rorschach lest p. 411 

RETHINK 

1. Should personality tests be used for personnel deci­
sions? Should they be used for other social purposes, 
such as identifying individuals at risk for certain types 
of personality disorders? 

2. From tire perspective of a politicimr: Imagine that you had 
to vote on a law that would requi re institutions and 
organizatiol15 to perform race nonning procedures on 
standardized perfonnance tests. Would you support 
such a law? Why or why not? In addition to race, should 
norming procedures take o ther factors into account? 
Which ones and why? 

An....-e .... to EVlluate Questions 

a.'!I-X'!o->d·t ~p.£ ~SUIJou·z ~,(I!P!I~'\ ',(I!I!q"![,)J·r 

Thematic Apperception Test 
(TAT) p. 412 

behavioral assessment 
p.412 
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Psychology on the Web 

I. Sigmund Freud is one of the towering figu res in psychology. His influence extends far 

beyond his psychoana!ytic work Find information about Freud on the Web. Pick one 

aspect of his work o r influence (for example. on therapy. medicine. literature. film. or cui· 

ture and society) and summarize in writing what you have found. including your attitude 
toward your findings. 

2. Find a W eb site that links to personality tests and take one or two tests~membering 
to take them with skepticism. For each test surrrnarize in writing the aspects of personal­

ity that were tested. the theoretical approach the test appeared to be based on. and your 
assessment of the trustworthiness of the results. 

3 . After completing the Psychlnte ractive exercise on the Rorschach and projective tests, go te 

the Web to search both pro and con arguments on the use of the Rorschach. Summarize 

the arguments in writing. 

Epilogue We have discussed the d ifferent ways in which psychologists 

have interpreted the development and structure of personal-
ity The perspectives we examined ranged from Freud's analy­

sis of personality based primarily on internal, unconscious factors to the externally based view 

of personality as a learned set of traits and actions that is championed by learning theorists. We 

also noted that there are many ways to interpret personality, and by no means does a consen­
sus exist on what the key traits are that are ce ntral to personality 

Retum to the prologue and consider the case of John Gotti, who was-depending on 
one's experience wrth him-either awfully nice or just awful. Use your understanding of person­

ality to consider the following questions. 

I. How might a psychoanalytic approach to personality, using the concepts of id. ego. and 
superego, help explain Gotti's criminal behavior" 

2. Using Raymond Cattel l's sixteen source traits, what sort of profile do you think Gotti 

would have displayed if he had been tested? Where would he fall on Hans Eysenck's major 

personality d imensions? 

3. Would a personality profile of Gotti administered during the time he was involved in mob 
activities have been different from one administered when he was vis iting friends? 'Why? 

4. How would an advocate of a social cognitive approach to personality interpret and explain 
Gotti's seemingly contradictory behavior? How might the concepts of observationalleam­

ing apply to a personality like Gotti's? 

4IS 
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Key Concepts for Chapter I I 

How is health psychology a union between medicine 

and psychology? • What is stress, how does it affect 

us, and how can we best cope with it? 

How do psychological factors affect health-related 

problems such as coronary heart disease, cancer. 

and smoking? 

ow do our interactions with physicians affect our hea~ 

an compliance with medical treatment? • What leads 

nse of well-being? 
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Stress: Reacting to Threat and Challenge 

Coping with Stress 

BKomlng on Informed Consumer of 
Psychology: Effective Coping Strategies 

AI>I>/ylng Psychology In the 21st Century: 
The Value of Social Support: Sick and 
Lonely-'vVhy the Two Go Together 

MODULE JS 

Psycho logical Aspects of 
Illness and W e ll-Be ing 
The A's, B's, and D's of Coronary Heart 
Disease 

Psychological Aspects of Cancer 

Smoking 

Exploring Diversity: Huckste~ of Death: 
Promoting Smoking Throughout the 
World 

MODULE J6 

Promo ting Health and 
W e ll ness 

Following Medical Advice 

Well-Being and Happiness 
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Prologue So Much to Do, So little Time to Do It 

Louisa Denby's day began badlf. She slept through her alarm and 
had to skip breakfast to catch the bus to campus. Then, when she 

went to the library to catch up on the read ing she had to do before 

taking a test the next day. the one article she needed was missing. 

The librarian told her that replacing it would take 24 hours. Feeling 
frustrated. she walked to the computer lab to print out the paper 

she had completed at home the night before. 

It's not hard to understand wtly Louisa Denby was experiencing 
stress. For people like her-and that probably includes most of 

us-the intensity of juggling multip~ roles leads to feelings of never 

having sufficient time and. in some cases. takes a tolt on both physi­

cal and psychological welt-being. 
Stress and how we cope with it have long been centr31 topics 

of interest for psychologists. However; in recent years the focus has 

broadened as psychology has come to view stress in the broader 

context of one of psychology's newer subflE!lds: health psychology. 
Health psycho logy investigates the psychological factors related 

to wellness and illness, including the prevention, diagnosis. and treat­

ment of medical problems. Health psychologists investigate the 

effects of psychological factors such as stress on illness. They exam­
ine the psychological principles underlying treatments for disease and 

illness. They also study prevention: how more healthful behavior can 

help people avoid health problems such as heart disease and stress. 

Health psychologists take a decisive stand on the enduring mind­
body issue that philosophers. and later psychologists, have debated 

since the time of the ancient Greeks. In their view, the mind and the 

body are clearly linked. rather than representing two distinct systems 

(Stemberg, 2000b). 
Health psychologists recognize that good health and the ability 

to cope with illness are affected by psychological factors such as 

thoughts. emotions. and the ability to manage stress. They have paid 

particular attention to the immune system, the comp~x of organs. 
glands, and cells that constitute our bodies' natural line of defense in 

fighting disease. 

In fact. health psychologists are among the primary investigators 
in a growing field called psychoneuroimmunology, or PNI , the 

study of the relationship among psychological factors, the immune 

4,. 

The computer wouldn't read her disk. She searched for some­

one to help her; but she was unable to find anyone who knew any 

more about computers than she did. 

It was only 9:42 AM .• and Louisa had a wracking headache. 

Apart from that pain. she was conscious of only one feeling: stress 
(Feldman, 2006. p. 384). 

system. and the brain. PNI has ~d to discoveries such as the exis­
tence of an association between a person's emotional state and the 

success of the immune system in fighting disease (Baum, Revenson, 

& Singer. 2000: Ader. Felton. & Cohen. 200 I. Dickerson et al.. 2004: 

Segerstrom & Miller. 2004). 
In sum, health psychologists view the mind and the body as two 

parts of a whole human being that cannot be considered indepen­

dently. This more recent view marks a sharp departure from earlier 

thinking. Previous~ disease was seen as a purely biological phenom­
enon, and psychological factors were of little interest to most health 

care workers. In the early twentieth century, the primary causes 

of death were short-term infections from which one either rapidly 

recovered-or died. Now. however. the major causes of death. 
such as heart disease, cancer, and diabetes, a re chronic illnesses that 

often cannot be cured and may linger for years, posing significant 

psychological issues (Delahanty & Baum. 2000: Bishop. 2OOS). 

Advances in health psychology have had an impact across a vari­
ety of disciplines and professions. For instance, medical professionals 

such as physicians and nurses, social workers, d ieticians, pharmacists, 

occupational thera pists. and even clergy are increasingly likely to 

receive training in health psychology. 
In these modules we d iscuss the ways in which psychological 

factors affect health. We first focus on the causes and conse­

quences of stress. as well as on the means of coping with it Next. 

we explore the psychological aspects of several major health prob­
lems. including heart d isease, cance r. and ailments resulting from 

smoking. Finally, we examine the ways in which patient-physician 

interactions influence our health and offer suggestions for increasing 

people's compliance with recommendations about behavior that 
will improve their well-being. 
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Anthony u,pre SI"rted feeling ~wful ~lmost "s soon ~s IU.S. Homd"nd &curity s.."cret~ryl 
Tom Ridge put the n"lion on high ~l"rl for" terrorist ~ttack .... Hf! ~woke in thf! middle 
of thf! night short of breath, his hf!"rt pounding. And the sound of his telf!phone seemed 
a sure sign of bad news. By midweek, he was rushing off to Costco to stock up on fruit 
juice, bottled w~tf!r, pf!anut buller, (.:Inned tuna, '·"nd exira food for my (ats Monstf!r, 
Monkey and Spike." He also picked up a firSI-aid kit, six rolls of duct tape, ~nd ., bulk 
pilckilge of prnstic wrap to seal his windows. "The biggest problem was that 1 felt help­
less:' he SOlyS, "completely powerless over the situillion" (Cowley, 2003, pp. 43--44). 

Stress: Reacting to Threat 
and Challenge 
Most of us need little introduction to the phenomenon of stress, people's response to 
events that threaten or challenge them. Whether it be a J'<lpcr or an exam deadline, a fam­
ily problem, o r even the ongoing threat of a terrorist attack, life is full of cilO.lmstances and 
events, known as stressors, that produce threats to our well-being. Even pleasant events­
such as planning a party or beginning a sought-after job--can produce stress, a lthough 
negative events result in greater detrimental consequences than do positive ones. 

All of us face stress in our lives. Some health psychologists believe that daily life 
actually involves a !;Crie~ of repeated !;C<juences of perceiving a threat, con~idering 
ways to cope with it, and ultimately adapting to the threa t, with g reater or lesser suc­
cess. Although adaptation is often minor and occurs without our awareness, adapta­
tion requi res a major effort when stress is more severe or longer lasting. Ult imately, our 
attempts to overcome stress may produce biological and psychological responses that 
result in health problems (Gatche l & alum, 1983; Fink, 2000; Boyce & Ellis, 2(05). 

THE NATURE OF STRESSORS: MY STRESS IS YOUR PLEASURE 

Stress is a very personal thing. Although certain kinds of ('vents, such as the death of a 
loved one or participation in military combat, are universally stressful, other si tua tions 
mayor may not be stressful to a particular person (Affleck et aI., 1994; Krohne, 1996; 
Robert-McComb,2(01 ). 

Consider, for instance, bungee jumping. Some people would find jumping off a 
bridge while attached to a slender rubber tether extremely stressful. However, there 
are individuals who see such an activity as challenging and fu n-filled. Whether bungee 
jumping is stressful depends in part, then, on a person's perception of the activity. 

For people to consider an event s tressful, they must perceive it as threatening and 
mus t lack the r .. >sources 10 ueol! wi th it effeclively. Conscquen!ly, the SOlme event lIlay 
a t some times be s tressful and at other times provoke no stressful reaction at all. A 
young man may experience stress when he is turned down for a da te-if he attributes 
the refus.l1 to his unattractiveness or unworthiness. But if he a ttributes it to some factor 
unrela ted to his self-esteem, such as a previous commitment by the woman he asked, 

() The McGraw-Hili 
Companies. 2OOIl 

a unton :~::.~~~~~. 
cine and psychology? 

What is stress. how does 
it affect us, and how can 
we best cope with it? 

Health psychology: The branch of 
psychology th"t investigates the psy­
chological factors Il'lated to wellness 
and illness, including the prevention, 
diagnOSiS, and treatment of medical 
problems. 

Psychoneuroi mmu nology (PNIl: The 
study of the rel~tionship "mong psy­
chological factors, the immune system, 
and the brain. 

Stress: A person's Il'sponse to events 
th"t "re threatening or challenging. 

419 
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Cataclysmic events: Strong stressors 
that occur suddenly, affecting many 
people at once (e.g., natural disasters). 

Personal stressors: Major life events, 
such as the death of a family member, 
that have immediate consequences 
that generally fade with time. 

Posttraumatic stress disorder (PTSD): 
A phenomenon in which victims of 
miljor catilstrophcs or strong personal 
stressors feel long-lasting effects thilt 
may include rc-experiencing the event 
in vivid flashbacks or dreams. 

the experience of being refused may create no stress at all. Hence, a person's inter­
pretation of events plays an important role in the determination of what is stressful 
(Folkmiln & Moskowitz, 2CXXJ; Giaoobbi, Jr., et aI., ZOO4). 

The severity of stress is greatest when important goals are threatened, the threilt 
is immediate, o r the anticipation of a threatening event extends over a long periocl. 
For example, members of minority groups who fcelthey are potentia lly the targets of 
racist behavior experience significant stress (Cla rk et aI., 1999; Taylor & Tumer, Z002; 
Troxel et aI., 2003; Cassidy et ill., ZOO4). 

CATEGORIZING STRESSORS 

Whilt kinds of events tend to be seen ilS stressful? There are three generill types of 
stressors: cataclysmic eve.nts, personal stressors, and background stressors. 

Cataclysmic events are strong stressors that occur suddenly and typically affect 
many people simultilneously. Disasters such as tomadoes and p lane crashes, as well 
as terrorist attacks, are examples of cataclysmic events that can affect hundreds or 
thousands of people simultaneously. 

Although it might seem that cataclysmic events would produce potent, lingering 
stress, in milny cases they do not. In fact, cataclysmic events involving natural disasters 
mily produce less stress in the long run than do events that initi.111y are not as devastilting. 
One reason is that natural disasters have a clear resolution. Once thcy are ovcr, people can 
look to the future knowing that the worst is behind them. Moreover, the slre>s induced 
by cataclysmiC events is shared by others who also experienced the disaster. This permits 
people to offer one another social support and a firsthand understanding of the difficulties 
others are going through (Kaniasty & Norris, 1995; Hobfoll et aI., 1996; Benight, 2004). 

In contrast, terrorist attacks like the one on the World Trade Center in 2001 are cata­
clysmic events that produce considerable stress. Terrorist attacks are deliberate, and vic­
tims (and observers) know that future ilttacks ilre likely. Government warnings in the fonn 
of heightened terror alerts may further increase the stress (Graham, ZOOI; Pomponio, Z002; 
Murphy, Wismar, & Freeman, 2(03). 

The second major category of stressor is the personill 
stressor. Personal stressors include major life events such ilS 
the de.:tth of a parent or spouse, the loss of one's job, a major 
personal failure, or even something positive such as getting 
milrried. Typically, personill stressors produce an immediilte 
major reaction that soon tapers off. For example, stress ariSing 
from the death of a loved one tends to be greatest just after the 
time of death, but people begin to fcell ess stress and are better 
ilble to cope with the loss after the passage of time. 

Some victims of miljor ciltastrophes and severe personal 
stressors experience postt raumatic stress disorder, or PTSD, in 
which a person has experienced a signi ficantly stressful event 
that has long-lasting effects that may include re-experiencing 
the event in vivid f1 ilshbacks or dreilms. An episode of PTSD 
may be triggered by an otherwise innocent stimulus, such as 
the sound of a honking horn, that leads someone to re-cxperi­
ence a past event that procluced considerable stress. 

Around 16 percent of soldiers returning from Iraq have symp­
toms of PTSD. Furthennorc, those who have experienced child 
abuse or rape, rescue workers facing overwhelming situations, and 
victims of sudden natural disaster or accidents that produce feel­
ings of helplessness and shock mily suffer from the same dison:ier 
(Hogc et aI., ZOO4; Ozer & Weiss, 2004; Schnurr & Cozza, 2004). 

Even positive events can produce significant stress. 

Terrorist attilcks produce high incidences of PTSD. For 
example, 11 percent of people in New York City had some form 
of PTSD in the months after the September 11 terroris t iluilcks. 
But the responses varied significantly with a resident's proxim-
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ity 10 the attacks, as illustrated in Figure 1; the closer someone lived to ground zero, the 
greater the likelihood of PTSD (Susser, Herman, &; Aaron, 2002). 

Symptoms of posttraumatic stress disorder include re-expcriencing the e'liertl in flash­
backs or dreams, emotional numbing. sleep difficulties, problems relating to other people, 
alcohol and drug abuse, and-in some cases--suicide. For instanre, the suicide rate for 
veterans of the Vietnam war is as much as 25 percent higher than it is for the general popu­
lation (Wilson &: Ke.me, 1996; Orr, Metzger, &; Pitman, 2002; McKeevCl" &; Huff, 2003; O.rer 
et aI., 2(03). 

Background stressors, or more informally, dnily Jurss/e;, are the third major category of 
strcssors. Exemplified by standing in a long line at a bank and getting stuck in a traffic jam, 
daily hassles arc the minor irri tations of life that we all face time and time again. Another 
type of background stressor is a Iong-tenn, chronic problem, such as experiencing diss.l tiS­
faction with school or a job, being in an unhappy reL,1tionship, or living in crowded quarters 
without privacy (van Eck, Nicolson, & Bcrkhof, 1998; Laz..lntS, 2OCXJ; WCiltStcin et al., 20(4). 

By themselves, dai ly hassles do not require much coping or even a response on 
the part of the individual. although they certainly prod uce unpleasa nt emotions and 
moods. Yet daily hassles add up-and ultimately they may take as great a loll as a 
single, more stressful incident does. In fact, the IlUmbe, of dai ly hassles people face is 

o:tl The McGraw- Hili 

Companies. 2006 • 
Module H Stress and Coping -il l 

FIGURE I The closer people lived to 

the SIte of the Vohrld Trade Center ter­

roOst attack. the ~ater the rate of post­

traumatiC stress disorder. (Sou-t:e: Simer. 

Henmn. & Aaron. 2002) 

Background stn!ssors (Md~ily h~s· 
sics". ' Everyday annoyances, such as 
being stuck in traffic, that cause minor 
irri tations and may have long-term 
ill effects if they c:ontinue or are com­
pounded by other stressful events. 
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FIGURE 1 The most common everyday 
hassles and uplifts (hass'es: Chamberlain 

& Zika. 1990: uplifts: Kanner et al .. 1981). 
How many of these are part of your life. 

and how do you cope with them! 

associated with psychological symptoms and health problems such as fiu, sore throat, 
and backaches. 

The flip side of hassles is uplifts, the minor positive events that make us feel 
good---even if only tem porarily. As indicated in Figure 2 , uplifts range from relat­
ing well to a companion to finding one's surroundings pleasing. What is especially 
intriguing about uplifts is that they arc associated with people's psychological health 
in just the opposite way that hassles are: The greater the number of uplifts experi­
enced, the fewer the psychological symptoms people later report (Chamberlain & 
Zika, 1990; Roberts, 1995; Ravindran et ai., 2(02). 

THE HIGH COST OF STRESS 

Stress can produce both biological and psychological consequences. Often the most 
immediate reaction to stress is a biological one. Exposure to stressors generates a rise 

Hassles 

Not enough time ----Too many things to do ---,--Troubling thoughu about the fu ture ---Too many interruptions 

Misplacing or losing things •••••••••••••• 

Health of a family member 

Social obligations 

Concerns about standan.\s 

Concerns about getting ahead l;;;;;;;;;;~-l---l---l Too many I"<!sponslbilities 

o W ~ ~ M 100 

Percentage of people experiencing 

Uplifts 

, 
Relating well with spouse or lover 

Relating well with friends 

Completing a task 

Feeling healthy 

Gelling enough sleep 

Eating out 

Meeting responsibilities 

Visiting. phoning, or writing wmeone 

Spending!lrne with family 

Home (inside) pleasing to you 

o 20 60 80 '00 

Percentage of people experiencing 
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in hormone secretions by the adrenal glands, an increase in heart 
ra te and blood pressure, and changes in how well the skin con­
d ucts e ledrical impulses. On a short-term basis, these responses 
may be adaptive because they proouce an "'emergency reaction"" 
in which the booy prepares to defend itself through act ivation 
of the sympathetic nervous system. Those responses may allow 
more effective coping with the s tressful s ituation (Akil & Morano, 
1996; McEwen, 1998). 

However, continued exposure to stress results in a dlXline in the 
body's ovemllievel of biological functioning because of the constant 
secretion of stress-related hormones. Over time, stressful reactions 
C<'111 promole deterioration of body tissues such as blood vessels and 
the hcart. Ultimalely, we become more susceptible to disease as our 
ability to fight off infection is lowered (Shapiro, 1996; McCabe ct ai., 
2OCX); Kemeny, 2003; Brydon et aI., 2(04). 

() The McGraw-Hil i 
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Furthermore, an entire class of physical problems known as 
psychophysiological disorders often result from or are wors­
ened by stress. Once referred to as psyclloscll1atic disorders (a lerm 
dropped because people assumed that the disorders were some­
how unreal), psychophysiological disorders are actual medical 

Everyone confronts daily hassles. or background stresSOI>, at some 

point At what point do daily hassles be<:ome rnc>r"e than mere irTitants~ 

problems that are influenced by an interaction of psychological, ('motional. and physi­
cal difficulties. The more common psychophysiological d isorders range from major 
problems such as high blood pressure to usually less serious conditions, such as head­
aches, backaches, skin rashes, indigestion, fatigue, <lnd constip<ltion. Stress h<ls even 
been linked to the common cold (Cohen, 1996; Rice. 2000; Cohen et <Ii., 2003). 

On <I psychological level, high levels of stress prevenl people from adequ<ltely 
coping with life. Their view of the environment can become clouded (for example, a 
minor criticism m<lde by a friend is blown out of proportion). Moreover, <It the highesl 
levels of s tress, emotional responses may be so extreme that people are unable to act al 
all. People under a 101 of stress also become less able to deal wilh new stressors. 

III short, stress affects us in multiple ways. It may increase the risk that we will 
become ill, il may directly cause illness, il may make us less able 10 recover from a dis­
ease, and it may reduce our abili ty to cope with future stress. (Sec Figure 3 and try the 
Psychlntemctive exercise on college stress 10 get a mc.1sure of your own level of stress.) 

THE GENERAL ADAPTATION SYNDROME 
MODEL: THE COURSE OF STRESS 

The effects of long-term stress ;ue illustrated in a series of stages proposed by Hans 
Sclye (pronounced ""sell-yay"), a pioneering stress Iheorisl (Selye, 1976, 1993). This 
model, the general adaptation syndrome (GAS), suggests that the physiological 
response to slress follows the same set pattern regardless of the cause of stress. 

As shown in Figure 4 on page 425, the GAS has three phases. The first stage­
alarm mId lIIobiliwtiolJ--0CCUrs when people become aware of the presence of a stressor. 
On a biological level. the sympathetic nervous system becomes energized. helping a 
person cope initially wilh the s tressor. 

However, if the stressor persists, people move into the second response stage: 
resistance. Ouring Ihis stage, the body prepares to fight the stressor. During resistance, 
people use a variety of means to cope wilh the stressor-sometimes successfully but at 
a cost of some degree of physical or psychological well-being. For example. a student 
who faces the stress of failing several courses might spend long hours studying, seek­
ing to cope wilh Ihe stress. 

If resistance is inadequate. people enter the last s tage of the GAS: exhaustion. 
During the exhaustion stage, a person's ability to adapt to the stressor declines to the 
point where negative consequences of stress appear: phYSical illness and psychologi­
cal symptoms in the form of an inability to concentrate, heightened irritability, or, in 

Psychophysiological disorders: 
Medical problems influenced by an 
interaction of psychological, emo­
tional, and physical difficulties. 

www_mhhe .com lfe ldmaness7 

Psychl nteractive Online 

College Stress Test 

General adaptJlion syndrome (GAS): 
A theory developed by Hans Sclye 
that suggests Ihal a person's response 
to a stressor consists of Ihree stages: 
alarm and mobilization. resistance. 
and exhaustion. 
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How Stressful Is Your life r 
Test your level of stress by answering these: questions, and adding the score from each box. Questions apply to the last month orVy. A key 

below wi" help )':Iu determine the extent of yCAJr stress 

I. How often have you been upset because of something that 
happened unexpectedly? 

D O", never. I '" almost never. 2 '" sometimes, 3 '" fairly 
often, 4 '" very often 

2. How often have you felt that )':Iu were unable to control the 
important things in )':Iur lifel 

Do'" never. I '" almost never, 2 '" sometimes, 3 '" fajrly 
often, 4 '" very often 

3 How often have you felt nervous and "stressed'? 

DO'" never. I = almost never. 2 '" sometimes, 3 '" fajrly 

often, 4 '" very often 

4. How often have you felt confident about your ability to handle 
your personal problems? 

0 4 '" never. 3 '" almost never, 2 '" sometimes, I '" fairly 

often, ° '" very often 

5. How often have you felt that things "Io'ere going your w;ry? 

0 4 '" never. 3 '" almost never. 2 = sometimes, I = fainy 

often. ° '" very often 

6. How often have you been able to control irritations in your life? 

0 4 '" never. 3 '" almost never. 2 '" sometimes, I '" fairly 
oll.en, 0 '" very often 

7. How often have you found that you could not cope with all the 
things that )':IU had 10 do? 

D O", never. I '" almost never. 2 '" sometimes, 3 '" fairly 
often, 4 '" very often 

8. How often have you felt that you were on top of thrngs? 

0 4 '" never. 3 '" almost never: 2 '" sometimes, I '" fairly 
oll.en, 0 '" very oll.en 

9. How often have )':Iu been angered because of things that were 
OVISide your contrdl 

Do'" never, I '" almost never, 2 '" sometimes, 3 '" fairly 
often, 4 '" very often 

10. How often have)':lU fel t diffkulties were pil ing ~ so high that 
you could not overcome theml 

Do'" neve r, I '" almost never, 2 '" sometimes, 3 '" fairly 
often, 4 '" very often 

How You Measure Up: 
Stress levels vary among ir.dividuais-<ompare )':Iur total score 
to the averages below: 

AGE 
18---29 . ............... 14.2 
30-'14. . ........ 13.0 
45-54 ................ 12.6 
55-64 . ..11.9 
65 & over .12.0 

M~ 

WO~ 

MARITAL STATUS 
Wodovved. 
Named or living with a partner. 
Single or never wed . 

Divorced. 
Separated . 

GENDER 
ILl 
13.7 

. ........... 12.6 
... 12.4 

. ........ 14.1 
............. 14.7 
............. 16.6 

FIGURE 1 To get a sense of the level of stress rn )':lUI" hfe, complete th is questiomaire. (Source 

Cohen. 1999.) 

severe cases, disorientation and a loss of touch with reality. In a sense, people wear 
out, and their phys ical reserves are used up. 

How do people move out of the third stage after they have entered it? In some cases, 
exhaustion allows people to avoid a stressor. For example, people who become ill from 
ovenvork may be excused from their duties for a time, giving them a temporary respite 
from their responsibilities. At least for a time, then, the immediate stress is reduced. 

The GAS has had a substantial impact on our understanding of stress. By suggest­
ing that the exhaustion of resources in the third stage produces biological damage, it 
provides a specific explanation of how stress can lead to illness. Furthermore, the GAS 
can be applied to both people and nonhuman species. 

Selye's theory has not gone unchallenged. For example, whereas the theory sug­
gests that regardless of the stressor, the biological reaction is s imilar, some health psy­
chologists disagree. They believe that people's biological responses are specific to the 
way they appraise a stressful event. If a stressor is seen as unpleasant but not unusual, 
then the biological response may be different than if the stressor is seen as unpleasant, 
out of the ordinary, and unanticipated. This perspective has led to an increased focus 
on psychoneuroimmunology (Lazarus, 2000; Taylor et aI., 2000; Gaab et aI., 2005). 
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• 
Stressor 

I. Alarm and mobihation 
Meeting and 
resisting stressor. 

• 1 Reslscmce 
Copi"8 with .tress a nd 

resistance to stressor. 

FIGURE -4 The general adaptation syndrome (GAS) suggests that there are t~ major stages to 

stress responses. (Source: SeI)oe , 1976.) 

PSYCHONEUROIMMUNOLOGY AND STRESS 

Contemporary health psychologists specializing in psychoneuroimmunology (PNI) 
have taken a broader approach to stress. Focusing on the outcomes of stress, they have 
identified three main consequences (see Figure 5). 

First, stress has direct physiological results, including an increase in blood pres­
su re, an increase in hormonal activity, and an overall decline in the functioning of the 
immune system. Second, stress leads people to engage in behavior that is harmful to 
their health, including increased nicotine, drug, and alcohol use; poor eating habi ts; 
and decreased sleep. Finally, stress produces indirect consequences that result in 
declines in health: a reduction in the likelihood of obtaining health care and decreased 
compliance with medical advice when it is sought (Gevirtz, 20CK1; McCabe e t aI., 2000; 
Marsland et aI., 2002; Sapolsky, Z003; Broman, 2005). 

Why is stress so damaging to the immune system? One reason is that stress may 
overstimulate the immune system. Rather than fighting invading bacteria, viruses, and 
other foreign invaders, it may begin to attack the body itself, damaging healthy tissue. 
When that happens, it can lead to disorders such as arthritis and an allergiC reaction. 

Dtr.d: phrsioloclul effectr, 

• Elevated blood prflwre 

• Decrease In Immune system 
funCtIoning 

• Increased oormonm ictivity 

• P\ycoophyslologlca! conditions 

H i rmful beha viors 

• Increased smoking, alcohol use 

• Decreased nutrition 

• Decreased sleep 

• Increased drug use 

Indirect health_rela ted behaYlors 

• Decreased comp liance with 
medical adtice 

• Increase In delays In seeking 
medical acMee 

• Decrease in likel ihood of seeking 
medical advice 

() The McGraw-Hil i 
Companies, 2008 
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--....... J. E:.c haustion 

I\Ieg3tive consequence. of 
stress (such as illness) occur 
wh.., ( ."8 Is ~te. 

FIGURE 5 Three major types of conse­
quences result from stress: direct physioklg­

ical effects. harmful beha"';ors, and indirect 

health-related behaviors. (Source: Adapted 

from Baum, 1994.) 
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The ability to light off disease IS related to 
psy<hological factors. Here a ce ll from the 

bodv's imrr..me system engulfs and destroys 

d isease-producing bacte ria. 

Coping: The efforts to;> control, reduce, 
or [e<lrn to tolerate the threats that lead 
to stress. 

Stress can also decrease the immune system response, pennitting genns that pro­
duce colds to reproduce more easily o r allowing cancer cells 10 spread more rapidly. In 
normal circumstances, our bodies produce lymphocytes , specialized white blood cells 
that fight disease, at an extraordinary rate-some 10 million every few seconds-and 
it is possible that stress can alter this level of production (Miller & Cohen, 2001; Cohen, 
Hamrich, & Rodriguez, 2002; Dougall & Baum, 2004; Segerstrom & Miller, 2(04). 

Coping with Stress 
Stress is a normal part of life-and not necessarily a completely bad part. For example, 
without stress, we might not be sufficiently motivated 10 complete the activities we 
need to accomplish. Howevcr, it is also dear that too much stress can take a toll on 
physical and psychological health. How do people deal with stress? Is there a way to 
reduce its negative effects? 

Efforts to control, reduce, or learn to tolerate the threats Ihat lead to stress arc known 
as coping. We habitually use ccrtain coping responses to deal with stress, Most of the time, 
we're not ;Hvare of these responses----just as we may be unaware of the minor stressors of 
life until tilcy build up to aversive levels (Snyder, 1999; Folkman & Moscowitz, 2OC(l). 

We a lso h<Jvc other, more direct. and potenli<Jlly more posi tive ways of coping 
wi th stress, which fall into two main categories (Folkman & Moskowitz, 2CXXl, 20Q.:\): 

Emotimr-focllsed copillg. In emotiolljoClised copillg, people try to manage their emo­
tions in the face of stress, seeking to change the way they feel about or perceive 
a problem. Examples of emotion-focused coping include strategies such as 
accept ing sympathy from others and looking at the bright side of a situation. 
Problem-focused coping. Problem-focused coping attempts to modify the stress-
ful problem or source of s tress. Problem-focused strategies lead to changes in 
behavior or to the development of a plan of action to deal wi th s tress. Starting a 
study group to improve poor classroom performa nce is a n example of problem­
focused coping. In addition, one might take a time-out from stress by creating 
positive events. For example, taking a day off from caring for a relative with a 
serious, chronic illness to go a spa can bring significant relief from stress. 

People often employ several types of coping strategies simultaneously. However, 
they use emotion-focused strategies more frequently when they perceive circum­
stances as being unchangeable and problem-focused approaches more often in situ­
ations they see as rela tively modifiable (Folkman & Moskowitz, 2CXXl; Stanton et al., 
2CXXl; Penley, Tomaka, & Wiebe, 2002). 

Simply knowing about emotion-focused and problem-focused strategies can be helpful 
in dealing with stress. For example, in one experiment, volunteers were taken as simulated 
hostages in a highly stressful situation in which the terrorists were convincingly portrnyed 
by FBI agents. Hostages who had roccivcd pre-strcss trnining in emotion-focused coping 
strategies, compared to those trained in problem-focused coping strategies, were able to deal 
with the situation more effectively, adjusting better to the stress (Auerbach et aI., 1994). 

Other fonns of coping are less successful. One of the least effective fonns of cop­
ing is avoidant coping. lnavoidmlf copillg, a person may use wishful thinking to reduce 
stress or use more direct escape routes, such as drug use, alcohol use, and overeating. 
An example of wishful thinking to avoid a lest would be to say to oneself, "Maybe 
it will snow so hard tomorrow that the test will be canceled." Alternatively, a person 
might get drunk to avoid a problem. Either way, avoidant coping usually results in 
a postponement of dealing with a stressful situation, and often makes it even worse 
(Appelha ns & Schmeck, 2002; Roesch et al., 2(05). 

Another way of dealing with stress occurs unconsciously through the usc of 
defense mechanisms. As we discussed when we considered the topic of personality, 
defellse mechallisms arc unconscious strategies that people usc to reduce anxiety by 
concealing the source from themselves and others. Defense mechanisms pennit people 
10 avoid s tress by acting as if Ihe stress were not even there. For example, one study 
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examined California college students who lived in dormitories close to a geological 
fault. Those who lived in dorms that were known to be unlikely to withstand a n earth­
q uake were significantly more likely to doubt experts' predictions of an impending 
earthquake than were those who lived in safer structures (Lehman & Taylor, 1988). 

Another defense mechanism used to cope with stress is cllwtiona/ insulation, in which 
a person stops experiencing any emotions at all, thereby remaining unaffected and 
unmoved by both positive and negative experiences. The problem with defense medla­
nisms, of course, is that they do not deal with reality but merely hide the problem. 

LEARNED HELPLESSNESS 

Have you ever faced an intolerable situation that you just couldn't resolve, and you 
finally just gave up and accepted things the way they were? This example illustrates 
one of the possible consequences of being in an environment in which control over a 
situation is not possible-a state that proouces learned helplessness. According to psy­
chologist Martin Seligman, learned helplessness occurs when people conclude that 
unpleasant or aversive stimuli cannot be controlled-a view of the world that becomes 
so ingrained t.hat they cease trying to remedy the aversive circumstances, even if they 
actually can exert some influence on the situation (Seligman, 1975; Peterson, Maier, & 
Seligman, 1993). Victims of learned helplessness have concluded that there is no link 
behvecn the responses they make and the outcomes that occur. 

Consider, for example, what often h.1PpenS to elderly persons when they are 
placed in a nursing home or hospital. One of the most striking features of their new 
environment is that they are no longer independent: They do not have control over the 
most basic activities in their lives. They are told what and when to eat and told when 
they may watch TV or participate in recreational activities. In addition, their sleeping 
schedules are arranged by someone else. It is not hard to see how this loss of control can 
have negative effects on people suddenly placed, often reluctantly, in such a situation. 

The results of this loss of control and the ensuing stress are frequently poorer 
health and even the likelihood of earlier death. These outcomes were confirmed in 
a classic experiment conducted in a nursing home in which e lderly residents in one 
group were encouraged to make more choices and take greater control of their day­
to-day activities (Langer & Janis, 1979). As a result, t.he members of tha t group were. 
more ac t ive and happier than were those in a comparison group of residents who were 
encouraged to let the nursing home'S staff take care of them. Moreover, an ana lysis of 
the residents' medical records revealed that six months after the experiment, the group 
encouraged to be self-sufficient showed significantly greater health improvement than 
did the comparison group. Even more s tartling was d ifference in the death rates of the 
two groups: Eighteen months after the experiment began, only 15 percent of the "inde­
pendent" group had died--compared with 30 percent of the comparison group. 

Other research confirms that learned helplessness has negative consequences. and 
not just for elderly prople. People of aU ages report more physical symptoms and depres­
s ion when they perceive that they have little or no control than they do when they feel a 
sense of control over a situation Ooiner & Wagner, 1995; Shnek et aI., 1995; Chou, 2005). 

COPING STYLES: THE HARDY PERSONALITY 

Most of us cope with stress in a characteristic manner, employing a coping style that 
represents our general tendency to deal with stress in a specific way. For example, 
you may know people who habitually react to even the smallest amount of stress with 
hysteria, and others who calmly confront even the greatest s tress in an unflappable 
manner. These kinds of people clearly have quite different coping styles (Gallaher, 
1996; Taylor & Aspinwall. 1996; Taylor, 2003; Kato & Pedersen, 2(05). 

Among those who cope with stress most successfully are people who arc 
equipped with ha rdiness, a personality characteristic associated with a lower rate 
of stress-related illness. Hardiness consists of three components (Kobasa et aI., 1994; 
Baumgartner, 2002): 

~ The McGraw-Hili 
Companies. 2008 
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learned helplessness: A state in 
which people conclude that unpleas­
ant or aversive stimuli cannot be 
controllcd-., view of the world that 
becomes so ingrained that they cease 
trying to remedy the aversive ciKum­
stances, even if they actually can exert 
some influence. 

Hardiness: A personality chaTilcteristic 
associated with a lower rate of stress­
related illness, consisting of three 
components: commitment, challenge, 
and control. 
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Comlllitlllellt. Commitment is a tendency to throw ourselves 
into whatever we are doing with a sense that our activities 
are important and meaningful. 
Challrmgl'. Hardy people believe that change, rather than sta­
bility, is the standard condition of life. To them, the anticipa­
tion of change serves as a.n incentive rather than a threat to 
their security. 
COIl/rol. Hardiness is marked by a sense of control-the per­
ception that people can influence the events in their lives. 

Hardy individuals approach stress in an optimistic manner and 
take direct action to learn about and deal with strcssors, thereby 
changing stressful events into less threatening ones. As a conse­
quence, hardiness acts as a defense against stress-related illness. 

·Todat', WI: ... """"od ... , 'Ie >1)'10. WI: ttalliOtN .,... <f<t and our .... = e />I"<IfrGm 
and _ 01>0 """<fed Olll" botho_uI /><!tIe",," Then we ~* we OffC"ed " 1In'*-.' 

For those who confront the ma;! profound difficulties. such as the 
death of a loved one and a permanent injury such as paralysis after 
an accident, a key ingredient in their psychological recovery is their 
degree of resilience. Rcsiliellce is the ability to withstand, overcome, and 
actually thrive after profound adversity (Werner. 1995; Ryff & Singer, 
2003; Bonanno, 2004; Norlander, Von Schedvin, & Archer, 2005). 

Social support: A mutual network of 
caring, interested olhen. 

Resilient people are generally easygoil'g and good-natured 
and have gocxl social skills . They are usually independent, and they have a sense of 
control over their own destiny--cven if fate has dealt them a devasmting blow. In short, 
they work with what they have and make the best of whatever si tuation they find them­
selves in (Humphreys, 2003; Spencer, 2003; Deshields et aI., 2005; Friborg et aI., 2005). 

SOCIAL SUPPORT: TURNING TO OTHERS 

Our relationships with others also help us cope with stress. Researchers have found 
that social support, the knowledge that we are p.-ut of a mutual network of caring, 
interested others, ('llables us to experience lower levels of stress and be beller able to 
cope with the stress we do undergo (Bolger, Zuckerman. & Kessler, 2000; McCabe et 
aI., 2000; Cohen, 2004; Martin & Brantley, 2(04). 

The social and emotional support people p rOVide each other helps in dealing 
with stress in several ways. For instance, such support demonstrates that a person 
is an important and valued member of a social network. Similarly, other people can 
provide information and advice about appropriate ways of dealing with s tress (Day & 

LiVings tone, 2003; Lindorff, 2005). 
Fina lly, people who are part of a social support network can p rovide actual goods 

and services to help others in stressful situations. For instance, they can supply a per­
son whose house has burned down with temporary living quarters, o r they can help 
a student who is experiencing stress because of poor academic performance study for 
a test (Lepore, Ragan, & Jones, 2000; Natvig, Albrektsen, & Ovamstrom, 2003; also see 
the Applying Psycfro/ogy in the 21sf Cf'ntrrry box). 

Surpris ingly, the benefits of social support a re not limited to the comfort provided 
by other humans. One study found that owners of pets were less likely to require med­
ical care a fter exposure to stressors than were those without pets! Dogs, in pa rticular, 
helped diminish the effects of stress (Siegel, 1990, 1993). 

BECOMING AN 
INFORMED CONSUMER 

How can we deal with the stress in our lives? Although there 
is no universal solution. because effective coping depends on 
the na ture of the s tressor a nd the degree to which it can be 
controlled, here a re some general guidelines (Zeidner & Endler, 
1996; Aspinwall & Taylor, 1997; Folkman & Moskowitz, 2(00): of Psychology 

Effective Coping Strategies Tu m tllrea l inlo cirallenge. When a s tressful situation might 
be controllable, the best coping s trategy is to treat the 
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APPLYING PSYCHOLOGY IN THE 21 ST CENTURY 

The Value of Social Suppor-t: 
Sick and Lonely-Why the 
Two Go Together-

You are a first-year college student. You 
haven't made many friends yet, and you're 
not part of an established social network. 
Feeling lonely is an everyday experience. 

For first-year college students, loneli­
ness, which is not uncommon, can be psy­
chologically painful. In nddition, accord­
ing to the findings of n recent study on the 
importance of social support, it can hnve 
a negntive effect on the immune system. 
In the study henlth psychologists Sheldon 
Cohen and colleagues traced the effective­
ness of flu shots in 83 henlthy first-year col­
lege students. After cnrefully assessing the 
students' henlth-related behnviors, includ­
ing their alcohol use, phySical actiVity, and 
sleep, the researchers nlsa exnmined the 
students' intemnl physical state by taking 
saliva silmples four times a day to mea· 
sure the concentrntion of cortisol. a stress­
relnted hormone (Pressmnn et aL, 2005). 

The results showed n dear relntionship 
between loneliness and psychological stress: 
the greater the I\'ported loneliness, the more 
negative the emotions and the greater the 
stress experienced. Most interestingly, partic­
ipants who weI\' the loneliest and felt most 
socially isolated were least responsive to the 
flu shot. Measures of the amount of antibod­
ies showed that lonely, isolnted students had 
the lowestlevcls of antibodies, meaning that 
they were the most susceptible to the flu. 
In contrast, flu shots were most effective in 
providing a defense ngainst the flu for those 
students who had the largest sodnl networks 
and weI\' the least lonely. 

The resul ts of this study reinforce the 
importance of social support in maintain­
ing health. It suggests that college admin­
istrators ought to encourage students to 
be active in community service, dubs, and 
sports and to develop social networks. 
The results also have implications for the 
effectiveness of flu shots for those in late 
adulthood-often the individuals in great­
est danger from a bout of flu. During late 
adulthood, immune systems are often at 
their weakest point. Combine this weak-

Loneliness is not orVy psychologl(.1l ~ paInful. 
but also IS unhealthy. 

ness with the isolation that often occurs 
during old age, and the elderly are particu­
larly at risk (Adelson, 2005). The participants in the study nlso 

provided frequent nccounts of their per­
ceived stress, emotions, and loneliness, 
by responding to the random beeps of n 
handheld computer four times ench day. In 
addition, they completed loneliness ques­
tionnnires and surveys designed to gauge 
the extent of their social nehvorks. 

What is it about social support that provides health benefits? Knowing the relation­
ship between loneliness, social isolation, and responsiveness to flu shots, what inter­
ventions might you suggest for first-year college students? 

situa tion as a cha llenge, focusing on ways to control it. For instance, if you expe­
rience stress because your car is always breaking down, you might take a course 
in auto mechanics and learn to denl direct ly with the car's problems. 

• Make a thrl!tltening situation less threatenilrg. When a stressful situation seems to be 
uncontrollable, a different approach must be ta ken. It is possible to change one's 
appraisal o f the situation, view it in a different light, and modify one's a tti tude 
toward it. The o ld truism "Look for the silver lining in every cloud" is supported 
by research (Salovey et aI., 2000; Smith & Lazarus, 2001; Cheng & Cheung, 2005). 

• Change your goals . When o ne is faced with an uncontrollnble situation, a reason­
a ble s trategy is to adopt new goals that are practical in v iew of the particular 
s ituation. Fo r exnmple, a dnncer who has been in an nutomobile nccident and 
has lost full use of her legs mny no longer aspire to a career in dance bu t might 
modify her goals and try to become a dance instructor. 

• Take physical action. Changing your phYSiological reaction to s tress can help wi th 
coping. For example, biofeedback (in which a person lenrns to control internal 
physiological p rocesses through conscious thought) can alter basic physiological 
p rocesses, allowing people to reduce blood pressure, heart rate, and other con­
sequences of heightened stress. In addition, exercise can be cffe<:tive in reducing 
stress. Reg ular exercise improves overall health and may even f{!duce the risk 
of certain diseases, such as breast cancer. Finnlly, exercise gives people a sense 

429 
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of control over their bodies, as well as a feel ing of accomplishment (Tkachuk & 
Martin. 1999; Hong. 2000b; Langreth. 2000; Spencer. 2003). 

• Prepare for stress before itirappeus. A final strategy for coping wi th stress is proactive 
capiu8, anticipat ing and preparing for stress before it is encountered. For example, if 
you're expecting to go through a one-week period in which you must take a num­
ber of major tests. you can try to arrange your schedule so you have more time 
to study. Through proactive coping, people can ready themselves for upcoming 
stressful events and thereby reduce their consequences (Aspinwall & Taylor, 1997). 

R E CA PIE VA LUATE/R E T H INK 

RECAP EVALUATE 

How is health psychology a union between medicine and 
psychology? 

• The field of health psychology considers how psychol­
ogy can be applied to the prevention, diagnosis, and 
treatment of medical problems. (p. 418) 

What is stress, how does it affect us, and how can we best 
cope with it? 

• Stress is a response to threatening or challenging envi­
ronmental conditions. People encounter stressors-the 
circumstances that produce strcss-of both a positive 
and a negative nature. (p. 419) 

• The wayan environmental circumstance is interpreted 
affects whether it will be considered stressful. Still, 
there are general classes of events that provoke stress: 
cataclysmic events, personal stressors, and background 
stressors (daily hassles). (pp. 420-421) 

• Stress produces immediate physiological reactions. In the 
short term thO>e reactions may be adaptive, but in the long 
term they may have negative consequences, including the 
development of psychophYSiological disorders. (p.423) 

• The consequences of stress can be explained in part by 
Sclye's general adaptation syndrome (GAS), which sug­
gests that there are three stages in stress responses: alarm 
and mobilization, resistance, and exhaustion. (p. 423) 

• Coping with stress C,l n take a number of forms, includ­
ing the unconscious use of defense mechanisms and the 
use of emotion-focused or problem-focused coping strat­
egies. (p. 426) 

• Stress can be reduced by developing a sense of control 
over one's circumstances. In some cases. however, peo­
p le develop a state of learned helplessness. (p. 427) 

KEY TERMS 

heOl.lth psyehology p . 419 
psychoneuroimmunology 

IPNI) p. 419 
s tress p. 419 
cataclysmic events p. 420 

pcrsonal slrcssors p. 420 
posttraumatic stress disor­

der (PTSD) p. 420 
background s tressors 

(Udaily hassles") p. 421 

1. is defined as a response to challenging 
or threatening events. 

2. Match each portion of the GAS with its definition. 
1. Alarm and mobilization 
2. Exhaustion 
3. Resistance 
a. Ability to adapt to stress diminishes; symptoms appear. 
b. Activation of sympathetic nervous system. 
c. Various strategies are used to cope wi th a stressor. 

3. Stressors that affect a single person and produce an 
immediate major reaction are known as 
a. Personal stressors 
b. Psychic stressors 
c. Cataclysmic stressors 
d. Daily stressors 

4. People with the personality characteristic of 
_--: _____ seem to be better able to successfully 
combat stressors. 

RETHINK 

1. Why are cataclysmic stressors less stressful in the long 
run than are other types of stressors? Does the reason 
relate to the coping phenomenon known as social sup­
port? How? 

2. From the perspective of a social worker: How would you 
help people deal with ilnd avoid stress in their everyday 
li ves? HolV might you encourage people to create social 
support networks? 

Answers to Evaluate QUeStion5 

·SS</Ulp.lC'! ·t :C 'f; ::>-t :e-l: :q-J " :SSilJrS . t 

psyehophys ioloSicOl. I diso .... 
ders p. 423 

general adaptation syn­
drome (GAS) p. 423 

coping p. 426 

lcarncd helplcssncss p. 427 
hardiness p. 427 
social support p. 428 
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35. Psychological AspeclS 
01 Illness and Well-Being 

Once a week they meet 10 talk, to cry. sometimes to laugh together. "Is 

Ihe pain s lill worSt:' in the mornings?" MaTgaTeI asks Kale lcx1ay. 

A peti"', grnceful woman in h.",late forties, Ka'" shakes her head no. "II's get­

ling bad all ihe lime," she says in a voi(e TaW wilh worry and fatigue. A few 

weeks ago she learned thallhe cancer thai began in her breast had spread inlo 

her bones. Since then she's hardly slepl. She knows, as do the olher women in 
Ihe group, lhal hcr prognosis isn' l good. "$om('!imes I'm afr"id I'm not going 10 

do Ihal well oc>cau$C it all (arne On SO faSI," she tell s them. "II's like being in thc 

ocean and the waves are jusl coming too fasl, and you can'l get your brealh." 

They nod in lacil understanding, eight women silting in a loose circle of chairs 

here in a small , sparely furnished room al Sianford Uni\'ersily Medical Cenler. 
They know. All of them have been diagnosed with recurrent breils t cancer .. 

They gather here each Wednesday afternoon to lalk with each olher and 
10 listen. II's" ch"nce to discuss Iheir fc"rs and find some small (om-

fort, a lime to feellhey 're not alone. And in some way Iha l nO one has been 

able 10 explain, it may be keeping lhem alive Garet, 1992, p. 87). 

As recently as two decades ago, most psychologists and health care providers 
would have scoffed at the notion that a discussion group could improve a cancer 
pa tient's chances of survival. Today, however, such methods ha ve gained incre"s­
ing acceptance. 

Growing evidence suggests that psychological factors have a substantial impact 
both on major health problems that were once secn in purely physiological te rms 
and on our everyday sense of health, well-bein!;s and happiness. We' ll consider the 
psychological components of three major health problems-heart disease, cancer, and 
smoking-and then consider the nature of people's well-being and happiness. 

The A's, B's, and D's of Coronary 
Heart Disease 

Tim knew it wasn't going to be his day when he got sluck in traffic behind a slow-mov­

ing farm truck. How could the driver dawdle like that? Didn'l he have anything of any 

importance to do? Things didn't get any beller when TIm arrived on campus and discov­
ered Ihe libTary didn'l have the books he neooed. He could almost feel the lens ion rising. 

" I need lhal mat.",i"l to finish my paper," he thought 10 himself. He knew Ihal meant he 

wouldn't be able to get his paper done early, and that meant he wouldn't have Ihe lime he 
want.,d tu revi,.., Ihe paper. H., w an t<.-u it lu bt: a fin;\-d" s,; paf"'r. This lim., Tim want.,d 

10 get a bt:>t"'r g rade Ihan his roommate, Luis; although Luis didn't know it, Tim fdlthey 

were in direct competition and was always trying to better him, whether it was academi­

cally orjtiSt playing cards. "In fact," Tim mu~d to himself, "I fed like I'm in competition 

with everyone, no mailer what I'm doing." 

Key 
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Type A behavior patlem: A cluster 
{)f behaviors involving hostility, com­
petitiveness, time urgency, and feeling 
driven. 

Type B behavior pattern: A cluster of 
behaviors characterized by a patient, 
cooperative, noncompetitive, and non­
aggressive manner. 

www.mhhe.com/feldmaness7 

Psychlnteractive Online 

Type A and B Behavior 

Have you, like Tim, ever seethed impatiently at being caught behind a slow-mov­
ing vchide, felt anger and frustration at not finding material you needed at the library, 
or experienced a sense of competitiveness with your classmates? 

Many of us experience these sorts of feelings at one time or another, but for some 
people they represent a pervasive, characteristic set of personality traits known as 
the Type A beh,wior pattern. The Type A behavior pa tte rn is a cluster of behaviors 
involving hostility, competitiveness, time urgency, and feeling driven. In contrast, the 
Type B behavior pattern is characterized by a patient, cooperative, noncompetitive, 
and nonaggressive manner. It' s important to keep in mind that Type A and Type B rep­
resent the ends of a continuum, and most people fall somewhere in between the two 
endpoints. Few people are purely a Type A ora Type B. (See Figure 1 and complete the 
Psy<:hlnteractive exercise to learn more about Type A and B tendencies.) 

Type A's lead fast-paced, driven lives. They put in longer hours at work 
than do Type B's and are impatient with other people's performance, which they 
typicall y perceiv" as 100 s low. They also engage in "multitasking," doing several 
act ivities Simultaneous ly, such as running on a treadmill, watching television, and 
reading a magazine. 

The importance of the Type A behavior pattern lies in its links to <:oronary heart 
disease. Men who display the Type A pattern develop coronary heart d isease hvice 
as often and suffer significantly more fatal heart attacks than do those classified as 
having the Type B pattern. Moreover, the Type A pattern predicts who is going to 
develop heart disease at least as weU as-and ind"pendently of- any other single fac-

r-J---_t--.,......,.....f.oJ f' f' f' f' f' f' f' 
Type Yourself 

To get an idea of ..mether you have the characteristics of a Type A or Type B personalrty, 
answer the following questions 

I, \Nhen you listen to son-eone talking and this person takes too long to come to the point 
how often do )'QU feel Ike hurrying the person along? 

;

=====Frequently Occasionally 
N~c 

2 Do)'Qu ever set dead lines of quotas for yourself at ""Ork or at home? 

=======NO 
Yes, but only occasionally 
Yes, once a week or more 

3. Would people you know well agree that you tend to get irritated easily? 

~~~~~Definrtely yes Probably yes 
Probably no 
Definitely no 

4. Would people who know )'Qu well agree that )'Qu tend to do most things in a hurry' 

~~~N"""'" Probably yes 
Probably no 
Definrtely no 

xonng: The more f~l.IeI"It/y your anS'Wer'S reflect affirmative responses the rnonl T)'?e A characteristics 

"'" "'d 

FIGURE I No one is totally a Type A or Type B personality: rather. everyone is a combination o f 

the tlNO types. Take this quick test to determine which type is strongest in you. (Soun:e: Adapted from 

jenkms< Zyzan~, & Roserman. 1978.) 



feldman: b •• mials of XI. Hea lth Psvcho logv: 
Understanding Psvcholagv. Slress. Cap in, . and 
Seventh Ed~ion Well_Being 

3'5. PsVchologica l Aspects 
01 Illness and Well - Being 

~ The McGraw-Hil i 
Companies. 2008 

Module ]5 Psychological Aspects of IIlnes. and Well-Being 4]] 

tor. including age, blood pressure, smoking habits, and cholesterol levels in the body 
(Rosenman et aI., 1976, 1994; Wielgosz & Nolan, 2000). 

However, it turns out that not every component of the Type A behavior pattern is 
bad. The key component linking the Type A behllVior pattern and heart disease is hos­
tility. Although competition, time urgency, and feeling dr iven may produce stress and 
potentially other health and emotional problems, they aren't linked to coronary heart 
disease in the way that hostility is. In short, hostility seems to be the lethal component 
of the Type A behavior pattern (Mittleman et aI., 1995; McCabe et aI., 2000; Williams 
et ai., 2000a; Boyle et ai., 2(05). 

Why is hostility so toxic? The most convincing theory is that hostility produces 
excessive phYSiological arousal in stressful situations. That arousal, in tum, results 
in increased production of the hormones epinephrine and norepinephrine, as well as 
increases in heart rate and blood pressure. Such an exaggerated physiological response 
ultimately produces an increased incidence of coronary heart d isease (Black & Sarbutt, 
2002; Kahn, 2004; Eaker et aI., 2004; Demaree & Everhart, 2004). 

It's important to keep in mind that not everyone who d isplays Type A behaviors 
is destined to have coronary heart disease. For one thing, a fi rm association between 
Type A behaviors and coronary heart disease has not been established for women; 
most findings pertain to males, not to females. In addit ion, other types of negative 
emotions, besides the hostility found in Type A behavior, appear to be related to heart 
attacks. For example, psychologist Johan Denollet has found evidence that what he 
calls Type D- for "distressed"- behavior is linked to coronary heart disease. In his 
view, insecurity, anxiety, and the negative outlook displayed by Type D's puts them 
at risk fo r rl'pealr"d hl'art attacks (Denolll't & Brutsaert, 1998; Denollet, 2005; Schiffl'r 
et aI., 2(05). 

Furthermore, the evidence relating Type A behavior (and other personality 
types) to coronary heart disease is correlational. Consequently, we cannot say for sure 
whether Type A behavior causes heart disease or whether, instead, some other factor 
causes both heart disease and Type A behavior. In fac t, rather than focusing on Type A 
behavior as the cause of heart disease, it may make more sense to ask whether Type B 
behavior prevents heart disease (Orth-Gomer, Chesney, & Wenger, 1996; Snieder e t aI., 
2002; Trigo, Silva, & Rocha, 2(05). 

Psychological Aspects of Cancer 
Hardly any disease is feared more than cancer. Most people think of cancer in terms of 
lingering pain, and being diagnosed with the disease is typically viewed as receiving 
a death sentence. 

Although a diagnOSiS of cancer is not as grim as Olle might at first suspect-sev­
cral kinds of cancer have a high cure rate if detected early cnough-cancer remains the 
second leading cause of death after coronary heart disc;}sc. The precise trigger for thC' 
disease is not well understood, but the process by which cancer spreads is s traightfor­
ward. Certain cells in the body become altered and multiply rapidly and in an uncon­
trolled fashion. As those cells grow, they form tumors, which, if left unchecked, suck 
nutrients from healthy cells and body tissue, ultimately destroying the body's ability 
to functio n properly. 

Although the processeS involved in the spread of cancer are baSically physiologi­
cal, accumulating evidence suggests that the emotional responses of cancer patients 
to their disease may have a critical effect on its course. For example, one experiment 
found that people who adopt a fighting spirit are more likely to recover than are those 
who pessimistically suffer and resign themselves to death (Petlingale et aI., 1985). The 
study analyzed the survival rates of women who had undergone the removal of a 
breast because of cancer. 
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FIGURE 2 The re~tionship between 

women's psychologK.a1 response to breast 

cancer three months after surgery and 

their survival ten years after the operation 

(Pettrngale et al .. 1985). What impli cations 

do these findings M.te for the treatment of 
people with cancer? 

~ 

According to this study. having 3 fighting spirit 
helped Increase the survival rate of women who 
have been treated fOf' breast cancer. 
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acceptance Hopelessness Fighting spirit Denial 

Women's psychological reactions three months after the operation 

The results suggested that the survival rates were related to the psychological 
response of the women three months after surgery (see Figure 2). Women who stoi­
cally accepted their fate, trying not to complain, and those who felt the situation was 
hopeless and that nothing could be done showed the lowest survival rates; most of 
those women were dead after ten years. In comparison, the survival rates of women 
who showed a fighting spirit (predicting that they would overcome the disease and 
planning to take steps to prevent its recurrence) and the survival rates of women who 
(erroneously) denied that they had ever had cancer (saying that the breast removal 
was merely a preventive step) were Significantly higher. In sum, according to this 
study, cancer paticnts with a positive attitude were more likely to survive than were 
those with a more negative one. 

On the other hand, other research contradicts the notion that the course of cancer 
is affected by patients' attitudes and emotions. For example, some findings show that 
although a "fighting spirit" leads to better coping, the long-term survival rate is no 
better than it is for patients with a less positive attitude (Watson et a l., 1999). 

Despite the conflicting evidence, health psychologists believe that patients' 
emotions may at least partially determine the course of their disease. 
Specifically, psychologists specializing in psychoneuroimmunology (PNI) 
have found that a person's emotional state affects the immune system in the 
$arne way that stress affects it. For instant(', in one brain imaging study, people 
who showed the greatest right prefrontal activation during a task involving 
negative emotions showed a weaker immune system response to a flu shot six 
months later (Rosenkranz et aI., 2003; see Figure 3). 

FIGURE 3 Higher activation of the right prefrontal 

In the case of cancer, it is possible that positive emotional responses may 
help generate specialized "killer" cells that help control the size and spread 
of cancerous tumors. Conversely, negative emotions may suppress the abil­
ity of those celis to fight tumors (Andersen, Kiecolt-Glaser, & Glaser, 1994; 
Seligman, 1995; Schedlowski & Tewes, 1999). 

lobes of the brain in response to negatr.....e emotions 

(red area) Wi\5. associated with weaker immune sys­

tem response. (Sourt:e: Ro.enkr""" et at, 2003. F~ 2.) 

Other research suggests that "joy"- referring to mental resilience and 
vigor- is related to the likelihood of survival of patients with recurrent breast 
cancer. Similarly, cancer patients who are characteristically optimistic report 
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less d istress throughout the course of their treatment (Levy et aI., 1988; Carver et aI., 
2000; Helgeson, Snyder, & Seltman, 2(04). 

Is a particular personality type linked to cancer? Some findings suggest that 
cancer patients are less emotionally reactive, suppress anger, and lack outlets for emo­
tional release. However, the data arc too tentative and inconsistent to suggest fi rm 
conclusions about a link between personality characteristics and cancer. Certainly no 
conclusive evidence suggests that people who develop cancer would not have done 
so if their personality had been of a different sort or if their attitudes had been more 
positive (Smith, 1988; Zevon & Com, 1990; Holland & Lewis, 2(01). 

What is increasingly clear, however, is that certain types of psychological therapy 
have the potential for extending the lives of cancer patients. For example, the results 
of one study showed that women with breast cancer who re(:eived psychological 
treabnent lived at least a year and a half longer, and experienced less anxiety and 
pain, than did women who did not participate in therapy. Research on patients with 
other health problems, such as heart disease, also has found that therapy can be ben­
eficial, both psychologically and medically (Spiegel, 1993, 1996b; Galavotti et aI., 1997; 
Frasure-Smith, Lesperance, & Talajic, 2000). 

Smoking 
Would you walk into a convenience store and buy an item with a label warning you 
that its use could kill you? Although most people would probably answer no, mil­
lions make such a purchase every day: a pack of cigarettes. Furthermore, they do this 
despite clear, well-publicized evidence that smoking is linked to cancer, heart attacks, 
strokes, bronchitis, emphysema, and a host of other serious illnesses. Smoking is the 
greatest preventable cause of death in the United States; one in five U.S. deaths is 
caused by smoking. Worldwide, 3 million people die prematurely each year from the 
effects of smoking (Mackay & Eriksen, 2002). 

WHY PEOPLE SMOKE 

Why do people smoke despite all the evidence showing that it is bad for their health? 
It is not that they arc somehow unaware of the link between smoking and disease; sur­
veys show that most smokers agree with the statement "Cigarette smoking frequen tly 
causes disease and death." And almost three-qu arters of the 48 million smokers in the 
United States say they would like to quit (COC, 1994; Wetter ct ai., 1998). 

Heredity seems to determine, in part, whether people will become smokers, 
how much they will smoke, and how easily they can quit. Genetics also influences 
how susceptible people are to the harmful effedS of smoking. For instance, there is 
an almost 50 percent higher rate of lung cancer in African American smokers than 
in white smokers. This difference may be due to genetically produced variations in 
the efficiency with which enzymes are able to reduce the effects of the cancer-causing 
chemicals in tobacco smoke (Heath & Madden, 1995; Pomerlau, 1995; Li et a I., 2(03). 

However, although genetics plays a role in smoking, most research suggests that 
environmental fac tors are the primary cause of the habit. Smoking at first may be seen 
as "cool" or sophisticated, as a rebellious act, or as facilitating calm performance in 
stressful si tua tions. In addi tion, smoking a cigarette is sometimes viewed as a "rite of 
passage" for adolescents, undertaken at the urging of friends and viewed as a sign 
of growing up. But this may be changing: Since 1997, the percentage of U.s. teenag­
ers who smoke has declined significantly (Koval et ai., 2000; Wagner & Atkins, 2000; 
Johnston, O'Malley, & Bachman, 2(03). 

Ultimately, smoking becomes a habi t. People begin to label themselves smokers, 
and smoking becomes part of their self-concept. Moreover, they become dependent 
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physiologically as a result of smoking, because nicotine, a primary ingredient 
of tobacco, is highly addictive. Ultimately, a complex relationship develops 
among smoking, nicotine levels, and a smoker's emotional sta te, in which a 
certain nicotine level becomes associated with a posi tive emotional state. As a 
result, people smoke in;,m effor t to regu late botll emotional states and nicotine 

levels in the blood (Leventhal & Cleary, 1980; Gilbert, 1995; Kassel, Stroud, & 
Paron is, 2003). 

QUITTING SMOKING 

Because smoking has both psychological ;]]\d biological components, few habits 
are as difficult to break. Long-term successful treahnent typically occurs in just 
15 percent of those who tty to stop smoking, and once smoking becomes a habit, 
it is as hard to stop as an addiction to cocaine or heroin. In fact, some of the bio­
chemical reactions to nicotine are similar to those to cocaine, amphetamines, and 
morphine. Many people try to quit and fail (Glassman & Koob, 19%; Piasecki et 
aI., 1997; Harris Poil, 2000; Vanasse, Niyonsenga, & Courteau, 20(4). 

~ smoking is prohibited in an increasi1g num­

ber of places. it remains a substantial social probiem. 

Among the most effective tools for ending the smoking habit are drugs that 
replace the nicotine found in cigarettes. Whether in the form of gum, patches, 
nasal sprays, or inhalers, these products provide a dose of nicotine that reduces 
dependence on cigarettes. Another approach is exemplified by the drug Zyban, 
which, rather than replacing nicotine, raises dopamine levels in the brain, thereby 
reducing the desire to smoke (Rock, 1999; Mitchell, 2000; Barringer & Weaver, 
2002; Oalsgaro et a\., 2004-). 

~ 
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FIGURE .. Although srnokilll <MTlOI"1!l teen­

agers is lower" than twenty )ears ago. a sig­
nikant ro..mber" Slil report smolQng reguIart)< 
VVhat factors might account for the conbruecl 

hrg-. use of tobacco by teenagers. despite the 

ino"ease in antisrnokilg advertJsi'lgl (So<.n:e: 

Morv!omg the Fun.re Su.c,: 2OOS.) 

Behavioral strategies, which view smoking as a learned habit and concentrate 
on changing the smoking responsc, can also be effective. Initial "cure" rates of 

60 percent have been reported, and one year after treatment more than half of those 
who quit have not resumed s moking. Counseling, either indiVidually o r in groups, 
also increases the rate of success in breaking the habit. The best treatment seems to 
be a combination of nicotine replacement and counseling. What doesn' t work? Going 
it alone: Only 5 percent of smokers who quit cold-tu rkey on their own are successful 
(Wetter et a\., 1998; Noble, 1999; Rock, 1999). 

In the long teon, the most effective means of reducing smoking may be ch.mges 
in societal norms and attitudes toward the habit. For inst.lnce, many cities and towns 
have made smoking in publiC places illegal, and legislation banning smoking in places 
such as coltege d1SSrOOmS and buildings-based on s tro ng popular sentiment- is 
being passed with increasing frequency (Gibson, 1997; Jacobson, Wasserman, & 
Anderson, 1997). 

The long-term effect of the barrage of information rega rding the negative con­
sequences of smoking on people's health has been substantial; overall , smoking has 
declined over the last two decades, particularly among males. Still, more than one­
fourth of students enrolled in high school are ac ti ve smokers by the time they gradu­
ate. Among these students, more than 10 percent become active smokers as early as 
the eighth g rade Oohnston, O'Malley, & Bachman, 2003; see Figure 4). 

Exploring DIVERSITY 
In Dresden, Ccnnany, three women in miniski rts offer passersby a 
pack of Lucky Strikes and a lcand that reads: "You just gol hold of 
a nice piccc of America." Says a local doctor, "Adolescents time and 
again re.::eive cigarettes at such promotions." 

Hucksters of Death: Promoti ng 
Smoking Throughout the World 

--
A Jeep decora ted with the Camel logo pulls up toa high school in 

Buenos Aires. A woman begins handing out free Cigarettes to 15- and l6-year .. olds during 
their lunch re.::ess. At a video ar.::ade in Taipei, free American cigarettes are strcwn atop 
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~ach gam~. At a disco fi1l~d with high school stud~n ts, frre packs ofS.,I~ms are on each 
tabl~ (Erenbarg~ r, 1993, p. SO). 

As the number of smokers has declined in the United Sta tes, cigarette manufac­
turers have turned to new markets in an effort to increase the number of people who 
smoke. In the process, they have ctnployed some dubious marketing techniques. 

For instance, the tobacco company RJ Reynolds developed a new cigarette brand 
it named Uptown in the early 1990s. Because of the nature of the advertiSing that ini­
tia ted the distribution of the cigarette, it soon became apparent that the product was 
targeted at African Americans Ohally et aI., 1995; Ringold, 1996; Balbach, Gasior, & 
Barbeau, 2(03). Because of the questionable ethics of targeting a potentially life-threat­
ening product to a minority population, the product introduction caused considerable 
controversy. Ultimately, the secretary of the U.S. Department of Health and Human 
Services condemned the tactic, and the manufacturer stopped distributing the brand 
soon afterward. 

Because of legal constraints on smoking in the United States, manufacturers have 
turned their Sights to o ther parts of the world, where they see a fertile market of non­
smokers. Although they must often scll cigarettes more cheaply than they do in the 
United States, the number of potential smokers still makes it financially worthwhile 
for the tobacco companies. The United States is now the world's largest exporter of 
cigarettes, providing 20 percent of the world total (Bartecchi, MacKenzie, & Schrier, 
1995; Brown, 2001). 

Clearly, the push into worldwide markets has been successful. In some Latin 
American cities, as many as 50 percent of teenagers smoke. Child ren as young as 
age 7 smoke in Hong Kong, and 30 percent of children smoked their firs t whole 
cigarette before the age of 10 in India, Ghana, Jamaica, and Poland. The World Health 
Organization predicts that smoking will prematurely kill some 200 million of the 
world's children, and that ultimately 10 percent of the world's population will die 
as a result of smoking. Of everyone alive today, 5(X) million wi ll eventually die from 
tobacco usc. Clearly, smoking remains one of the world 's greatest health problems 
(Mackay & Eriksen, 2002). 

In some countries. childf"en as yoong as 6 

smoke I1?gu lar~. 
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RE CA PIE VA LUATE/R E T H INK 

RECAP 

How do psychological factors affect health-related problems 
such as coronary heart disease, cancer. and smoking? 

• Hostility, a key component of the Type A behavior pat­
tern, is linked to coronary heart d isease. The Type A 
behavior pattern is a duster of behaviors involving hos­
tility, competitiveness, time urgency, and feeling driven. 
(pp. 432-433) 

• Increasing evidence suggests that people's attitudes and 
emotional responses affect the course of cancer through 
links to the immune system. (pp. 433-435) 

• Smoking, the leading preventable cause of health prob­
lems. has proved to be difficult for many smokers to 
quit, even though most smokers are aware of the dan­
gerous consequences of the behavior. (pp. 435-436) 

EVALUATE 

1. Type behavior is characterized 
by cooperativeness and by being easy going; Type 
______ behavior is characterized by hostility 
and competitiveness. 

KEY TERMS 

Type A behavior pattern 
p.432 

Type B behavior pattern 
p.432 

2. The Type A behavior pattern is known to d irectly cause 
heart attacks. True or false? 

3. A cancer pa tient's attitude and emotions may affect that 
person's system, helping or hindering 
the patient's fight against the disease. 

4. Smoking is used to regulate both nicotine levels and 
emotional states in smokers. True or false? 

RETHINK 

1. Is there a danger of "blaming the vict im" when we 
argue that the course oI cancer can be improved if a per­
son with the disease holds positive atti tudes or beliefs, 
particularly when we consider people with cancer who 
are not recovering? Why? 

2. From the perspective of a Irmlt/lenre provider: What type of 
advice would you give to your patients about the con­
nections between personality and disease? For example, 
would you encourage Type A people to berome "'less 
Type An in order to decrease their risk of hcart disease? 

Answers to Eyaluate Questions 
-lNI 'f' 

~;)UnWW! 'E ~.(Ir;>.:).l!p I! asn~~ .(I!--'~ rou SoXlp rnq ;)S""'5!P l-I"-l'lAmu 
-1).100 JO ;xJU;)PPII! ~",,2!'1 c or P'»~I;).t 5! ~0!"~'1<>q v;xU;~ ~;)SI~J ·z ~V'S ' 1 
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Wh~n Stuart Grinspoon first noticed the small lump in his arm, h(' assumed it was 
just a bruiS!' from th(' touch foothall game he had played the previous w~k. But as 
he thought about it more, he considered more serious possibilities and dedded that 
he'd better set it checked out at the university health service. But the visit was less 
than satisfactory. A shy person, Stuart felt ~mbarrassed talking about his medical 
condition. Even worse, after answ('ring a string of questions, ru:, couldn't even under­
stand the physician's diagnOSiS and was too embarrassed to ask for clarification. 

Stuart Grinspoon's attitudes toward health care are shared by many of us. We 
approach physicians the same way we approach auto mechanics. When something 
goes wrong w ith the car, we want the mechanic to figure out the problem and then fix 
it. In the same way, when something isn't working right with our bodies, we want a 
diagnosis of the problem and then a (hopefully quick) repair. 

Yet such an appro.1ch ignores the fact that-unlike auto repair-good health car(! 
requires taking psychological factors into account. Health psychologists have sought 
to determine the factors involved in the promotion of good health and, more broadly, 
a sense of well-being and happiness. Let's take a doser look a t Iwo areas they have 
tackled: producing compliance with health-related advice and identifying the deter­
minants of well-being and happiness. 

Following Medical Advice 
We're not very good at taking medical advice. Consider these figures: 

• As many as 85 percent of patients do not fu lly comply with a physician's 
recommendations. 

• Between 14 and 21 percent of patients don't fil l their drug prescriptions. 
• Some 10 percent of adolescent pregnancies result from noncompliance wilh birth 

control medication. 
• Sixty percent of a ll p<1 tients cannot identify their own medicines. 
• From 30 percent to 50 percent of all patients ignore instructions or make errors 

in taking medication (Zuger, 1998; Christensen & Johnson, 2002; Health Pages, 
2003; Coltand et ai., 2Cl(4). 

Noncompliance wi th medical advice can take many forms. For example, patients 
may fail to show up for scheduled appointments, fIOt follow diets or not give up 
smoking, or discontinue medication during treatment. In some cases, they fail to take 
prescribed medicine at all. 

Patients also may practice creative IWIUldilerellce, in which they adjust a treatment 
prescribed by a phYSician, relying on thei r own medical judgment and experience. In 
many cases patients' lack of medical knowledge may be harmful (Weintraub, 1976; 
Taylor, 1995). 

Noncompliance is sometimes a result of psychological reactance. Reactance is a 
negative emotional and cognitive reaction that results from the restriction of one's free­
dom. People who experience reactance feel hostility and anger. Because of such emo-
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Key c,o"eepts 
How do interac-
t ions with pR),i,oan<:-.ffect 
our health and compliance 
with medical treatment? 

What leads to a sense 
of well-being? 

Reactance: A negative emotional and 
cognitive reaction that results from 
the restriction of on<" s freedom and 
that can be associated with medical 
regimens. 
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Psychlnteractive Online 

Compliance with Medical Advice 

tions, they may seek to restore their sense of freedom, but in a self-destructive manner 
by refusing to accept medical advice and perhaps acting in a way that worsens their 
medical condition. For instance, a man who is placed on a strict diet may experience 
reactance and tend to eat even more than he did before his diet was restricted (Fogarty 
& Young, 2CXXl; Dillard & Shen, 2(04). To get a better understanding of the reasons 
behind compliance with medical advice, complete the Psychlntemctive exercise. 

FAILURE TO COMMUNICATE 

I was lying on a gurney, trying to prepare myself for a six-hour breasH\~onstruction 
surgery. A few months earlier, I'd had a mastectomy fo r breast cancer. Because I'm small­
boned, my doctor told me I n~ed to have a muscle sliced from my back and mon."" to 
mychesllo create a proper founda tion for an implant. I knew the operation would stow 
me down-bad news for someone who swims, runs, and chases Ihree young kids. Bul as 
the surgeon diagramed incision poinls on my chest with a felt-lip pen, my husband asked 
a question: "[5 it really necessary 10 transfer this back muscle?" (Halpert, 2003, p. 63). 

The surgeon's answer shocked the patient: No, it wasn't necessary. And if s he 
didn't have the procedu re, her recovery time would be cut in half. The surgeon had 
s imply assumed, without asking the patient, that she would prefer the more com­
plicated procedure, because cosmetically it would be preferable. But after a hurried 
consulta tion with her husband, the patient opted for the less invasive procedure. 

Lack of communication between medical care providers and patients can be a 
major obstacle to gr>r>d medical care. Such communication failures OCcur fOr several 
reasons. One is tha t physicians make assumptions about what patients prefer, or they 
push a particu lar trea tment that they prefer without cons ulting patients. Furthermore, 
the relatively high prest ige of phys icians may intimidate patients. Patients may also 
be reluctant to volunteer information that might cast them in a bad light, and physi­
cians may have difficu lties encouraging their patients to provide information. In many 
cases, physicians dominate an interview with questions of a tc<:hnical nature, whereas 
patients attempt to communicate a personal sense of their illness and the impact it is 
having on their lives, as illustrated in Figure 1 (Graugaard, Eide, & Finset, 2003; Ihler, 
2003; Schillinger et ai. , 2(04). 

Furthermore, the view held by many patients that physicians are "all-knowing" 
can result in serious communication problems. Many patien ts do not understand their 

treatments ye t fail to ask their phYSicians for d earer explana­
tions of a prescribed course of action. About half of all patients 
are unable to report accurately how long they are to continue 
taking a medication prescribed for them, and about a quar­
ter do not even know the purpose of the drug. [n fact, some 
patients are not even sure, as they are about to be rolled into the 
operating room, why they are having surgery (Svarstad, 1976; 
Atkinson, 1997; Halpert, 2003)! 

Sometimes patient-physician communication difficulties 
occur bcc.lllSe the material that must be communicated is too tech­
nical for patients, who may lack fundamental knowledge about 
the body and basic medical practices. In response to this prob­
lem, some health care providers routinely use baby talk (calling 
patients "honey" or telling them to go "night-night") and assume 
that patients are unable to understand even simple information 
(Whitboume & Wills, 1993; DiMatteo, 1997; Basset et ai., 199$). 

The amount of physician-patient communication also is 
related to the sex of a physician. OveraU, fema le primary care 
physicians provide more patient-centered communications 
than do male primary care physicians (Roter, Hall, & Aoki, 
2002; Kiss, 2(04). 
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A Patient Talks to Her Physician 
The foHowing excerpt from a case study used at the Harvard Medical School is an e xample of 

poor interviewing technique on the part of the physician. 

Patient I can hardly drink water. 

Doctor: Um hum. 

Patient Remember when tt started? ... It was pains in my head. It must have been then. 

Doctor: Um hum. 

Patient I don 't know what <t is. The doctor looked at it ... said something about glands. 

Doctor: Ok. Um hum. aside from thi s, how have yo u been fee~ng? 

Patient Terrible. 

Doctor: Yeah. 

Patient Tired . . there's pains . I don 't know what tt is. 

Doctor: O k. . Fever o r ch ills? 

Patient No . 

Doctor: O k.. Have you been sick to you r stomach or anythrng? 

Patient: (Sniffles. crying) I don 't know v-ofiat's going o n. I get up in the moming ti red. The only 

t ime I feel good. .. maybe like around suppertime. and everything (crying) and 

st il l the same th ing. 

Doctor: Um hum. You're getting the nausea before you eat or after? (Goleman, 1988, p. B16) 

Although the freque nt "um hums" suggest that the physidan is listening to the patient. in fact 

he does not encourage the patient to disclose more pertinent detaifs, Even more, late in the 

interview, the physician ignores the patient's emotional distress and coldly continues through 

the list of questions. 

Cultural values a nd expectations also contribute to communication barriers 
between patients and their physicians . Providing medical advice to a pa tient whose 
native language is not Eng lish may be problematic. Furthermo re, medical practices 
differ between cu ltures, and medical practitioners need to be familiar with a patient's 
culture in order to produce compliance with med ical recommenda tions (Dressler & 
Oths, 1997; Wha ley, 2000; Ho et a I., 2004). 

What can patients do to improve communication wi th health care providers? Here 
are some tips pro vided by phYSician Holly Atkinson (Atkinson, 2(03): 

• Make a list of hea lth-related concerns before you vis it a heal th ca re provider. 
• Before a visit, write down the names and dosages of every drug you are cu r­

rently taking . 
• Determine if your provider will communicate with you via e-ma il and the cor­

rect e-mail address. 
• If you find yo urself intimida ted, ta ke along a n advocate-a friend or rela tive­

who can help you communicate more effectively. 
• Ta ke notes during the visit. 

INCREASING COMPLIANCE WITH ADVICE 

Although compliance with medical advice does not guarantee tha t a patient's medi­
ca l problems will go away, it does o ptimize the possibility that the patient's condition 
will improve. What, then , can health care providers do to p roduce g reater compliance 
on the part o f their patien ts? One strategy is to provide clear instructions to patients 
rega rding drug reg imens . Maintaining good, warm relat ions between phySicians and 
pa tients also leads to increased compliance (Cramer, 1995; Cheney, 1996). 

In addition, honesty helps. Patients generally prefer to be well informed---even if 
the news is bad- and their degree of satisfaction with their med ical care is linked to 
how well and how accura tely phySicia ns are able to convey the nature of their medical 
problems a nd treatments (Ha ll, Roter, & Katz, 1988; Ha ley, Clair, & Saulsberry, 1992). 

FtGURE I Effectrve communication 

between patient and physician is important. 

but often proves frustrating for both. 
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Positively framed messages suggest that a 

change rn behavior will lead to a health­
related gain. 

Subjective well-being: People's own 

evaluation of their lives in terms of 
hoth their thoughts and their emo­
tions. 

The way in which a message is framed also can result in more positive responses 
to health-rela ted information. Positively framed messages suggest thilt a change in 
behaviOr will lead to a gain, emphasizing the benefits of carrying out a health-related 
behavior. For instance, suggesting that skin cancer is curable if it is detected early, and 
that you can reduce your chances of getting the disease by using a sunscreen, places 
information in a positive frame. In contrast, negatively framed messages highlight what 
you can lose by not performing a behavior. For instance, one might say tha t if you 
don't use sunscreen, you're more likely to get skin cancer, which can kill you if it's not 
detected early-an example of a negative fraffie. 

What type of message is more effective? According to psychologists Alex 
Rothman and Peter Salovey, it depends on the type of health behavior one is trying 
to bring about. Negatively framed messages are best fo r moti vating preventive behav­
ior. However, positively framed messages are most effective in producing behavior 
tha t will lead to the detection of a disease (Rothman & Salovey, 1997; Apanovitch, 
McCarthy, & Salovey, 2003; McCa ul, Johnson, & Rothman, 2003; Lee & Aaker, 2(04). 

Well-Beio~and Happioes.s ____ _ 
What makes for a good life? 

It's a question that philosophers and thoologians have pondered for centuries, 
and now health psychologists are turning their spotlight on the question. They are 
doing that by investigating subjective well-bein g, people's evaluations of their lives 
in terms of both their thoughts and their emotions. Considered another way, subjec­
tive well-being is the measure of how happy people are (Oishi & Diener, 2001; Diener, 
Lucas, & Oishi, 2002; Keyes & Shapiro, 2(04). 

WHAT ARE THE CHARACTERISTICS OF HAPPY PEOPLE! 

Research on the subject of well-being shows that happy people share several charac­
teristics (Myers & Diener, 1996; Myers, 2000; Diener & Seligman, 2002): 

HuT'T'Y T't.'Oflle have high self-esteem. Particularly in Western cultures, which empha­
size the importance of individuality, people who are happy li ke themselves. 
They see themselves as more intelligent and better able to get along with others 
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than is the average person. In fact, they often hold positive illusions or moderiltely 
inflated views of themselves as good, competent, and desirable (fay lor et al., 
2000; Boyd-Wilson, McClure, & Walkey, 2(04). 
Happy people /ra ve a firm S('II$e of cmr/ml. They feel more in control of events in 
thei r lives, unlike those who feci they are the pawns of others and who experi­
ence learned helplessness. 
Happy individuals are optimistic. Their optimism permits them to persevere at 
tasks and ul timately to achieve more. In addition, their health is better (Pe terson, 
2CXX». 
HallPY 1/COllIe like to be armmd other 1/COllIe. They tend to be extroverted and have a 
supportive network of close relationships. 

Perhaps most important, most people are at least moderately happy most of the 
time. In both national and international surveys, people living in a wide variety of 
circumstances report being happy, Furthermore, life-al tering events that one might 
expect would produce long-term spikes in happiness, such as winning the lottery, 
probably won't make you much happier than you already are, as we d iscuss next. 

DOES MONEY BUY HAPPINESS! 

If you won the lottery, would you be happier? 
Probably not. At least that's the implication of health psychologists' research on 

subjective well-being. That research shows that although winning the lottery brings an 
initial surge in happiness, a year la ter winners' level of happiness seems to return to 
what it was before. The converse phenomenon occurs for people who have had seri­
ous injuries in accidents: Despite an initial decline in happiness, in most cases victims 
return to their prior levels of happiness after the passage of time (Srivastava, Locke, & 
Bartol. 2001; Diener & Biswas-Diener, 2002; Nissle & Bschor, 2002). 

Why is the level of subjective well-being so stable? One explanation is that people 
have a general sel point for happiness, a marker that establishes the tone for one's life. 
Although particular events may temporarily elevate or depress one's mood (a surprise 
promotion or a job loss, for exampLe), uLtimately peopLe retum to thei r genemllevel 
of happiness. 

Although it is not certain how people's happiness set points are initially estab­
lished, some evidence suggests that the set point is determined at least in part by 
genetic factors. Specifically, identicaL twins who grow up in widely different circum­
stances tum out to have very similar levels of happiness (Lykken & Tellegen, 1996; 
Kahneman, Diener, & Schwarz, 1998). 

Most people's well-being set point is reLatively high. For example, some 30 per­
cent of people in the United States rate themselves as "very happy," and only one in 
ten rates himself or herself as "not too happy." Most people declare themselves to be 
"pretty happy." Such feelings are graphically confirmed by people who are asked to 
place themselves on the measure of happiness illustrated in Figure 2. The scale dearly 
illustrates that most people view their lives quite positively. 

Facu Sule: "Which face comes dosest to expressing how you feel about your life as a whole!"' 

ggQQQQG 
,,% '" 27% 

FIGURE 2 Most people in the United States rate themselves as happy, while onty a small minor­

ity indicate they are "not too happy:' (Source: Myers. 200J. p. 57. drilWl"l from 5odoI!ndicar.ors ofWeI/·Beng: 

Americcrls ' f>ertepoons ofU(e Quality CW. 207 and 3(6), by F. M. Andrews and S. B. Withey, 1976. New York. 

Plenum. Copynght 1976 by Plenum.) 
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Similar results are found when people are asked to compare themselves with 
others. For example, when asked, "Who of the following people do you think is the 
happiest?" survey respondents answered "Oprah Winfrey" (23 percent), "Bill Gates" 
(7 percent), "the Pope" (12 percent), "Chelsea Clinton" (3 percent), and "yourself" (49 
percent), with 6 percent saying they didn't know (Black & McCafferty, 1998). 

Few differences exist between members of different demographic groups. Men 
and women report being equally happy, and African Americans are only slightly less 
likely than European Americans to rate themselves as "very happy." Furthermore, 
happiness is hardly unique to U.s. culture. Even countries that are far from economi­
cally prosperous have, on the whole, happy residents (Myers & Diener, 1996; Diener 
& Clifton, 2002; Suh, 2002; Suhail & Chaudhry, 20(4). 

The bottom line: Money does 110/ seem to buy happiness. Despite the ups and 
downs of life, most people tend to be reasonably happy, and they adapt to the trials 
and tribulations-and joys and delights-of life by returning to a steady-sta te level of 
happiness. That habitual level of happiness can have profound- perhaps life-prolong­
ing- implications (Diener & Seligman, 2(04). 

R E CA PlEVA LUATE/R E T H INK 

RECAP 

How do our interactions with physicians affect our health and 
compliance with medical treatment? 

• Although patients would often like physicians to base a 
diagnosis only on a physical examination, communicat­
ing one's problem to the physician is equally important. 
(pp. 439-440) 

• Patients may find it difficult to communicate openly 
with their physicians because of the high social prestige 
of physicians and the technical nature of medical infor­
mation. (p. 440) 

What leads to a sense of well-being? 

• Subjective well-being, the measure of how happy people 
are, is highest in people with high self-esteem, a sense 
of control, optimism, and a supportive network of close 
relationships. (pp. 442-443) 

EVALUATE 

1, Health psychologists are most likely to focus on which 
of the following problems with health care? 
a. Incompetent health care providers 
b. Rising health ca re costs 
c. Ineffedive communication between physician and 

patient 
d. Scarcity of medical research funding 

KEY TERMS 

reactance p. 439 subjective well-being p. 442 

2. If you want people to floss more to prevent gum dis­
ease, the best approach is to 
u. Use a negatively framed message 
b. Use a positively framed message 
c. Have a dentist deliver an encouraging message on 

the pleasures of fl ossing 
d. Provide people with free dental floss 

3. Winning the lottery is likely to 
u. Produce an immediate and long-term increase in the 

level of well-being 
b. Produce an immediate, but not lingering. increase in 

the level of well-being 
c. Produce a decline in well-being over the long run 
d. Lead to an increase in greed over the long run 

RETHINK 

1. Do you think stress plays a role in making communica­
tion between physicians and patients difficult? Why? 

2. From the pt'r$per:tive of a hea/tlr care provider: How would 
you try to better communicate with your patients? 
How might your techniques vary depending upon the 
patient's background, gender, age, and culture? 

3. If money doesn't buy happiness, wh.1t can you do to make 
yourself happier? As you answer, consider the research 
findings on stress and coping, as well as on emotions. 

Anowe rs to Evaluate Questions 
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I. Find three or more Web sites that deal with stress reduction, Gather at least five tech· 
niques for reducing stress and summarize them, Write a critique and evaluation of those 
techniques. using the information you learned about stress. Which ones seem to have a 
sound basis in psychological theory andJor research? 

2. Are you closer to a Type A personality or a Type Bl Find two Web sites offering tests that 
claim to provide the answer. Summarize the quality of the tests from a scientific point of 
view and compare the results you received from each one, 

l . After completing the Psychlnteractive exercise on stress, investigate reports on the Web 
of posttraumatic stress disorder in soldiers returning from the war in Iraq. Surrmarize 
your findings, 

Epilogue In this chapter. we have explored the intersection of psychol­
ogy and biology, We saw how the emotional and psychologi­
cal experience of stress can lead to physical symptoms of ill-
ness. how personality factors may be related to major health 

problems. and how psychological factors can interfere with effective communication between 
physician and patient We also looked at the other side of the coin, noting that some relatively 
simple strategies can help us control stress, affect illness, and improve our interactions with phy. 

sicians. 
Tum back to the prologue of this set of modules, about Louisa Denby and her hectic sched· 

ule and use your understanding of health psychology and stress to consider these questions. 

I. Based on the description of Denby's day. which stressors are personal and which are 
background stressors? Vv'hat might happen to "elevate" the stress level of a bad:ground 
stressor to a more serious level? 

2, Are there likely to be any uplifts in her day? 
l, How does the general adaptation syndrome (GAS) apply to Denby's situation? How might 

events in her life move her along the three stages of the model? 
4. What steps would you advise Denby to take to keep her level of stress under control? 

How might others in her life be involved in such an effort? 

It) The McGraw-Hili 
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Key Concepts for Chapter I 2 

How can we distinguish normal from abnormal behavior? 

• What are the major perspectives on psychological 

disorders used by mental health professionals? • What 

classification system is used to categorize disorders? 

• 

What are the major psychological disorders? 

prevalent are psychological disorders? 

indicators signal a need for the help 

health practitioner? 
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Companies.2OOIl 

Making the Distinction 
Defining Abnormality 

Perspectives on Abnormality: From 
Superstition to Science 

Applying Psychology In the lIst Century: 
Terrorist Suicide Bombers: Normal or 
Abnormal? 

Oassifting Abnormal Behavior: The 
ABCs ofDSM 

MODULE ]8 

The Major Psychological 
Disorders 
Anxiety Disorders 

Somatoform Disorders 

Dissociative Disorders 

Mood Disorders 

Schizophrenia 

Personality Dtsorders 

Childhood Disorders 

Other Disorders 

MODULE ]9 

Psycho logical Disorders in 
Perspective 
The Social and Cu~ural Context of 
Psychological Disorders 

Exploring Diversity: DSM and Cu,,"ure­
and the Culture of DSM 

Becoming an Informed Consumer of 
Psychology: Deciding lNhen You Need 
Help 
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Prologu e Chamique Holdsclaw: In the Grip of Darkness 

Nothing appeared to be outwardt,- wrong 
with Chamique Holdsclaw. But it was the 

middle of July, and the blackness seemed 

to eclipse her. Over the course of the 
season with the WNBA's Washington 

Mystics. Holdsdaw had become increas­

ingly withdrawn, alienated from team­

mates and family and even her oldest 
confidants. 'What's wrong with )'Ju?'" every-

...... t' , 

one asked. She was unable and unwilling to explain. "1 was there 

but not there. 

She slept a lot '"I was just doing my own thing. just Iiv;ng without 

all of the expectations.'" she said. She never turned on sports on the 

lV. She didn't watch when her team played. even though they went 
on a remarkable n.m to make the playoffs. She sat on the couch in 

her apartment just a block from the arena where they were com­
peting. the MCI Center. "Everything was negative:' she said. ·"Dark.'" 

Uenkins, 2004. p. A I). 

'.-, :: 
"r"'~ Looking Ahead 

The source of Chamique Holdscla .... /s journey into darkness was 

major depression. a psychological disorder that that afflicts as much 

as 10 percent of the U.S. population each yea~ tt took her from 
being named "Rookie of the Year" in the WNBA to being unable to 

face playing a basketball game. 

But Holdsclaw is one of the lucky ones. After treatment for the 

disorder. she made a fresh start and today is one of the best players 
in the WNBA. 

Holdsclaw's case raises several questions. VVhat caused her 

disorder? Were genetic factors involved. or were stressors in her 
life primarily responsible) Were there signs that others should 

have not iced earlier? Could her depression have been prevented? 

448 

VVhat were the specific sympt oms of her psychological disorder? 

And. more generally. how do we distinguish normal from abnor­
mal behavior. and how can Holds<:law's behavior be categorized 

and class ified in such a way as to pinpoint the specific nature of 

her problem? 
We address some of the issues raised by Chamique Holdsdaw's 

case in this and the following set of modules. We begin by discussing 
the difference between normal and abnormal behavior. which can 

be surprisingly fuzzy We then dis<:uss the most significant categories 

of psychological disorders. Finalt,-. we consider ways of evaluating 
behavior--one's own and that of others-to determine whether 

seeking help from a mental hea~ professional is warranted. 
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Universally tlult person's ~cumcn is esl.;.:,mcd vcry little perccptive concern-
ing whatsoevcr maltcrs arc being hdd as most prQfitable by mortals with sapicnCt.' 
endowed to be studied who is ignorant of tlult which the most in doctrine erudite 
and certainly by reason of thai in them high mind's ornament deserving of \'en­
emtion e<.>nslantly maintain whcn by general consent Ihcy affirm thnt othcr circum­
stances being equal by no exterior splendour is the prosperity of a nation. 

It would be easy to conclude that these words are the musings of a madm.1n. To 
most people, the pass.1ge does not seem to make any sense at all. But literary scholars 
would d isagree. AChially, th is passage is from James Joyce's classic Ulysses, hailed as 
one of the major works of twentieth-century literature Ooyce, 1934, p. 377). 

As this example illustrates, casually examining a person's writing is insufficient 
to determine the degree 10 which that person is "normaL" But even when we consider 
more extens ive samples of a person's behavior, we find that there may be only a fine line 
between behavior that is considered normal and that which is considered abnormal. 

Defining Abnormalii}:'r-_____ _ 
Because of the difficulty in distinguishing normal from abnormal behavior, psychologists 
have struggled todevisea precise, scientific definition of "abnormal behavior." For instance, 
consider the following definitions, each of which has advantages and disadvantages: 

• Abnormality as dL'Viutiol1 from tire average. To employ this statistically based 
approoch, we simply observe what behaviors are rare or occur infrequently in a 
particular society or culture and label those deviations from the norm "abnormal." 

The difficulty with this definition is that some statistically rare behaviors 
clearly do not lend themselves to classification as abnormaL If most people pre­
fer to have com flakes for breakfast but you prefer raisin bran, this hardly makes 
your behavior abnormal. Similarly, such a concept of abnormality unreasonably 
labels a person who has an unusually high IQ as abnormal, simply because a 
high IQ is statistically rare. In short, a definition of abnormality that rests on 
deviation from the average is insufficient. 

• Abnormality as deviation from tire ideal. An alternative approach cons iders 
abnormality in relation 10 the standard toward which most people are striv­
ing- the ideal. This sort of definition considers behavior abnormal if it devi­
ates enough from some kind of ideal or cultural standard. However, society 
has few standards on which people universally agree. (For example, we would 
be hard-pressed to find agreement on whether the New Testament, the Koran, 
the Talmud, or the Book of Mormon provided the most reasonable standards.) 
Furthermo«!, standards that do arise tend 10 change over time and vary across 
cultures, the deviation-from -the-ideal appro.1ch is inadequate. 

• Abl10rmnlity liS II sm se of pcrsol1l1l discomfort. A more useful definition concentrates 
on the psychological consequences of the behavior for the individual. In this 
approach, behavior is considered abnormal if it produces a sense of personal dis­
tress, anxiety, or guilt in an individual---or if it is harmful to others in some way. 

() The McGraw-Hili 
Companies.2OOIl 

What are the major perspectives 
on psychological disorders used 
by mental health professionals? 

What classification system is 
used to categorize disorders? 

449 



o I hldman: Essenri als of )(11. Psychological 
Underslanding Psychology. Disorders 

31. Normal Versus 
AlInonnal: Mak ing rhe 
DistinctiDn 

CI The McGraw-Hili 
Companies. 2008 

SlIVenth EditiDn 

450 Chapter 12 Psychological Disorders 

Andrea Yates was sane when she drowned 

her frve children in a bathtub. according to 

the first jury that heard her case. At a later 
trial however. she was fO<.rld not gu;1ty by 

reason of ;nsanity. 

Abnonnal behavior: Behavior that 
causes people to experience distress 
and prevents them from functioning in 
their daily lives. 

Even a definition that relies on personal discomfort has drawbacks, though, 
because in some particularly severe forms of mental disturbance, people report 
feeling wonderful, even though their behavior seems bizarre to others. In such 
cases, a personal state of well-being exists, yet most people would consider the 
behavior abnormaL For example, most of us would think that a woman who 
says she is hearing uplifting messages from Martians would be considered to be 
displaying abnormal beha vior, even though she may say the messages make her 
feel happy. 

Abllormalityas tire illability to frmctioll effectiVf!ly. Most people are able to feed 
themselves, hold a job, get along with others, and in general live as productive 
members of socie ty. Yet there are those who are un.1ble to adjust to the demands 
of society or function effectively. 

According to this view of abnormality, people who are unable to function 
effectively and adapt to the demands of society are considered abnormal. For 
example, an unemployed, homeless woman living on the street may be considered 
unable to function effectively. Therefore, her behavior can be viewed as abnormal, 
even if she has chosen to live this way. Her inability to adapt to the requirements 
of society is what makes her "abnormal," according to this appro.1ch. 
Abl/ormalityas a legal COI/t ept. According to the first jury that heard her case, 
Andrea Yates was sane when she drowned her fiv e children in a bathtub. 

Although you might question this view, it reflects the way in which the law 
defines abnormal behavior. To the judicial sys tem, the distinction between nor­
mal and abnormal behavior rests on the definition of insanity, which is a lega], 
but not a psychological, term. The defini tion of insanity varies from one jurisdic­
tion to another. It also Changes over time: At a second trial, Andrea Yates was 
found not guil ty by reason of insanity. 

In some states, insanity simply means tha t defendants cannot understand 
the difference between right and wrong at the time they commit a criminal act. 
Other states consider whether defendants are substantially incapable of under­
standing the criminality of their behavior or unable to control themselves. And 
in some jurisdictions pleas of insanity are not allowed at all (Weiner & Wettstein, 
1993; Frost & Bonnie, 2001; Sokolove, 2003). 

Clearly, none of the previous definitions is broad enough to cover all instances 
of abnormal behavior. Consequently, the distinction between normal and abnormal 
behavior often remains ambiguous even to trained professionals. Furthermore, to a 
large extent, cultural expectations for "normal" behavior in a p<uticular society influ­
ence the understanding of "abnormal behavior" (Scheff, 1999; also see the Allillyil/g 
Psyc1lOlogy ill lire 21st Ctmtury box). 

Given the difficulties in precisely defining the construct, psychologists typically 
define abnormal behavior broadly, considering it to be behavior that causes people 
to experience distress and prevents them from functioning in their daily lives (Nolen­
Hoeksema, 2(06). Because of the imprecision of this definition, it's best to view abnor­
mal behavior and normal behavior as marking two ends of a continuum rather than 
as absolute states. Behavior should be evaluated in tenns of gradations, ranging from 
fully nonnal functioning to extremely abnormal behavior. Behavior typically fa lls 
somewhere between those extremes. 

Perspectives on Abnormality: 
Emm SIJperstition to Science 
Throughout much of human history, people linked abnormal behavior to superstition 
and witchcraft. Individuals who displayed abnormal beh.wior were accused of being 
possessed by the devil or some sort of demonic god. Authorities felt justified in "treating" 
abnormal behavior by attempting 10 drive oullhe source of the problem. This typically 
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APPLYING PSYCHOLOGY IN THE 21 ST CENTURY 

Terrorist Suicide Bombers: 
Normal or Abnormal? 

What kinds of people are willing to strap 
explosives to their bodies and blow them­
sclves-and as many others as possible-­
to smithereens? Sounds crazy. but is 
their behavior abnormal? 

Acooroing to most psychologists study­
ing the issue, the answers to these questions 
are dear: Suicide bombers are 1101 psycho­
logically disordered. Almost no real-life sui­
cide attackers are deranged. maniacal loners 
like the ones portrayed in movies and on 
television. Acrording to psychologist Ariel 
Merai, who has carefully profiled many 
Palestinian and Lcb.1ncsc suicide bombers, 
such attackers are usually males in their 
early I\venties who ((lme from a wide range 
of b.1ckgrouncis. Some bombers are wealthy 
whereas others are poor, and some are 
highly educated whereas others are unedu­
cated. Although suicide bombers are gener­
ally unmarried, they are otherwise similar 
to the average members of their societies 
(Merarl, 1985, 2005; Goode, 2001). 

Are suicide bomb~ psychologically disordered? Most n:osean:h suggests that they are not 

Far from being loners, most suicide 
bombers are sociable. They have close 
friends and family members, and people 
who know them often say they are extro­
verted. Moreover, their psychological func­
tioning seems generally normal: Before their 
attacks, they show no suicidal symptoms, 
and they do not express fcelingsof hopeless­
ness or of having nothing to lose. In short, 
psychological studies of suicide bombers 
provide little evidence that those individu­
als are suffering from any type of diagnos­
able psychological disorder (Atmn, 2003). 

operations only in terms of their methods. 
He suggests that because terrorists do not 
have access to enough weapons to attack 
their enemy conventionally, they usc a 
different stra tegy. Terrorist leaders target 
innocent civilians, hoping to cultivate fear 
and persuade governments to Change spe­
cific policies that the terrorists despise. 

However, although terrorist leaders 
orchestrate strategy, suicide bombers are 
not focused only on political objectives; 
they are also motivated by commitment to 
a particular group or cause. Suicide bomb­
ers often belong to political or religiOUS 
groups, and leaders of those groups work 
tirelessly to inspire potential bombers' loy­
alty to the group, to other group members, 
and to the leaders themselves. They feel 
that their goal is moral and just, and that 
the objective of attaining a just and fair 
s<xiety justifies any act. The terrorists, feel­
ing that they have no voice in the society 
in which they live, ((lme to believe that 

terrorism is a legitimate response and that 
the dominant members of society are evil 
(Atran, 2003; Mogn.1ddam, 2005). 

Ul timately, situational pressures, rather 
than personality factors, may drive sui­
cide bombers. Terrorists typically are part 
of a small, four- or five-person cell that 
becomes the focus of their lives. The group 
pressure generated by such cells may be 
enormously innuential-strong enough to 
le.ld to the ultimate act of self-5.1crifice for 
the good of the group (Pious & Zimbardo, 
2004; Zimbardo, 2004b). 

For those charged with stopping suicide 
bombers' attacks and other types of ter­
rorism, it becomes quite problematic that 
suicide attackers are dri\'en not by a psy­
chological disorder, but by a ((lmplex web 
of emotions, loyalties, and politiCS. Terrorist 
attacks motivated by mental illness probably 
would be a much simpler problem to solve 
than are terrorist att.1oo inflamed by emo­
tional, political, and religious group conflict. 

If they are not psyChologically disor­
dered, why do they volunteer for sui­
cide missions? In arguing against the idea 
that suicide bombers are ner::cssarily dys­
functional or pathological, psychologist 
Charles Ruby (2002) contends that terror­
ist acts differ from conventional military 

If it were your job to comb.11 suicide bombings, how would you do it? What kinds 
of psychological, political, or social interventions might help discourage potential 
suicide attackers from volunteering? 

involved whipping, immersion in hot water, starvation, or other forms of torture in which 
the (."U te was often worse than the affliction (Howells & Osborn, 1984; Berrios, 19%). 

Contemporary approaches take a more enlightened view. Today, six major per~ 

spcctives are used to unders tand psychological d isorders. These perspectives suggest 
not only different causes of abnonnal behavior but different tre'l tment approaches as 
weU. Furthermore, some perspectives are more applicable to particular d isorders than 
are others. Figu re 1 summarizes the perspecti ves and the way :in which they can be 
applied to the experience of Chamique Holdsclaw, described in the prologue, 
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Perspectives on Psychological Disorders 

Perspective 

Medical perspective 
De scription 

Possible Application of Perspective 
to Chamlque Holdsclaw's Case 

Assumes that physioiogicaJ causes are at the 

root of psychological doorders 
Examine HoIdsdaw for medica l problems, such as 

brain tumor. chemical imbalance in the brain. or 
drsease 

Psychoanalytic perspective Argues that psychological disOl"ders stem from 

childhood conAicts 

Seek out information about Holdsclaw's past. 
considering possible cIlildhood conAicts 

Concentrate on rewards and punishments for 

Holdsclaw's behavior. and Identify errv;ronmental 

rumuli that reinforce her behavior 

Behavioral perspeaive Assumes that abnormal beha"';ors are leamed 

-~= 
Cognitive perspective 

Humanistic perspective 

SoOoC!Jtural perspective 

Assumes that cognitions (people's thoughts and 

beliefs) are central to psychological disorders 

Emphasizes people's responsibility for their own 

behavior and the need to self-actualize 

Assumes that behavior Os shaped by family, 

society, and cult....-e 

Focus on Holdsdaw's, perceptions of herself and 

her enVIronment 

Consider Holdsciaw's beha"';or in terms of her 

choices and efforts to reach he!" potential 

Focus on how societal demands contributed to 

HoIdsl:law's disorder 

Med ical ~rspective: The perspective 
that suggests that when an individual 
displays symptoms of abnormal 
behavior, the root cause will be found 
in a physical examination of the indi­
vidual , which may reveal a hormonal 
imbalan(e, a chemkal defiden(y, or "­
brain injury. 

Psycho,m alytic perspective: The per­
spective that s uggests that abnormal 
behavior siems from (hildhood (on­
flkts over opposing wishes regarding 
sex and aggresSion. 

FIGURE I In considering the case of Olarruque Holdsclaw. discussed in the prologue. we can 

employ each of the d ifferent perspectives on abnormal behavior. Note, however. that because of the 

nature of her psychological disorder. some of the perspectives are more applicable than others. 

MEDICAL PERSPECTIVE 

When people display the symptoms of tuber<:ulosis, medical professionals can gener­
ally find tuber(ular bacteria in their body tissue. Similarly, the medical perspective 
suggests that when an indiv idual displays symptoms of abnormal behavior, Ihe fun­
damental cause will be found Ihrough it physical examination of the individual, whkh 
may reveal a hormonal imbalance, a chemical d eficiency, or a brain injury. Indeed, 
when we spea k of mental " illness," "symptoms" of abnormal behavior, and menial 
"hospitals:' we are using te rminology associated wilh the medical perspeclive. 

6ecause many abnormaJ behaviors have been linked 10 biological causes, Ihe 
medical perspective is a reasonable approach, yet serious (riticisms have been lev­
eled against il. For one thing. no biological cause has been identified for many forms 
of abnormal behavior. In addition, some cri tics have argued that the use of the term 
ill,l(?SS implies that people who display abnormal behavior have no responsibility for 
their actions (Szasz, 1982, 1994, 2004). 

Still, recen t advances in our unders tanding of Ihe biological bases of behavior 
underscore the importance of conSidering phYSiological factors in abnormal behavior. 
For instance, some of the more severe forms of psychologkal dis turbance, su(h as 
major depression and schizophrenia, are influenced by genetic factors and ma lfunc­
tions in neurotransmitter Signals (Pennington, 2002; Plo min & McGuffin, 2003). 

PSYCHOANALYTIC PERSPECTIVE 

Whereas the medical perspeclive suggests that biologkal (auses are at Ihe root of 
abnormal behavior, the psychoanaly tic perspective holds that abnormal behavior 
stems from childhood conflkts over opposing wishes regarding sex and aggression. 
According to Freud, children pass through a series of s tages in which sexual and 
aggressive impulses take diffe rent forms and produce conflicts that require resolution. 
If these childhood (onflkts are nol dealt wi th successfully, they remain unresolved in 
the unconscious and eventually bring about abnormal behavior during adulthood. 

To Wlcover the roots of people's disordered behavior, the psychoanalytic perspective 
scrutinizes their early life history. However, because there is no conclusive way to link pe0-

ple's (hi ldhood experiences with the abnormal behaviors they display as adults, we can 
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never be sure that the causes suggested by psychoanalytic theoty are accurate. Moreover. 
psychoanalytic theoty paints a picture of people as having relatively little control over 
their behavior, because much of it is guided by unconscious impulses. In the eyes of some 
critics, this suggests that people have little responsibility for their own behavior. 

On the other hand. the contributions of psychoanalytic theoty have been significant. 
More than any other approach to abnormal behavior, this perspective highlights the fact that 
people can have a rich, involved inner life and that prior experiences can have a profound 
effect on current psychological functioning (Horgan, 1996; Elliott, 2002; Bomstein, 2(03). 

BEHAVIORAL PERSPECTIVE 

Both the medical and psychoanalytic perspectives look at abnormal behaviors as 
symptoms of an underlying problem. In contrast, the behaviora l perspective views 
the behavior itself as the problem. Using the basic principles of learning. behavioral 
theorists see both normal and abnormal behaviors as responses to various stimuli, 
responses that have been learned through past experience and that are guided in the 
present by stimuli in the individual's environment. To explain why abnormal behav­
ior occurs, we must analyze how an individual has learned abnormal behavior and 
observe the circumstances in which it is displayed. 

The emphaSiS on observable behavior represents both the greatest strength and the 
greatest weakness of the behavioral approach to abnormal behavior. This perspective 
provides the most precise and objective approach for examining behavioral symptoms 
of particular disorders, such as attention-deficit hyperactivity disorder (ADHD). At 
the same time, though, critics cha rge that the perspective ignores the rich inner world 
of thoughts. attitudes, and emotions that may contribute to abnormal behavior. 

COGNITIVE PERSPECTIVE 

The medical. psychoanalytic. and behavioral perspectives view people's behavior as 
the result of factors largely beyond their control. To many critics of these views, how­
ever, people's thoughts cannot be ignored. 

In response to Such concerns, some psychologists employ a cognitive perspec­
tive. Rather than considering only external behavior, as in traditional behavioral 
approaches, the cognitive approach assumes that co811itiolls (people's thoughts and 
beliefs) are central to a person's abnormal behavior. A primaty goal of treatment using 
the cognitive perspective is to explicitly teach new, more adaptive ways of thinking. 

For instanre, suppose a student forms theerroncous belief that "doing well on this exam 
is crucial to my entire future" whenever he or she takes an exam. Through therapy, that per­
son might learn to hold the more realistic, and less anxiety-pnxlucing, thought, "my entire 
future is not dependent on this one exam." By changing cognitions in this way, psycholo­
gists working within a cognitive framC\vork help people free themselves from thoughts and 
beha\'iors that are potentially maladaptive (Frost & Steketee, 2002; Clark, 2(04). 

The cognitive perspective is not without critics. For example, it is possible that 
maladaptive cognitions are the symptoms or consequences of disorders, ra ther than 
their causc. Furthermore, there are circumstances in which negative beliefs may not 
be irrational a t all, but simply reflect the unpleasant environments in which people 
live-.. ... fter all, there are times when a single exam may be extremely important. Still, 
cognitive theorists would argue that one can find a more adaptive way of framing 
beliefs even in the most negative circumstances. 

HUMANISTIC PERSPECTIVE 

Psychologists who subscribe to the humanistic perspective emphasize the responsibil­
ity people have for their own behavior, even when their behavior is seen as abnormal. 
The humanistic perspectiv('-growing out of the work of Carl Rogers and Abraham 
Maslow-concentrates on what is uniquely human, viewing people as basic:. ... lly rational, 

Behavioral perspective: The perspec­
tive that looks at the behavior itself as 
the problem. 

Cognitive perspective: The per­
spective that suggests that people's 
thoughts and beliefs are a central com­
ponent of abnormal behavior. 

Humanistic perspective: The perspec­
tive that emphasizes the responSibility 
people have for their own behavior, 
even when such behavior is abnormal. 
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oriented toward a social world, and motivated to seek self­
actualization (Rogers, 1995). 

H umanistic approa(hes focus on the relationship of the 
individual to society, considering the ways in which people 
view themselves in relation to o thers and see their place in 
the world. The humanistic perspective views people as hav­
ing an awareness of life and of themselves that leads them 
to search for meaning and self-worth. Rather than assuming 
that individuals require a "cure," the humanistic perspective 
s uggests that they can, by and large, set thei r own limits of 
what is a«eptable behavior. As long as they are not hurting 
others and do not feel personal distress, people should be 
free to choose the behaviors in which they engage. 

Although the humanistic perspective has been criticized 
for its reliance on unscientific, unverifiable information and 
its vague, almost philosophical formulations, it offers a dis­
tinctive view of abnormal behavior. It stresses the unique 
aspects of being human and provides a number of important 
suggestions for helping those with psychological problems. 

"FirS! cff, you're 110t (). 11uf. l'ou 'rnl kgume.· SOCIOCULTURAL PERSPECTIVE 

Sociocultural persped ive: The per­
spedive that assumes that people's 
behavior-bolh normal and abnor­
mal- is shaped by the kind of family 
group, society, and culture in which 
they live. 

The socioc:ullural perspective assumes that people's behav­
ior- both normal and abnormal- is shaped by the kind of family group, SOCiety, and 
culture in which they live. According to this view, the nature of one's relationships 
with others may support abnormal behaviors and even cause them. Consequently, the 
kinds of stresses and (onflicts people experience in their daily interadions with others 
can promote and maintain abnormal behavior. 

This perspective finds statistical support for the position that sociocultural fac­
tors shape abnormal behavior in the fact that some kinds of abnormal behavior are 
far more prevalent among certain social classes than they are in others. For instan(e, 
diagnoses of schizophrenia tend to be higher among members of lower socioeco­
nomic groups than among members of more affluent groups. Proportionally more 
African American individuals are hospitalized involuntarily for psychological disor­
ders than are whites. Furthermore, poor economic times seem to be linked to general 
declines in psy(hological fundioning, and social problems such as homelessness are 
associated with psychological disorders (Kiesler, 2000; Conger et a l., 2002; L6pez & 
Guarnaccia, 2005). 

On the other hand, alternative explanations abound fo r the association between 
abnormal behavior and social fadors. For example, people from lower socioeconomi( 
levels may be less likely than those from higher levels to seek help, gradually reaching 
a point where their symptoms become severe :md WOlrr.1nt 01 more serious diagnosis. 
Furthermore, sociocu ltural explanations provide relatively little specific guida nce 
for the treatment of individuals showing mental disturbance, because the focus is Oil 

broader societal factors (Paniagua, 2(00). 

Classifying Abnormal Behavior: 
The ABCs of DSM 
Crazy. VVlracked. Mellial. LocJ/ly. hrsmre. Neurolic. Psyclro. Simllge. Dellletried. Odd. Possessed. 

Society has long placed labels on people who d isplay abnormal behavior. 
Unfortunately, most of the time these labels have reflected intolerance and have been 
used with little thought to what ea(h label Signifies. 
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Providing appropriate and specific names and classifications for abnormal behav­
ior has presenled a major challenge to psychologists. II is not hard to understand why, 
given the difficulties discussed earlier in simply distinguishing normal from abnormal 
behavior. Yel we need to classify abnormal behavior in order to diagnose it and. ulti­
mately, to treat it. 

DSlrf-IV-TR: DETERMINING DIAGNOSTIC DISTINCTIONS 

Over the years. mental health professionals have developed many different classi fi ­
c.ltion systems that vary in terms of their utility and the degree to which they have 
been accepted. However, one standard system, devised by the American Psychiatric 
Association, has emerged in the Uni ted Stales. Most professionals today use this clas­
sification system, known as the Diagllostic alld Statistical Mallllal of Mcutal Disorders, 
FOllrtit EditiOIl, Text Rev is ioll (DSM -lV-TR) to diagnose and classify abnormal behavior. 

DSM-/V-TR presents comprehensive and relatively precise definitions for more 
than 200 disorders, divided into seventeen major categories. It also includes five types 
of information, known as axes. thai have 10 be considered in assessing a palient. For 
example, Axis I relates to clinical disorders, and Axis III relates to general medical 
conditions that may be relevant to a psychological disorder. 

By followi ng the criteria presented in the OSM-/V-TR classification system, diag­
nosticians can identify the specific problem an individual is experiencing. (Figure 2 
provides a brief out line of the major diagnostic categories, and the Psychlnleractive 
exercise provides practice in classifying different behaviors.) 

I 

".""CAfe Sl'A11II1CM 
......".,.Of 

.... A&.DISiIIA_ 

Di.order 

Anxiety (problems in whlch anxiety Impedes 
daily functioning) 

Somatoform (psy<:hologlcal diffICulties displayed 
through physical problems) 

Dissociative (the splitting apart of crucial parts 
of personality that are usualty integrated) 

Mood (emotlons of depression or euphona that 
are so strong they intrude o n everyday living) 

Schi"Zoph~nia (declines in functlOnmg. thought 
and language disturbances. perception disorders, 
emotional disturbances. and withdrawal from 
others) 

Personality (problems that c~~te li ttle perwnal 
distress but that lead to an inability to f'-"'lion 
as a normal member of society) 

Sexual (problems related to sexual arousal from 
unusual objects or problems related to 
fu nctIOning) 

Sub.tancl!-~lated (problems related to drug 
dependence and abuse) 

Delirium. dementia. amnesia. and other 
cognitive disorders 

FIGURE 2 This list of disorders represents the major categories from the DSN1-/V-TR It is only a 

partial list of the more than 200 disorders included there. 

Dillgrwstic fwd Statistict>/ Mfllrrw/ 
of Melita/ Disorders, FO Ill1 /1 EditiOlr, 
Text Revis iou (DSM-IV- TR) .. A system. 
devised by the American Psychiatric 
Associat ion. used by mosl profession­
als to diagnose and classify abnormal 
behavior. 

www.mhhe .com/feldmaness7 

Psychlnteract ive O nl ine 

DSM-IV-TR C lassification System 

Subcategorie . 

Generalized anxiety disorder, panic orsorder, 
phobic disorder, obsessive-compulsive disorder. 
posttraumatic stress disorder 

HypochondriasiS, COnversion d isorder 

DiSSOCiative identity disorder (multiple 
personality), dissociative amnesia. dissociative 
fugue 

Major depression. bipolar d isorder 

Disorganized. paranOid, catatonIC. 
und ifferentiated, residual 

Antisocial (sociopathic.) personality disorder: 
narcissistic personality disorder 

Paraphilia. sexual dysfu nctIOn 

Akohol. cocaine. hal lucinogens. marijuana 
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DSM-IV-TR is designed to be primarily descriptive and avoids suggesting an 
underlying cause for an individual's behavior and problems. For instance, the term 
mmrolic-a label that is commonly used by people in their everyday descriptions of 
abnormal behavior-is not listed as a DSM-IV-TR category. Because the term IIellrosis 
refers to problems associated with a specific cause based in Freud's theory of personal­
ity, it is not included in DSM-JV-TR. 

DSM-/V-TR has the advantage, then, of providing a descriptive system that does 
not specify the cause of or reason for a problem. Instead, it paints a picture of the 
behavior that is being d isplayed. Why should this be important? For one thing, it 
allows communication between mental health professionals of d iverse backgrounds 
and theoretical approaches. In addition, precise classification enables researchers to 
explore the causes of a problem. Without reliable descriptions of abnormal behavior, 
researchers would be hard-pressed to find ways to investigate the disorder. Finally, 
DSM-IV-TR provides a kind of conceptual shorthand through which professionals 
can describe the behaviors that tend to occur together in an individual (Halling & 

Goldfarb, 1996; Widiger & Clark, 2000; Frances, First, & Pincus, 2002). 

CONNING THE CLASSIFIERS: 
THE SHORTCOMINGS OF DSM 

When dinical psychologist David Rosenhan and eight colleagues sought admission to 
separate mental hospitals across the Uni ted States in the 19705, each stated that he or 
she was hearing voices-"und ear voices" that said "empty," "hollow," and "thud"­
and each was immediate!), admitted to the hospital. However, the truth was that they 
actually were conducting a study, and none of them was really hearing voices. Aside 
from these misrepresentations, every tiring else they d id and said represented their true 
behavior, induding the responses they gave during extensive admission interviews 
and their answers to the battery of tests they were asked to complete. In fact, as soon 
as they were admitted, they said they no longer heard any voices. In short, each of the 
pseudo-patients acted in a "normal" way (Rosenhan, 1973). 

We might assume that Rosenhan and his colleagues would have been quickly 
discovered as the impostors they were, but this was not the case. Instead, each of 
them was diagnosed as severely abnormal on the basis of observed behavior. Mental 
health professionals labeled most as suffering from schizophrenia and kept them in 
the hospital for three to fifty-two days, with the average stay being nineteen days. 
Even when they were discharged, most of the "patients" left with the label schizo­
phrenia-in remission, implying that the abnormal behavior had only temporarily 
subsided and could recur at any time. Most d isturbing, no one on the hospital slaff 
identified any of the pseudo-patients as irnpostors-although some of the actual 
patients figured out the ruse. 

The results of Rosenhan's classic study illustrate that placing labels on individu­
als powerfully influences the way mental health workers perceive and interpret their 
actions. It also pOints out that determining who is psychologically disordered is not 
always a clear-cut or accurate process. 

Although DSM-JV-TR was developed to provide more accurate and consistent 
diagnoses of psychological disorders, it has not been entirely successful. For instance, 
critics charge that it relies too much on the medical perspective. Because it was drawn 
up by psychiatrists-who are physicians-some condemn it for viewing psychological 
disorders primarily in terms of the symptoms of an underlying physiological disorder. 
It also does not fully take into account the advances in behavioral neuroscience that 
have identified the genetic underpinnings of some psychological disorders. Moreover, 
critics suggest that OSM-IV-TR compartmentalizes people into inflexible, all-or-none 
categories, rather than considering the degree to which a person displays psychologi­
cally disordered behavior (Helmuth, 2003; Schmid t, Kotov, & Joiner, 2(04). 

Other concems with DSM-IV-TR are more subtle, but equally important. For 
instance, some critics a rgue that labeling an individual as abnormal provides a dehu-
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manizing, lifelong s tigma. Furthermore, after an initial diagnosis has been made, 
mental health professionals, who may concentrate on the initia] diagnostic category, 
could overlook other diagnostic possibilities (Szasz, 1994; Duffy e t aI., 2002; Quinn, 
Kahn& & Crocker, 2(04). 

Still, despite the drawbacks inherent in any labeling system, DSM-lV-TR has had 
an important influence on the way in which mental health professionals view psy­
chological disorders. It has increased both the reliability and the validity of diagnostic 
categorization. In addition, it offers a logical way to organize our examination of the 
major types of mental disturbance. 

R EC A PlEVA LUAT EI RETH INK 

RECAP 

How can we distinguish normal from abnormal behavior? 

• Definitions of abnormality include deviation from the 
average, deviation from the ideal, a sense of personal 
discomfort, the inabili ty to function effectively, and legal 
conceptions. (pp. 449-450) 

• Although no single definition is adequate, abnor­
ma l behavior can be considered to be behavior that 
causes people to experience distress and prevents 
them from functioning in their daily lives. Most psy­
chologists believe that abnormal and normal 
behavior should be considered in terms of a con­
tinuum. (p. 450) 

What are the major perspectives on psychological disorders 
used by mental health professionals? 

• The medical perspective views abnormality as a symp­
tom of an underlying d isease. (p. 452) 

• Psychoanalytic perspectives suggest that abnormal 
behavior stems from childhood conflicts in the uncon­
scious. (pp. 452--453) 

• Behavioral approaches view abnormal behavior not as a 
symptom of an underlying problem, but as the problem 
itself. (p. 453) 

• The cognitive approach suggests that abnormal behav­
ior is the result of fau lty cognitions (thoughts and 
beliefs). In this view, abnormal behavior can be rem­
edied by changing one's flawed thoughts and beliefs. 
(p.453) 

• Humanistic approaches emphasize the responsibility 
people have for their own behavior, even when such 
behavior is seen as abnormal. (pp. 453--454) 

• Sociocultural approaches view abnormal behavior in 
terms of difficulties ariSing from family and other social 
relationships. (p. 454) 

What classification system is used to categorize psychological 
disorders? 

• The most widely used system for classifying psychologi­
cal d isorders is DSM-IV-TR~Diagllo;;tic mrd Statisfim/ 

Manual of Mental Disorders, Fourth Edition, Text Ri!Visioll. 
(pp. 455-456) 

EVALUATE 

1. One problem in defining abnormal behavior is that 
a. Statistically rare behavior may not be abnormal. 
h. Not all abnormalities a re accompanied by feelings 

of discomfort. 
c. Cultural standards are too general to use as a mea­

suring tool. 
d. All of the above. 

2. If abnormality is defined as behavior that causes person­
al discomfort or harms others, which of the following 
people is most Likely to need treatment? 
a. An executive is afraid to accept a promotion 

because it would requi re moving from his ground­
floor office to the top floor of a tall office building. 

b. A woman decides to quit her job and chooses to live 
on the street in order to live a ""simpler life."" 

c. A man believes that friendly spacemen visit his 
house every Thursday. 

d. A photographer lives with nineteen cats in a small 
apartment, lovingly caring for them. 

3. Virginia's mother thinks that her daughter's behavior is 
clearly abnormal because, despite being offered admis­
sion to medical school, Virginia decides to become a 
waitress. What approach is Virginia's mother using to 
define abnormal behavior? 

4. Which of the following is a strong argument against the 
medical perspective on abnormality? 
a. Physiological abnormalities are almost always 

impossible to identify. 
b. There is no conclusive way to link past experience 

and behavior. 
c. The medical perspective rests too heavily on the 

effects of nutrition. 
d. Assigning behavior to a physical problem takes 

responsibili ty away from the individual for chang­
ing his or her behavior, 
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5. Cheryl is painfully shy. According to the behavioral 
perspective, the best way to deal with her "abnormal" 
behavior is to 
a. Treat the underlying physical problem 
b. Use the p rinciples of learning theory 10 modify her 

shy behavior 
c. Express a great deal of caring 
d . Uncover her negative past experiences through 

hypnosis 

RETHINK 

1. Do you agree or disagree that the DSM should be 
updated every several years? Why? What makes abnor­
mal behavior so variable? 

KEY TERMS 

abnonna l behavior p. 450 
medical perspective p. 452 
psychoanalytic perspective 

p. 452 
behaviora l perspective 

p.453 

cognitive perspective p. 453 
humanistic perspective 

p. 453 
sociocultural perspective 

p.454 

2. From the perspective of r1ll employer: Imagine that a well­
paid employee was arrested for shoplifting a $15 sweat­
er. What sort of explanation fo r this behavior would 
be provided by the proponents of eac/r perspective on 
abnormality: the medical perspective, the psychoan.,­
lytic perspective, the behavioral perspective, the cogni­
tive perspective, the humanistic perspedive, and the 
sociocultu ral perspedive? Based on the potential causes 
of the shoplifting, would you fire the employee? Why or 
why not? 

Anowe ... to Evaluate Question5 

q 'S:p ' j7 :Ie<>p! "'II wOJJ uo]lC!""P '(:e 'Z:p '[ 

Diag flostic mId Statistica l 
Mallllal of M elltal 
Disorders, For/rtlr 
Editioll, Text Revisioll 
(DSM - /V-TR) p_ 455 
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Sally e)(periene<-'<i her first panic attack out of the blue, 3 weeks after mmpleting 
her senior year in college. She had just finished a job in terview and was meeting 
some friends for dinner. [n the restaurant, she began to feel dizzy. Within a few sec­
onds, her heart was pounding. and she wa~ feeling breathless, as though she might 
pass out. Her friends noticed tha t she did not look well and offered to drive her 
home. Sally suggl'Stcd they stop at th.:. hoopital emergency room ins tead. Although 
she felt better by the time they arrived at the hospital. and tests indicated noth-
ing wrong. Sally experienced a similar episode a week later while at a movie. 

Her attacks became more and more frequent. Before long, she was having SCI'-

er.tl attacks per week. In addition, she mnstantly worried about having attacks. 
She began to avoid exercisc and other activities that produced physical s<msations. 
She also noticed the attacks were WorSf' when she was alone. She began to avoid 
driving. shopping in large stores, and eating in all restaurants. Some weeks she 
avoided leaving the house mmpletely (Antony, Brown, &. Barlow, 1992, p. 79). 

Sally suffered from panic disorder, one of the specific psychological disorders 
we'll consider in this moou le. Keep in mind that althou gh we'll be discussing these 
disorders in a dispassionate manner, e ach represents il very human set of difficulties 
tha t influence, and in some cases considerably disrupt, people's lives. 

Anxiety Disorders 
All of us, at one time or another, experience anxiety, a feeling of apprehension or 
tension, in reaction to s tressful si tuations. There is nothing "wrong" with such 
anxiety. It is a no rmal reaction to stress that often helps, ra ther than hinders, our 
daily functioning. Without some anxiety, for instance, most of us probably would 
not have much motivation to study hard, undergo physical exams, or spend long 
ho urs at our jobs. 

But some peop le experience anxiety in si tuat ions in which there is no external 
reason or cause for such distress. When anxie ty occurs without external justification 
and begins to affect people's daily functioning. mental health professionals consider 
it a p sych ologicil l problem known as anxiety disorder. We'll discuss four types of 
anxiety d isorders: phobic d isorder, paniC disorder, generalized anxiety disorder, and 
obsessive-compulsive disorder. 

PHOBIC DISORDER 

It's not easy moving through the world when you're terrified of electricity. "Donna," 45, 
~ writer, knows that betlcr than most. eet hcr in thc vicinity of ~n ~ppHance or a lisht 
switch or-all but unthinkJble-a thunderstorm, and she is overcome by a terror so blind­
ing she can think of nothing but neeing. That, of course, is not always poosible, so over 
time, Donna has come up with other answers. When she opens the refrigerator door, rub­
ber-sole shoes arc a must . If a light bulb blows, she will tolera te the dark until someone 
else changes it for her. Clothes shopping is done only when neccss.~ry, k'5t s tatic on gar-

Key 

() The McGraw-Hili 

Companies.2OOIl 

What ar~'<he 
chological d-;'o,,",c,t;: 

Anxiety disorder: The occurrence of 
anXiety without an obvious externa l 
cause, af[ed ing daily fu nctioning. 
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Phob ias: Intense, irrotionul feurs of 
specific objects or si tuutions. 

www.mhhe.com/feldmaness7 

Psych lnteractive Online 

Phobia 

ranic disorder: Anxiety disorder thut 
takes the form of punic u!lacks lusting 
from a few seconds to as long as sev­
erul hours. 

Aerophobia Fly'", Hydrophobra Water 

Agoraphobia Entering public spaces Mikrophobia c,= 
Ailurophobia ut; Murophobia Mice 

Amaxophobra Vehicles. drwing Mysophobia Dirt or genns 
Anthophobia FI_, Numerophobaa Numbers 

Aquaphobra Water Nyctophobia 0"""" 
Arachnophobia Spiders Ochlophobra Crowd, -_. Lightning Ophidiophobia Snakes 

Brontophobia Thunder Oml1hophobia ,,,'" 
Claustrophobia Closed spaces Phonophobia Speaking out loud 

Cynophobra Dog, Pyrophobia Fire 

Dementophobaa Inr.anl1y Thanatophobia D~<h 

Electrophobia Electricity Trichophobia Hair 

Gephyrophobla Bndg6 Xenophobia Strangers 

FIGURE I Phobic disorders differ from general ized anxiety 3fld panic d isorders beCilU!>e a specific 

stimulus can be Identified. Listed here are a number of phobias and their triggers. 

ments S('nd her running from the store. And swimming ut night is ub50lutely out of the 
question, lest unduwater lights electrocute her (Kluger, 2001, p. 5\). 

Donna suffers from a phobia, an intense, irrutional fear of a specific object or s itu­
ution. For example, claustrophobia is a fear of enclosed places, acrophobiil is a fear of 
high places, xenophobiil is iI fear of strangers, and-as in Donna's casc--electrophobia 
is a fea r of electricity. Although the objective danger posed by an anxiety-producing 
stimulus (which can be just about anything, as you can see from the list in Figure 1) is 
typically small or nonexistent, to the individual suffering from the phobia the danger 
is great, and a full-blown panic attack may follow exposure to the stimulus. Phobic 
disorders differ from generalized anxiety disorders and panic disorders in that there 
is a specific, identifiable s timulus that sets off the a.nxiety reaction. 

Phobias may have only a minor impact on people's lives if those who suffer from 
them can avoid the stimuli that trigger fear. Unlcs!> one is a professional firefighter or 
tightrope willker, for exumple, a fear of heights wi!! have little impact on one's daily 
life. On the other hand, a fear of strangers presents a more serious problem. In one 
extreme case, a Washington woman left her home just three times in thirty years-once 
to visit her fumily, once for u medical operation, and once to purchase ice cream for a 
dying companion (Adler, 1984). (To get a fuller understanding of phobias, complete 
the PsychInteractive exercise.) 

PANIC DISORDER 

In another type of anxiety disorder, panic disorder, INmic attacks occur that last from 
a few seconds to severnl hours. Unlike phobias, which are s timulated by specific 
objects or situations, panic disorders do not have any identifiable stimuli. Instead, 
during an attack, such as the ones eXperienced by Sally in the case described earlier, 
anxiety suddenly-and often without warning-rises to a peak, and an individual 
feels a sense of impending, unavoidable doom. Although the physicul symptoms dif­
fer from person to person, they may include heart palpitations, shortness of breath, 
unusual amounts of sweating, faintness and dizziness, an urge to urinate, gastric 
sensations, and-in extreme cases-a sense of imminent death. After such an attack, 
it is no wonder that people tend to feel exhausted (Pollack & Marzol, 2CKKl; Rachman 
& deSilva, 2004). 
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Panic attacks seemingly come ou t of nowhere and arc 
unconnected to any specific stimulus_ Because they don't 
know wh<lt triggers their feelings of panic, victims of panic 
a ttacks may become fea rful of going places. In fact, some 
people with panic disorder develop D. complication called 
agoraphobia, the fear of being in a situation in which escape is 
difficult and in which help for a possible panic a ttack would 
not be available. In extreme cases, people with agoraphobia 
never leave their homes (Smith, Friedman, & Paradis, 2002; 
Marcaurelle, Belanger, & Marchand, 2003, 2(05). 

GENERALIZED ANXIETY DISORDER 

People wi th gene ralized anxiety disorde r experience long­
term, persistent anxiety and worry. Sometimes their concerns 
are about identifiable issues involving family, money, work, 
or heal th. In other cases, though, people with the disorder feci 
that something dreadful is about to happen but can' t identify 

Acrophobia. the fear of heights. is not an uncommon phobia. What sort of 
behavior-rnodification approaches might be used to deal with acrophobia? 

the reason, experiencing ""free-floating" anxiety. 
Because of persistent anxiety, people with generalized anxiety disorder cannot 

concentrate, cannot set their worry and fears aside; their lives become centered on 
their worry. Their anxiety may eventually cause medical problems. Bccau se of height­
ened muscle tension and arousal, individuals w ith gene ralized anxiety disorder may 
develop headaches, dizziness, heart palpitations, or insomnia. Figure 2 shows the 
most common symptoms of generalized anxiety disorder. 

OBSESSIVE-COMPULSIVE DISORDER 

In obsessive-compulsive disorder, people are plagued by unwanted thoughts, called 0bses­
sions, o r fccl that they must carry out actions, termed compulsions, against their will. 

An obsession is a persistent, unwanted thought or idea that keeps recurring. For 
example, a student may be unable to stop thinking that she has neglected to put her 
name on a test and may think about it constantly fo r the 1\"'0 weeks it ta kes to get the 
paper back. A man may go on vacation and wonder the whole time whether he locked 
his house. A woman may hear the same tune running through her head over and 
over. In each case, the thought o r idea is unwanted and difficult to put ou t of mind. Of 
course, many people suffer from mild obsessions from time to time, but usually such 
thoughts persist only for a short period. For people with serious obsessions, however, 
the thoughts persist for days or months and may consist of bizarre, troubling images 
(Lee & Kwon, 2003; Lee et ai., 2(05). 

As part of an obsessive-compu!sive disorder, people may also experience 
compuls ions, irresistible urges to repeatedly carry out some act that seems s trange 
and unreasonable, even to them. Whatever the compulSive behavior is, people experi­
ence extreme anxiety if they cannot carry it out, even if it is something they want to 
stop. The acts may be relatively trivial, such as repeatedly checking the stove to make 
sure all the burners are turned off, o r more unusual, Such as continuously washing 
oneself (Carter et al.. 2000; Frost & Steketee, 2(02). 

For example, consider this case report of a 27-year-old woman with a cleaning ritual: 

Bess would first remove all of her clothing in a preestablished sequence. She would layout 
eac:h <lrticie of clothing at specific spots on her bed, and eXamin(> each one for any indi<:alions 
of "«mtamination." She would then thoroughly scrub her body. sblrting at her feet and work­
ing meticulously up to the top of her head, using certain washcloths for certain areas of her 
body. Any articles of clothing that appe.1rc<:1lo have ~ "contaminated" wen:> thrown into 
the laundry. Clmn clothing was put in the spots that wen:> vacant. She would then dress her­
self in the opposite order from whkh she took the clothes off (Meyer & Osborne, 1987, p. 156). 

Generalh:ed anxiety disorder: The 
experience of long-term, persistent 
anxiety and worry. 

Obsessive-compulsive disorder: A 
disorder characterized by obsessions 
or compulSions. 

Obsession: A ~rsistent, unwanted 
thought or idea that keeps recurring. 

Compulsi on: An irresistible urge to 
repeatedly carry out some act that 
seems strange and unreasonable. 
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FIGURE 2 Frequency of symp-
toms in cases of generalized anxiety 

disorder. (Source: Ad3pted from Seck & Emery. 
t985. pp. 87-88.) 

Symptom 

Actual fainting 

Feeling of choking 

Diarrhea 

Hands trembling 

Difficulty breathing 

Fear of dying 

Sweating all over 

Speech blocked 

Wobbly 

Heart racing 

Hands sweating 

Terrified 

Weakness all over 

Confur.ion 

Unable to control thoughts 

Jumpy 

Fear of losing control 

Frightened 

Tense 

Difficulty concentrating 

Unable to relax 

Pe rcentage of cases in which symptom occurs 

Although such compulsive rituals lead to some immediate reduction of anxiety, in 
the long term the anxiety returns. [n fact, people with severe cases lead li ves filled with 
unrelenting tension (Goodman, Rudorfer, & Maser, 2000; Penzel, 2000). 

THE CAUSES OF ANXIETY DISORDERS 

No s ingle explanation fits all cases of anxiety disorders. Genetic factors dearly are part 
of the picture. For example, if one member of a pair of identical twins has panic dis­
order, there is a 30 percent chance that the other twin will have it also. Furthermore, a 
person's character istic level of anxiety is related to a specific gene involved in the pro­
duction of the neurotran smitter serotonin. This is consistent with findings indicating 
that certain chemical deficiencies in the brain appear to produce some kinds of anxiety 
disorder (Rieder, Kaufmann, & Knowles, 1996; Holmes et aI., 2(03). 

Some rcscarchers believe that an overactive autonomic nervous system may be at 
the root of panic attacks. Specifically, they suggest that poor regula tion of the brain's 
locus ceruleus may lead to panic attacks, which cause the limbic system to become 
overstimulated. In tum, the overstimulated limbic system produces chronic anxiety, 
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which ultimately leads the locus ceruleus to generate still more panic a ttacks (Gorman, 
Kent, & Sullivan, 2CXX>; Balaban, 2(02). 

Psychologists who employ the behavioral perspe<:tive have taken a different 
approach that emphaSiZes environmental factors. They consider anxiety to be a 
learned response to s tress. For instance, suppose a d og bites a young girl. When the 
girl next sees a dog, she is frightened and runs away-a behavior thai relieves her 
anxiety and thereby reinforces her avoidance behavior. After repeated encounters with 
dogs in which she is reinforced for her avoidance behavior, she may develop a full­
fledged phobia regarding dogs. 

Finally, the cognitive perspective suggests that anxiety disorders grow out of 
inappropria te and inaccurate thoughts and beliefs about circumstances in a person's 
world. for example, people with anxiety disorders may view a friendly puppy as a 
ferocious and savage pit bull, or they may see an air disaster looming every moment 
they are in the vicinity of an airplane. According to the cognitive perspective, people's 
maladaptive thoughts about the world are at the root of an anxiety disorder (Frost & 

Steketee, 2002.; Wang & Clark, 2(02). 

Somatoiorm Disorders 
Somatofonn disorders are psychological difficulties that take on a physical (somatic) 
form, but for which there is no medical cause. Even though an individual with a 
somatoform disorder reports physical symptoms, no biologic.l l cause exists, or if there 
is a medical problem, the perSOn's reactiOn is greatly exaggerated. 

One type of somatofonn disorder is hypochondriasis, in which people have 
a constant fear of illness and a preoccupation with their health. These individuals 
believe everyday aches and pains are symptoms of a dread disease. It is not that the 
"symptoms" are faked; instead, it is the miSinterpretation of those sensations as evi­
dence of some serious iIlness-often in the face of inarguable medical evidence to the 
contrary-that characterizes hypochondriasis (Noyes et a l., 1993, 2002, 2003; Fallon & 
Feinstein, 2(01). 

Another somatoform disorder is conversion disorder. Unlike hypochondriaSis, in 
which there is no physical problem, conversion disorders involve an actual physic.al 
disturbance, such as the inability to see or hear or to move an arm or leg. The cause 
of such a physical disturbance is purely psychological; there is no biological reason 
for th(' probl('m. Som(' of Freud's classic caS('S involvE'd conversion d isorders. For 
instance, one of Freud's patients suddenly became unable to use her .arm, without any 
apparent physiological causc. Ulter, just as abruptly, the problem d isappeared. 

Conversion disorders often begin suddenly. People wake up one morning blind 
or deaf, o r they experience numbness that is restricted to a certain part of the bod y. 
A hand, for example, may become entirely numb, while an area above the wrist, 
controlled by the same nerves, remains sensitive to touch-somcthing that is physi­
ologically implausible. Mental health professionals refer to such a condition as "glove 
anesthesia," because the numb area is the part of the hand covered by a glove, not a 
region rela ted to pathways of the nervous system (sec Figure 3). 

Surprisingly, people who experience conversion d isorders frequently remain 
unconcerned about symptoms that most of us would expect to be highly anxiety­
producing. For instance, a person in good health who wakes up blind may react in 
a bland, matter-of-fact way. Considering how most of us would feel if we woke up 
unable to see, this unemotional reaction (called "/11 belle indifference," a French phrase 
meaning "a beautiful indifference") hardly seems appropriate (Beasic, 2002). 

Dissociative Disorders 
The classic movie The Three Faces of Eve and the book Sybil (about a girl who alleg­
edly had sixteen personalities) represent a highly dramatic bul rare class of disorders: 

Somatofonn disorders: Psychological 
difficulties thOlt take on a physical 
(somatic) fonn, but for which there is 
no medical cause. 

Hypochondriasis: A disorder in which 
people hnve n constant fem of illness 
and a preoccupation with their health. 

Conversion disorder: A major somato­
form disorder that involves an ilctua! 
physical disturbance, such as the 
inabili ty to usc a sensory o rgan or the 
complete or partial inability to move 
an ann or leg. 



e I Feldman: Essemia ls of XII. Ps~c hologica l 

Undemanding Ps~cholog~, Disorders 
38. The Maior 
Ps~chlog ic al Disorders 

() The McGraw-Hili 
Companies, 2008 

Snenth Ed ition 

464 Chapter 11 Psychological Disorders 

FIGURE 1 Conversion d isorders some­
times produce NJmbness in partic,jar 

isolated areas of the body (indicated by the 

shaded areas in the figure) . FO<" instance, in 

glove anesthesia. the area of the body cov­

e red by a ~oye feels numb. However. the 
condition is biologically implausible be<:aU5e 

ofthe nerves involved, suggesting that the 

problem results from a psychological disor­

der rather than from actual nerve damage. 

Dissociative disorders: Psychological 
dysfunctions characterized by the 
separation of critical personality facets 
that are normally integrated, allowing 
stress avoidance through escape. 

Dissociative identity disorder (or 
multiple personality disorder): A 
disorder in which a person displays 
characteristics of two or more distinct 
personalities. 

Dissociative amnesia: A disorder in 
which a significant, selective memory 
loss occurs. 

Head band 

~"'''''.ii~----_ Neck band 

Chest b,,' -----0--
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.--- 'w"" band 
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dissociative d isorders. Dissociative disorders are characterized by the separation (or 
dissociation) of critical parts of personality that are normally integrated and work 
together. By dissociating key parts of the personality, people are able to keep disturb­
ing memories o r perceptions from reaching conscious awareness, thereby reducing 
their anxiety (putnam, 2000; Ishikura & Tashiro, 2002; Maldonado & Spiegel, 2003). 

Several dissocia tive disorders exist, although all of them are rare. A person with. 
a dissocia tive identity disorder (or multiple personality) displays characteristics of 
two or more distinct personalities, identities, or personality fragments. Individua l. 
personalities often have a unique set of likes and dislikes and their own reactions to 
situations. Some people with multiple personalities even carry several pairs of glasses 
because their vision changes with each personality_ Moreover, each individual person~ 
ality can be well adjusted when considered on its own (Kluft, 1999; Li lienfeld & Lynnr 
2003; Eliason & Ross, 2004). 

The problem, of course, is that the various personalities reside in only one body, 
forcing the personalities to take turns. Because the personalities can vary greatly from 
each other, the person's behavior--considered as a whole-can appear very inconsis­
tent. For instance, in the famous case portrayed in The Three Faces of Eve, the meek, 
bland Eve White provided a stunning contrast to the dominant and carefree Eve Black 
(Sizemore, 1989). 

Dissociative amnesia is another dissociative disorder in which a Significant, 
selective memory loss occurs. Dissociative amnesia is unlike simple amnesia, which 
involves an actual loss of information from memory, typically resulting from a physi­
ological cause. In contrast, in cases of dissociative amnesia, the "forgotten" material is 
still present in memory-i t simply cannot be recalled. The term repressed IIIl'lIIories is 
sometimes used to describe the lost memories of people with dissociative amnesia. 

In the most severe form of dissociative amnesia, individuals cannot recall their names, 
are unable to recognize parents and other relatives, and do not know their addresses. In 
other respects, though, they may appear quite normal. Apart from an inability to remem-
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ber certain facts about themselves, they may be able to recall skills and abilities that they 
developed earlier. For instance, even though a chef may not remember where he grew up 
and received training, he may still be able to prepare gourmet meals. 

In some cases of dissociative amnesia, the memory loss is quite profound. For 
example, in one dramatic case, Raymond Power Jr., an attorney. husband. father of 
two, and Boy Scout leader, left home to go to work one morning. Two days later he 
was a thousand miles away, homeless, with no memory of who he was or how he got 
there. Six months later he was identified, but he still had no recollection of his previous 
life, including his wife of 30 years and his children (Foderaro, 2006). 

A more unusual form of amnesia is a condition known as dissociative fugue. In 
this state, people take sudden, impulsive trips, and sometimes assume a new identity. 
After a period of time--days, months, or sometimes even years-they suddenly real­
ize that they are in a strange place and completely forget the time they have spent 
wandering. Their last memories are those from the time just before they entered the 
fugue state. 

The common thread among dissociative disorders is that they allow people to 
escape from some anxiety-producing si tuation. Either the person produces a new 
personality to deal with s tress, or the individual forgets or leaves behind the situation 
that caused the stress as he or she joumeys to some new-and perhaps less anxiety­
ridden-environment (Spiegel & Cardena, 1991; Putnam, 2000). 

Mood Disorders 
From the time I woke up in the morning lUltilthe time I went to bed at night. I was 
unbearJbly miserable and seemingly incJpable of ~ny kind of joy or enthusiasm. 
Everything-cvery thought, word, movement- was an effort. Everything that once was 
sparkling now was flat. I seemed to myself to be dull, boring. inadequate, thick brained, 
unlit, unresponsive, chill skinned, bloodless, and sparrow drab. I doubted, completely, my 
ability to do anything well. It seemed as though my mind had slowed down and burned 
out to the point of being virtu~JJy uoeJess Oamison, 1995~. p. 110). 

We all experience mood swings. Sometimes we are happy, perhaps even euphoric; 
at other times we fccl upset, saddened. or depressed. Such changes in mood are a 
normal part of everyday life. In some people, however, moods are so pronounced 
and lingering- like the feelings described above by writer (and psychiatrist) Kay 
Jamison-that they interfere with the ability to func tion effectively. In extreme cases, 
a mood may become life-threatening, and in others it may cause the person to lose 
touch with reality. Situations such as these represent mood disorders, emotional d is­
turbances that are strong enough to intrude on everyday living. 

MAJOR DEPRESSION 

President Abraham Lincoln. Queen Victoria. Newscaster Mike Wallace. 
The common link among these people? Each suffered from periodic attacks of 

major depression, a severe form of depression that interferes with concentration. 
decision making, and SOCiability. Major depression is one of the more common forms 
of mood disorders. Some 15 million people in the Uni ted States suffer from major 
depression, and at anyone time, 6 to 10 percent of the U.s. population is clinically 
depressed. Almost one in five people in the United States experiences major depres­
sion at some point in life, and 15 percent of college students have reo::eived a diagnOSiS 
of depression. The cost of depression to SOCiety approaches $50 billion a year (Dryden, 
2003; Ghaemi, 2003; Hoover, 2004). 

Women are twice as likely to experience major depression as men, with one­
four th of all females apt to encounter it at some point during their lives. Furthermore, 
although no one is sure why, the rate of depression is going up throughout the world. 

Dissociative fu gue: A form of amne­
sia in which the individual leaves 
home and sometimes assumes a new 
identity. 

Mood disorder: An emotional distur­
b<lnce that is strong enough to intrude 
on everyday living. 

Major depression: A severe form of 
depression that interferes with concen­
tration, decision making, and sociability. 
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Mania: An extended stille of intense, 
wild elation. 

FIGURE 4 This is a version of a test 

distributed by mental heafth organizations 
d ..... ing the annual National Depression 
Screening Day, a nationwide event that 
seeks. to identlft people wtro are suffering 
from depression that is severe enough to 
warrant psychological intervention. (Source: 
Natlonal Depression Screening D")'. 2001) 

Resul ts of in-depth in terviews conducted in the United States, Puerto Rico, Taiwan, 
Lebanon, Canada, italy, Germany, and France ind.icate that the incidence of depression 
ha s increased significantly over previous rates in every a rea . In fact, in some (:oun­
tries, the likelihood tha t ind ividuals will ha ve major depression at some point in their 
lives is three times higher than it was for earlier generations. In addition, peop le arc 
developing major depression at increasingly younger ages (Beckham & Leber, 1997; 
Hoffm an, Baldwin, & Cerbone, 2003; Miller & Gross, 2005). 

When psychologists s pea k of major depression, they do not mean the sadness that 
com es from experiencing one of life's disappointments, something that we all have 
experienced. Some dep rC"Ssion is normal after the breakup of a long- term relationship, 
the death of a loved one, or the loss of a job. It is normal even after less serious prob­
lems, such as doing badly on a test o r having a romantic parmer forget one's birthday. 

People who suffer from major depression experience similar sorts of feelings, but 
the severity tends to be considerably greater. They may fecI useless, worthless, and 
lonely and may despair over the future. Moreover, they may experience such feelings 
for mo nths o r even years. They may cry uncontrollably, have sleep disturbances, and 
be at risk for s uicide. The depth of such behavior and the length of time it lasts are the 
hallmarks of major depression. (Figure 4 provides a self-assessment of depression.) 

MANIA AND BIPOLAR DISORDER 

While depression leads to the depths of despair, mania leads to emotional heigh ts. Mania 
is an extended state of intense, wild elation. People experiencing mania feel intense hap­
piness, pOwer, invulnerability, and energy. They may become involved in wild Schemes, 
believing they will succeed at anything they a ttempl. Consider, for example, Ihe follow­
ing description of an individual who experienced a manic episode: 

Mr. O'Reilly took a leave of absence from his civil service job. He purchased a large 
number of cuckoo clocks and then an expensive car, which he planned to usc as a mobile 
showroom for his wares, ~nticipating th~t he would make a gre~t de~l of money. He 
proceeded to "tear around town" buying and selling clocks and other merchandise, and 
when he was not out, he was continuously on the phone making "deals." He rare ly slept 
and, lUlcharJcteristically; spent every evening in neighborhood bars drinking heJvily ~nd, 
according to him, "wheeling and dealing." ... He was S3,CXXl in debt and had driven his 
family to exhaustion with his excessi\'e activity ami talkativeness. He said, however, that 
he felt "on top of the world" (Spitzer et at, ]983, p. ] 15). 

A Test for Depression 
To complete the questionnaJl"e. count the number of statements with wtrich you agree 

I. I feel dawnilearted, blue, and sad. 
2. I don't enjoy the things that I used to. 

3. I feel that others would be bener off if I were dead. 
4. I feel that I am not useful 0<" needed. 
5. I notice that I am losing weight. 
6. I have trouble sleeping through the night. 
7. I am restless and can't keep still. 
8. My mind isn't as clear as It used to be 
9. I get tired for no reason. 

10. I feel hopeless about the future. 
Sconng: 1f)'OU agree 'I>IIth at least five of the statement5. locIud;"g erther item I or 2. and if)'OU have Ni.d 
these S)'TllptOrTlS for al least two weeks, help from a profcssiooal is strongty recommended. If you anwet" 

yes to number 3. you s.houkj get help <mmediate/y. 
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In many cases, people sequentially experience periods of mania and depression. 
This alternation of mania and depression is called bipolar d isorder (a condition previ­
ously known as manic-depressive disorder). The swings between highs and lows may 
occur a few days apart or may alternate over a period of years. In addition, in bipolar 
disorder, periods of depression are usually longer than periods of mania. (To learn 
more about bipolar symptoms, complete the Psych Interactive exercise.) 

Ironically, some of society'S most creative individuals may have suffered from 
bipolar disorder. The imagination, drive, excitement, and energy that they display 
during manic stages allow them to make unusually creative contributions. For 
instance, historical analysis of the composer Robert Schumann's music shows that 
he was most prolific during periods of mania. In contrast, his output dropped off 
drastically during periods of depression (see Figure 5). On the other hand, the high 
output associated with mania does not necessarily lead to higher quality: Some of 
Schumann's greatest works were created outside his periods of mania (Ludwig, 1996; 
Szegedy-Masza k, 2003). 

Despite the creative fire s that may be lit by mania, persons who experience 
this disorder often show a recklessness that produces self-injury-emotionally and 
sometimes physically. They may alienate others with their talkativeness, inflated self­
esteem, and indifference to the needs of others. 

CAUSES OF MOOD DISORDERS 

Because they represent a major mental health problem, mocxl disorders-and, in p<"Ir­
ticular, depression- have re«>.iwd a good deal of study. Several approaches have been 
used to explain the disorder. Proponents of psychoanalytic approaches, for example, 
see depression as the result of feelings of loss (real or potentia l) or of anger directed 
at oneself. One psychoanalytic approach, for instance, suggests that depression is pro­
duced by the loss or threatened loss of a parent early in life. Another psychoanalytic 
view maintains that people feel responsible for the bad things that happen to them and 
direct their anger inward. 

Yet compelling evidence has been found that both bipolar disorder and major 
depression may have genetic and biochemical roots. For example, bipolar disorder 
clearly runs in some families. Furthermore. several neurotransmitters appear to playa 

www.mhhe.com/feldmaness7 

Psychlnteractive Online 

Bipolar Disorder 

Bipolar disorder: A disorder in which 
a person alternates between periods of 
euphoric feelings of mania and peri­
ods of depression. 

'o r-----------------~==========~--------------~==========~--------------~==========:; 
Moder.lte mania Moder.l[e mania 

25 !-------------------"l~'h:ro~"~g~h~O:"'~I .. ~OJF'<~=:----------L:m~""~g~h~O~"~' ~' .. ~'~ 

20 r--------------------------

i 15 1--------1 Severe depression: 
suicide attempt 3 18)) 

5 r-----~~~--------~ 

Year 

Severe depression 
throughou[ 18« 

FIGURE 5 The number of mU5kai compo5itiom written by compo5er Robert Schumann in a given 

year is related to his periods of depression and m<lr'1ia (S~ter & Meyer. 1959: ~printed 111 Jamison. 

1993). Why do you think mania mrght be associated with c:~ative productivity in some people? 

Died in asylum __________ -1 (self·starr.ltlon) 
1856 

Suicide attempt 
1854 

1855 
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role in depression. For instance, alterations in the functioning of serotonin and norepi­
nephrine in the brain arc related to the disorder (Vogel, Feng, & Kinney, 2CXXl; Leonard, 
2001; Plomin & McGuffin, 2(03). 

Behavioral theories of depression argue that the stresses of life produce a reduc­
tion in positive reinforcers. As a result, people begin to withdraw, which only serves 
to reduce positive reinforcers further. In addition, people receive attention for their 
depressive behavior, which further reinforces the depression (Lewinsohn & ESSilu, 
2002; Lewinsohn et aI., 2003). 

Some explanations for mood disorders attribute them to cognitive factors. For 
example, psychologist Martin Seligman suggests that depression is largely a response 
to learned helplessness. LeunJed lrelplf!$$IIf!$$ is a learned expectation that events in 
one's life are uncontrollable and that one cannot escape from the s ituation. As a con­
sequence, people simply give up fighting aversive events and submit to them, thereby 
producing depression. Other theorists go a step furthe r, suggesting that depression 
results from hopelessness, a combination of learned helplessness and an expectation 
that negative outcomes in one's life are inevitable (Petersen, Maier, & Sel igman, 1993; 
Maier & Watkins, 2000; Abramson et ai., 2002; Kwon & Laurenceau, 2(02). 

Clinical psychologist Aaron Beck has proposed that faulty cognitions underlie 
people's depressed feelings. Specifically, his cognitive theory of depression suggests 
that depressed individuals typically view themselves as life's losers, blaming them­
selves whenever anything goes wrong. By focusing on the negat ive side of situations, 
they feel inept and unable to act constructively to change their environment. In sum, 
their negative cognitions lead to feelings of depression (Newman et ai., 2(02). 

Brain imaging studie$ sugge$t that people with depress ion experit"llCt" a gt"nt"ral 
blunting of emotional reactions. For example, one study found that the brains of 
people with depression showed significantly less activation when they viewed photos 
of human faces displaying strong emotions than those without the disorder (Gotlib et 
aI., 2004; see Figure 6). 

Other recent explanations of depression derive from evolutionary psychology, 
which considers how behavior is influenced by our genetic inheritance from our 
ancestors. In the evolutionary view, depression is an adaptive response to unattainable 

FIGURE 6 The brains of those with depression (!em show significantly less activation in response 
10 photos of sad, angry, and fearful faces than those of people without the d isorder (nghl) (Source: 

Ian GotJib. Stanford Mood and Arooety DIsorders laboratOl): 200S.) 
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FIGURE 7 Across different places and cultures. women are diagnosed more frequently with 
depression than men. (Source: w,.,ssman & Olfson. 1995.) 

go."\ls. When people fruitlessly pursue an ever-elusive goal, depression begins, ending 
pursuit of the goal. Ultimately, when the depression lifts, people can tum to other, 
more reasonable goals. In this view, depression serves a positive function, in the long 
run increasing the chances of survival for particular individuals, who can then pass 
the behavior to their offspring. Such reasoning, of course, is highly speculative (Nesse, 
2CXX>; Siegert & Ward, 2(02). 

The various theories of depression have not provided a complete answer to an 
elusive question that has dogged researchers: Why does depression occur in approxi­
mately twice as many women as men- a pattern (shown in Figure 7) that is simila r 
across a variety of cultures? 

One explanation suggests that the stress experienced by women may be greater 
than that experienced by men at certain points in their lives-such as when a woman 
must Si multaneously earn a living and be the primary caregiver for her children. In 
addition. women have a higher risk for physical and sexual abuse, typically earn 
lower wages than men. report greater unhappiness with their marriages, and gener­
ally experience chronic negative circumstances (Antonucci et aI., 2002; Holden, 2006; 
Nolen-Hoeksema, 2(07). 

Biological factors may also explain some women's depression. For example, 
because the rate of female depression begins to rise during puberty, some psycholo­
gists believe that hormones make women more vulne rable to the d isorder. In addi­
tion, 25 to 50 percent of women who take oral contraceptives report symptoms of 
depression. and depression that occurs after the birth of a child is linked to hormonal 
changes. Finally, structural differences in men's and women's brains that we discussed 
in the neuroscience and behavior modules may be related to gender differences in 
depression (Strickland, 1992; Holden, 2(05). 

It is dear, ultimately, that researchers have discovered no definitive solutions to 
the puzzle of depression, and there are many al ternative explanations. Most likely. a 
complex interaction of several factors causes mood disorders. 

Scbiznpbreoia_ 
I'm a doctor. you know ... I don't hal'c a diploma, butI'm a doctor. I'm glad to be a mental 
patient, bcaJusc it taught me how to be humble. I usc Cover Girl creamy natural mal«:up. 
Oml Roberts has been here to visit me ... This place is whel"C Mnd magazine is published. 
The Nixons tn.lke Noxon metal polish. When I was a little girl, I used to sit and \ell stories to 

myself. When I was older. I turned off the sound on the TV sct and made up dialogue to go 
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Schizophrenia: A c1nss of disorders 
in which severe distor tion of reality 
occurs. 

FIGURE 8 The d;stinctions among the 
different types of schizopfv"enia are not 
always clear-cut and symptoms may vary 

considerably O'.'eT time. 

with \h!, shows I watched ... I'm tl week pn'!gMnt. I ha\'e schizophrcnia-<aru:er of \h!, nerves. 
My body isoven:rowded with nerves. This is going to win me the Nobel Prize for medicine. [ 
don't consider myself schizophrenic anymolt'. 'The"",'s no such thing as schizophlt'ni.:l, thcre's 
only """"tal telepathy. I once had a friend named CamilLl Costello (Sh~han, 1982, pp. n-73). 

This excerpt illustrates the efforts of a woman with schizophrenia, one of the more 
severe forms of mental disturbance, to hold a conversation with a clinician. People 
with schizophrenia account for by far the largest percentage of those hospitalized for 
mental disorders, They arc also in many respects the least likely to recover from their 
psychological difficulties. 

Schizoph renia refers to a class of d isorders in which severe d istortion of reality 
ocrurs. Thinking. perception, and emotion may deteriorate; the individual may with­
draw from social interaction; and the person may display bizarre behavior. Although 
there are several types of schizophrenia (see Figure 8), the distinctions between 
them are not always clear-cut. Moreover, the symptoms displayed by persons with 
schizophrenia may vary conSiderably over time, and people with schizophrenia show 
s ignificant differences in the pattern of their symptoms even when they are labeled 
with the same diagnostic category. Nonetheless, a number of characteris tics reliably 
distinguish schizophrenia from other disorders. They include the following: 

Dec/ine from a previolls level offllllCliolling. An individual can no longer carry out 
activities he or she was o nce able to do. 
Disturbances of tlrougllt mid lallgrwge. People with schizophrenia use logic and 
language in a peculiar way. Their thinking often docs not make sense, and their 
information processi.ng is frequently faulty. They also do not follow conventional 
linguistic rules (Penn et aI., 1997). Consider, for example, the following resiX'nse 
to the question "Why do you think people believe in God?" 

Uh, let's, I don't know why, Jet's see, b;llJoon travel. He holds it up for you, the b~l­
loon. He don't let you fall out, your little legs sticking down through thl:' clouds. Ht:"s 
down to the smokestack, looking through thl:' smokl:' trying to get the balloon gass<:d 
up you know. Way they're flying on top th~t way, legs sticking oul. I don't know, 
looking down on the ground, heck, that'd make you so dizzy you just stay ~nd sleep 
you know, hold down and sleep thelt'. I used to bt:' sleep outdoors, you know, sl('('p 
outdoors insh.-ad of going homo: (Chapman & Chapman, 1973, p. 3). 

As this selection illustrates, although the basic grammatical structure may 
be intact, the substance of thinking characteristic of schizophrenia is often illogi­
cal, garbled, and lacking in meaningful content (Holden, 2003). 

Type 
Disorganized (hebephrenic) 
schizophrenia 

Paranokl schizophrenia 

Catatonic schizophrenia 

Undifferentiated schizophrenia 

Residual schizopfv"enia 

Types of Schizo phrenia 

Symptoms 
Innappropriate ~ughter and giggling, sjlliness, rncoherent 
speech, infantile behavi~ strange and sometimes obscene 
behavior 
Delusions and hallucinations of persecution or of greatness, 
loss of judgment erratic and unpredictable behavior 
Major disturbances in movement in some phases, loss of 
all motion, with patient frozen into a single position, 
remain ing that way for hour.; and sometrmes even days: in 
other phases, hyperactivrty and wild, sometimes violent 
movement 
Variable mixture of major symptoms of schizophrenia: 
classification used for patients who cannot be typed into 
any of the more specifIC categories 
Mrnor signs of schizophrenia after a more serious episode 
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FIGURE 9 This unusual art was created by an individual with schizophrenia. 

• Delusiolls. People with s(hizophrenia often have delusions, fi rmly held, unshak­
able beliefs with no basis in reality. Among the common delusions experienced 
by people with schizophrenia are the beliefs that they are being controlled by 
someone else, they are being persecuted by others, and thei r thoughts are being 
broadcast so that others know what they are thinking (Siddle et aI., 2002; Stompe 
et aI., 2(03). 

• HallucillatiollS alld perceptual disorders. People with schizophrenia do not per­
(eive the world as most other people do. They also may have ImllucillatiollS, 
the experience of perceiving things that do not actually exist. Furthermore, 
they may sec, hear, or smell things differently from others (see Figure 9) and 
do not even have a sense of their bodies in the way that others do, having dif­
ficulty determining where their bodies stop and the res t of the world begins 
(Reichman & Rabins, 1996; Roehrkht & Priebe, 2002; Copolov et aI., 2003; 
Botvinick,2004). 

• Emotional disturbances. People wi th schizophrenia sometimes show a bland lack 
of emotion in whi(h even the most dramatic events produce little or no emo­
tional resiX'nse. Conversely, they may display emotion that is inappropriate to a 
situation. For example, a person with schizophrenia may laugh uproariously at a 
funeral or react with anger when being helped by someone. 

• Withdrawal. People with schizophrenia tend to have little interest in others. They 
tend not to socialize or hold real conversations with others, al though they may 
talk at another person. In the most extreme cases they do not even acknowledge 
the presence of other people, appearing to be in their own isolated world. 

Usually, the onset of schizophrenia occurs in early adulthood, and the symptoms 
follow one of two primary courses. In process schizophrenia, the symptoms develop 
s lowly and subtly. There may be a gradual withdrawal from the world, ex(cssive 
daydreaminSs and a blunting of emotion, until eventually the disorder rea(hes the 
point where others cannot overlook it. In other cases, known as reactive scilizopilrenia, 
the onset of symptoms is sudden and conspicuous. The treatment outlook for reactive 
schizophrenia is relatively favorable, but process schizophrenia has proved more dif­
ficult to treat. 

The symptoms of schizophrenia can be classified into two types. Positive-symp­
tom schizophrenia is indicated by the presence of disordered behavior such as hallu­
cinations, delusions, and emotional extremes. In contrast, negative-symptom schizo­
phrenia shows an absence or loss of normal functioninSs such as social withdrawal or 
blunted emotions. Schizophrenia researchers sometimes speak of Type I scilizollilrenia, 
in which iX'sitive symptoms are dominant, and Type II scilizollilrel1ia, in which negative 
symptoms are more prominent. 
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Sch izophren ia 

FtGURE t o The doserthe genetic links 

between two people , the greater the likeli­

hood that if one experiences schizophrenia. 

so will the other some trme during his or 

her life , However, genetics is not the full 

story. because If it ......ere , the risk of identi­

ca l twins having schizophrenia would be 

100 pen:ent, not tile 48 pen:ent ~ in 

this figl.¥e. (Soun:e: GotteYnan. t99I,) 

The distinction between Type I and Type II schizophrenia is important because 
it suggests that two different processes might trigger schizophrenia, the cause of 
which remains one of the greatest mysteries facing psychologists who deal with 
disordered behavior. To increase your understanding of schizophrenia, work on the 
Psych lnteractive exercise. 

SOLVING THE PUZZLE OF SCHIZOPHRENIA: 
BIOLOGICAL CAUSES 

Allhough schizophrenic behavior clearly departs radically from normal behavior, its 
causes are less apparent. II does appear, however, that schizophrenia has both biologi­
cal and environmental origins (Sawa & Snyder, 2002). 

Let's first consider the evidence pointing to a biological cause. Because schizo­
phrenia is more common in some families than in others, genetic factors seem to be 
involved in producing at least a susceptibility to or readiness fo r developing schizo­
phrenia. For example, the closer the genetic link between a person with schizophrenia 
and another individual, the greater the likelihood that the other person will experi­
ence the disorder (Brzuslowicz et aI., 2000; Plomin & McCuffin, 2003; Gottesman & 
Hanson, 2005; see Figure 10). 

However, if genetics alone were responsible for schizophrenia, the chance of both 
of two identical twins having schizophrenia would be 100 percent instead of just 
under 50 percent, because identical twins have the same genetic makeup. Moreover, 
attempts to find a link between schizophrenia and a particular gene have been only 
partly suc~sfu1. Appa.rently, genetic factorS alone do not produce schizophrenia 
(Franzek & Beckmann, 1996; Lenzenweger & Dworkin, 1998). 

One intriguing biological hypothesis to explain schizophrenia is that the brains of 
people with the disorder may harbor ei ther a biochemical imbala nce or a structura l 
abnormality. For example, the dopamine hypothesis suggests that schizophrenia occurs 
when there is excess ac tivity in the areas of the brain that use dopamine as a neu­
rotransmitter. This hypothesis came to light after the discovery that drugs that block 
dopamine action in brain pathways can be highly effective in reducing the symptoms 
of schizophrenia. Other research suggests that glutamate, another neurotransmitter, 
may be a major contributor to the disorder (Rlumeister & Francis, 2002; Remington, 
2003; Javi tt & Coyle, 2004). 

Some biological explanations propose that structural abnormalitics exist in the 
brains of people with schizophrenia, perhaps as a resul t of exposure to a virus during 
prenatal development. For example, some research shows abnormalities in the neural 
circuits of the cortex and limbic systems of individuals with schizophrenia. Consistent 
with such research, people with schizophrenia and those without the disorder show 
different brain func tioning (Brown et aI., 1996; Lenzenweger & Dworkin, 1998; 
6artzokis e t aI., 2003; see Figures 11 and 12). 

Risk of Deyeloplng Schizophrenia, Based on 

G enetic Relatedness to a PeNon with Schizophrenia 

Re lationship 

Identical twin 

eNid of two schizophreniC parents 

Fraternal twin 

O ffspnng of Orlf: schizophrenic parent 
Sibl ing 

Nephew or niece 

Sp~~ 

Unrelated person 

Genetic Relatedness, % 
100 
100 
50 
50 
50 
25 
o 
o 

Risk of Deve loping 
Schizophrenia, % 

48 

46 
17 
17 
9 , 
2 
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FIGURE II Structural changes in the brain have been found in people with schizophrenia In the 

first MRI reconstruction of the bra in o f a patient with schizophrenia (lett). the hip pocampus (rei low) 

is shrunken. and the ventricles (gray) are enlarged and fluid-fiUed . In contrast the brain of a person 
without the disorder (nght) appears structurally different (Soo.rte: N.C. Andrea\el"l. University of Iowa) 

Further evidence for the importance of biological factors shows that when people 
with schizophrenia hear voices during hallucinations, the parts of the brain respon­
s ible for hearing and language processi ng become active. When they have visual hal­
lucinations. the parts of the brain involved in movement and color are active. At the 
same time, people with schizophrenia often have unusually low activity in the brain's 
frontal lobes-the parts of the brain involved with emotional regulation, insight, and 
the evaluation of senSOry stimuli (Stern & Silbersweig, 2001). 

ENVIRONMENTAL PERSPECTIVES ON SCHIZOPHRENIA 

Although biological factors provide important pieces of the puzzle of schizophrenia, 
we s till need to consider past and current experiences in the environments of people 

FIGURE 12 These MRI scans compare deterioration in the gray matter of the cortex of adoles­

cent patients with one type of schizophrenia. (SourI:e: Paul Thompson and Arthur Tog ... UCLA uboratOl")" 

of Neu-o Imaging. and Juditll Rapoport. NatiorlaJlnslitute of Mental Health.) 
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who develop the disturbance. For instance, psychoanalytic approaches suggest tha t 
schizophrenia is a form of regression to earlier experiences and stages of life. Freud 
believed, for instance, that people with schizophrenia lack strong enough egos to cope 
with their unacceptable impulses. They regress to the oral stage-a time when the id 
and ego are not yet separated. Therefore, individuals with schizophrenia essentially 
lack an ego and act out impulses without concern for reality. 

Although this reasoning is theoretically plausible, little evidence supports 
psychoanalytic explanations. Somewhat more convincing theories look toward the 
emotional and communication patterns of the families of people with schizophrenia. 
For instance, some researchers suggest that schizophrenia results from high levels of 
expressed emotion. Expressed emotion is an interaction style characterized by criticism, 
hostility, and emotional intrusiveness by family members. Other researchers suggest 
that faulty communication patterns lie at the heart of schizophrenia (Bayer, 1996; 
Linszen et aI., 1997; Miklowitz & Tompson, 2(03). 

Psychologists who take a cognitive perspective on schizophrenia suggest that the 
problems in thinking experienced by people with the d isorder point to a cognitive 
cause. Some suggest that schizophrenia results from ovcrallellfioll to stimuli in the 
environment. Rather than being able to screen out unimportant o r inconsequential 
stimuli and focus on the most important things in the env ironment, people with 
schizophrenia may be exceSSively receptive to virtually everything in their environ­
ment. As a consequence, their information-processing capabilities become overloaded 
and eventually break down. Other cognitive experts argue that schizophrenia results 
from rmderattelltioll to certain stimuli. According to this eXplanation, people with 
schizophrenia fail to focus sufficiently on important stimuli, and pay attention to 
o ther, less important information in their surroundings (Braff, 1995). 

Although it is plausible that overattention and underattention are re lated to dif­
ferent form s of schizophrenia, these phenomena do not explain the origins of such 
information-processing disorders. Consequently, cognitive apprO<"1ches- like o ther 
environmental explanations-do not provide a full explanation of the disorder. 

THE MULTIPLE CAUSES OF SCHIZOPHRENIA 

The predominant appro."1ch used to explain the onset of schizophrenia today, the 
predisposition modd of scirizoplrrrmia, incorporates a number of biological and environ­
mental factors. This model suggests that individuals may inherit a predisposi tion or 
an inborn sensitivity to schizophrenia that makes them particularly vulnerable to 
stressful factors in the environment, such as social rejection or dysfunctional family 
communication patterns. The stressors may vary, but if they are strong enough and 
are coupled with a genetic predisposition, the result will be the onset of schizophrenia. 
Similarly, a strong genetic prcdi,position may lead to the onset of schizophrenia even 
when the environmental stressors are relatively wea k. 

In shorl, Ihe models used today associate schizophrenia with several kinds of 
biological and environmental factors. It is increaSingly dear, then, that no s ingle factor, 
but a combination of interrelated variables, produces schizophrenia (Lenzenweger & 
Dworkin, 1998; Meltzer, 2000; McDonald & Murray, 2(04). 

£ersonaiLtl' Disor.ders, _____ _ 
I had always wanted lots of things; as a child I can remember wanting a bullet that a 
friend of mine had brought in to show the class. I took it and put it into my school bag 
and when my friend noticed it was missing, I was the one who stayed .f!(,r school with 
him and searched the room, and I was the One who Silt with him and bitched about the 
other kids and how one of them took his bullet. I even went home with him to help him 
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break the news to his uncle, who had brought it home from the war for him. But that was 
petty compared with the stuff I did later. [wa.nted a Ph.D. very badly, but I didn't want to 
work \'ery hard-just enough to get by. [ never did the experiments [ reported; hell, [ was 
smart enough to make up the results. I knew enough about stat istics to make anything 
look plausible. I got my master's degree without even spending one hour in a laboratory. 
I mean, the professors believed anything. I'd stay out all night drinking and being with 
my friends, and the next day L'd get in just before them and tell 'em I'd been in the lab all 
night. They'd actually feel sorry fo r me (Duke &: Nowicki, 1979, pp. 309-3\0). 

This excerpt provides a graphic first-person account of a person with a per­
sona lity disorder. A personality disorder is .::haracterized by a set of inflexible, 
maladaptive behav ior patterns that keep a person from functioning appropriately 
in SOCiety. Personality disorders differ from the o ther problems We have d iscussed 
because those affe.::too by them often have little sense of personal distress associated 
w ith the psychological ma ladjustment. In fac t , people with personali ty diso rders 
frequently lead seemingly normal lives. However, jus t below the surface lies a set 
of inflexible, maladaptive personality traits that do not permit these individuals to 
func tion as members o f society (Clarkin & Lenzenweger, 2004; Millon, Davis, & E. 

Millon, 1996, 2000). 
The best-known type of personality disorder, illustrated by the .::ase above, is the 

antisocial personality disorder (sometimes referred to as a sociopathk personality). 
Individuals with this disturbance show no regard for the moral and ethical rules of 
society or the rights of others. Although they can appear quite intelligent and likable 
(a t least at first), upon closer examination they tum out to be manipulative and de.::ep­
tive. Moreover, they lack any guilt or anxiety about their wrongdoing. When those 
with antisocial personali ty d isorder behave in a way that injures someone else, they 
understand intelle.:: tually that they have caused harm but feci no remorse (Lykken, 
1995; Goodwin & Hamilton, 2003). 

People with antisocial personality disorder are often impuls ive and lack the abil­
ity to wi thstand frustration. They can be extremely manipula tive. They also may have 
excellent social skills; they can be charming, engaging, and highly persuasive. Some 
of the best con artis ts have antisocial personalities. 

What causes such an unusual constellation of problem behaviors? A variety of 
factors have been suggested, ranging from an inability to expericnre emotions appro­
priately to problems in famil y relationships. For example, in many .::ascs of antisocial 
behavior, the individual has come from a home in which a parent has d ied or left, or 
one in which there is a lack of affe.::ti on, a lack of consistency in diSCipline, or outright 
rcje.::tion. Other explanations concentrate on so..::iocultural factors, because an unusu­
ally high proportion of people with antisocial personalities come from lower socioc.::o­
nomic g roups. Still, no one has been able to pinpoint the spe.::ific causes of antisocial 
personalities, and it is likely that some combination of factors is responsible (Nigg & 

Goldsmith, 1994; Rosenstein & Horowitz, 1996; Costa & Widiger, 2002). 

People with borderline personality disorder have difficulty developing a secure 
sense of who they a re. As a .::onsequence, they tend to rely on re lationships w ith 
o thers to define their identity. The problem with this s trategy is that reje.::tions a re 
devas tating. Furthermore, people with this disorder distrust others and have dif­
ficu lty controlling thei r anger. Their emotiona l volatility leads to impulsive and 
self-destrudive behavior. Individ uals wi th borderline personality disorder often feel 
empty and alone. They may form intense, sudden, o ne-sided relationships, demand­
ing the attention of another person and then feeling angry when they don't re.::eive 
it. One reason for this behavior is that they may have a background in which o thers 
discounted or criticiz.ed their emotional reactions, and they may not have leamed to 
regulate thei r emotions effectively (Linehan, Cochran, & Kehrer, 2001; Trull, Stepp, 
& Durrett, 2003). You can lea rn more by completing the Psychlnteradive exercise on 
borderline personal ity disorders. 

Personality disorder: A disorder char­
acterized by a set of inflexible, mal­
adaptive behavior patterns that keep 11 

person from fun ctioning appropriately 
in society. 

Antisocial personality disorder. 
A disorder in which individuals show 
no regard for the moral and ethical 
rules of society or the rights of others. 

BorderHne personality disorder: 
A disorder in which individuals have 
difficulty developing a secure sense of 
who they a re. 

www.mhhe.com/feldmaness7 

Psyc hlnteractive Onl ine 

Borderline Personality Disorder 
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Narcissistic personality disorder: 
A personality disturbance character­
ized by an exaggerated sense of self­
importance. 

Attf!ntion-defi ci t hyperactivity 
disorder (ADHD): A disorder marked 
by inattention, impulsiveness, a low 
tolerance for frustra tion, and a great 
deal of inappropri.1. te activity. 

Another example of a personality d isturbance is the narcissis tic personality dis­
order, which is characterized by an exaggerated sense of self-importance. Those with 
the disorder expect spe<:ial treatment from others, while atlhesame time disregarding 
others' feelings. In some ways, in fact, the main attribute of the narcissistic personality 
is an inability to experience empathy for other people. 

There are sc\'eral other categories of personality disorder, ranging in severity from 
individuals who may simply be regarded by others as eccentric, obnoxious, or difficult 
to people who act in a manner that is criminal and dangerous to others. Although they 
arc not out of touch with reality in the way that people with schizophrenia are, people 
with personality disorders lead lives that put them on the fringes of society (Millon, 
Davis, & E. Millon, 2000; Trull & Widiger, 2003). 

ChildbDod Djsncdecs, _____ _ 
We typically view childhood as a time of innocence and relative freedom from stress. 
In reality, though, almost 20 percent of children and 40 percent of adolescents experi­
ence significant emotional or behavioral disorders (Romanoet aI., 2001; Broidy, Nagin, 
& Trembling, 2003; Nolen-Hoeksema, 2006). 

For example, although major depression is more prevalent in adults, around 2.5 
percent of children and more than 8 percent of adolescents suffer from the disorder. In 
fact, by the time they reach age 20, between 15 and 20 percent of children and adoles­
cents will experience an episode of major depression (Garber & Horowitz, 2002). 

Children do not 'lhvays display depression in the same way adults do. Rather 
than showing profound sndness or hopelessness, childhood depression may produce 
the expression of exaggerated fears, dinginess, or avoidance of everyday activities. In 
older children, the symptoms may be sulking, school problems, and even acts of delin­
quency (Wenar, 1994; Koplewicz, 200Z; Seroczynski, Jacquez, & Cole, 2003). 

A considerably more common childhood disorder is attention deficit hyperactivity 
disorder, or ADHD, a disorder marked by inattention, impulsiveness, .1. low tolemnce 
for frustration, and generally a great deal of inappropriate activity. Although all chil­
dren show such behavior some of the lime, it is so common in children diagnosed with 
ADHD that it interferes with their everyday functioning (Brown, 2000; Swanson, Harris, 
& Graham, 2003; B.1.rkley, ZOO5). 

AOHD is surprisingly w idespread, with estimates ranging between 3 and 5 per­
cent of the school-age population-or some 3.5 million children under the age of 18 
in the United States. Children diagnosed with the disorder nrc often exhnusting to 
parents nnd teachers, nnd even their peers find them difficult to deal with. 

The cause of ADHD is not known, although most experts feel that it is produced 
by dysfunctions in the nervous system. For example, one theory suggests that unusu­
ally low levels of arousal in the central nervous system cause ADHD. To compensate, 
children with ADH D seck out stimulation to increase arousal. Sti ll , such theories arc 
speculative. Furthermore, because many children occasionally show behaviors charac­
teristic of ADHD, it often is misdiagnosed. Only the frequency and persistence of the 
symptoms of ADHD allow for a correct diagnosis, which can be done only by a trained 
professionnl (Hinshaw et aI., 1997; Bnrkley, ZOOO). 

Othec Disordecs 
It's important to keep in mind that th", various forms of abnormal behavior described 
in DSM-IV-TR cover much more ground thnn we hnve been able to discuss in this 
module. Some relate to topics previously considered in other contexts, such as psycho­
(1ctivc slibstallce-usc disordf'f, in which problems arise from the nbuse of drugs; eatiug 
disorders; and sexual disorders, in which one's sexual activity is unsatisfactory. Another 
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important class of disorders is organic mental di;wrders, some of ""hich we touched on 
previously. These are problems that have a purely biological basis , such as Alzheimer's 
disease and some types of mental retardation. There are other disorders we have not 
mentioned at aU, and each of the classes we have discussed can b<~ divided into several 
subcategories (Kopelman & Fleminger, 2002; Pratt et aI., 2003; Reijonen et aI., 2003). 

R E C A P/EVALUAT E/ RETH INK 

RECAP 

What are the major psychological disorders? 

• Anxiety disorders are present when a person experi­
ences so much anxiety that it affects daily functioning. 
Speci fic types of anxiety disorders include phobic dis­
order, panic disorder, generalized anxiety disorder, and 
obsessive--<:ompulsive d isorder. (pp. 459-462) 

• Somatofonn disorders are psychological d ifficulties that 
take on a physical (somatic) fonn, but fo r which there 
is no medical cause. Examples are hypochondriasis and 
conversion disorders. (p. 463) 

• Dissociative disorders are marked by the separation, 
or dissociation, of crucial parts of personality that are 
usually integrated. The major kinds of dissociative dis­
orders are dissocia tive identity disorder (multiple per­
sonalities), dissociative amnesia, and dissociative fugue. 
(pp. 463-465) 

• Mood disorders are characterized by emotional states 
of depression or euphoria SO strons that they intrude 
on everyday living. Thcy include major depression and 
bipolar d isorder. (pp. 465-467) 

• Schizophrenia is one of the more severe forms of mental 
illness. Symptoms of schizophrenia include declines in 
funct ioning, thought and language disturbances, percep­
tual disorders, emotional disturbance, and withdrawal 
from others. (pp. 470-472) 

• Strong evidence links schizophrenia to genetic, bio­
chemical, and environmental factors. According to the 
predisposition model, an interaction among various fac­
tors produces the disorder. (pp. 472-474) 

• People with personality disorders experience little or no 
personal distress, but they do suffer from an inability to 
function as normal members of society. These disorders 
include antisocial personality disorder, borderline per­
sonality disorder, and narcissistic personality disorder. 
(pp.474-476) 

• Childhood disorders include major depression and 
attention deficit hyperactivity disorder (ADHD), which 
is marked by inattention, impulsiveness, a low tolerance 
for frustration, and inappropriatl' activity. (p. 476) 

EVALUATE 

1. Kathy is terrified of elevators. She could be suffering 
from a(n) 

d . Obsessive-compulsive disorder 
b. Phobic diso rder 
c. Panic disorder 
d. Generalized anxiety disorder 

2. Cannen described an incident in which her anxiety sud­
denly rose to a peak and she felt a sense of impending 
doom. Ca rmen experienced a(n) _.,--___ --,-. 

3. Troubling thoughts that persist for days or months are 
known as 

d . Obsessions 
b. CompulSions 
c. Rituals 
d. Panic attacks 

4. An overpowering urge to carry out a strange ritual is 
calleda(n) _____ _ 

5. In what major way does conversion disorder differ from 
hypochondriasis? 

6. The separation of the personality, providing escape from 
stressful si tuations, is the key factor in ______ _ 
disorders. 

7. States of extreme euphoria and energy paired with 
severe depression characterize disor-
der. 

8. schizophrenia is characterized by 
symptoms that are sudden and of easily identifiable 
onset; schizophrenia develops gradu-
ally over a person's life span. 

9. The states tha t schizophrenia may be 
caused by an excess of certain neurotransmitters in the 
brain. 

10. Which of the following theories states that schizophre­
nia is caused by the combination of genetic factors and 
environmental s tressors? 

d . Leamed-inattention theory 
b. Predisposition model 
c. Dopamine hypothesis 
d. Leamed-hl'ipll'ssness Ihl'Ory 
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RETHINK 

1. What cultural factors might contribute to the rate of 
anxiety disorders found in a culture? How might the 
experience of anxiety differ among people of different 
cultures? 

2. From lire perspective of (/ socilll worker: Personality d isor­
ders are often not apparent to others, and many people 
with these problems seem to live basically normal lives 

KEY TERMS 

anxiety disorder p. 459 
phobias p. 460 
panic disorder p. 460 
generalized anxiety disorder 

p.461 
obseSSive-compulsive 

disorder p. 461 
obsession p. 461 
compulsion p. 461 

somatofonn disorders 
p.463 

hypochondriasis p. 463 
conversion disorder p. 463 
dissociative disorders p. 464 
dissociative identity disor-

der (or multiple personal­
ity disorder) p. 464 

dissociative amnesia p. 464 

and are not a threat to others. Because these people 
often appear from the outside to function well in soci­
ety, why should they be considered psychologically 
disordered? 

Answers to Evaluate Questions 

q '01 :S!S<>'I,odA'l "U!w".;{op '6 :SS<I3OJd ''''\11 
-:mill'8 :JC,OON 'l :a"'lcI:>OSS!P '9 :lu<>S.lJd Sr iUU""IJnISlP le~sA'Id Icnpc 

U~ 'J"PJOS1P UO!SlJ,'UO~ 1I]'5 :U()lS1ndwoo 'r:C"£ :;pCUI' ~!Ucd ',:q"\ 

dissociative fugue p. 465 
mood disorder p. 465 
major depression p. 465 
mania p. 466 
bipolar disorder p. 467 
schizophrenia p. 470 
personality disorder p. 475 
antisocial personality 

disorder p. 475 

borderline personality dis­
order p. 475 

narcissistic personality dis­
order p. 476 

a ttention deficit hyperac­
tivity disorder (AOHD) 
p.476 
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The Prevalence of Psychological 
Disorders: The Mental State 
of the Union 
How common are the kinds of psychological disorders we've been discussing? Here's 
one answer: Every second person you meet in the United States is likely to suffer, al 
some point during his or her life, from a psychological disorder. 

That's the conclusion drawn from a massive study on the prevalence of psycho­
logical d isorders. In that study, researchers conducted face-to-face interviews with 
more than 8,000 men and women between the ages of 15 and 54 years. The sample was 
designed to be representative of the population of the United States. According to results 
of the study, 48 percent of those intcn' iewed had experienced a disorder at some point in. 
their lives. In addition, 30 percent experienced a disorder in any particular year, and the 
number of people who experienced simultaneous multiple disorders (known as rol1lor­

bidity) was significant (Welkowitz et aL, 2000; Kessler, Berglund, & Demler, 2005). 
The most common disorder reported in the study was depression, with 17 per­

cent of those surveyed reporting at least one major episode. Ten percent had suffered. 
from depression during the current year. The next most common disorder was alcohol 
dependence, which occurred at a lifetime incidence rate of 14 percent. In addition, 7 
percent of those interviewed had experienced alcohol dependence in the last year. 
Other frequently occurring psychological disorders were drug dependence, disorders 
involving panic (such as an overwhelming fear of talking to strangers and terror of 
heights), and posttraumatic stress disorder. 

Although some researchers think the estimates of severe disorders may be too high 
(Narrow et aI., 2(02), the national findings are consistent with studies of college students 
and their psychological difficulties. For example, in one study of the problems of stu­
dents who visited a college counseling center, more than 40 percent of students reported 
being depressed (see Figure I). These figures include only students who sought help 
from the counseling center, not those who did not seek treatment. Consequently, the 
figures are not representa tive of the entire college population (Benton et aI., 2003). 

The significant level of psychological disorders is a problem not only in the United. 
Stales; according to the World Health Organization (WHO), mental health difficulties 
a re also a global concern. Throughout the world, psychological d isorders are wide­
spread. Furthermore, there are economic disparities in treatment, such that more afflu­
ent people with mild disorders receive more and better treatment than poor people 
who have more severe disorders (The WHO World Mental Health Survey Consortium, 
2004; see Figure 2 on page 481). 

Also, keep in mind Ihat the incidence of specific disorders varies significantly in 
other cultures. For instance, cross-cultural sun'eys show thai the incidence of major 
depression varies significantly from one culture to another. The probability of having 
at least one episode of depression is only 1.5 percent in Taiwan and 2.9 percent in 
Korea, compared with 11.6 percent in New Zealand and 16.4 percent in France. Such 
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Key c,o"eepts 

How P7a'(~;~~are::~i; chological 

What indicators signal a 
need for the help of a men­
tal health practitioner? 
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FIGURE I The problems reported by 
students visiting a college counseling center. 
Would you have predicted this pattern of 

psychological difficulties? (Soo.ne: Benton et 
ai" 2003.) 

www.mhhe.com/feldmanes s7 
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Prevalence of Psychological Disorders 
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Physical problems 
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Grief 
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Personality disorders 
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Eating disorders 

Chronic mental disorder 

Sexual assault 

Legat 
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Percentage of students reporting problem 

notable differences underscore the importance of considering the cultural context of 
psychological d isorders (Weissman et a l., 1996; Horwarth & Weissman, 2000; Tseng, 
2(03). (You can learn more by completing the Psychlnteractive exercise on prevalence 
of psychological disorders.) 

The Social and Cultural Context 
of Psychological Disorders 
In considering the nature of the psychological disorders described in OSM-IV-TR, it's 
important to keep in mind that the specific disorders reflecttum-of-the-Iwenty-firsl­
century Western cultures. The classification system provides a snapshot of how its 
authors viewed menta] disorders when it was published in 1994. In fact, the develop­
ment of the most recent version of DSM was a source of g reat debate, in part reflecting 
issues that divide SOCiety. 

For example, two disorders caused particular controvers}' during the revision 
process. One, known as self-defeatillg personality disorder, was ultimately removed from 
the appendix, where it had appeared in the previous revision. The term self-defeat­
ing personality disorder had been applied to cases in which people who were treated 
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Develope d Countries Less-Develope d Countries 
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FIGURE 2 Accordng to a ~obaI su~ conducted by the WOOd Health Organization. the prevaief1ce 
of psychological disorders is widespread. These figures show- the prevalence of any psychok>gicaI disorder 
-Mthin a 12-1"1"'()r1th period. (Souru< The VVHO World Mental Hea/th Suvey Consortun. 2001. Tilie 1) 

unpleasantly o r demeaningly in relationships neither left nor took other action. It was 
typically used to describe people who remained in abusive relationships. 

Although some clinicians argued that it was a valid category, one tha t they observed 
in clinical practice, the disorder seemed to lack enough research evidence to support its 
designation as a disorder in DSM. Furthermore, some criticS complained that use of the 
label had the eff~t of condemning targets of abuse for their plight- a blame-the-victim 
phenomenon-and as a result, the category was removed from the manual. 

A second and even more controversial category was premellstmaJ dysplwric disorder. 
That disorder is characterized by severe, incapacitating mood changes or depression 
related to a woman's menstrual ~ycle. Some critics argued that the classification simply 
labels normal female behavior ~s a disorder. Former U.s. Surgeon General Antonia. 
Novello suggested that what "in women is called PMS [premenstrual syndrome, a. 
s imilar claSSification] in men is called healthy aggression and initiative" (Cotton, 1993, 
p. 270). Advocates for including the disorder prevailed, however, and premenstrual dys­
phoric disorder appears in the appendix of DSM-/V-TR (Hartung & Widiger, 1998). 

Such controversies underline the fact that our understanding of abnormal behav­
ior reflects the society and culture in which we live. Future revisions of DSM may 
incl ude a different catalog of disorders. Even now, other cultures might include a list 
of d isorders that look very different from the lis t that appears in the current DSM, as 
we discuss next. 

IS 

. c.oom.. 
_ Nil"';' 

20 lS 

In most people's estimation, a person who hears voices of the 
recently deceased is probably a vic tim of a psychological dis­
turbance. Yet some Plains Indians routinely hear the voices of 
the dead calling to them from the afterlife. 

This is only one example of the role of culture in labeling 
behavior as "abnormal." In fact, among all the major adult dis-

Exploring 
DSM and Culture--and 
the Culture of DSM 

DIVERSITv G 

orders included in the DSM categorization, just four are found across all cultures of 

JO 
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the world: schizophrenia, bipolar disorder, major depression, and anxiety disorders. 
Ail the rest are specific to North America and Western Europe (Kleinman, 1996; Cohen, 
Slomkowski, & Robins, 1999; L6pez & Guarnaccia, 2000). 

Take, for instance, anorexia nervasa, the disorder in which people develop inac­
curate views of their body appearance, become obsessed with their weight, and refuse 
to cat, sometimes starving in the process. This disorder occurs only in cultures that 
hold the societal standard that slender female bodies are the most desirable. In most 
of the world, where such a standard does not exist, anorexia nervosa does not occur. 
Interestingly, there is no anorexia nervosa in all of Asia, with two exceptions: the 
upper and upper-middle classes of Japan and Hong Kong, where Western influence 
tends to be great. In fact, anorexia nervosa developed fairly recently even in Western 
cultures. In the 1600s and 1700s it did not occur because the ideal female body in 
Western cultures at that time was a full-figured one. 

Similarly, dissociative identity (multiple personality) disorder makes sense as a 
problem only in societies in which a sense of self is fairly concrete. In India, the self 
is based more on external factors that are relatively independenl of the person. There, 
when an individual displays symptoms of what people in a Western society would call 
dissociative identity disorder, Indians assume that that person is possessed either by 
demons (which they view as a malady) or by gods (which does I'Ot require treatment). 

Furthermore, even though disorders such as schizophrenia are found throughout 
the world, cultural factors influence the particular symptoms of the disorder. Hence, 
catatonic schizophrenia, in which unmoving patients appear to be frozen in the same 
pOSition, sometimes for days, is rare in North America and Western Europe. In con­
trast, in India, 80 percent of those with schizophrenia are catatonic. 

Other cultures have disorders that do not appear in the West. For example, in 
Malaysia, a behavior called amok is characterized by a wild outburst in which a per­
son, usually quiet and withdrawn, kills or severely injures another. Koro is a condition 
found in Southeast Asian males who develop an intense panic that the penis is about 
to withdraw into the abdomen. Some West African men develop a disorder when 
they first attend college that they call brain fag; it includes feelings of heaviness or heat 
in the head, as well as depression and anxiety. Finally, ataqrre de l1ervios is a disorder 
found most often among Latinos from the Caribbean. It is characterized by trembling, 
crying, uncontrollable screams, and incidents of verbal or physical aggression (Stix, 
1996; Cohen et aI., 1999; L6pez & Guarnaccia, 2000). 

In sum, we should not assume that the DSM provides the final word on psycho­
logical disorders. The disorders it includes are very much a creation and function of 
Western cultures at a particular moment in time, and its categories should not be seen 
as universally applicable (Tseng, 2003). 

BECOMING AN 
INFORMED CONSUMER 

of Psychology 
Deciding W hen You Need Help 

After you've considered the range and variety of psychologi­
cal disturbances that can afflict people, you may begin to feel 
that you suffer from one (or more) of the problems we have 
discussed. [n fact, this perception has a name: medical sluderrt's 
disease. Although in this case it might more aptly be labeled 
'"psychology student's d isease," the basic symptoms are the 
$arne: feeling that you suffer from the $arne sorts of problems 
you are studying. 

Most often, of COUTSC, your concerns will be unwarranted. As we have discussed, 
the differences between normal and abnormal behavior are often so fuzzy that it is 
easy to jump to the conclusion that one has the sal1le symptoms that are involved in 
serious forms of mental disturbance. 

Before coming to such a conclusion, though, keep in mind that from time to 
t ime we all experience a wide range of emotions, and it is not unusual to feel deeply 
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unhappy, fantasize about bizarre situations, or fccl anxiety about life's circumstances. 
It is the persistence. depth, and consistency of such behavior tha·t set normal reactions 
apart from abnormal ones. If you have not previously had serious doubts about the 
normality of your behavior, it is unlikely that reading about o the rs' psychological dis­
orders will prompt you to reevaluate your earlier conclusion. 

On the other hand, many people do have problems that merit concern, and in 
such cases, it is important to consider the possibility that professional help is war­
ranted. The following list of symptoms can serve as a guideline to help you determine 
whether outside intervention might be useful (Engler & Goleman, 1992): 

• Long-term feelings of distll'ss that interfere with your sense of well-being, com­
petence, and ability to funclion effedively in daily activities 

• Occasions in which you experience overwhelmingly high stress, accompanied by 
feelings of inability to cope with the situation 

• Prolonged depression or fet-lings of hopelessness, particularly when they do not 
have any dea r cause (such as the death of someone dose) 

• Withdrawal from other people 
• A chronic physical problem ior which no physical cause can be determined 
• A fear or phobia that prevents you from engaging in everyday activities 
• Feelings that other people are out to get you or are talking about and plotting 

against you 
• Inabili ty to interact effe.::tively with others, preventing the development of 

friendships and loving relationships 

This list offers a rough set of guidelines for determining when the normal prob­
lems of everyday living have escalated beyond your ability to deal with them by 
yourself. In such situations, the least reasonable approach would be to pore over the 
psychological disorders we have discussed in an attempt a t self..diagnosis. A more 
reasonable strategy is to consider seeking professional help. 

R EC A PlEVA LUAT E/RETH INK 

RECAP 

How prevalent are psychological disorders? 

• About half the people in the United Sta tes are likely to 
experience a psychological disorder at some point in 
their lives; 30 percent experience a disorder in any spe­
cific year. (p. 479) 

What indicators signal a need for the help of a mental heal th 
p ractitioner? 

• The Signals that indicate a need for professional help 
include long-term fee lings of psychological distress, feel­
ings of inability to cope with stress, withdrawal from 
other people, prolonged feelings of hopelessness, chron­
ic physical problems with no apparent causes, phobias 
and compulsions. paranoia, and an inabili ty to interact 
with others. (p. 483) 

EVALUATE 

1. The latest version of DSM is considered to be the conclusive 
guideline on defining psychologiGiI disorders. True or fa lse? 

2. characterized by severe, incapacitat-
ing mood changes or depression related to a woman's 
menstrual cycle, was eventually added to the appendix of 
DSM-IV-TR despite controversy surrounding its inclusion. 

3. Match the disorder with the culture in which it is most 
common: 

1. amok 
2. anorexia nervosa 
3. brain fag 

•• catatonic schizophrenia .. India 
b. Malaysia 
,. United States 
d. West Africa 
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4, Recent research on the prevalence of psychological dis­
orders has found that is the most com­
mon d isorder, with 17 percent of those surveyed report­
ing at least one major episode, 

RETHINK 

1, Why is inclusion in the DSM-JV-TR of "borderline" dis­
orders such as self-defeating personality disorder and 
premenstrual dysphoric disorder so controversial and 
political? What disadvantages does inclusion bring? 
Does inclusion bring any benefi ts? 

2. From tire perspective of a college call lise/or: What indicators 
might be most important in determining whether a col­
lege student is experiencing a psychological disorder? 
Do you believe that a ll students who show signs of a 
psychological disorder should seek professional help? 
How might your responses change if the student was 
from a different culture (e.g" an African society)? 

AnoweTS to Evalua t e Questions 
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I. On the Web, research the insanity defense as it is used in U.S, courts of law, consulting at 
least two sources, Surrvnarize your findings. evaluating them against the perspectives on 
psychological disorders. Are there differences between legal and psychological interpreta­
tions of "sanity"1If so. what are they1 00 you think such differences are appropriate1 

2_ Find information on the Web about the controversy sUlTOunding dissociative (or multiple) 
personality disorder. Summarize both sides of the controversy Using your knowledge of 
psychology. state your opinion on the matter. 

3. After completing the Psychlnteractivities on bipolar disorders and sch~ophrenia. use the 
Web to investigate the current status of the case of Andrea Yates, who drovvned all We 
of her children in a bathtub, From what disorder does she suffer? In your opinion. was she 
legalty sane at the time of the killings? Why? 

We've discussed some of the many types of psychological 

E ' I disorders to wtJich people are prone, noting the difficulty p log u e psychologists and physicians have in dearty differentiating 
normal from abnormal behavior and looking at some of the 
approaches mental health professionals have taken to explain 

and treat psychological disorders, We considered today's most commonty used classifICation 

scheme, categorized in DSM-N-TR and examined some of the more prevalent forms of psycho­
logical disorders, To gain a perspective on the topic of psychological disorders, we discussed the 
surprisingly broad incidence of psychological disorders in U.s. society and the cultural nature of 
such disorders. 

Before we proceed to focus on treatment of such disorders. tum back to the prologue, in 
which the case of Chamique Holdsdaw was described. Using the knowledge you gained from 
this chapter. consKier the following questions, 

I. Holdsdaw was suffering from ma)Or depression. What elements of her behavior seem to 
fit the description of major depression? 

2. Which perspective (i.e .. medical. psychoanalytic, behavioral. cognitive, humanistic, or socio­
cultural) do you think would provide the best explanation for Holdsclaw's case? Would it 
be advisable to use several perspectives to understand her case? Why? 

1. Do you think there were signs of psychological disorder in Holdsclaw's actions during ado­
lescence? What might they have been) 

4 . Initially, Holdsclaw hid her disorder from her teammates and coach because she felt embar­
rassment and shame. '#ITt do you think th is happened? What kinds of societal changes 
need to occur in order to make psychological disorders be perceived less negatively? 
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Key Concepts for Chapter I 3 

What are the goals of psychologically and biologically 

based treatment approaches? • What are the 

psychodynamic. behaviorial. and cognit ive approaches 

to treatment? 

What are the humanistic approaches to treatment? 

• What is interpersonal therapy? • How does 

group therapy differ from individual types of 

therapy? • How effective is therapy, and which 

kind of therapy works best in a given situation? 

Ho,"'"", drug. electroconvulsive, and psychosurgical 

te,:hn,~"es used today in the treatment of 

ps)'cho\o'g;cal disorders? 
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Psychotherapy: 
Psychodynamic, Behavioral, 
and Cognitive Approaches to 
Treatme nt 
Psychodynamic Approaches to Therapy 

Behavioral Approaches to Therapy 

Cognw Approaches to Therapy 

MODULE 41 

Psycho therapy: Humanistic , 
Interpe rsonal, and Group 
Approaches to Treatme nt 
Humanistic Therapy 

Interpersonal Therapy 

Group Therapy and Family Therapy 

Evaluating Psychotherapy: Does Therapy 
World 

Exploring DI...erJity: Racial and Ethnic 
Factors in Treatment Should Therapists 
Be Color-Blind? 

ApplyIng PJychology In the 2 In Century: 
Virtual-Reality Therapy: Facing the 
Images of Fear 

Biomed ical Therapy: 
Biological Approaches to 
Treatment 
Drug Therapy 

Electroconvulsive Therapy (EO) 

Psychosurgery 

Biomedical Therapies in Perspective 

Community Psychology: Focus on 
Prevention 

Becoming an Informed CanJumer of 
PJycho/ogy: Choosing the Right Therapist 

487 
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FIGURE I The problems reported by 
students visiting a college counseling center. 
Would you have predicted this pattern of 

psychological difficulties? (Soo.ne: Benton et 
ai" 2003.) 

www.mhhe.com/feldmanes s7 

Psychlnteractive Online 

Prevalence of Psychological Disorders 

Stre .. anxiety 

Family iuue. 
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DepreMion 

Academic skills ••••••••• 

Medication use 

Educational/vocational 

Physical problems 

Abore ••• 

Grief 

Stlicidal 

Personality disorders 

Stlbsunce abuse 

Eating disorders 

Chronic mental disorder 

Sexual assault 

Legat 

o 
Percentage of students reporting problem 

notable differences underscore the importance of considering the cultural context of 
psychological d isorders (Weissman et a l., 1996; Horwarth & Weissman, 2000; Tseng, 
2(03). (You can learn more by completing the Psychlnteractive exercise on prevalence 
of psychological disorders.) 

The Social and Cultural Context 
of Psychological Disorders 
In considering the nature of the psychological disorders described in OSM-IV-TR, it's 
important to keep in mind that the specific disorders reflecttum-of-the-Iwenty-firsl­
century Western cultures. The classification system provides a snapshot of how its 
authors viewed menta] disorders when it was published in 1994. In fact, the develop­
ment of the most recent version of DSM was a source of g reat debate, in part reflecting 
issues that divide SOCiety. 

For example, two disorders caused particular controvers}' during the revision 
process. One, known as self-defeatillg personality disorder, was ultimately removed from 
the appendix, where it had appeared in the previous revision. The term self-defeat­
ing personality disorder had been applied to cases in which people who were treated 
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Develope d Countries Less-Develope d Countries 

o 5 10 IS 20 lS 

_ Un~ed 5<>",. Ne<heria""' . Sp.>rn _ Jap ... 
_ Fnnco _ Bof&iom • Germ,,,!, • r..ry 

JO 

I_ l.eb....,., Ukt"alne 
~ ChIn .... Seij"" _ Mexico 

FIGURE 2 Accordng to a ~obaI su~ conducted by the WOOd Health Organization. the prevaief1ce 
of psychological disorders is widespread. These figures show- the prevalence of any psychok>gicaI disorder 
-Mthin a 12-1"1"'()r1th period. (Souru< The VVHO World Mental Hea/th Suvey Consortun. 2001. Tilie 1) 

unpleasantly o r demeaningly in relationships neither left nor took other action. It was 
typically used to describe people who remained in abusive relationships. 

Although some clinicians argued that it was a valid category, one tha t they observed 
in clinical practice, the disorder seemed to lack enough research evidence to support its 
designation as a disorder in DSM. Furthermore, some criticS complained that use of the 
label had the eff~t of condemning targets of abuse for their plight- a blame-the-victim 
phenomenon-and as a result, the category was removed from the manual. 

A second and even more controversial category was premellstmaJ dysplwric disorder. 
That disorder is characterized by severe, incapacitating mood changes or depression 
related to a woman's menstrual ~ycle. Some critics argued that the classification simply 
labels normal female behavior ~s a disorder. Former U.s. Surgeon General Antonia. 
Novello suggested that what "in women is called PMS [premenstrual syndrome, a. 
s imilar claSSification] in men is called healthy aggression and initiative" (Cotton, 1993, 
p. 270). Advocates for including the disorder prevailed, however, and premenstrual dys­
phoric disorder appears in the appendix of DSM-/V-TR (Hartung & Widiger, 1998). 

Such controversies underline the fact that our understanding of abnormal behav­
ior reflects the society and culture in which we live. Future revisions of DSM may 
incl ude a different catalog of disorders. Even now, other cultures might include a list 
of d isorders that look very different from the lis t that appears in the current DSM, as 
we discuss next. 

IS 

. c.oom.. 
_ Nil"';' 

20 lS 

In most people's estimation, a person who hears voices of the 
recently deceased is probably a vic tim of a psychological dis­
turbance. Yet some Plains Indians routinely hear the voices of 
the dead calling to them from the afterlife. 

This is only one example of the role of culture in labeling 
behavior as "abnormal." In fact, among all the major adult dis-

Exploring 
DSM and Culture--and 
the Culture of DSM 

DIVERSITv G 

orders included in the DSM categorization, just four are found across all cultures of 
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the world: schizophrenia, bipolar disorder, major depression, and anxiety disorders. 
Ail the rest are specific to North America and Western Europe (Kleinman, 1996; Cohen, 
Slomkowski, & Robins, 1999; L6pez & Guarnaccia, 2000). 

Take, for instance, anorexia nervasa, the disorder in which people develop inac­
curate views of their body appearance, become obsessed with their weight, and refuse 
to cat, sometimes starving in the process. This disorder occurs only in cultures that 
hold the societal standard that slender female bodies are the most desirable. In most 
of the world, where such a standard does not exist, anorexia nervosa does not occur. 
Interestingly, there is no anorexia nervosa in all of Asia, with two exceptions: the 
upper and upper-middle classes of Japan and Hong Kong, where Western influence 
tends to be great. In fact, anorexia nervosa developed fairly recently even in Western 
cultures. In the 1600s and 1700s it did not occur because the ideal female body in 
Western cultures at that time was a full-figured one. 

Similarly, dissociative identity (multiple personality) disorder makes sense as a 
problem only in societies in which a sense of self is fairly concrete. In India, the self 
is based more on external factors that are relatively independenl of the person. There, 
when an individual displays symptoms of what people in a Western society would call 
dissociative identity disorder, Indians assume that that person is possessed either by 
demons (which they view as a malady) or by gods (which does I'Ot require treatment). 

Furthermore, even though disorders such as schizophrenia are found throughout 
the world, cultural factors influence the particular symptoms of the disorder. Hence, 
catatonic schizophrenia, in which unmoving patients appear to be frozen in the same 
pOSition, sometimes for days, is rare in North America and Western Europe. In con­
trast, in India, 80 percent of those with schizophrenia are catatonic. 

Other cultures have disorders that do not appear in the West. For example, in 
Malaysia, a behavior called amok is characterized by a wild outburst in which a per­
son, usually quiet and withdrawn, kills or severely injures another. Koro is a condition 
found in Southeast Asian males who develop an intense panic that the penis is about 
to withdraw into the abdomen. Some West African men develop a disorder when 
they first attend college that they call brain fag; it includes feelings of heaviness or heat 
in the head, as well as depression and anxiety. Finally, ataqrre de l1ervios is a disorder 
found most often among Latinos from the Caribbean. It is characterized by trembling, 
crying, uncontrollable screams, and incidents of verbal or physical aggression (Stix, 
1996; Cohen et aI., 1999; L6pez & Guarnaccia, 2000). 

In sum, we should not assume that the DSM provides the final word on psycho­
logical disorders. The disorders it includes are very much a creation and function of 
Western cultures at a particular moment in time, and its categories should not be seen 
as universally applicable (Tseng, 2003). 

BECOMING AN 
INFORMED CONSUMER 

of Psychology 
Deciding W hen You Need Help 

After you've considered the range and variety of psychologi­
cal disturbances that can afflict people, you may begin to feel 
that you suffer from one (or more) of the problems we have 
discussed. [n fact, this perception has a name: medical sluderrt's 
disease. Although in this case it might more aptly be labeled 
'"psychology student's d isease," the basic symptoms are the 
$arne: feeling that you suffer from the $arne sorts of problems 
you are studying. 

Most often, of COUTSC, your concerns will be unwarranted. As we have discussed, 
the differences between normal and abnormal behavior are often so fuzzy that it is 
easy to jump to the conclusion that one has the sal1le symptoms that are involved in 
serious forms of mental disturbance. 

Before coming to such a conclusion, though, keep in mind that from time to 
t ime we all experience a wide range of emotions, and it is not unusual to feel deeply 
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unhappy, fantasize about bizarre situations, or fccl anxiety about life's circumstances. 
It is the persistence. depth, and consistency of such behavior tha·t set normal reactions 
apart from abnormal ones. If you have not previously had serious doubts about the 
normality of your behavior, it is unlikely that reading about o the rs' psychological dis­
orders will prompt you to reevaluate your earlier conclusion. 

On the other hand, many people do have problems that merit concern, and in 
such cases, it is important to consider the possibility that professional help is war­
ranted. The following list of symptoms can serve as a guideline to help you determine 
whether outside intervention might be useful (Engler & Goleman, 1992): 

• Long-term feelings of distll'ss that interfere with your sense of well-being, com­
petence, and ability to funclion effedively in daily activities 

• Occasions in which you experience overwhelmingly high stress, accompanied by 
feelings of inability to cope with the situation 

• Prolonged depression or fet-lings of hopelessness, particularly when they do not 
have any dea r cause (such as the death of someone dose) 

• Withdrawal from other people 
• A chronic physical problem ior which no physical cause can be determined 
• A fear or phobia that prevents you from engaging in everyday activities 
• Feelings that other people are out to get you or are talking about and plotting 

against you 
• Inabili ty to interact effe.::tively with others, preventing the development of 

friendships and loving relationships 

This list offers a rough set of guidelines for determining when the normal prob­
lems of everyday living have escalated beyond your ability to deal with them by 
yourself. In such situations, the least reasonable approach would be to pore over the 
psychological disorders we have discussed in an attempt a t self..diagnosis. A more 
reasonable strategy is to consider seeking professional help. 

R EC A PlEVA LUAT E/RETH INK 

RECAP 

How prevalent are psychological disorders? 

• About half the people in the United Sta tes are likely to 
experience a psychological disorder at some point in 
their lives; 30 percent experience a disorder in any spe­
cific year. (p. 479) 

What indicators signal a need for the help of a mental heal th 
p ractitioner? 

• The Signals that indicate a need for professional help 
include long-term fee lings of psychological distress, feel­
ings of inability to cope with stress, withdrawal from 
other people, prolonged feelings of hopelessness, chron­
ic physical problems with no apparent causes, phobias 
and compulsions. paranoia, and an inabili ty to interact 
with others. (p. 483) 

EVALUATE 

1. The latest version of DSM is considered to be the conclusive 
guideline on defining psychologiGiI disorders. True or fa lse? 

2. characterized by severe, incapacitat-
ing mood changes or depression related to a woman's 
menstrual cycle, was eventually added to the appendix of 
DSM-IV-TR despite controversy surrounding its inclusion. 

3. Match the disorder with the culture in which it is most 
common: 

1. amok 
2. anorexia nervosa 
3. brain fag 

•• catatonic schizophrenia .. India 
b. Malaysia 
,. United States 
d. West Africa 
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4, Recent research on the prevalence of psychological dis­
orders has found that is the most com­
mon d isorder, with 17 percent of those surveyed report­
ing at least one major episode, 

RETHINK 

1, Why is inclusion in the DSM-JV-TR of "borderline" dis­
orders such as self-defeating personality disorder and 
premenstrual dysphoric disorder so controversial and 
political? What disadvantages does inclusion bring? 
Does inclusion bring any benefi ts? 

2. From tire perspective of a college call lise/or: What indicators 
might be most important in determining whether a col­
lege student is experiencing a psychological disorder? 
Do you believe that a ll students who show signs of a 
psychological disorder should seek professional help? 
How might your responses change if the student was 
from a different culture (e.g" an African society)? 

AnoweTS to Evalua t e Questions 
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I. On the Web, research the insanity defense as it is used in U.S, courts of law, consulting at 
least two sources, Surrvnarize your findings. evaluating them against the perspectives on 
psychological disorders. Are there differences between legal and psychological interpreta­
tions of "sanity"1If so. what are they1 00 you think such differences are appropriate1 

2_ Find information on the Web about the controversy sUlTOunding dissociative (or multiple) 
personality disorder. Summarize both sides of the controversy Using your knowledge of 
psychology. state your opinion on the matter. 

3. After completing the Psychlnteractivities on bipolar disorders and sch~ophrenia. use the 
Web to investigate the current status of the case of Andrea Yates, who drovvned all We 
of her children in a bathtub, From what disorder does she suffer? In your opinion. was she 
legalty sane at the time of the killings? Why? 

We've discussed some of the many types of psychological 

E ' I disorders to wtJich people are prone, noting the difficulty p log u e psychologists and physicians have in dearty differentiating 
normal from abnormal behavior and looking at some of the 
approaches mental health professionals have taken to explain 

and treat psychological disorders, We considered today's most commonty used classifICation 

scheme, categorized in DSM-N-TR and examined some of the more prevalent forms of psycho­
logical disorders, To gain a perspective on the topic of psychological disorders, we discussed the 
surprisingly broad incidence of psychological disorders in U.s. society and the cultural nature of 
such disorders. 

Before we proceed to focus on treatment of such disorders. tum back to the prologue, in 
which the case of Chamique Holdsdaw was described. Using the knowledge you gained from 
this chapter. consKier the following questions, 

I. Holdsdaw was suffering from ma)Or depression. What elements of her behavior seem to 
fit the description of major depression? 

2. Which perspective (i.e .. medical. psychoanalytic, behavioral. cognitive, humanistic, or socio­
cultural) do you think would provide the best explanation for Holdsclaw's case? Would it 
be advisable to use several perspectives to understand her case? Why? 

1. Do you think there were signs of psychological disorder in Holdsclaw's actions during ado­
lescence? What might they have been) 

4 . Initially, Holdsclaw hid her disorder from her teammates and coach because she felt embar­
rassment and shame. '#ITt do you think th is happened? What kinds of societal changes 
need to occur in order to make psychological disorders be perceived less negatively? 
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Key Concepts for Chapter I 3 

What are the goals of psychologically and biologically 

based treatment approaches? • What are the 

psychodynamic. behaviorial. and cognit ive approaches 

to treatment? 

What are the humanistic approaches to treatment? 

• What is interpersonal therapy? • How does 

group therapy differ from individual types of 

therapy? • How effective is therapy, and which 

kind of therapy works best in a given situation? 

Ho,"'"", drug. electroconvulsive, and psychosurgical 

te,:hn,~"es used today in the treatment of 

ps)'cho\o'g;cal disorders? 
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Psychotherapy: 
Psychodynamic, Behavioral, 
and Cognitive Approaches to 
Treatme nt 
Psychodynamic Approaches to Therapy 

Behavioral Approaches to Therapy 

Cognw Approaches to Therapy 

MODULE 41 

Psycho therapy: Humanistic , 
Interpe rsonal, and Group 
Approaches to Treatme nt 
Humanistic Therapy 

Interpersonal Therapy 

Group Therapy and Family Therapy 

Evaluating Psychotherapy: Does Therapy 
World 

Exploring DI...erJity: Racial and Ethnic 
Factors in Treatment Should Therapists 
Be Color-Blind? 

ApplyIng PJychology In the 2 In Century: 
Virtual-Reality Therapy: Facing the 
Images of Fear 

Biomed ical Therapy: 
Biological Approaches to 
Treatment 
Drug Therapy 

Electroconvulsive Therapy (EO) 

Psychosurgery 

Biomedical Therapies in Perspective 

Community Psychology: Focus on 
Prevention 

Becoming an Informed CanJumer of 
PJycho/ogy: Choosing the Right Therapist 
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Pro I 0 gu e Conquering Schizophrenia 

For weeks they had practiced dance steps. 
shopped for formals. fretted about 

hai~les and what on earth to say 

to their partners. Now the Big 

City band was pumping up the 
volume. and the whole bal lroom 

was beginning to shake. Brandon 

Fitch. wearing a pinstripe suit and 

an ear-to-ear grin. shimmied with a 
high-stepping blond. Da~ne Moss, 

sporting a noral dress and white cor­
sage, delighted her dad by letting him cut 

in. The usually quiet Kevin Buchberger leaped 
onto the dance noor and flat-out boogied for the first time in his 

life. while Kevin Namkoong grabbed an electric guitar and jammed 

The drug that has brought new life to people like Daphne Moss, 
Kevin Buchberger, and Brandon Fitch is just one of many that, along 

with other new treatment approaches, have revolutionized the 

treatment of psychological disorders. Ahllough treatment can take 

literalt,- hundreds of different approaches, ranging from one·meet­
ing informal cOlXlseling sessions to long-term drug therapy, an the 

approaches have a common objective: the relief of psychological dis­
order, with the ultimate aim of enabl ing individuals to achieve richer. 

more meaningful. and more ful fi l ~ng lives. 
Despite their diversity. approaches to treating psychological 

disorders fall into two main categories: psychologically based and 

biologicalt,- based therapies. Psychologicalt,- based therapy, or psy­

chotherapy, is treatment in wnich a trained professional-a thera· 
pist--\Jses psychological teclvl iques to help someone overcome 

psychological difficulties and disorders, resolve problems in living, or 
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with the band. The prom at Case Westem Reserve University had 
hit full tilt 

But this was a prom that almost never was. Most of the 175 

participants were in their 3Os; they had missed the proms of their 
youth-along with other adolescent rites of passage. Don't ask 

INhere they were at 18 or 21. The memories are too bleak too 

fragmented to convey. They had organized this better-Iate-than­
never prom to celebrate their remarkable "awakening" to reality 

after many years of being lost in the darkness of schizophrenia. 
Moss. Buchberger, Frtch. and their fellow prom goers were awak­

e1led from their long nightmare of insanity by a remarkable drug called 

do..apine (brand name: OozariQ. The dinner dance. organized with help 
Ii'om psychiatrists and cOUlSelors at Case Western Reserve's affil~ed 

University Hospitals. in Oeveland. served as a bittersweet celebration of 

shared loss and regained hope. (Wallis & WIIIv.oenh, 1992, p. 53). 

bring about personal growth. In psychotherapy. the goal is to pro­
duce psych~ogical change in a person (called a "client" or "patient") 

through discussions and interactions with the therapist In contrast, 

biomedical therapy relies on drugs and medical procedures to 

improve psychological functioning. 
As we describe the various approaches to therapy, keep in mind 

that although the distinctions may seem clear-cut, the classifica­

tions and procedures overlap a good deal. In fact, many therapists 

today use a variety of methods with an individual patient. taking an 
eclectic approach (0 therapy. Assuming that both psychological and 

biological processes often produce psychological disorders, eclec­

tic therapists may draw from several perspectives simultaneoust,-

to address both the psychological and the biological aspects of a 
person's problems (Nathan & Gorman, 1997: Wachtel & Messer, 

1997; Goin, 20(5). 
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Therapists use some 400 d ifferent varieties of psychotherapy, approaches to therapy 
that focus on psychological factors. Although diverse in many respects, all psychologi­
cal approaches see treatment as a way of solving psychological problems by modify­
ing people's behavior and helping them gain a better understanding of themselves 
and thei r past, present, and future. 

In light of the variety of psychological appro.1ches, it is not surprising that the people 
who provide therapy vary ronsiderably in educational background and training (see Figure 
1). Many have doctor'll degrees in psychology (meaning that they have attended graduate 
school, learned clinical and research techniques, and held an internship). But therapy is also 
provided by people in fields allied with psychology, such as psychiatry and social work. 

Regardless of their specific training, almost all psychotherapists employ one of 
four major approaches to therapy: psychodynamic, behavioral, cognitive, or humanis­
tic treatments. These appr0<1ches are based on the models of personality and psycho­
logical d isorders developed by psychologists. Here we'll consider the psychodynamic, 
behavioral, and cognitive approaches in tum. In the next module, we'll explore the 
humanistic approach, as well as interpersonal psychotherapy and group therapy, and 
evaluate the effectiveness of psychotherapy. 

Psychodynamic Approaches 
to TherapJ-L,Yr--________ _ 
Psychodynamic therapy seeks to bring unresolved past conflicts and unacceptable 
impulses from the unconscious into the conscious, where p<1tients may deal with the 
problems more effectively. Psychodynamic approaches are based on Freud's psychoana-
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Key O,o.,ce,pts 
What a~the 

I II 
based treatment approaches? 

What are the psychodynamic. 
behaviorial. and cognitive 
approaches to treatment? 

Psychothl'rapy: Treatment in which 
a trained professional- a therapist­
uses psychological techniques to help 
a person overcome psychological dif­
ficulties and disorders, resolve prob­
lems in living, or bring about personal 
growth. 

Bioml'dicalthl'npy: Therapy that 
relies on drugs and other medic'll 
procedures to improve psychological 
functioning. 

Psychodynamic Ihl'rapy: Therapy that 
seeks to bring unresolved past con­
flicts and unacceptable impulses from 
the unconscious into the conscious, 
where patients may deal with the 
problems more effectively. 
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FIGURE I A variety of professionals pr0.­

vide therapy and COUf15e1ing. Each could be 
expected to give helpful advtce and direc­

tion However. the nawre of the problem 
a person is experiencing may make one 

or another therapy more appropnate. For 
example. a person who is suffering from a 

S~ disturbance and who has lost touch 

'Mth reality >Mil typically require some sort of 

biological~ based dl'1..lg therapy. In that case. 

a psychiatrist-vAlo is a phy$~d be 

the professlOllai of choice. In contrast. those 
suffenng from milder di~ such as diffi.­

culty aqusting t o the death of a family mem­

ber, have a broader- choice that might include 

any of the professionals lis1ed at ngllt The 
deci~on can be made easier by fnitial con­

suftations wrth profes~onals in mental health 
faQities in communities, colleges, and health 

organizations. who can prov;de !}Iidance in 

selecting an appropriate therapist 

G e tting Help from the Right Per'SOn 

Clinical Psychologists 

Psychologists wrth a Ph.D. or Psy.D. who have also com pleted a postgraduate internship. They 

specialize in assessment and treatment of psychological diffICulties 

Counseling Psychologists 

Psychologists w ith a Ph.D. or Ed.D. who typically treat day-to-day adjustment problems, often 

in a university me ntal health clinIC. 

Psychiatrists 

M.D.s with postgraduate train ing in a bnormal behavior: Because they can prescribe 
medication. they often treat the most severe disordef"'S. 

Psychoanaly$ts 

Either MoO.s or psycho logrsts who specialize in psychoanalysis. the treatment technrque first 
developed by Freud 

Licens ed Professional Counselors or Clinical Mental Health Counselors 

Professionals with a master's degree who pt'O'o'ide therapy to inarvK:luals. couples. and families 

and who hold a national or state certifICation. 

Clinical or Psychiatric Sodal Workers 

Professionals with a master's degree and special ized t raining who may p rovide therapy. usually 

regarding common family and persor.al problems. 

lytic approach to personality, which holds thaI individuals employ dejmsc mU/UlI1iSIIIS, 

psychological strategies to prolect Ihemselves from unacceptable unconscious im pulses. 
The most common defense mechanism is repression, which pushes threatening 

conflicts and impulses back into the unconscious. However, since unacceptable conflicts 
and impulses can never be completely buried, some of Ihe anxiety associated wi th them 
can produce abnormal behavior in the form of what Freud called neurotic symptoms. 

How does one rid oneself of the anxiety produced by unconscious, un wanted 
impulses and drives? To Freud, the answer was to confront the conflicts and impulses 
by bringing them out of the unconscious part of the mind and inio the conscio us parI. 
Freud assumed that this technique would reduce anxiety slemming from pas t conflicts 
and that the patient could then participate in his or her dai ly life more effectively. 

A psychodynamic therapist, then, faces the challenge of finding a way to assist 
patients' attempts to explore and understand the unconscious. The technique that has 
evolved has a number of components, but basically it consists of guiding patients to 
consider and discuss their past experiences, in explicit detail, from the time of their first 
memories. This process assumes that patients will eventualty stumble upon long-hid-

Freud 's psychoanalytic therapy is an intensive. lengthy process that includes techniques such as free 

associatic>n and dream interpretatic>n Vv'hat are some advantages and disadvantages of psychoanaly­

sis compared with other approaches? 
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den crises, traumas, and conflicts that are producing anxiety in their adult lives. They 
will then be able to "work through"-understand and rectify- those difficulties. 

PSYCHOANALYSIS: FREUD'S THERAPY 

Classic Freudian psychodynamic therapy, called psychoanalysis, tends to be a lengthy 
and expensive affair. PsychoanalYSiS is Freudian psychotherapy in which the go.'1\ is 
to release hidden unconscious thoughts and feelings in order to reduce their power in 
controlling behavior. 

In psychoanalysis, patients typically meet with the therapist an hour a day, four to 
six days a week, for several years. In their sessions, they often use a te<:hnique devel­
oped by Freud G]lled fn", associali011. Psychoanalysts using this technique tell patients 
to say a loud whatever comes to mind, regardless of its apparent irrelevance or sense­
lessness, and the analysts attempt to recognize and label the connections between what 
a patient says and the patient's unconscious. Therapists also use dream illterprdatiotr, 
examining dreams to find dues to unconscious conflicts and problems. Moving beyond 
the surface description of a dream (called the manifest content), therapists seck its under­
lying meaning (the latent content), thereby revealing the true unconscious meaning of 
the dream (Galatzer·Levy & Cohler, 1997; Auld, Hyman, & Rudzinski, 2005). 

The processes of free association and dream interpretation do not always move 
fOT\vard easily. The same unconscious forces that ini tially produced repression may 
keep past difficulties out of the conscious mind, producing resistance. Resis/mlce is 
an inability or unwillingness to discuss or reveal particular memories, thoughts, or 
motivations. Patients can express resistance in many ways. For instance, patit"nts may 
be discussing a childhood memory and suddenly forget what they were saying, or 
they may change the subject completely. [t is the therapist's job to pick up instances of 
resistance and interpret their meaning, as well as to ensure that patients return to the 
subject- which is likely to hold difficult or painful memories fo r the patients. 

Because of the close, almost intimate interaction between patient and psychoana­
lyst, the relationship between the two often b~omcs emotionally charged and takes 
on a complexity unlike most other relationships. Patients may eventually think of the 
analyst as a symbol of a significant other in their past, perhaps a parent or a lover, and 
.'1pply some of their feelings for that person to the an.1Iyst-<l phenomenon known 
as transference. Transference is the transfer of feelings to a psychoanalyst of love or 
anger that had been originally dire<:ted to a patient's parents or other authority figures 
(Mann , 1997; Gordon, 2000; Van Beekum, 2005). 

A therapist can use transference to help a patient re-create past relationships that 
were psychologically difficult. For instance, if a patient undergoing transference views 
her therapist as a symbol of her father- with whom she had a difficult relationship­
the patient and therapis t may "redo" an earlier interaction, this time induding more 
positive aspects. Through this process, the patient may resolve conflicts regarding her 
real father-something that is beginning to happen in the following therapy session: 

Sandy: My father ... never took any interest in any of us .... It was my 
mother- rest her soul-who loved us, not our father. He worked her to death. 
Lord, I miss her .... I must sound angry at my father. Don't you think I have 
a right to be angry? 

Therapist: Do you think you have a right to be angry? 
Sandy: Of course, I do! Why are you questioning me? You don't believe me, do you? 
Therapist: You want me to believe you. 
Sandy: I don't care whether you believe me or not. ... I know what you're think­

ing- you think I'm crazy- you must be laughing at me-I'll probably be a case 
in your next book! You're just sitting therc-smirking- making me feel like a 
bad person- thinking I'm wrong for being mad, that I have no right to be mad. 

Therapist: Just like your father. 
Sandy: Yes, you're just like my father.-Oh my God! Just now- I- I- thought I 

was talking to him (Sue, Sue, & Sue, 1990, pp. 514-515). 

Psychoanalysis: Freudian psycho­
therapy in which the goal is to release 
hidden unconscious thoughts and feel­
ings in order to rt.'<iuce th(.>ir power in 
controlling behavior. 

Transference: The transfer of feelings 
to a psychoanalys t of love or anger 
that had been originally directed to 
a pati(.>nt's parents or oth(.>r authority 
figu res. 
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"III fJx mtl/tal btaltn proftssiclI. u;t' fry fo tro"id 
IItg{/l it~ tahtols, tikt 'a hrmrlrrd ol/(/fifty bucks all h"ur- Ih(/ fi ~!' or 

'th,w jifty-mim'ft uJSiolls a -",vtk- thatJ in<ant,I'~ 

CONTEMPORARY PSYCHODYNAMIC APPROACHES 

Few people have the time, money, or patience to participate in years of traditional 
psychoanalysis. Moreover, no conclusive evidence shows that psychoanalysis, as 
originally conceived by Freud in the nineteenth century, works better than other, more 
recent forms of psychodynamic therapy. 

Today, psychodynam ic therapy tends to be of shorter duration, usually lasting no 
longer than three months or twenty sessions. The therapist takes a more active role than 
Freud would have liked, controlling the course of therapy and prodding and advising 
the patient with considerable directness. Finally, the therapist puts less emphasis on a 
patient's past history and childhocxl., concentrating instead on an individual's current 
relationships and specific complaints (Bomstein, 2001; Gocxl.e, 2003b; Charman, 20(4). 

EVALUATION OF PSYCHODYNAMIC THERAPY 

Even with its current modifications, psychodynamic therapy has its critics. In its longer 
versions, it can be time-consuming and expensive, especially in comparison with other 
forms of psychotherapy, such as behavioral and cognitive approaches. Furthermore, 
less articulate patients may not do as well as more verbal ones do. 

Ultimately, the most important concern about psychodynamic trea tment 
is whether it actually works, and there is no simple answer to this question. 
Psychodynamic treatment techniques have been controversial since Freud intro­
duced them. Part of the problem is the difficulty in establishing whether patients 
have improved after psychodynamic therapy. Determining effectiveness depends on 
reports from the therapist or the patients themselves, reports that are obviously open 
to bias and subjective interpretation. 

Critics have questioned the entire theoretical basis of psychodynamic theory, 
maintaining that constructs such as the unconsdous have not been proved to exist. 
Despite the critidsm, though, the psychodynamic treatment approach has remained 
viable. To proponents, it not only provides effective treatment in many cases of psycho­
logical disturbance but also permits the potential development of an unusual degree 
of insight into one's life (Barber & Lane, 1995; Clay, 2000; Ablon & Jones, 2005). 

Behaviora l Approaches to Therapy 
Perhaps, when you were a child, your parents rewarded you with an ice cream cone 
when you were especially gD<Xi. or sent you to your room if you misbehaved. 
Sound prindples back up such a child-rearing strategy: Good behavior is maintained 
by reinforcement, and unwanted behavior can be eliminated by punishment. 
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These principles represent the basic underpinnings of behav­
ioral treatment approac hes. Building on the basic processes of 
learning, behavioral treatment approaches make this fundamental 
assumption: Both abnormal behavior and normal behavior are 
learned. People who act abnormally either have failed to learn the 
skills they need to cope with the problems of everyday living or 
have acquired faulty skills and patterns that a re being maintained 
through some form of reinforcement. To modify abnormal behav­
ior, then, behavioral approaches propose that people must learn 
new behavior to replace the faulty skills they have developed and 
unlearn their maladaptive behavior patterns (Bergin & Garfield, 
1994; Agras & Berkowitz, 1996; Krijn et aI., 2(04). 

Behavioral psychologists do not need to delve into people's pasts 
or their psyches. Rather than viewing l1bnorml1l behavior as a symp­
tom of an underlying problem, they consider the abnormal behavior 
as the problem in need of modification. Changing people's behl1vior 
to allow them to function more effcctively solves the problem- with 
no need for concern l1bout the underlying cause. In this v iew, then, if 
you can change abnormal behav io r, you've cured the probJem. 

AVERSIVE CONDITIONING 

Behavioral approaches to treatment would seek to modify the 

behavior of th is ~ouple. rather than fOCUSing on the underlying 
causes of the beha";or: 

Suppose you bite into your favorite candy bar and find that not only 
;s it infested with ants but you've alSo s wallowed a bunch of them. 
You immediately become sick to your stomach and throw up. Your long·term l'Cl1C­
tion? You never eat thl1t kind of candy bar again, and it may be months before you cat 
any type of candy. You have learned to avoid candy so that you will nol get sick and 
throw up. 

This simple example illustrates how a person can be classically conditioned to 
mod ify beh<'lvior. Behavior thempists usc this principle when they employ aversive 
conditioning, a form of therapy that reduces the frequency of undesired behavior 
by pairing an avers ive, unpleasant stimulus with undesired behavior. For example, 
behavior thcmpists might use aversive conditioning by pairing alcohol with a drug that 
causes severe nausea and vomiting. After the two have been paired a few times, the 
person associates the alcohol alone with vomiting and finds alcohol less appealing. 

Although aversion therapy works reasonably well in inhibiting substancE:'-abuse prob­
lems such as alcoholism and certain kinds of sexual disorders, critics question its long-term 
effectiveness. Also, important ethical concerns surround aversion techniques that employ 
such potent stimuli as electric shock, which therapists use only in the most extreme cases, 
such as patient self·mutilation. Clearly, though, aversion therapy offers an important 
procedure for eliminating maladaptive responses for some period of timc-.J respite that 
provides, even if only temporarily; an opportunity to encourage more adaptive behavior 
patterns (Yuskauskas, 1992; Linscheid & Reichenbach, 2002; Bordnick et aI., 2(04). 

SYSTEMATIC DESENSITIZATION 

The most successful behavioral treatment based on classical conditioning is systematic 
desensitization. In systematic desens it ization, gradual exposure to an anxiety-pro­
ducing stimulus is pl1ircd with relaxation to extinguish the response of anxiety (Wolpe, 
1990; 5t. Dnge, 1995a; McClynn, Smitherman, & Gothard, 2(04). 

Suppose, for instance, you were extremely afraid of flying. The very thought of 
being in an airplane would make you begin to sweat and shake, and you couldn't get 
yourself ncar enough to an a irport to know how you'd react if you l1ctually had to fly 
somewhere. Using systematic desensitization to treat your problem, you would first 
be tra ined in relaxation techniques by a behavior therapist, learning to relax your body 
fully-a highly pleasant sta te, as you might imagine (sec Figure 2). 

Behaviorallreatment approaches: 
Treatment approaches that build on 
the basic processes of learning, such 
as reinforcement and extinction, and 
assume 11-I11t nonnal and abnorm111 
heh:lVior are both learned. 

Aversive conditioning: A form of 
therapy that reduces the frequency 
of undesired behavior by pairing an 
aversive, unpleasant stimulus with 
undesired behavior. 

Systematic desensitization! A behav­
ioraltechnique in which gradual expo­
sure to an anxiety·producing stimulus 
is pl1ired with rell1xation to extinguish 
Ihe response of anxiety. 
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Psychlnteractive Online 

Syst ematic D ese nsitization 

Step I. Pick a focu<; word or short phrase that's firmly rooted in your personal belief system. For 
example. a norYel igious individual might choose a neutral word li ke one or peace or love. 
A ChnslJan pe!"SOI1 deslnng to use a prarer could pick the openrng words of Psalm 23 
The Lord is my shepherd; a Jewish person could choose Shalom 

Step 2. SJt quietly in a comfortable position. 

Step 1. Oose your eyes. 

Step 4. ReIax)'OlX muscles. 

Step 5. Breathe slowfy and naturally, repeating)'Our focus word or phrase silently as you exhale. 

Step 6. Throughout. assume a pass.ive attitude, Don't worry abovt hO'N we ll you're doing. When 
other thoughts come to mind. simply say to )'Ourself. "Oh. we ll." and gently return to the 

""petrtlOr'l 

Step 1. Continue for I 0 to 20 minutes. You may open your eyes to check the time, but <10 not 
use an alarm. When you fini sh. Sit qUietly for a minute or so. at kst with your eyes 
closed and later With your eyes open. Then <10 not stand for one or two minutes. 

Step 8. Practice the technique once or twice a day 

FIGURE 2 Following these basic steps will help:roo achieve a sense of calmness by employing the 
re laxatio n Il!:SPOnse 

The next step would involve constructing a Irierarc/ly of fears-a list, in order of 
increasing severity, of the things you associate with your fears. For instance, your 
hierarchy might resemble this one: 

1. Watching a plane fly overhead. 
2. Going to an airport. 
3. Buying a ticket. 
4. Stepping into the plane. 
5. Seeing the plane door close. 
6. Having the plane ta xi down the runway. 
7. Taking off. 
S. Being in the air. 

Once you had developed this hierarchy and had learned relaxation techniques, you 
would learn to associate the twosets of responses. To do this, your therapist might ask you 
to put yourself into a relaxed state and then imagine yourself in the first situation identi­
fied in your hierarchy. Once you could consider that first step while remaining relaxed, 
you would move on to the next situation, eventually moving up the hierarchy in gradual 
stages until you could imagine yourself being in the air without experiencing anxiety. 
Ultimately, you would be asked to make a visit to an airport and bter to take a flight. (For 
some practice, complete the Psychlnteractive exercise on systematic desensitization.) 

Systematic desensitization has proved to be an effective treatment for a number 
of problems, including phobias, anxiety d isorders, and even impotence and fear of 
sexual contact. Through this technique, we can learn to enjoy the things we once 
feared (Kluger, Z001; Waldrep & Waits, 2002; Tryon, Z005). 

OPERANT CONDITIONING TECHNIQUES 

Some behavioral approaches make use of the operant conditioning principles that we 
discussed earlier in the book when considering learning. These approaches are based 
on the notion that we should reward people for carrying out desirable behavior and 
extinguish undesirable behavior by either ignoring it or punishing it. 

One example of the systematic application of operant cond itioning prindples is the 
tom! system, which rewards a person for desired behavior with a token such as a poker 
chip or some kind of play money. Although it is most frequently employed in institutional 
settings for individuals with relatively serious problems, and sometimes with children as a 
classroom management technique, the system resembles what parents do when they give 
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children money for being well behaved-money that the chi ldren 
can later exchange for something they want. The desired behavior 
may range from simple things such as keeping one's room neat to 
personal grooming and interacting with other people. In institu­
tions, patients can exchange tokens for some object or activity, 
such as snacks, new clothes, or, in extreme cases, being able to 
sleep in one's own bed rather than in a sleeping bag on the floor. 

Contingency contmcting, a variant of the token system, has 
proved quite effective in producing behavior modification. In 
contingency contmeting, the therapist and client (or teacher and 
shJdent, or parent and child) draw up a written agreement. The 
contract states a series of behavioral go.'lls the client hopes to 
achieve. It also specifies the positive consequences for the client if 
the client reaches goals-usually an explicit reward such as money 
or add.itional privileges. Contracts frequently state negative conse­
quences if the client does not meet the goals. For example, clients 
who arc trying to quit smoking might write out a check to a cause 
they have no interest in supporting (for instance, the National Rifle 
Association if they are strong supporters of gun control). If the cli- These participants in a systematic desensitization program ~ worl<ed 

ent smokes on a given day, the therapist will mail the check. to oven::ome their fear of flying and are about to "graduate" by taking a 
Behavior therapists also use observatiollal leamil/g, the brief flight. In ."mat ways is this approach based on classical conditioning? 

process in which the behavior of other people is mode led, to 
systematically teach people new skills and ways of handling their fears a nd anxieties. 
FOr example, modeling helps when therapists are leaching basic social skills such as 
maintaining eye contact during conversation and acting assertively. Similarly, chil­
dren with dog phobias have been able to overcome thei r fears by watching another 
child--called the "Fearless Peer"-repeatedly walk up to a dog, touch it, pet it , and 
finally play with it. Modeling, then, call play an effective role in resolving some kinds 
of behavior difficulties, especially if the model receives a reward for his or her behav­
ior (Bandura, Crus&:, & Mcn!ovc, 1%7; St. Ongc, 1995b). 

DIALECTICAL BEHAVIOR THERAPY 

In d ialectical behavior therapy, the focus is on getting people to accept who they are, 
regardless of whether it matches their ideal. Even if their childhood has been dysfunc­
tional or they have ruined relationships with others, that's in the p.'lst. What matters 
is who they wish to become (Linehan et al. ZOOl; Carey, 2005; Manning, 2005; Linehan 
et ai., in press). 

Therapists using dialectical behavior therapy seek to have 
patients realize that they basically have two choices: Either they 
remain unhappy, or they change. Once patients agree that they 
wish to change, it is up to them to modify their behavior. Patients 
are taught that even if they experience unhappiness, or anger, or 
any other negative emotion, it doesn't need to rule their behav­
ior. It's their behavior that counts-not their inner life. 

Dialectical behavior therapy teaches behavioral skills that 
help people behave more effectively and keep their emotions in 
check. Although it is a relatively new form of therapy, increas­
ing evidence supports its effectiveness, particularly with cer­
tain personality disorders (McQuillan et aI., 2005; Soler et aI., 
ZOOS; van den Bosch et aI., 2005). 

HOW DOES BEHAVIOR THERAPY STACK UPf 

Dialectical behavior ther.lpy: A form of 
treatment in which the focus is on getting 
people to accept who they are, regard­
less of whether it matches their ideal. 

Behavior therapy works particularly well for treating phobias A "Fearle5s Peer"."mo models appropriate and effective behavior can 
and compulsions, establishing control over impulses, and help children overcome their fears. 
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Cognilivt' treatment approaches: 
Treatment approaches that teach 
people to think in more adaptive ways 
by changing their dysfunctional cogni­
tions about the world and themselves. 

Cognitive-behavioral approach: 
A trealment approach that incorpo­
rates basic principles of learning to 
change the way people think. 

Rational-emotive behavior Iherapy: 
A form of therapy that attempts to 
restructUIl;' a person's belief system 
into a morc Il;'alistic, rational, and 
logical sct of views by challenging 
dysfunctional beliefs Ihat maintain 
irrational behavior. 

learning complex social skills to replace maladaptive behavior. More than any of the 
other therapeutic techniques, it provides methods that nonprofessionals can use to 
change their own behavior. Moreover, it is efficient, because it focuses on solving care­
fu lly defined problems (Wilson & Agras, 1992). 

Behavior therapy does have some disadvantages. For instance, it does not treat 
deep depression or o ther severe disorders particularly successfully. In addition, 
because it emphasizes changing external behavior, people receiving behavior therapy 
do not necessarily gain insight into thoughts and expecta tions tha t may be fostering 
their maladaptive behavior. For these reasons, some psychologists have turned to 
cognitive approaches. 

Cognitive Approaches to Therapy 
If you assumed that illogical thoughts and belids lie a t the heart of psychological 
disorders, wouldn 't the most direct treatment route be to teach people new, more 
ad aptive modes of thinking? The answer is yes, according to psychologists who take 
a cognitive approoch to treatment. 

Cognitive treatment approaches teach people to think in more adaptive ways 
by changing their dysfunctional cognitions about the world and themselves. Unlike 
behavior therapists, who focus on modifying external behavior, cognitive therapists 
attempt to change the way people think as well as their behavior. Because they often 
use basic principles of learning. the methods they employ are sometimes referred to as 
the cognitive-behavioral a pproach (Beck, 1991; McCullough, 1999; Frost & Siekelee, 
2002; Howatt, 2(05). 

Although cognitive treatment approaches take many forms, they all s hare 
the assumption that anxiety, depreSSion, and negative emotions develop from 
maladaptive thinking. Accordingly, cognitive treatments seek to change the 
thought patterns that lead to getting "stuck" in dysfunctional ways of thinking. 
Therapis ts systematically teach clients to challenge their assumptions and adopt 
new a pproaches to old problems. 

Cognitive therapy is relatively short-term, usually lasting a maximum of twenty 
sessions. Therapy tends to be highly structu red and focused ()n concrete problems. 
Therapists often begin by teaching the theory behind the approach and then continue 
to take an active role throughout the course of therapy, acting as a combination of 
teacher, coach, and partner. 

One good example o f cognitive treatment, rationa l-emotive behavior the rapy, 
attempts to restructure a person's belief system into a more realis tic, rational, and logi­
cal set of views. According to psychologist Albert Ellis (2002, 2(04), many people lead 
unhappy Jives and suffer from psychological disorders because they harbor irrational, 
unrealistic ideas such as these: 

We need the love or approval of virtually every significant other person for 
everything we do. 
We should be thoroughly competent, adequate, and successful in all possible 
respects in order to consider ourselves worthwhile. 
It is horrible when things don't tum out the way we want them to. 

Such irrational beliefs trigger negative emotions, which in tu m support the irra­
tional beliefs, leading to a self-defeating cycle. Ellis calls it the A-B-C model, in which 
negative activating conditions (A) lead to the activation of an irrational belief system 
(B), which in turn leads to emotional consequences (C). For examp le, if a person expe­
riences the breakup of a close relationship (A) and holds the irrational belief (B) that 
" I'll never be loved again," this triggers negative emotions (C) that in turn feed back 
into support of Ihe irrational belief (see Figure 3). 

Rational-emotive behavior therapy aims to help clients eliminate maladaptive 
thoughts and beliefs and adopt more effective thinking. To accomplish this goal, 
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A B C 
N .,.atlvl! I ..... donal Emo tional 

Activatlne co nditio n ----" BeDef syltem Conseque nces 

(Clo~ relatlon~h ip ('I'll never be loved (Anxlery. lonellneu. 

breaks up) again") sadness. depression) 

t I 
FIGURE] In the A·B-C model of rational·emotive behavior therapy. negative activating conditions 

(A) lead to the activation o f an irrational belief system (B). which leads to emotional consequences 

(C). Those emotional consequences then feed back and S<..pport the bejief system. At 'Nhat steps in 

the model could change occur as a result of rational-emotive behavior therapy? 

therapists take an active, directive role during therapy, openly challenging patterns of 
thought that appear to be dysfunctional. Consider this example: 

Martha: The bask problem is that I'm worried about my family. I'm worried 
about money. And I never seem to be able to relax. 

Therapist: Why are you worried about your family? ... VVhat's to be concerned 
about? They have certain demands which you don't want to adhere to. 

Martha: I was brought up to think that I mustn't be selfish. 
Therapist: Oh, we'll have to knock that out of your head ! 
Martha: My mother feels that [ shouldn't have left home- that my place is with 

them. There are nagging doubts about what I should-
Therapist: Why are there doubts? Why s hould you? 
Martha: I think it's a feeling I was brought up with that you always have to give 

of yourself. If you think of yourself, you're wrong. 
Therapis t: That's a belief. Why do you have to keep believing that-at your age? 

You believed a lot of superstitions when you were younger. Why do you have 
to retain them? Your parents indoctrinated you with this nonsense, because 
tha t's their belief .... Who needs that philosophy? All it' s gotten you, so far, is 
guilt (Ellis, 1974, pp. 223-286). 

By poking holes in Martha's reasoning, the therapist is attempting to help her adopt 
a more realistic view of herself and her circumstances (Dryden, 1999; Ellis, 2002). 

Another fonn of therapy that builds on a oogrutive perspective is that of Aaron Beck 
(1991, 1995,2004). Like rntional-cmotive behavior therapy, Beck's cogllitive tllerapy aims to 
change people's illogical thoughts about themselves and the 
world. However, cognitive therapy is considerably less con­
frontational and challenging than rational-€motive behavior 
therapy. Instead of the therapist actively arguing with clients 
about their dysfunctional cognitions, cognitive therapists more 
often play the role of teacher. Therapists urge clients to obtain 
information on their own that will lead them to discard their 
inaccurate thinking. During the course of treatment, therapists 
help c lients discover ways of thinking more appropriately 
about themselves and others (Alford & Beck, 1997; Greenberg, 
200); Rosen, 2(0); Beck, Freeman, & Davis, ZOO4). 

Cognitive approaches to therapy have proved successful in 
dealing with a broad range of disorders. The willingness of cog. 
nitive therapiSts to incorporate additional treatment approaches 
(e.g., combining cognitive and behavioral techniques in ~itive 
beh,wiorai thcmpy) has made this approach a particularly effec­
tive fOirn of treatment (McMullin, 2(0). 

Check your understanding of the cognitive and other 
therapeutic approaches in the Psychlnteractive exercise. 

www.mhhe.com/feldmaness7 

Psychlnteractive Online 

Compare and Contrast 

Approaches to T herapy 
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RE CA PIE VA LUATE/R E T H INK 

RECAP 

What a re the goals of psychologically and biologically based 
treatment approaches? 

• Psychotherapy (psychologically based therapy) and bio­
medical therapy (biologically based therapy) share the 
goal of resolving psychological problems by modifying 
people's thoughts, feelings, expectations, evaluations, 
and ultimately behavior. (p. 488) 

What are the psychodynamic, behavioral, and cognitive 
approaches to treatment? 

• Psychoanalytic approaches seek to bring unresolved 
past conflicts and unacceptable impulses from the 
unconscious into the conscious, where patients may deal 
with the problems more effectively. To do this, therapists 
use techniques such as free association and dream inter­
pretation. (pp. 489-491) 

• Behaviora l appro.lches to treatment view abnormal 
behavior as the problem, rather than viewing that 
behavior as a symptom of some underlying cause, To 
bring about a "cure," this view suggests that the out­
ward behavior must be changed by using methods such 
as aversive conditioning; systematic desensitization, 
observational learning, token systems, contingency con­
tracting, and dialectical behavior therapy. (pp. 492-495) 

• Cognitive approaches to treatment consider the goal 
of therapy to be to help a person restructure his or her 
faulty belief system into a more realistic, rational, and 
logical view of the world. Two examples of cognitive 
treatments are the rational-emotive behavior therapy 
and cognitive therapy. (pp. 496-497) 

EVALUATE 

1. Match the following mental health practitioners with the 
appropriate description. 

1. Psychiatrist 
2. Clinical psychologist 

KEY TERMS 

psychotherapy p. 489 
biomedica l therapy p. 489 
psychodynamic therapy 

p.489 
psychoanalys is p, 491 
transference p. 491 

behavioral treatment 
approaches p. 493 

aversive conditioning p. 493 
systematic desens itiza tion 

p.493 

3. Counseling psychologist 
4. Psychoanalyst 
a. Ph.D. specializing in the treatment of psychological 

disorders 
b. Professional specializing in Freudian therapy 

techniques 
c. M.D. trained in abnormal behavior 
d. Ph.D. specializing in the adjustment of day-to-day 

problems 
2. According to Freud, people use as a 

means of preventing unwanted impulses from intruding 
on conscious thought. 

3. In dream interpretat ion, a psychoanalyst must learn to 
distinguish betvia'n the content of a 
dream, which is what appears on the surface, and the 
_______ content, its underlying meaning. 

4. Which of the follow ing treatments deals with phobias 
by gradual exposure to the item producing the fear? 
a. Systematic desensi tization 
b. Partial reinforcement 
c. Behavioral self-management 
d. Aversion therapy 

RETHINK 

1. In what ways are psychoanalysis and cognitive therapy 
similar, and how do they differ? 

2. From the perspective of a child-care provider: How might 
you use systematic desensitization to help children over­
come their fears? 

Answers t o Evalua t e Quest ions 

I!'" ~IU;)lCI 'ISolJ!UI!UJ '£ ~surS!UI!I.P;"U ;:>SUJpp'Z ~q-" 'P-( 'I!-Z ';><1 ' I 

dialectical behavior therapy 
p. 495 

cogn itive treatment 
approaches p. 496 

cognitive-behavioral 
approach p. 496 

rational-emotive behavior 
therapy p, 496 
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Humanistic Tberat-LPYr-------
As you know from your own experience, a student cannot master the material covered 
in a course without some hard work, no matter how good the teacher and the textbook 
are. YOII must take the time to study, memorize the vocabulary, and learn the concepts. 
Nobody else can do it for you. If you choose to put in the effort, you' ll succeed; if you 
don' t, you'll fail. The responsibility is primarily yours. 

Humanistic therapy draws on this philosophical perspective of self-responsibility 
in developing treatment techniques. The many different types of therapy that fit into 
this category have a simila r rationale: We have control of our own behavior, we can 
make choices about the kinds of lives we want to live, and it is up to us 10 solve the 
difficulties we encounter in our daily livcs. 

Instead of being the directive figures seen in some psychodynamic and behav­
ioral approaches, humanistic therapis ts view themselves as guides or facilitators. 
Therapists using humanistic techniques seek to help people understand themselves 
and find ways to come closer to the ideal they hold for themselves. In this view, psy­
chological d isorders result from the inability to find meaning in life and feeling lonely 
and unconnected to others (Cai n, 2002). 

Humanistic approaches have proouced many therapeutic techniques. Among the 
most important is person-ccntered therapy. 

PERSON-CENTERED THERAPY 

Consider the following therapy session excerpt: 

Alice: I was thinking about this business of standards. I somehow deve.loped 
a sort of a knack, I guess, of-well-habit--of trying to make people feel at 
ease around me, or to make things go along smoothly. 

Therapist: In other words, what you did was always in the direction of trying 10 
kccp things smooth and to make other people feel better and to smooth the 
situation. 

Alice: Yes. I think that's what it was. Now the reason why I did it probably was­
I mean, nol that I was a good lillie Samaritan going around making other 
people happy, but that was probably the role that felt easiest for me to play. 

Therapist: Vou feel that fo r a long time you've been playing the role of kind of 
smoothing oul the frictions or differences or what nol . 

Alice: M-hm. 
Therapist: Rather than having any opinion or reaction of your own in the situa­

tion. Is that it? (Rogers, 1951, pp. 152-153). 

The therapist does not intcrpret or answer the questions the client has ra ised. Instead, 
the therapist clarifies or reflects back what the client has said (e.g., "In other words, what 

() The McGraw-Hili 

Companies. 2OOIl 

Key C\ol,ce,pts 
What a~the hU"lan;,";v 

What is interpersonal therapy? 

How does group therapy differ 
from individual types of therapy? 

How effective is therapy. and 
which kind of therapy works 
best in a given situation? 

Humanistic therapy: Therapy in 
which the underlying rationale is thai 
people hnve control of Ihcir behavior, 
can make choices about their lives, 
and are essentially responsible for 
solving their own problems. 
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Person-centered therapy: Ther<lpy in 
which the goal is to reach one's poten­
tial for self-actualization. 

Gestalt therapy: A !reiltmenl approach 
in which people arc led to examine 
their earlier experiences and complete 
any " unfinished business~ from their 
past Ihal may slill affect and rolor 
present-day relationsrups. 

Tnlerperson31 therapy (lPT): Short­
tenn Iherapy Ihal focuses on Ihe con­
texl of cum-nl social relationships. 

you did. ,.~; "You fccl that ... "; "Is th.1t it?"). This ther<lpeutic technique, known as 11011-
directive rorllls...ling, is at the hea.rt of person-centercd therapy, which was first practiced by 
C.1rl Rogers in the mid-twentieth century (Rogers, 19SI, 1995; R.1skin & Rogers, 1989). 

Person-centered therapy (also called C/ient-roltercd therapy) aims to enable poople to 
reach their potential for self-actualization. By providing a wann and accepting environment, 
therapists hope to motivate clients to air their problems and feelings. In tum, this crobles 
clients to make realistic and constructive choices and decisions about the things that bother 
them in their current lives (Bozarth, Zimring, & Tausch, 2002; Kirschenbaum, 2(J()4). 

[nstead of d irecting the choices clients make, therapists provide what Rogers calls 
IIIlCOl1ditiolla/ positive regard-expressing .1cceptance and underst.1nding.. regardless of 
the feelings and attitudes the client expresses. By doing this, therapists hope to create 
an atmosphere that enables clients to come to de<::isions that can improve their lives 
(Farber, Brink, & Raskin, 1996; Ki rschenb.1um & Jourdan, 2005). 

Furnishing unconditional positive regard does not mean that therapists must 
approve of everything their clients say or do. Rather, therapists need to communicate 
that thcy are caring, nonjudgmental, and empatlretic-undcrstanding of a client's emo­
tional experiences (Fearing & Clark, 2000). 

Person-centered therapy is rarely used today in its purest form. Contemporary 
approaches tcnd to be somewhat morc dire<::tive, with therapists nudging clients 
toward insights rather than merely reflecting back their st.1tcments. However, thera­
pists s till view clients' insights as ccntral to the therapeutic process. 

GESTALT THERAPY 

Have you ever thought back to some childhood incident in which you were treated 
unfairly and again fclt the rage that you had experienced at that time? To therapis ts 
working in a gestalt perspe<::tive, the healthiest Ihing for you to do psychologically 
might be 10 act out that rage-by hitting a pillow or yelling in fru stration. 

The rationale for this treatment approach is the idea that peop!e need to integrate 
their thoughts, feelings, and be.h.1viors into.1 gestalt, the German term for "whole" (as we 
discussed in «,ference to perception carlier in the book). In gestalt therapy, people are led 
to examine their earlier experiences and complete any "unfinished business" from their 
past that m.1y still affect and color present-day relationships. Gest.1lt therapy typically 
includes reen.,clmenls of specific conflicts that clients experienced earlier. For inst,lI1ce, a 
client might first play the part of his angry father and then play himself when his father 
yelled al him. Such reenactments are assumed to promote better understanding of the 
source of psychological disorders, as clients bro.,den their perspective on their situation 
(Perls, 1970; Perls, Heffcrline, & Goodman, 1994; Serok, 2000; Woldt & Toman, 20(5). 

HUMANISTIC APPROACHES IN PERSPECTIVE 

The notion that psychological disorders result from restricted growth potential 
appeals philosophically to many people. Furthermore, when humanistic therapists 
acknowledge that the freedom we possess can lead to psychological difficulties, clients 
find an unusually supportive environment for therapy. In turn, this .1lmosphere can 
help clients discover solutions to difficult psychological problems. 

However, humanistic tre.,lments lack specificity, a problem tlmt Ims troubled their crit­
ics. Hwnanistic approaches are nol very precise and are probably the least scientifically and 
theoretically dcveloped type of treatment. Moreover, this fonn of treatment works best for 
the same type of highJy verbal client who profits most from psychoanalytic treahnent. 

lnterpecsonai Tbecap+-y _____ _ 
Interpersonal therapy (lPT) considers therapy in the context of social relationships. 
Growing out of contemporary psychodynamic approaches, intcrpersonal therapy focuses 
more on the here and now with the goal of improving a client's current relationships. 
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Interpersonal therapy is more directive than traditional 
psychodynamic approaches. It also tends to be shorter, typically 
lasting a dozen weeks. TherapiSts make concrete suggestions on 
improving relations with others. Research has shown that inter­
personal therapy is particularly effective in dealing with depres­
sion, anxiety, and addictions (MacKenzie & Crabovac, 2001; 
Ablon & JonE'S, 2002; Markowit".(;, 2003; Dc Mello et aI., 2005). 

Group Therapy and 
Family Therapy ____ _ 
Although most treatment takes place between a single individ­
ual and a therapist, some forms of therapy involve groups of 
people seeking treatment. In group therapy, several unrelated 
people meet with a therapist to d iscuss some aspect of their 
psychological functioning. 

In group therap)( people with pS)'l:hological difficu~ies meet with a thera-

pist to discuss theI r problems. 

With the group people typically discuss their problems, which often center on a 
common difficulty, such as alcoholism or a lilCk of social skills. The other members of 
the group provide emotional support and dispense advice on ways in which they have 
coped effectively with similar problems (Yalom, 1997; Free, 2000; Alonso, Alonso, & 
Piper, 2003; Scaturo, 2004). 

Groups vary greatly in termS of the particular model they ('mploy; 011(' finds psy­
choanalytic groups, humanistic groups, and groups corresponding to the other thera­
peutic app roaches. Furthermore, groups also differ in regard to the degree of guidance 
the therapist provides. In some, the therapist is quite din;'(:tive, whil(' in others, the 
members of the g roup set thei r own agenda and determine how the group will proceed 
(Spira, 1997; Earley, 1999; Beck & Lewis, 2000; Stockton, Morran, & Krieger, 2004). 

Bccause in group therapy several people arc treated simultaneously, it is a much 
more economical means of treatment than individual psychotherapy. On the other 
hand, critics argue that group settings lack the indiv idual attention inherent in one-to­
one therapy, and thai especially shy and withdrawn individuals may not n;'(:eive the 
a ttention they need in a group setting. 

One specialized form of group therapy is family therapy. As the name implies, fam ily 
therapy involves twOOf more fa mily members, one (or more) of whose problems led to treat­
ment. But rather than focusing simply on the membcrsof the family who present the initial 
problem, family therapists consider the family as a unit, to which each member contributes. 
By meeting with the entire family Simultaneously, family therapists try to understand how 
the family members interact with one another (Rolland & Walsh, 1996; Cooklin, 200J). 

Family therapists view the family as a "system" and assume that individuals in 
the family Cannot improve without understanding the conflicts found in interactions 
among fnmily members. Thus, the therapist expects each memb('r to contribute to the 
resolution of the problem being addressed. 

Many family therapists believe tha t family members fall in to rigid roles or set pat­
terns of behavior, with one person acting as the scapegoat, another as a bully, and so 
forth. In their view, that system of roles p('rpetuates family disturbances. One go."11 of 
this type of therapy, then, is to get the family members to adopt new, more constructive 
roles and patterns of behavior (Minuchin & Nichols, 1992; Sprenkle & Moon, 1996). 

Evaluating Psychotherapy: 
llies Therapy Work? 
Your best friend, Ben, comes to you because he just hasn't been feeling righ t about 
things la tely. He's up set because h(' and his g irlfriend aren't g('Uing along. but his dif-

Group therapy: Therapy in which 
people meet with a therapist to dis­
cuss problems with a group. 

Family therapy: An approach that 
focuses on the fam ily and its dynamiCS. 
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without treatmcnt. 
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Effectiveness of Therapy 

ficulties go beyond that. He can't concentrate on his studics, has a lot of trouble getting 
to s leep, and- this is what really bothers him- has begun to think that people are 
ganging up on him, talking about him behind his back. It seems that no one really cares 
about or understands him or makes any effort to see why he's become so miserable. 

Ben knows that he ought to get some kind of help, but he is not sure where to 
turn. He is fairly skeptical of psychologists, thinking that a lot of what they say is just 
mumbo jumbo, but he's willing to put his doubts aside and try anything to feel bette r. 
He also knows there are many different types of therapy, and he doesn' t have a clue 
about which would be best for him. He turns to you for advice, because he knows you 
are taking a psychology course. He asks, "Which kind of therapy works best?" 

IS THERAPY EFFECTIVEt 

This question requires a complex response. In fact, identifying the s ingle most appro­
priate form of treatment is a controversial, and still unresolved, task fo r psychologists 
specializing in psychological disorders. In fact, even before considering whether one 
form of therapy works better than another, we need to determine whether therapy in 
any form effectively alleviates psychological disturbances. 

Until the 1950s, most people simply assumed that therapy was effective. But in 1952 
psychologist Hans Eysenck published what has become a classic article challenging that 
assumption. He claimed that people who received psychodynamic treatment and related 
therapies were no better off at the end of treatment than were people who were placed on a 
waiting list for treatment but never received it. According to his analysis, about two-thirds 
of the people who reported suffering from "neurotic" symptoms believed that those symp­
toms had disappeared after two years, regardless of whether they had been in therapy. 
Eysenck concluded that people would go into spontaneous remission, recovery without 
treatment, if they were simply left alone-<ertJinly a cheaper and Simpler process. 

Although others quickly <:hallenged Eysenck's conclusions, his review s timulated 
a continuing stream of better controlled, more c.1fefully crafted studies on the effec­
tiveness of psychotherapy, and today most psychologists agree: Therapy does work. 
Several comprehenSive reviews indicate that therapy brings about greater improve­
ment than does no trea tment at all, with the rate of spontaneous remission being 
fairly low. In most cases, then, the symptoms of abnormal behavior do not go away by 
themselves if left untreated-although the issue continues to be hotly debated (Bergin 
& Garfield, 1994; Seligman, 1996; Sohn, 1996). (You can explore the <]uCSlion of the 
effectiveness of therapy further in the Psychlnteractive exercise.) 
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Psychodynamic 

Gestalt 

Per.;on- Or dil!flt-cemered ~::J:::l:~_l_..., 

Systematic desensitization ~::::I:::1:::;r-'" 
Behavior mod ification 

I~---'----r-""'I 

Cognitive behavioral 

50 60 70 80 90 

Success rate (percentage) 

WHICH KIND OF THERAPY WORKS BEST! 

Although most psychologi, ts feel confident that psychotherapeutic treatment ilr 
gelleral is more effective than no treatment at all. the question of whether any spe­
cific fo rm of treatment is superior to any ot her has not been answered definitively 
(Nathan, Stuart, & Dolan, 2000; Westen, Novotny, & Thompson-Brenner, 2004; 
Abboud, 2005). 

For instance, one classic study comparing the effectiveness of various appro.lches 
found that although success rates vary somewhat by treatment form, most treatments 
show fairly equal success rates. As Figure 1 indicates, the rates ranged from about 
70 to 85 percent greater success for treated compared with untreated individuals_ 
Behavioral and cognitive approaches tended to be slightly more successful, but that 
result may have been due to d ifferences in the severity of the cases treated (Smith, 
Glass, & Mille r, 1980; Orwin & Condray, 1984). 

Other research, relying on mela-arwlysis, in which data from a large number of 
s tud ies are statistically combined, yields simila r general conclusions. Furthermore, 
a large-scale survey of 186,000 individuals found that a lthough survey respon­
dents fe lt they had benefited substantially from psychotherapy (sec Figure 2), there 
was lillie difference in "COnSumer satisfaction" on the basis of the specific type of 
treatment they had received (CR, 1995; Seligman, 1995; Stru pp, 1996; Nielsen et 
al.,2(04). 

In short, converging e\' idence allows us to draw several conclusions about the 
effectiveness of psychotherapy (Strupp & Binder, 1992; Seligman, 1996): 

.. For mosl pmple, psychotherapy is effective. This conclusion holds over different 
lengths of treatment, specific kinds of psychological disorders, and various types 
of treatment. Thus, the question "Does psychotherapy work?" appears to have 
been answered convincingly: It does (Lipsey & Wilson, 1993; Seligman, 1996; 
Spiegel, 1999). 

.. all Ihe olher hllnd, psychotherapy doesll't work for t!lJeryolle. As many as 10 per­
cent of people trea ted show no improvement or actually deteriorate (Lambert, 
Shapiro, & Bergin, 1986; Luborsky, 1988; Pretzer & Beck, 2(05). 

.. Cerillill specific Iypes of Irelltmellillre somervlllll, nlt/wl/glr 1101 illVilrinbly, better for 
Specific types of problems. For example, cognitive therapy works particu larly well 
for panic disorders, and systematiC desensitization relieves specific phobias 
effectively. However, there are many exceptions, and often the differences in suc­
cess rates for different types of treatment are not substantial (Hubble, Duncan, & 
Miller, 1999; Miller & Magruder, 1999). 

FIGURE I Estimates of the effectiveness 

of different types of treatment in compari­
son to control groops of untreated people 

(Smitl\ Glass. & Mil le ~ 1980). The percen­

tile score shows how much more effective 

a particular type of treatment is for the 
average patient than is no treatment For 

example, people given psychodynamic 

treatment score. on average. more posi­

tive~ on outcome measures than about 
tIvee-quarters of untreated people. 
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FIGURE 2 A large survey of 186.000 

indiVIduals found that .....nile the respon­

dents had benefited substantaal~ from 
psy<:hotherapy; there was little differ­

ence in "consumer satisfaction" based or 

the specifIC type of treatment they had 
received. (5ooJrce: "Mental Health: Does 

Ther.Jpy Help!' CooS<Hllef Reports. I99S.) 
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Edl'clic approach: An approach to 
therapy that uses tcchniques taken 
from a variety of treatment methods, 
rather than just one. 

• No sillgle form of thempy works best for every problem. Consequently, we can give 
no definitive answer to the question "'Which therapy works best?"' -nor may we 
find one soon-because of the difficulties in sorting out the various factors that 
enter into the success of therapy. Furthermore, new types of therapy continue 
to emerge ($C(!, for example, the Applyblg PsycholoSY ill tile 21st Celltury box for a 
discussion of virtual therapy), making it difficult to draw sweeping conclusions 
about treatment effectiveness. 

Because no single type of psychotherapy is invariably effective, eclectic approaches 
to therapy have become increasingly popular. In an eclectic approach to therapy, a 
therapis t uses a variety of tcchniques, integrating several perspectives, to treat a per­
son's problems. By trying more than one approach. a therapist can choose the appro­
priate mix of treatments to match the specific needs of the individual. Furthermore, 
therapiSts with certain personal characteristicS may work better with particular indi­
viduals and types of treatments, and even racial and ethnic factors may be related to 
the success of treahnent (Roth & Fonagy, 1996; Cheston, 2(02). 

Exploring DIVERSITV 
Consider the following case report, written by a school counselor 
about Jimmy Jones. a 12-year-old student who was referred to a 
counselor because of his lack of interest in schoolwork: Racial and Ethnic Factors in Treatment: 

Should Therapists be Color-Blind~ Jimmy does not pay attention, daydreams often, and frequen tly falls 
asl.....,p during class. There is a strong possibility that Jimmy is har­

boring repre~d rage that n('('ds to be ventil~ted ~nd deal t with. His in~bility to directly 
express his anger h~d led him to adopt passive aggressive means of expressing hostility, 
i.e., inattentiveness. daydreaming, falling asleep. It is recommended that Jimmy be seen 
for intensive counsding to discover the basis of the an~r (Sue &. Sue, 1990, p. 44). 

The counselor was wrong, however. Rather than suffering from "repressed rage," 
Jimmy lived in a poverty-stricken and disorganized home. Because of overcrowding 
at his house, he did not get enough sleep and consequently was tired the next day. 
Frequently, he was also hungry. In short, the stresses arising from his environment 
caused his problems, not any deep-seated psychological disturbances. 

This incident underscores the importance of taking people's environmental and 
cultura l backgrounds into account during treatment fo r psychological disorders. In 
particula r, members of racial and ethnic minority groups, especially those who are 
<llso poor, may behave in ways that help them deal with a society that discriminates 
OIgainst them. As a consequence, behavior that may Signal psychological disorder in 
m iddle- and upper-class whites may simply be adaptive in people from other racial 
and socioeconomic groups. For instance, characteristically suspicious and distrustful 
people may be displaying a survival strategy to protect themselves from psychological 
a nd phySical injury, rather than suffering from a psychological disturbance (Sue & Sue, 
1999; Aponte & Wohl. 2000; Paniagua, 2000; Tseng, 2(03). 

In fact, therapists must question some basic assumptions of psychotherapy when 
dealing with racial, ethnic, and cultural minority-group members. For example, com­
pared with the dominant culture, Asian and Latino cultures typically place much 
greater emphasis on the group, family, and society. When an Asian or Latino faces a 
critical decision, the family helps make it-suggesting that family members should also 
playa role in psychological treatment. Simil<lrly, the traditional Chinese recommenda­
tion for dealing with depression or anxiety is to urge people who experience such prob­
lems to avoid thinking about whatever is upsetting them. Consider how this advice 
contrasts with treatment approaches that emphasize the value of insight (Okun. 1996; 
Kleinman & Cohen, 1997; Ponterotto, Gretchen, & Chauhan, 2001; McCarthy, 2(05). 

Clearly, therapists Cllllnot be "color-blind:' Instead, they must take into account 
the racial, ethnic, cultural, and social class backgrounds of their clients in determining 
the nature of a psychological disorder and the course of treatment (Sue & Sue, 1999; 
Aponte & Wohl, 2000; Pedersen et aI., 2(02). 
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APPLYING PSYCHOLOGY IN THE 21 ST CENTURY 

Virtual-Reality Therapy: 
Facing the Images of Fear 

For therapist Hunter Hoffman and col­
lengues, the pntient presented a par­
ticularly difficult casco For 20 years, the 
woman- nkknamed Miss Muffet- had 
suffered from an nnxiety disorder in which 
she had profound spider phobia: 

She routinely fumigated her car 
with smoke and pesticides to get rid 
of spiders. Every night she scaled 
a ll her bedroom windows with duct 
tnpe after scanning the room for 
spiders. She sc .. rched for the ar .. ch­
nids wherever she went and avoided 
walkways when? she might find one. 
After washing her clothes, she imme­
diately se .. led them inside a plastic 
b .. g to m .. ke sure they remained free 
of spiders (Hoffman, 2004, p. 58). 

When Miss Muffet's fe .. rs beg .. n to pre-
vent her from le .. ving home, she decided to 
seek therapy. What she found w .. s .. novel 
.. pproach using virtual-reality therapy. In 
vir/wrl-reality IIU' rnpy, therapists use a com­
puter to cre .. te a virtual-reality display of 
the feared object. The display projects an 
image of anxiety-producing situation onto 
the inside of a helmet visor, and the image 
moves according to head or mmd move­
ments (Wiederhold &. Wiederhold, 200sa). 

In this case, Miss Muffet saw a range of 
anxiety-producing images, beginning with 
a view of a realistic virtual tarantula in a vir­
tunl kitchen. She was asked to approilCh the 
image as close as possible using a handheld 
joystick. The goal of the first session was to 
come within a few feet of the tarantula. 

In subsequent sessions, she wore a 
glove that created an image of her hand on 
the display. She was able to move her hnnd 
d oser nnd doser to the tar .. ntula until she 
(virtually) touched it, .. nd the spider made 
a noise and scurried away. Still later, she 
was able to virtually touch the spider and 
later actually handle .. furry toy spider. 

Following the highly successful treatment, 
M~ Muff"'" alluwL-u an aLtu.a1 tarantula to 
crawl up her arm for several minutes with 
only minor anxiety. Miss Muffet's results 

Researcher Hunter Hoffman. holding a virtual spider near the fiKe of a patient as part of virtual­
reality phobia e><pO$Ure therapy to reduce fear of spiders. In the virtuaJ world called SpiderWorld. 
patients can reach out and toveh a furry toy spider. adding tactile cues to the virtual image, creat­
Ing the illUSIOn that they are physically toucrllng the Virtual spider. (Photo Mary l.ewl. U.W. 'Mth 

pem11SS>01l from Hunter Hoffman. U.W.) 

hnve been valid .. ted by subsequent research, 
which shows that virtual-reality therapy is 
highly effective with a variety of phobias 
(Garcia-Palacios, Hoffman, & Carlin, 2002; 
Wiederhold &. Wiederhold, 2OIl5.!). 

Virtual-reali tytherapy haslx>en extended 
to treatment of posttraumatic stTCSS disor­
der (PTSO). For instance, a womnn who 
survived the World Trade Center terrorist 
attack first viewed virtual jets flying into 
the hvin towers. In subsequent sessions, 
the level of det .. i1 increased until she was 
exposed to people jumping from the tow­
ers, flames, SCn?ams, and sirens. By accli­
mating to such stimuli, the woman was 
able to recall the actual events with less 
anxiety (Difede &. Hoffman. 2002) 

Virtual-reali ty therapy has been used 
in other innova tive ways. For example, 

engaging in a Virtual-reali ty experience 
can distract bum patients from the excru­
ciating pain that accompanies treatment. 
Studies show that the pain relief is quite 
real: Functional magnetic resonance imag­
ing shows that brain activity re la ted to 
pain actually drops when involved in vir­
tual-reality therapy (Hoffman, 2~). 

Despite its apparent success, further 
research is needed to confinn the effec­
tiveness of virtual-reality therapy. For 
exnmple, large-scnle clinical tr inls must 
be carried out to determine if virtual-real­
ity therapy is superior to other forms of 
systematic desensitization training. Still, 
the work is promising. and it is likely to 
lead to even more elaborate .. pplications 
in the future (Attree, Brooks, & Rose, 2005; 
Cottraux, 2005). 

Do you believe virtual-reality therapy can be more effective than traditionnl psy­
chotherapy involving face-to-face int",,'action? b thcr" wmething uni<jue about the 
curative powers of human interaction? Why or why not? 

505 
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RE CA PIE VA LUATE/R E T H INK 

RECAP 

What are humanistic approaches to treatment? 

• Humanistic therapy is based on the premise that people 
have control of their behavior, that they can make choic­
es about their lives, and that it is up to them to solve 
their own problems. Humanistic therapies, which take 
a nondirective approach, indude person-centered and 
gestalt therapy. (pp. 499-500) 

What is interpersonal therapy? 

• Interpersonal therapy focuses on interpersonal re lation­
ships and strives for immediate improvement during 
short-term therapy. (pp. 500-501) 

How does group therapy differ from individual types of 
therapy? 

e In group therapy, several unrelated people meet with a 
therapist to discuss some aspect of their psychological hmc­
tioning, often centering on a common problem. (p.501) 

How effective is therapy, and which kind of therapy works 
best in a given situation? 

• Most research suggests that, in general, therapy is more 
effective than no therapy, although how much more 
effective is not known. (pp. 501-502) 

• The answer to the more difficult question of which ther­
apy works best is even less dear, in part because thera­
pies are so qualitatively different and in pa rt because the 
defini tion of cure is so vague. Clearly, particular kinds 
of therapy are more appropriate for some problems than 
for others. (pp. 503-5(4) 

• Because no Single type of psychotherapy is invariably 
effective, eclectic approaches to therapy have become 
increasingly popular. In an eclectic approach to therapy, 
a therapist uses a variety of techniques, integrating sev­
eral perspectives, to treat a person's problems. (p.504) 

EVALUATE 

1. Match each of the following treatment strategies with 
the statement you might expect to hear from a therapist 
using that strategy. 
1. Group therapy 
2. Unconditional positive regard 

KEY TERMS 

humanistic therapy p. 499 
person-centered therapy 

p. 5OO 
ges ta lt therapy p. 500 

interpersonal therapy (1m 

p.5OO 
group therapy p. 501 
famil y therapy p. 501 

3. Behavioral therapy 
4. Nondirective counseling 
a. "In other words, you don't get along with your 

mother because she hates your girlfriend, is that 
right?" 

b. "I want you all to take turns talking about why you 
decided to come and what you hope to gain from 
therapy." 

c. "I can understand why you wanted to wreck your 
friend's car after she hurt your feelings. Now tell me 
more about the accident." 

d. "That's not appropriate behavior. Let's work on 
replacing it with something else." 

2. therapies assume that people should 
take responsibili ty for their lives and the decisions they 
make. 

3. One of the major criticisms of humanistic therapies is 
that 
a. They are too imprecise and unstructured. 
b. They treat only the symptom of the problem. 
c. The therapist dominates the patient-therapist inter­

action. 
d. They work well only on dients of lower socioeco­

nomic status. 
4. In a controversial study, Eysenck found that some peo-

ple go into , or recovery without treat-
ment, if they are simply left alone instead of trea ted. 

5. Treatments that combine techniques from all the theoret-
ical perspectives are ca lled approaches. 

RETHINK 

1. How can people be successfully treated in group ther­
apy when individuals with the "same" problem are SO 

different? What advantages might group therapy offer 
over individual therapy? 

2. From tire perspective of rl social worker: How might the 
types of therapies you employ vary depending on a 
client's cultural and socioeconomic background? 

Answe" to Eva luate QU IIIltion . 

~!I:>oll;>.) oS 
~UO!SS!Ul"" sno.lUl'IUods ·t ~\!'( ~~!ls!u\!Uln4'(; ~I!-t 'Pi: ';>0(; 'q'l '1 

spontaneous remission 
p. 502 

eclectic approach p. 504 



Feldman: Essenlials 01 XIII. lrnlmenl 01 42. Biomedica l Therapy: 
Undema nding Psychology. Psychological Disorders Biolog ic al Approach .. 10 

l raalmenl Sevanth Edilion 

If you get a kidney infection, your doctor gives you an antibiotic, and with luck, 
about a week later your kidney should be as good as new. If your appendix becomes 
inflamed, a surgeon removes it and your body functions normally once more. Could a 
comparable approach, focusing on the body's physiology, be effective for psychologi­
cal disturbances? 

According to biological approaches to treatment, the answer is yes. Therapists 
routinely use biomedical therapies. This approach suggests that rather than focusing 
on a patient's psychological conflicts or J><"ls t traumas, or on environmental factors 
that may produce abnormal behavior, focusing treatment directly on brain chemistry 
and other neurological factors may be more appropriate. To do this, therapists can use 
drugs, electric shock, or surgery to provide treatment. 

Drug Therapy 
Drug therapy, the control of psychological disorders through drugs, works by alter­
ing the operation of neurotransmitters and neurons in the brain. Some drugs operate 
by inhibiting neurotransmitters or receptor neurons, reducing activity at particular 
synapses, the sites where nerve impulses travel from one neuron to another. Other 
drugs do just the opposite: They increase the activity of certain neurotransmitters or 
neurons, allowing particular neurons to fire more frequently (sec Figure I and try the 
Psychlnteractive exercise on drug therapy). 

Clus of Drug 
Antipsychotic Drugs 

Antidepressant Drugs 

Tricydic antide~ssants 

MAO imibitors 

Selective serotonin 

reuptake imibitiors 

(SSRJs) 

Mood Stab4lizers 

Lithium 

Antian><iety Drugs 

Effects of Drug 
Reduction in kiss oftouch 

with reality, agitation 

Reduction in depression 

Reduction in depression 

Reduction in depression 

Mood stab4lization 

Reduction in anxiety 

Drug Treatments 

Primary Action of Drug 
Block dopamine ~ceptors 

Permit rise in neurotranSrT1ltt.,-s 

such as norep.nepherine 

Prevent MAO from breaking 

do",," neurotransmitters 

Imibit ~uptake of serotonin 

Can alt.,- transmission of impulses 

withIn ne ...... ons 

Increase activIty of neurotrasmltter 

GABA 

FIGURE I The major ctasses of drugs used to treat psychological disorders nave different effects 

on the brain and nervous system, 

() The McGraw-Hili 

Companies.2OOIl 

Key c,ol1cel~t 

How,a~'7~q~'~Cg~.~~~~~~~~'i. 
and p~ 
used today in the treatment 
of psychological disorders? 

Drug therapy: Control of psychologi­
cal disorders through Ihe use of drugs. 

www_mhhe.com/feldmaness7 

Psychlnteractive Online 

Drug Therapy 

Examples 
Chlorpromazine (Thorazine). 
cklzapine (aozari~. haloperidol 

(Haldol) 

Trazodone (Desyrel), amitriptyline 

(Elavil), desipramine (Norpamin) 

PhenelzIne (Nard il), 

tranylcypromine (Pamate) 

Avoxetine (Prozac), LVV<l)(. Paxil. 
Celexa, Zoloft, nefazodone 

(Serzone) 

Lithium (Lithonate). Depakote, 

Tegretol 

Benzodiazepines (Va li um. Xanax) 

S07 
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Antipsychotic drugs: Drugs thallem­
porarily reduce psychotic symptoms 
such as agitation, hallucinations, and 
delusions. 

Antidepressant drugs: Medications 
that improve a severely depressed 
piltient's mood and k-eling of well­
being. 

Prozac is a widely prescribed-but still con­
t~al-antidepressant. 

ANTIPSYCHOTIC DRUGS 

Probably no greater change hils occurred in mental hospitals than the successful 
introduction in the mid-1950s of antipsychotic drugs-drugs used to reduce severe 
symptoms of disturbance, such as loss of touch with reality and ilgi ta tion. Previously, 
the typical mental hospital wasn't very different from the stereotypical nineteenth­
century insane asylum, giving mainly custodial care to screaming, moaning, clawing 
patients who displayed bizarre behaviors. Suddenly, in just a matter of days after hos­
pital staff members adrninistered antipsychotic drugs, the wards became conSiderabl y 
calmer environments in which professionals could do more than just try to get patients 
through the day without causing serious harm to themselves or others. 

This dramiltic change came about through the introduction of a drug called driorprollla­
zine. Along with other, s imilar drugs, chlorpromazine rapidly became the most popular 
and successful treiltment for schizophrenia. Today drug therapy is the preferred treatment 
for most cases of severely abnonnal beh,wior and, as such, is used for most patients hospi­
talized with psychological disorders. The drugs cloZilpine and Zyprem represent the current 
generation of antipsychotics (Anand & Burton, 2000; Lublin, Eberhard, & Levander, 2(05). 

How do antipsychotic drugs work? Most block dopamine receptors a t the brain's 
synapses. Some newer drugs, such as clozapine, increase dopamine levels in cer­
tain pa rts of the brain, such as those related to planning and goal-directed activi ty 
(Moghaddam & Adams, 1998; Sawa & Snyder, 2002; Advokat, 2(05). 

Despite the effectiveness of antipsychotic drugs, they do not produce il "cure" in the same 
way that, say, penicillin cures an infection. Most of the time, when thedrug is withdrawn, the 
symptoms reappear. Furthennore, such drugs can have long-tenn side effects, such as dry­
ness of the mouth and throat, dizziness, and sometimes tremors and loss of muscle control, 
which may continue after drug treatments are stopped (Shriqui & Annable, 1995). 

ANTIDEPRESSANT DRUGS 

As you might guess from the name, antidepressant drugs are a class of medications used 
in cases of severe depression to improve the moods of pa tients. They were discovered by 
accident: Medical doctors found that patients with tuberculosis who received the drug 
iproniazid suddenly became happier and more optimistic. When researchers tested that 
drug on people with depression, a similar result occurred, and these drugs became an 
accepted form of treatment for depression (Shuchter, Downs, & Zisook, 1996). 

Most antidepressant drugs work by changing the concentration of particular neurotrans­
mitters in the brain. For example, tricyclic dmgs increase the av~ ilability of norepinepherine 
at the synapses of neurons, whereas MAO ill/IINtors prevent the enzyme monoamine 
oxidase (MAO) from breaking down neurotransmitters. Nev.'Cr antidepressants--such as 
Lexilpro-are selective serotollill rel/ptake illhibitors (SSRlsJ. SSRIs target the neurotransmitter 
serotonin, permitting it to linger at the synapse. One of the latest antidepressants, nefazo­
d.ooe (Serzone), blocks serotonin at some receptor sites but not others (Bennan, Krystal, & 
Charney; 1996; Williams et ai., :XXX>; Anand, 2002; Lucki & O'Leary, 2004; see Figure 2). 

Although antidepressant drugs may produce side effects such as drowsiness and 
faintness, their overall success rate is quite good . Unlike antipsychotic drugs, antidepres­
sants can produce lasting, long-term recovery from depression. In many cases, even after 
patients stop taking the drugs, their depression does not return (Zi to, 1993; Julien, 1995). 

Consumers spend billions of dolla rs each year on antidepressant drugs, and sa les 
are increasing more than 20 percent a year. In particular, the antidepressant jlrwxdille, 
sold under the trade name Prozac, has been highlighted on magazine covers and has 
been the topic of best-s('llers. 

Does Prozac deserve its acclaim? In some respects, yes. Despite its high expense­
each daily dose costs around $2-it has significantly improved the lives of thousands: 
of depressed individuals. Compared with other antidepressants, Prozac (along with its: 
cousins Luvox, Paxil, Celexa, and Zoloft) has relatively few side effects. Furthermore, 
many people who do not respond to other types of antidepressants do well on Prozac. 
However, like aU drugs, Prozac does not agree with everyone. For example, 20 tOo 
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30 percent of users report experiencing nausea and diarrhea, and a smaller number 
report sexual dysfunctions (Kramer, 1993; Glenmullen, 2000; Brambilla et al., 2005). 

Another drug that has received a great deal of publidty is Sf. 101m's worf, an herb that 
some have called a "natural" antidepressant. Although it is widely used in Europe for the 
treatment of depression, the US. Food .:md Drug Administration considers it a dietary 
supplement, and therefore the substance is available here without a prescription. 

~pite the popularity of St. John's wort, definitive clinical tests have found that 
the herb is ineffective in the treatment of depression. However, because some research 
shows that the herb successfully reduces ccrtain symptoms of depression, some pro­
ponents argue that using it is reasonable. Clearly, people should not use SI. John's 
wort to medicate themselves without consulting a mental health care professional 
(Maidment, 2000; Williams et aI., 2000; Shelton et aI., 2002). 

LITHIUM 

The drug lithium, a form of mineral salts, has been used very successfully in patients 
with b ipolar disorders. Although no one knows definitely why, lithium and drugs 
such as Depukote and Tegrctol effectively reduce manic episcx:les. However, they do not 
effectively treat depressive phases of bipolar disorder, so antidepressants are usually 
prescribed during those phases (Dubovsky, 1999; Fountoulakis et aI., 2005). 

Lithium and similar drugs have a quality that sets them apart from other drug 
treatments: They can be a preverrtilJt.' treatment, blocking future episodes of manic 
depression. Often, people who have had episodes of bipolar disorder can take a daily 
dose of lithium to prevent a recurrence of their symptoms. Most other drugs are useful 
only when symptoms of psychological disturbance occur. 

ANTIANXIETY DRUGS 

As the name implies, a ntianxiety drugs reduce the level of anxiety a person experi­
ences and increase feel ings of wel l~being. They are prescribed not only to reduce gen­
eral tension in people who are experiencing temporary difficulties but also to aid in 
the treatment of more serious anxiety disorders (Zito, 1993). 

Antianxiety drugs such as Xanax and Valium are among the medications most 
frequently prescribed by physicians. In fael, more than half of all U.s. families have 
someone who has taken such a drug at one time or another. 

Although the popularity of antianxiety drugs suggests that they hold few risks, 
they can produce a number of potentially serious side effects. For instance, they can 
cause fatigue, and long-term use can lead to dependence. MOfCOver, when taken in 
combination with alcohol, some antianxiety drugs can be lethaL But a more impor­
tant issue concerns their use to suppress anxiety. Almost every therapeutic approach 

FIGURE 2 In (3), selective serotonin 
reuptake inhibrtors (SSRls) reduce depres­
sion by permitting the neurotransmitter 
serotonin to remain in the synapse. In 
(b). a newer antidepressant. nefazooone 
(Sen:one). operates more !.electively to 
block serotonin at some srtes but not oth­
ers. helping to reduce the side effects of 
the drug. (Source; Based on MISChouk>n. 2000.) 

Lithium: A drug made up of mineral 
salts that is used to treat and prevent 
manic episodes of bipolar disorder. 

Antianxiety drugs: Drugs that reduce 
the level of anxiety a person experi­
ences, essentially by reducing excit­
ability and increasing feelings of 
well-being. 
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Electroconvuls ive therapy (ECT): 

A procedure in which an eleelric 
current of 70 to ISO lIol ts is briefly 
administered to a pntient's head, 
causing a loss of oonsciousness and 
often causing seizures. 

Transuanial magnetic stimu lation 
(TMS): A depression treatment in 
which a precise magnetic pulse is 
directed to a specific area of the brain. 

Psychosurgery: Brain surgery once 
used to reduce the symptoms of men­
tal disorder but rarely used today. 

D~ Richard B. Weiner of Duke University 
Medical Center reads a patient's electro­

encephalogram as technic::ians administer 
electroconvulsive therapy. EO is a contro· 

versiaJ treatment but it does help some 
people whose severe depression has not 

responded to other approaches. 

to psychological distu rbance views continuing anxiety as a s ignal of some other sort 
of problem. Thus, drugs that mask anxiety may simply be hiding other difficulties. 
Consequently, rather than confronting their underlying problems, people may be hid­
ing from them through the use of antianxiety drugs. 

E lectmco nvu I sive Therap-)L(-,-E~C,,--,n-J-__ 
Martha Manning had conkmplatcd all kinds of suicide--by pills, hanging, evm guns. HCT 
depression wasso deep th~t she lived each minuk N~fr~id I [wouldn't) make it to the next 
hour.N But she balked when her thCT~pist recommended electroconvulsive therapy, commonly 
known as "shock treatmmt." ~pitf' her training and prnctice as a clinical psychologist, 
Manning immooiakly flashoo to S<'I:.'ne$ from aile FlewOvcr lire Cuckoo's Nest, "with McMuTPhy 
and the Chief jolted with electroshock, their bodies fl~i1ing with each jolt" (Guttman. 1995, p. 16~ 

The reality, it turned out, was quite different. Although it did produce some 
memory loss and temporary headaches, the procedure also brought Manning back 
from the brink of suicide. 

First introduced in the 1930s, electroconvulsive therapy (Een is a procedure in which 
an electric current of 70 to 150 volts is briefly administered to a patient's head, causing a loss 
of consciousness and often causing seizures. Usually he~lth professionals sedate patients 
and gi\'e them muscle relaxants before administering the current, and this helps n.:.duce the 
intensity of muscle contracti(W1$ pnxluced during ECT. The typical patient receives about 
len su('h trea~nts in the !COurse of a month, but some pMients oontitlue with mtlinlerunce 
tre~tments for months aftcnvard (Nierenberg, 1998; Fink, 1999; Greenberg & Kellner, 2(05). 

ECT is ~ controversial technique. Apart from the obvious distastefulness of a treat­
ment that eVQkes images of electrocution, side effeds occur frequently. For ins tance, 
after treatment patients often experience disorientation, confusion, and sometimes 
memory loss that may remain for months. Furthermore, ECT often does not produce 
long-term improvement; one study found that without follow-up medication, depres­
sion returned in most patients who had undergone ECT treatments . Finally, even 
when ECT does work, we do not know why, and some critics believe it may cause 
permanent brain damage (Valente, 1991; 5.1ckcim et aI., 2001; Frank, 2002). 

In light of the dr~wbacks to ECT, why do ther~pists use it at all? Basically, they 
use it becauS€, in many severe cases of depression, it offers the only quickly effective 
treatment. For instance, it may prevent depressed, suicidal individuals from commit­
ting suicide, and it can act more quickly th~n antidepressive medications. 

The use of ECT has risen in the last decade, with more than 100,000 people under­
going it each year. Still , ECT tends to be used only when other treatments have proved 
ineffective, and researchers continue to search for alternative treatments (Sackheim et 
ai., 1996; Fink, 2000; Eranti & McLoughlin, 2003). 

One new and promising alternative to ECT is transcranial magnetic stimulation 
(TMS). TMS creates a p re<ise magnetiC pulse in a specific area of the brain. By activat­
ing particular neuorns, TMS has been found to be effective in relieving the symptoms of 
depression in a number of controlled experiments. However, the therapy can pnxlttce 
side effects, such as seizures and convulsions, and it is stiU considered experimental by 
the gOllemment (George, 2003; Doumas, Praamstra, & Wing, 2005; Simons, 20(5). 

~)lChQsurger)')'-_______ _ 
If ECf strikes you as a questionable procedure, the use of psychosurgery- brain 
surgery in which the object is to reduce symptoms of mental disorder-probably 
appears even more dubious. A technique used only rarely today, psychosurgery was 
introduced as a "treatment of last resort" in the 19305. 

The initial form of psychosurgery, a prejrollllllicbolumy, consisted of surgically destroying 
or removing parts of a p<1tient's frontal lobes, which, surgeons thought, controlled emotion-
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ality. In the 1930s and 1940s, surgeons performed the procedure on thousands of patients, 
often with little precision. For example, in one common rochnique, a surgeon would jab an 
ice pick under a patient's eyeball and swivel it back and forth (Miller, 1994; EI-Hai, 2005). 

Psychosurgery often did improve a patient's behavior-but not without d rastic 
side effects. Along with remission of the symptoms of the mental disorder, patien ts 
sometimes experienced personality changes, becoming bland, colorless, and unemo­
tional. In other cases, patients became aggresSive and unable to control their impulses. 
In the worst cases, treatment resulted in the death of the patient. 

With the introduction of effective drug treatments-and the obvious ethical ques­
tions regarding the appropriateness of forever altering someone's personality- psy­
chosurgery became nearly obsolete. However, it is still used in very rare cases when 
all other procedu res have failed and the patient's behavior presents a high risk to the 
patient and others. Today, surgeons sometimes use a more precise form of psychosur­
gery called a cil1gulofolllY in rare cases of obscssive-compuls ive disorder. Occasionally, 
dying patients with severe, uncontroll.lble pain also receive psychosurgery. Still, even 
these cases raise important ethical issues, and psychosurgery remains a highly contro­
versial treatment (Miller, 1994; Baer et aI., 1995; Jenike, 1998). 

Biomedical Therapies in Perspective 
In some respects, no greater revolution has occurred in the field of mental health than 
biological approaches to treatment. As previously violent, uncontrollable patients have 
been calmed by the use of drugs, menial hospitals have been able to concentrate more 
on actually helping patients and less on custodial functions. Similarly, patients whose 
Jives have been disrupted by depression or bipolar episodes have been able to func tion 
normally, and other forms of drug therapy have also shown remarkable results . 

The use of biomedical therapy for everyday problems is rising. For example, one 
survey of users of a college counseling service found that from 1989 to 2001, the pro­
portion of students rc.:eiving treatment who were taking medication for psychological 
disorders increased from 10 percent to 25 percent (Benton et aI., 2(03). 

Furthermore, new forms of biomedical therapy are promising. For example, the 
newest treatment possibility- which remains experimental at this point-is gene 
therapy. As we discussed when considering behavioral genetics, specific genes may 
be introduced to particular regions of the brain. These genes then have the potential 
to reverse or even prevent biochemical events that give rise to psychological disorders 
(Grady & Kolata, 2003; Sapolsky, 2003; Lymberis et aI., 2004). 

Despite their current usefulness and future promise, biomedical therapies do not 
represent a cure-all for psychological disorders. For one thing, critics charge that such 
therapies merely provide relief of the symptoms of mental disorder; as soon as the drugs 
are withdrawn, the symptoms return. Although it is coll5idered a major step in the right 
direction, biomedical treatment may not solve the underlying problems Ihallcd a patient 
to therapy in the first place. Moreover, biomedical therapies can procluceside effects, rang­
ing from phYSical reactions to the development of rrew symptoms of abnormal behavior. 

Still, biomedical therapies-sometimes alone and more often in conjunction 
with psychotherapy-have permitted millions of people to funct ion more effectively. 
Furthermo re, although biomedical therapy and psychotherapy appear distinct, 
research shows that biomedical therapies ultimately may not be as different from talk 
therapies as one might imagine, at least in terms of their consequences. 

Specifically, measures of brain hmctioning as a result of d rug therapy compared with 
psychotherapy show little difference in outcomes. For example, one study compared the 
reactions of patients with major depression who received either an antidepressant drug or 
psychotherapy. After six weeks of either therapy, activity in the portion of the brain related 
to the disorder-the basal ganglia-had changed in similar ways, and that area appeared 
to function more normally. Although such research is not definitive, it docs suggest tha t 
at least for some disorders, psychotherapy may be just as effective as biomedical interven­
tions-and vice versa. Research also makes it dear that no single t reatment is effective uni-
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Whi le oonstrtutionalization has had many 
successes. it has also contributed to the 
release of mental patients Into the (om­

munity with tittle or no support. As a result 

many have become homeless. 

Community psychology: A branch of 
psychology that focuses on the pre­
vention and minimiz.ltion of psycho­
logical disorders in the community. 

Deinsti tutionalizat ion: The transfer 
vi former mental patients from institu­
tions to the community. 

FIGURE ) As deinstitutionalization has 
become more prevalent over the last lifty 
years. the number of patients being treated 
in state mental hospitals has declined sign ili­
cantly; vvhile the number of outpatient facili­
ties has increased. (Source: NatJonal Mental 

HeaMl lnformallOn Center. u.s. Department 

of Health iU>d Ho.rnan Serv;ces. repnnted in 

5cien~tlc American. December: 2002. p_ 38.) 

vcrsally. and that each type of treiltment has both <ldv<lntilgcs and disadvanlilges (Bro::Iy et 
aI., 2001; HoUon, Thase, & Markowit..:, 2002; DeRubeis, Hollon, & Shelton, 20(3). 

Community Psychology: 
Focus on Prevention 
Each of the treatments we hilve reviewed has a commvn clement: It is a "restorative" 
treilbnent. aimed at alleviating psychological difficulties that already exist. However, 
an apprOilch known as community psychology has a different aim: to prevent or mini­
mize the incidence of psychologicill disorders. 

Community psychology came of age in the 1960s, when menlill health profession­
als developed plans for a nativnwide network of community mental health centers. The 
hope was that those centers would provide low-cost mental heillth services, including 
short-term therapy and community educational programs. In another development, the 
populiltion of mental hospitals hilS plunged as drug tre,1bnents made physical restrnint of 
patients unnecessary. This trnnsfer of former menlill patients out of institutions and into 
the community-a process known as deinstitutionalization- wilS encouraged by Ihe 
growth of Ihe community psychology movement (see Figure 3). Proponents of deinstitu~ 
tionaliz.1lion wanted to ensure not only that dcinstitutioruliized patients received proper 
treatment but also that their civil rights were mainlilined (Melton & Garrison, 1987). 

Unfortunately, the promise of deinstitutionalization has not been met, largely 
because insufficient resources are proVided to deinstitutionalized patients. What 
stilrted as a worthy attempt to move people out of menlill institutions and into the 
community ended, in many cases, with former patients being dumped into the com­
munity without any real support. Milny becilme homeless-between a third and a 

half of all homeless adults ilre thought to have a miljor psy<:hological disorder-and 
some became involved in illegal acts caused by their disorders. In short, many people 
who need treiltmcnt do not get it, and in some cases care for people with psychologi­
cal disorders has simply shifted from one type of treatment s ite to another (Kiesler & 
Simpkins, 1993; Torrey, 1997; Doyle, 2002; Lamb & Weinberger, 2005). 

On the other hilnd, the community psychology movement has had some positive 
outcomes. Telephone hot lines are now common. At any time of the day or night, peo-
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pie experiencing acute stress can call a trained, sympathetic listener who can provide 
immedia te-although obviously limited-treatment (Blewett, 2000; Reese, Conoley, & 
Brossart, 2002; Pa ukert, Stagner, & Hope, 2(04). 

College and high school crisis centers are another innova tion that grew ou t of the 
community psychology movement. Modeled after suicide prevention hot-line centers 
(services that enable potentia l suicide victims to call and speak to someone about the.ir 
difficulties), cris is cen ters give callers an opportunity to discuss life crises with a sym­
pa thetic listener, who is often a volunteer. 

If you decide to seek therapy, you're faced with a daunting task. 

Choosing a therapist is not a simple ma~r. One place to stan the 
process of identifying a therapist is at the "Help Center" of the 
American Psychological Association at lorntor.apahelpcenter.org/ or 
1--800-%4-2CXXI. And if you start therapy,. several general guidelines 
can help you detennine whether you've made the right choice: 

BECOMING AN ~ 

'NF~tp~y~h~iogy ViJJ 
Choosing the Right Therapist 

You and your therapist should agree on the goals for treat-
ment. They should be clear, specific, and attainable. 

You should feel comfortable with your therapist. You s hould not be intimidated 
by, or in awe of, a therapist. Ins tead, you should trust the therapist and feel 
free to discuss even the most personal issues without fearing a negative 
reaction. [n sum, the "personal chemistry" should be right. 
Therapists slrould luwe appropriate training and credClrlials al1d slrould be licensed 
by appropriate state alrd Itxal ageucies. Check therapists' membership in national 
and state professional associations. In addition, the cost o f therapy, billing 
p ractices, and other business matters should be dear. It is not a breach o f eti­
quette to put these matters on the table during an initial consultation. 
You should fi'eithat you are making progress after therapy has begun, despite oaa­
simra! setbacks. If you have no sense of improvement after repeated visits, 
you and your therapist should discuss this issue frankly. Although there is 
no sct timetable, the most obvious changes resulting from therapy tend to 
occur relatively early in the course of treatment. For instance, half of patients 
in psychotherapy improve by the eighth session, and three-fourths by the 
twenty-sixth session (see Figure 4). The average number o f sessions with col­
lege students is just five (Crits-Cristoph, 1992; HMHL, 1994; Lazarus, 1997). 
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FIGURE 4 For most clients, improve· 

ments in psychologic.al functioni ng 
occur relatively soon after therapy has 

begun. (So<rce: Hovvarrl el at. 1986.) 
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Be aware that you will have to put in a grcat deal of effort in therapy. Although 
our culture promises quick cures fo r any problem, in reality, solving difficult problems 
is not easy. You must be committed to making therapy work and should know that 
it is you, not the therapist, who must do most of the work to resolve your problems. 
The efforl has the potential to payoff handsomely-as you experience a more positive, 
fulfilling, and mcnningfuJ lifc. 

RE CA PIE VA LUATE/R E T H INK 

RECAP 

How are drug, electroconvulsive, and psychosurgical techniques 
used today in the trentment of psychological disorders? 

• Biomedical treatment approaches suggest that therapy 
shou ld focus on the physiological causes of abnormal 
behavior, rather than considering psychological factors. 
Drug therapy, the best example of biomedical treat­
ments, has brought about dramatic reductions in the 
symptoms of mental disturbance. (p. 507) 

• Antipsychotic drugs such as chlorpromaZine very 
effectively reduce psychotic symptoms. Antidepressant 
drugs such as Prozac reduce depression so successfully 
that they are used very widely. Antianxiety drugs, or 
minor tranquilizers, are among the most frequently pre­
scribed medications of any sort. (pp. 508-509) 

• In electroconvulsive therapy (ECT), used only in severe 
cases of depresSion, a patient rereivcs a brief electric 
current of 70 to 150 volts. (p. 510) 

• Psychosurgery typically consists of surgically destroying or 
removing certain parts of a patient's brain. (pp. 510-511) 

• The community psychology approach encouraged dein­
stitutionalization, in which previously hospi talized men­
tal patients wcre released into the community. (p. 512) 

EVALUATE 

1. Antipsychotic drugs have provided effective, long-term, 
and complete cures for schizophrenia. True or false? 

KEY TERMS 

drug therapy p. 507 
antipsychotic drugs p. 508 
antidepressant drugs p. 508 
lithium p. 509 

antianxiety drugs p. 509 
electroconvulsive thuapy 

(Een p. 510 

2. One highly effective biomedical treatment for a psy­
chological disorder, used mainly to arrest and prevent 
manic-depressive episodes, is 
a. Chlorpromazine 
b. Lithium 
c. Librium 
d. Valium 

3. Psychosurgery has grown in popularity as a method of 
treatment as surgical techniques have become more pre­
cise. True or false? 

4. The trend toward releasing more patients from men­
tal hospitals and into the community is known as 

RETHINK 

1. One of the main criticisms of biological therapies is that 
they treat the symptoms of mental disorder without 
uncovering and treating the underlying problems from 
which people are suffer ing. Do you agree with this criti­
cism? Why? 

2. From the perspective of 11 politicillll: How would you go 
about regulating the usc of electroconvulsive therapy 
and psychosurgery? Would you restrict their usc or 
make either one completely illegal? Why? 

Anrwe .... to Evaluate Questions 

uO!l"Z!!~UO!lnl!lSU!i)p·t :j.los;lJ 

IS~I jO IlLJUlleJ-l1 ~ s~ -<IUO p.asn MOU S! N.i)~.mSQ'p.{sd ~3SICj .( ~q ., 

~UO!I~J!~Ul.{q 'p.lJn:> IOU Inq 'p.JlIOJluo~ "'l u~~ ~!UJ-l'ldOZ!lI3S ~;>SICj ·r 

transcranial magnetic s timu­
lation (TMS) p. 510 

psychosurgery p. 510 

community psychology 
p.512 

deinstitutionalization p. 512 
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Looking Back r t ~ 
Psychology on the Web 

I. Investigate computer·assisted psychotherapy on the Web. locate (a) a computerized 

therapy program, such as EUZA. which offers "therapy'· over the Internet. and (b) a report 

on ""C)'bertherapy."" in v.+!ich therapists use the Web to interact with patients. Compare 

the two approaches. describing how each one works and relating rt to the therapeutic 
approaches you have studied. 

2. Rnd more information on the Web about deinstitutionalization. Try to find pro and con 

arguments about it and summarize the arguments. including your judgment of the effective· 

ness and advisabilrty of deinstrtutionalization as an approach to dealing with mental illness. 
1. After completing the Psychlnteractive exercise on drug therapies. investigate new drug 

therapies for a spe.:::ifrc disorder of your choice, such as schizophrenia, bipolar disorder. or 

panic attacks. Summarize how the drugs operate. their effectiveness. and any side effects. 

Epilogue We have examined how psychological professionals treat 

people with psychological disorders. We considered a range 

of approaches. including both psychologically based and bio· 
logically based therapies. Oearly, the field has made substantial progress in recent years both 

in treating the symptoms of mental disorders and in understanding their undertying causes. 

Before we leave the topic of treatment of psychological disorders. tum back to the 

prologue. in which several people v.+!o had had schizophrenia held a belated prom to celebrate 
their liberation from that disorder. On the ba~s of your understanding of the treatment of 

psychological disorders, con~der the following questions. 

I. The prom goers in the story were treated with drug therapy. How would their treatment 

have proceeded if they had IJldergone Freudian psychoanalysis? VVhat sorts of issues might 

a psychoanalyst have examined? 

2. Do you think any behavioral therapies would have been helpful in treating the prom goers' 
schizophrenia? Could behavioral therapies have helped them control the outward exhibi· 

tion of symptoms? 

1. Would cognitive or humanistic approaches have any effect on schizophrenia? In v.+!at ways 

might such approaches fall short? 
4. Do you think that people v.+!o recover from schizophrenia can reenter the world quickly 

and calmly and take up their ~ves as if nothing had happened to them? \Nhat sort of 
adjustments might lifelong sufferers now in their thirties have to make) 

S. Antipsychotic drugs sometimes have the ~de effect of numbing emotional responses. If it 
could have been knovvn ahead of time that the prom goers would eventual~ experience this 

side effect. do you think the drug therapy would still have been advisable! Wt-rt or..my not? 

, ...., -

SIS 
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Key Concepts for Chapter 14 

What are attitudes, and how are they formed, maintained, 

and changed? • How do we form impressions of what 

others are like and of the causes of their behavior? • 

What are the biases that influence the ways in which we view others' behavior? 

What are the major sources and tactics of 

social influence? 

How do stereotypes, prejudice, and discriminat ion differ? 

• How can we reduce prejudice and discrimination? 

Why are we attracted to certain people, and what 

progression do social relationships follow? • What 

factors underl ie aggression and prosocial behavior? 

() The McGraw-Hili 

Companies.2OOIl 

Cognition 
Persuasion: Changing Attitudes 

Social Cognftion: Understanding Others 

exploring DlverJity: Attributions in a 
Cultural Context How Fundamental Is 
the Fundamental Attribution Error? 

MODULE 44 

Social Influence 
Conformity: Following What Others Do 

Compliance: Submitting to Direct Social 
Pressure 

Obedience: Following Direct Orders 

Applying Psychology In the 21 st Century: 
Fighting Stereotype Threat 

Foundations of Prejudice 

Reducing the Consequences of Prejudice 
and Discrimination 

MODU LE 46 

Positive and Negative Social 
Behavior 
Liking and Loving: Interpersonal 
Attraction and the Development of 
Relationships 

Aggression and Prosocial Behavior: 
Hurting and Helping Others 

SKomlng on Informed Consume, of 
Psychology: Dealing Effectively with 

An", 

SI7 
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Prologue Emyday H.~ 
Seven-year-old Joshua Pia Perez was playing near 

his home .. >Mlen he was suddenty charged 
by t'M:l pit bulls vvho had broke-I out of a 

nearby yard. Kathleen lme\. 51. who was 
driving by. screed-.ed to a halt ."Stop. 
don't run!·' she yelled But tt was too late. 
"They started biting me." says JoYlua. 
roN 8 .. , was screaming for help.·· 

Leapng Irom her van, mel the mother 
of two grown sons. flung herself on top or 

JOSlua as the larger dog. a 6O-pounder name 

lNh.u led Kathieen Im~ to behave so heroically? Was it simply the 
circumstances, or was it something aboot Imel herself1lNhat in 
general, drives some people to help others-and conversety. why 
do other people show no concem for the welfare of others? More 
broadty. how can we impr'O\.'e social conditions so that people can 
live together in harmony? 

We can rulty answer these questions onty by taking into account 
findings from the field of social psychology. the branch of psychol­
ogy that focuses on the aspects of human behavior that unite-and 
separate--us Jrom one another. Social psychology is the scientific 
study of how people·s thoughts. feelings, and actions are affected by 
others. Soc~ 1 psychologists consider the nature and causes of the 
behavior of the individual in social situations. 

The broad scope of social psychology is conveyed by the kinds of 
questions social psychologists ask. such as: How can we convince peo­
ple to change their attitudes or adopt new ideas and values? In what 

518 

Butch. brr. into the childs left e~ ·'1 kne.v that either I did something or 
1hs little boy was lost·· says ImeI, assistant manager at a gl"Olop horne lOr 
people with de.teloprnemal dsabilmes. Releasing Joshua. Butch chomped 
into ImeI's left eyebrow instead. As the dog cIarnped its javvs aroo..od her 
elbow. a neigtbor: <i"avm by her screams. pu lled Joshua to safety. Then 
another nei~ beat off the dogs >Mth an abnino.rn rod .. 

lmel was left 'With extensive injuries to her eye area. The attack 
almost severed Joshua·s ear and left his uninsured parents with 
$ 14,000 in bil ls. But their biggest debt says father Cesar Pia 36, a 
pastor and housepainter. is to Imel. "She's an angel." he says. (Fields­
Meyer & Lambert 2004b, p. 100.) 

w¥ do we come to I.Jn~ v.-hat othe~ 3.!"e like) HOv.' Me we 
influenced by what others do and think? lNhy do some people display 
so much violence, aggression. and cruelty to'oNard others that people 
throughout the world ~ve in fear of annihilation at their hands? And 
VIIhy. in comparison do some people place their own lives at risk to 
help others? In exploring these and other questions, we also discuss 
strategies for confronting and soI-ving a variety of problems and issues 
that al l of us face--ranging from achieving a better understanding of 
persuasive tactics to forming more accurate impressions of others. 

We begin with a kick at how our attitudes shape our behavior 
and how we form ludgments about others. We·" discuss how we are 
influenced by others. and we 'Will consider prejudice and discrimina­
tion. focusing on their roots and the ways in which we can reduce 
them. After examining what social psychologists have leamed about 
the ways in which people form friendships and relationships. we'll 
conclude with a look at the determinants of aggression and helping. 
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What do Tiger Woods, Britney Spears, and Jay Leno have in common? 
Each has appeared frequently in advertisements designed to mold or change our 

attitudes. Such commercials are part of the barrage of messages we receive each day 
from sources as varied as politiCians, sales staff in stores, and celebrities, all of which 
are meant to influence us. 

Persuasion: Cbaoging Attitudes 
Persuasion is the process of changing attitudes, one of the central concepts of social 
psychology. Altitudes a re evaluations of a particular person, behavior, belief, or con· 
cept. For example, you probably hold attitudes toward the U.S. president (a person), 
abortion (a behavior), alfinna tive action (a belief), or architecture (a concept) (Eagly & 
Chaiken, 1998; Perloff, 2003; Brock & Green, 2005). 

The ease with which attitudes can be changed depends on a number of fac­
tors, including: 

• Message 5Orrrce. The characteristics of a person who delivers a persuasive mes­
sage, known as an altitude commrmicator, have a major impact on the effective­
ness of that message. Communicators who are physically nnd socially attractive 
produce greater attitude change than those who are less attractive. Moreover, 
the expertise and trustworthiness of a communicator are rela ted to the impact 
of a message--except in situations in which the audience believes the commu­
nicator has an ulterior motive (Hovland, Janis, & Kelly, 1953; Ziegler, Diehl, & 
Ruther, 2(02). 

• Clraracteristics of tire message. It is not just wlro delivers a mesS<'1ge but what the 
message is like that affec ts attitudes. Generally, two-sided messages-which 
include both the communicator's position and the one he or she is a rguing 
against-are more effective than one-sided messages, assuming the arguments 
for the other side can be effectively refu ted and the audience is knowledgeable 
about the topic. In add ition, fea r-producing messages ("If you don't practice 
safer sex, you'll gel AIDS") are generally effective when they provide the audi­
ence with a means fo r reducing the fear. However, if the fear aroused is too 
strong. messages may evoke people's defense mechanisms and be ignored 
(Perloff, 2(03). 

• Clraracteristics of Ille target. Once a communicator has delivered a message, char­
acteristics of the larget of the message may detennine whether the ml!Ssage will 
be accepted. For example, intelligent people are more resistant to persuasion 
than are those who are less intelligent. Gender differences in persuaSibilily also 
seem to exist. In public settings, women are somewhat more easily persuaded 
than men, particularly when they have less knowledge about the message's 
topic. However, they are as likely as men to change their private a ttitudes. 
In fact, the milgnitude of the d ifferences in resistance to persuilsion between 
men and women is not large (Wood & Stagner, 1994; Wood, 2000; Guadagno & 
Cialdini, 2002). 

() The McGraw-Hili 

Companies. 2OOIl 

Key c,o"eepts 

What ':~~~~~::~~~~~_ how are 
tained. and changed? 

How do we form impressions 
of what others are like and of 
the causes of their behavior? 

What are the biases that influ­
ence the ways in which we 
view others' behavior? 

Social psychology: The scientific study 
of how people's thoughts. fe<.>lings, and 
actions are ilffected by others. 

Alt itudes: EVilluiltions of a particular 
p(.>rson, bdlilvior, belief, or concept. 

Companies use sports stars such as Tiger 
Woods to persuade conru'l1ers to buy 
their products. Can celebrities really affect 
the purchasing nabits of consumers? How? 
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Central route process ing' Message 
interpretation characterized by 
thoughtful consideration of the issues 
and arguments used to p<'rsuade. 

Periphera l route processi ng: Message 
interpretation characterized by con­
sideration of the source and related 
general information rather than of the 
message itself. 

Message I 

English VerSion Ar3bic VerSion 

~J,.I 

ulI l ..... ; 

~-'" 
~..,il# 

Cards li ke these were distributed in Iraq by U.S. Armed Forces during 2003. Do you believe they 
could be effective in changing the attitudes and bel iefs of the Iraqi people' 

ROUTES TO PERSUASION 

Recipients' receptiveness to persuasive mess.."lges relates to the type of information­
processing they use. Social psychologists have discovered hvo primary informa­
tion-processing routes to persuasion: central route and peripheral route processing. 
Central route processing occurs when the recipient thoughtfully considers the issues 
and a rguments involved in persuasion. In central route processing, people are swayed 
in their judgments by the logic, merit, and strength of argumen ts. 

In contrast, peripheral route processing occurs when people are persuaded on 
the basis of factors unrelated to the nature or quality of the content of a persuasive 
message. Instead, factors that are irrelevant or extraneous to the issue, such as who is 
providing the message, how long the arguments a re, o r the emotional appeal of the 
arguments, influence them (Wegener et aI., 2004; Petty et aI., 2005). 

In general, people who are highly involved and motivated use central route pro­
cessing to comprehend a message. However, if a person is uninvolved, unmotivated, 
bored, or distracted, the nature of the message becomes less important, and peripheral 
factors become more critical (see Figure 1). Although both central route and peripheral 
route processing lead to attitude change, central route processing generally leads to 
stronger, more lasting attitude change. 

• Highly involved 
Central route ......... -

S 
• Motlvned 

• Attentive processing """'''''''''' 
Target 

L • Uninvolved Peripheral route 
Weaker, leu 

• Unmotivated - ......... 
• Inattentive 

processing 
m1tude change 

FIGURE I Routes to persuasion. Targets.....no are highly involved. moti"ated, and attentive use 
central route processing 'When they consider a persuasive message. 'Which leads to a more lasting 
attitude change. In contrast. uninvolved. unmotivated. and inattentive targets are more likely to use 
peripheral route processing. and attitude change is likely to be less enduring. Can you think of pal'­
ticular advertisements that try to produce central route processing' 
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The Need for Cognition 
Which of the following statements apply to you? 

I. I rea lly enjoy a task that involves coming u~ with new solutions to problems. 
2. I would prefer a task that is intellectual, difficu lt and important to one that rs somewhat 

important but does not require much thoJght 
3. Leaming new ways to think doesn 't excite me very much. 
4. The idea of relying on thought to make rll)' way to the top does not appeal to me 
5. I think only as hard as I have to. 
6. I like tasks that require Irttle thought once I've learned them. 
7. I prefer to think about smai l. daily projects rather than long-term ones. 
6. I would rather do something that requires little thought than something that is sure to 

challenge my th inking ab ilities. 
9. I find little satisfaction in deliberating hard and for long hours. 

10. I don 't like to be responsble for a situation that requ ires a lot ofthirking. 

Scoring: The more you agree ",th statements I and 2. and disagree ",ttl the rest. the greater the I;kel~ 

hood that you nave a hogh need fOl" cognition. 

Are some people more likely than others to use central route processing rather 
than peripheral route processing? The answer is yes. People who have a high need for 

cogl/itiol/, a person's habitual level of thoughtfulness and cognitive activity, are more 
likely to employ central route processing. Consider the statements shown in Figure 2. 
People who agree with the first two statements and disagree with the rest have a rela­
tively high need for cognition (Cadoppo, Berntson, & Crites, 1996). 

People who have a high need for cognition enjoy thinking, philosophizing, and 
reflecting on the world. Consequently, they tend to reflect more on persuasive messages 
by using central route processinl;s and are likely to be persuaded by complex, lOgical, 
and detailed messages. In contrast, those who have a low need for cognition become 
impatient when forced to spend too much time thinking about an issue. Consequently, 
they usually use peripheral route processing and are persuaded by factors other than the 
quality and detail of messages (Haugtvedt, Petty, & Cacioppo, 1992; Dollinger, 2003). 

THE LINK BETWEEN ATTITUDES AND BEHAVIOR 

Not surprisingly, attitudes influence behavior. The strength of the link between p.u­
ticular attitudes and behavior varies, of course, but generally people strive for con­
sistency between their attitudes and their behavior. Furthermore, people hold fairly 
consistent attitudes. For instance, you would probably not hold the attitude that eating 
meat is immoral and still have a positive attitude toward hamburgers (Kraus, 1995; 
Ajzen, 2002; Conner et aI., 2(03). 

Interestingly, the consistency that leads attitudes to influence behavior sometimes 
works the other way around, for in some cases it is our behavior that shapes our atti­
tudes. Consider, for instance, the following incident: 

You've just spent what you feci is the most boring hour of your life, turning pegs for a 

psychology experiment. Just 35 you finally finish and are about to kave, the e)(pt:'rimcnter 

asks you to do him a favor. He tell s you that he needs a helper for future experimental 

sessions to introduce subsequent participants to the peg-turning task. Your specific job 

will be to tell them that turning the pegs is an interesting, fa scinating experience. Each 

time you tell this talc to another participant, you'll be paid $1. 

If you agree to help the experimenter, you may be setting yourself up for a state 
of psychological tension called cognitive dissonance. According to a prominent social 

FIGURE 2 This simple queslJonnaire 

will give you a general idea of your need 
for cognition. (Soun:e: Cacioppo. Berntson. 
& Cntes. 1996.) 
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Cognitive dissonance: The conflict 
that occurs when a person holds hllo 
contrildictory ilttitudes or thoughts 
(referred 10 ascognilions). 

psychologist, Leon Festinger (1957), cognitive dissonance occurs when a person holds 
two contradictory attitudes or thoughts (referred to as cogl1iliol1s). 

If you participate in the situation just described, you are left with hvo contradic­
tory thoughts: (1) I believe the task is boring, but (2) I said it was interesting with little 
justification ($1). These two thoughts should arouse dissonance. How can you reduce 
cognitive dissonance? You cannot deny h,:lI'ing said that the task is interesting without 
breaking with reality. Relatively spea king, it is eas ier to change your attitude toward 
the tas k- and thus the theory predicts that participants will reduce dissonance by 
adopting more positive attitudes toward the task (Harmon-Jones, Pelerson, & Vaughn, 
2003; Cooper, Mirabile, & Scher, 2(05). 

A classic experiment (Festinger & Carlsmith, 1959) confirmed this prediction. 
The experiment followed essentially the same procedure outlined earlier, in which 
a participant was offered $1 to describe a boring task as interesting. In addition, in 
a comparison condition, some participants were offered $20 to say that the task was 
interesting. The reasoning behind this condition was that $20 was SO much money that 
partici]XInts in this condition had a good reason to be conveying incor rect information; 
dissonance would not be aroused, and less attitude change would be expected. The 
results supported this notion. More of the participants who were paid $1 changed their 
attitudes (becoming more positive toward the peg-turning task) than did participants 
who were paid $20. 

We now know that dissonance explains many everyday events involving a ttitudes 
and beha vior. For example, smokers who know that smoking leads to lung cancer 
hold contradictory cognitions: (1) [ smoke, and (2) smoking leads to lung cancer. The 
theory predicts that these two thoughts will lead to a state of cognitive dissonance. 
More important, it predicts tha t-assuming that they don' , change their behavior by 
quitting smoking-smokers will be motivated to reduce their dissonance by one of 
the following methods: (1) modifying one or both of the cognitions, (2) changing the 
perceived im]X>rtance of one cognition, (3) adding cognitions, or (4) denying that the 
two cognitions are related to each other. Hence, a smoker may decide that he really 
doesn't smoke all that much or that he'll quit soon (modifying the cognition), tha t the 
evidence linking smoking to cancer is wea k (changing the importance of a cognition), 
that the amount of exercise he gets compensates for the smoking (adding cognitions), 
or that there is no evidence linking s moking and cancer (denial). Whichever technique 
the smoker uses results in reduced dissonance (see Figure 3). 

Two contradictory cognitions 

I . " I smoke:' 

2. "Smoking leads to cancer:' 

Modifying one or both 
eognltiOnl p really don't 
smolle tOO much:') 

Cha"&lna perceived 
Impon:anee eI the coptlon 
f The eYidence Is weak that 
smoking eaU5e$ cancer:') 

Adding addidonal eognition. 
('I eJtlM"cl$e $0 much that it 
doe$n't rNlttlM" that I smoke.") 

Denying that cognltion. are 
related (There is no ~dence 
linklng smoking and cancer.'") 

FIGURE l Cognitive diswnance, The simultaneous pre5ence of two contradictory cognitions ('"I 
~ke" and ''Smoking leads to cancer') produces dissonarKe, vvhich may be reduced through sev­

eral methods. INhat are additional ways in vvhich dissonance can be reduced! 
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Social Cognition: Understanding 
()tb?wr~sL-____________________ ___ 
Regardless of Bill Clinton's personal transgressions and impeachment trial, many 
Americans genuinely liked him when he was president, and his popularity remained 
high throughout his term in office. Cases like this illustrate the power of our impres­
sions and attest to the importance of determining how people develop an understand­
ing of others. One of the dominant areas in social psychology during the last few years 
has focused on learning how we come to understand what others are like and how we 
explain the reasons underlying others' behavior. 

UNDERSTANDING WHAT OTHERS ARE LIKE 

Consider for a moment the enormous amount of information about other people to 
which we are exposed. How can we decide what is important and what is not and 
make judgments about the characteristics of others? Social psychologists interested in 
this question study social cognition- the way people understand and make sense of 
others and themselves. Those psychologists have learned that individuals have highly 
developed schemas, sets of cognitions about people and social experiences. Those 
schemas organize information stored in memory, represent in our minds the way the 
social world operates, and give us a framewor k to recognize, categorize, and recall 
information reiating to social stimuli such as people and groups (Fiske & Taylor, 1991; 
Brewer & Hewstone, 2003; Moskowitz, 2004). 

We typically hold schemas for particular types of people. Our schema for 
"teacher," for instance, generally consists of a number of characteristics: knowledge 
of the subject matter he or she is teaching, a desire to impart that knowledge, and an 
awareness of the student's need to understand what is being said. Or we may hold 
a schema for "mother" that indudes the characteristics of warmth, nurturance, and 
caring. Regardless of their accuracy, schemas are important because they organize the 
way in which we recall, recognize, and categorize information about others. Moreover, 
they help us predict what others are like on the basis of relatively little information, 
because we tend to fit people into schemas even when we do not have much concrete 
evidence to go on (Bargh & Chartrand, 2000; Ruscher, Fiske, & Schnake, 2(00). 

IMPRESSION FORMATION 

How do we decide that 5.1yrceta is a flirt, Jacob is obnoxious, or Hector is a really nice 
guy? The earliest work on social cognition examined impression formation, the process 
by which an individual organizes information about another person to form an overall 
impression of that person. in a classic stuuy, for instance, students learned that they 
were about to hear a guest lecturer (Kelley, 1950). Researchers told one group of stu­
dents that the lecturer was "a rather warm person, industrious, critical, practical. and 
determined," and told a SC(:ond group that he was "a rather cold person, industrious, 
critical, practical, and determined." 

The simple substitution of "cold" for "warm" caused d rastic differences in the 
way the students in each group perceived the lecturer, even though he gave the 
same ta lk in the same style in each condition. Students who had been told he was 
"warm" rated him considerably more positively than students who had been told 
he was "cold." 

The findings from this experiment led to additional research on impression for­
mation that focused on the way in which people pay particular attention to certain 
unusually important trails-known as cent ra l tra ils- t<l help them form an overall 
impression of others. According to this work, the presence of a central trait alters 
the meaning of other traits . Hence, the description of the lecturer as "industrious" 

Social cogni tion: The cognitive pro­
cesses by which people understand and 
make SCJlS(' of others and themselves. 

Schemas: Sets of cognitions about 
people and social experiences. 

Central trait.s: The major traits cons id­
ered in forming impressions of others. 
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Attribution theory: The Iheory of per­
sonali ty that seeks to explain how we 
decide, on the basis of S<1mples of an 
individual's behavior, what the specific 
causes of that person's behavior are. 

presumably meant something different when it was associated with the central trait 
"warm" than it meant when it was associated with "cold" (Asch, 1946; Widmeyer & 
Loy, 1988). 

Other work on impression forma tion has used information-processing approaches 
to develop mathematically oriented models of how individual personality traits com­
bine to crea te an overall impression. Generally, the results of th is research suggest that 
in forming an overall judgment of a person, we use a psychologica l "average" of the 
individual traits we see, just as we would find the mathematical average of several 
numbers (Anderson, 1996; Mignon & Mollaret, 2(02). 

We make such impressions remarkably quickly. In just a few seconds, using what 
have been called "thin slices of behavior," we are able to make judgments of people 
that are accurate and that match those of people who make judgments based on longer 
snippets of behavior (Hall & Bernieri, 2001; ehoi. Gray, & Ambady, 20(4). 

Of course, as we gain more experience wi th people and see them exhibiting 
behavior in a variety of si tua tions, our impressions of them become more complex. 
However, because our knowledge of others usua lly has gaps, we still tend to fit 
individuals into personality schcmas that represent particular "types" of people. For 
ins tance, we may hold a "gregarious person" schema, made up of the traits of friendli­
ness, aggressiveness, and openness. The presence of just one or two of those traits may 
be sufficien t to make us assign a person to a particular schema. 

However, our schemas arc susceptible to error. For example, mood affects how we 
perceive others. Happy people form more favorable impressions and make more posi­
tive judgments than people who are in a bad mood (Forgas & Laham, 2005). 

Even when schemas are not (>ntiroly acrurat(>, they serve an important function: 
They allow us to develop expectations about how others will behave. Those expecta­
tions permit us to plan our interactions with others more easily and serve to simplify 
a complex social world. 

ATTRIBUTION PROCESSES: UNDERSTANDING 
THE CAUSES OF BEHAVIOR 

When Iklrbara Washington, 3 new employee at the Ablex Computer Company, completed 
a major staffing project two w{eks early, her boss, Yolanda, was delighted. At the next 
staff mC(>ting, she announced t,ow pleased she was with Barbara and explained that I"i$ 

was an example of the kind of pcrfOTmance she was looking for in her staff. The other 
staff members looked on resentfully, trying to figure out why B.lrbara had worked night 
and day to finish the project not just on time but two weeks early. She must be an awfully 
compulsive person, they decided. 

At one time or another, most of us have puzzled over the reasons behind some­
one's behavior. Perhaps it was in a si tuation similar to the one above, or it may have 
been in more formal circumstances, such as being a judge on a student judiciary bo.1rd 
in a cheating case. In contrast to theories of social cognition, which describe how 
people develop an overall impression of others' personality traits, attribution theory 
seeks to explain how we decide, on the basis o f samples of an individual's behavior, 
what the specific causes of that person's behavior are. 

The general process we use to determine the causes of behavior and other social 
occurrences proceeds in several steps, as illustrated in Figure 4. After first noticing 
that something unusual has happened-for example, golf star TIger Woods has played 
a terrible round of golf- we try to interpret the meaning of the event. This leads us 
to formulate an initial explanation (maybe WOCKls s tayed up late the night before the 
match). Depending on the time available, the cognitive resources on hand (such as 
the a ttention we can give to the matter), and our motivation (determined in pari by 
how important the event is), we may choose to accept our initial explanation or seck 
to modify it (Woods was sick, perhaps). If we have the time, cognitive resources, and 
motivation, the event triggers deliberate problem solving as we seek a fuller explana-



feldman: bs.mials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

I XIV. Social Ps~chology 4J. Anitudes and Sociill 

Cognition 

() The McGraw-Hil i 

Companies. 2008 

Mo dule 43 Attitudes and Social Cognition 51S: 

NotIcIng an event 

Interpreting the event 

Forming an Inltbl explan.atiOn 

I. time available ! 

Are cognitive ..... oure ... available! 

I. there motivation to change 

the initial ""planation! 
I 

y" 
t 

Fonnub.te and resolve problem 

Is the u plamotion sadsfactory! -+- No 

Event explained: 

procl!!;, .topS 

tion. During th(" probl("m formulation and resolution stag(", we may try ou t several 
possibili ties b("fore w(" reach a final explanation that seems satisfactory to us (Krull & 
Anderson, 1997; Malle, 20(4). 

In seeking an explanation for behavior, we must answer one central question: 
Is the cause situational or disposit ional (H("id("r, 1958)? Si tua tional causes are those 
brought about by something in the environment. For instance, someone who knocks 
over a quart of milk and then deans it up probably does it not because he or she is 
necessarily a neat person but because the s ilfllllion requires it. In contrast, a person 
who spends hours shining the kitchen floor probably docs so because he or she is a 
neat person- hence, the behavior hasa d ispos itional cause, prompted by the person's 
disposition (his o r her internal traits or personality characteristics). 

In our example involving Barbara, her fellow employees att ributed her behav­
ior to her disposition rather than to the situation. But from a logical standpoint. it is 
equally plausible that something about the situation caused the behavior. If asked, 
Barbara might attribute her accomplishment to si tuational factors, explaining that 
she had so much other work to do that she just had to get the project out of the way, 
or that the project was not all that difficult and so it was easy to complete ahead of 
schedule. To her, then, the reason for her behavior might not be dispositional at a ll; it 
could be situa tional. 

ATTRIBUTION BIASES: TO ERR IS HUMAN 

If we always processed information in the rational manner that attr ibution theory sug­
gests, the world might run 11 lot more smoothly. Unfortunately, although attribution 

FIGURE 4 Determining vmy people 

behave the way they do. The general pre­
cess we use to determine the causes of 
othCf"S' behavior proceeds in several steps. 

The lcind of explanation we come up wrth 

depends on the time available to us. our 
cognitive resources, and our degree of 
motivation to come up with an acc ..... ate 
explanation. If time, cognitive resources, 
and motivation are limited, we'll make 
use of our first impression, whidl may be 
inaccurate. (Source: Ad3pted from Krull & 

Anderson. 1997. P. 2.) 

Situational caU $@S (of behavior): 
Perceived causes of behavior that arc 
based on environmental factors. 

Dispositional causes (01 behavior): 
Perceived causes of behavior that arc 
based on internal traits or personality 
factors. 
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The a5SU11ed·similarity bias leads us to 
believe that others hold similar attrtudes, 
opinions, and likes and d~ikes, 

H310 effect: A phenomenon in which 
an initial understanding that a person 
has positive traits is used to infer other 
uniformly positive char<lcteristics. 

Assumed-similJrity bias: The ten· 
dency to think of people as being 
similar to oneself, even when meeting 
them for the first time. 

Self-:serving bias: The tendency to 
attribute personal success to personal 
factors (skill, ability. or effort) and 
to attribute failure to factors outside 
oneself. 

Fundamental ilttribution error: 
A tendency to overattribute others' 
behavior to dispositional causes and 
the corresponding minimization of the 
importance of situational causes. 

theory generally makes accurate predictions, people do not always process informa­
tion about others in as logical a fashion as the theory seel11:S to suggest. In fact, research 
reveals consistent biases in the ways people make attributions. Typical ones include 
the following: 

Th" JUlIo effect. Harry is intelligent, kind, and lOVing. Is he also conscientious ? If 
you were to guess, your mosl likely response probably would be yes. Your guess 
reflects the halo effect, a phenomenon in which an initial understanding that 
a person has positive traits is used to infer other uniformly positive character· 
istics. The opposite would also hold true. Learning that Harry was unsociable 
and argumentative would probably lead you to assume that he was lilzy as well. 
However, because few people have either uniformly posi tive or uniformly nega· 
tive trili ts , the halo effect leads to mispen;eptions of others (Feeley, 2002; Goffin, 
Jelley, & Wagner. 2003). 
Assumed-similarity billS. How simililr to you- in tenns of ilttitudcs, opinions, and 
likes and dislikes-are your frie nds and acquaintances? Most people believe 
that their friends and ilcquaintances are fairly similar to themselves. But this 
feeling goes beyond just people we know to a general tendency-known ilS the 
assumed-s imilarity bias-to think of people as being simililr to oneself, even 
when meeting them for the first time. Given the range of people in the world, 
this assumption often reduces the accuracy of our judgments (Watson, Hubbard, 
& Wiese, 2000). 

• TIle self-serving bias. When thc team wins, coaches usually feel that the team's 
success is due to their coaching. But when they coach a losing team, coaches 
may thin.k it's due to the poor skills of their players. Similarly, if you get an A 
on il test, you mily think it's due to your hilTd work, but if you get a poor grilde, 
it's due to the professor's inildequacies. The reason is the se lf-serving bias, the 
tendency to ilttribute success 10 personal factors (skill, ability, or effort) and attri­
bute failure to factors outside of oneself (Spencer et aI., 2003). 
The jimdlllllelltai attributiol1 error. One of the more common attribution biases is 
the tendency to overattribute o thers' behilvior to dispositionil! causes and the 
corresponding failure to recognize the importance of situationill causes. Known 
ilS the fundamenta l attribution error, this tendency is quite previllent in Western 
cultures. We tend to exaggerate the importance of personillity chilrilcteristics 
(dispositional causes) in producing others' behavior, minimizing the influence of 
the environment (situational factors). For example. we ilre more li kely to jump 
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to the conclusion that someone who is often late to work is too lazy to take an 
earlier bus (a dispositional cause) th .. n to assume that the I .. teness is due to situ­
.. tional factors, such as the bus always running behind schedule . 

• Why is the fundamental attribution error SO common? One reason pertains to 
the nature of information av .. Hable to the people making .. n attribution. When 
we view the behavior of another person in a particular setting, the most conspic­
uous information is the person's behavior. Because the individual's immediate 
surroundings remain relatively unchanged and less attention-gmbbing, we cen­
ter our attention on the person whose behavior we're considering. Consequently, 
we .. re more likely to make .. ttributions b .. sed on personal, dispositional factors 
and less likely to m .. ke attributions rel .. ting to the situation (Ross & Nisbett, 
1991; Follett & Hess, 2002; Langdridge & Butt, 20(4). To learn more, complete 
the Psychlnteractive exercise on the fundamental attribution error. 

• Despite the import .. nce of the fund .. ment .. 1 .. ttribution error in shaping the per­
ceptions of members of Western cultures, it turns out th .. t it's not so fundamen­
tal when one looks at non-Western cultures, as we d iscuss next. 

www.mhhe .comlfeldmaness7 

Psych Interactive Online 

Fundamental Attribution Error 

Attribution biases do not affect all of us in the same way. The 
culture in which we .. re raised clearly plays .. role in the way 
we attribute others' behavior. 

Exploring DIVERSITY 

Attributions in a Cultural Context: 
T .. ke, for example, the fundamental .. ttribution error, the 

tendency to overesti mate the importance of personal, dispo­
sitional factors and underattribute situation .. 1 factors in deter-

How Fundamental Is the Fundamental 
Attribution Error? 

mining the c .. uses of others' behavior. The error is pervasive in Western cultures and 
not in Asian societies. 

Specifically, social psychologist Joan Miller (1984) found that adults in India were 
more likely to use situ .. tional attributions than dispositional ones in explaining events. 
These findings .. re the opposite of those for the United States, and they contradict the 
fundamental attribution error. 

Miller suggested that we can discover the reason for these results by examining 
the norms and values of Indian society, which emphasize social responsibility and 
societal oblig .. tions to a greater extent than in Western societies. She .. Iso suggested 
that the language spoken in a culture may lead to different sorts of attributions. For 
instance, a tardy person using English m .. y say "I am late," suggesting .. personal, 
dispositional c .. use (" I am a tardy person"). In contrast, users of Spanish who are late 
say, "The clock caused me to be late." Clearly, the statement in Spanish implies that 
the cause is a situ .. tional one (Zebrowitz-McArthur, 1988). 

Cultural differences in attributions may have profound implications. For exam­
ple, parents in Asia tend to attribute good academic performance to effort and hard 
work (situational factors). In contrast, p .. rents in Western cultures tend to deempha­
s ize the role of effort and att ribute school success to innate ability (a disposition .. 1 
factor). As a resu.it, Asian students may strive harder to achieve and ul timately 
outperform U.s. students in school (Lee, Hallahan, & Herzog, 1996; Stevenson, Lee, 
& Mu, 2(00). 

The difference in thinking between people in Asian and Western cultures is a 
reflection of a broader difference in the way the world is perceived. Asian societies 
generally have a collectivistic orielltatiml, a world view that promotes the notion of inter­
dependence. People with a collectivistic orientation generally see themselves as paris 
of a larger, interconnected socia l nehvork and as responSible to others. In contrast, peo­
ple in Western cultures are more likely to hold an indiuidrm/ist orielftation that empha­
sizes personal identity and the uniqueness of the individual. They focus more on what 
sets them apart from others and what makes them special (Markus & Kitayama, 1991, 
2003; Dennis et aI., 2002; Lehman, Chiu, & Schaller, 200.J; Wang, 2(04). 

Students In Asian societies may perform 
exceptionally wel l in school becauSE' the 
cvlt\..f"e emphasizes academic success and 

perseverance. 
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RE CA PIE VA LUATE/R E T H INK 

RECAP 

What are a tti tudes, and how are they formed, maintained, 
and changed? 

• Social psychology is the scientific study of the ways in 
which people's thoughts, feelings, and actions are affect­
ed by o thers and the nature and causes of individual 
behavior in social situa tions. (p. 518) 

• Attitudes are evaluations of a particular person, behav­
ior, belief, or concept. (p. 519) 

• Cognitive d issonance occurs when an individual simul­
taneously holds two cognitions-attitudes or thoughts­
that contradict each other. To resolve the contradiction, 
the person may modify one cognition, change its impor­
tance, add a cognition, or deny a link between the two 
cognitions, thereby bringing about a reduction in disso­
nance. (p. 522) 

How do we form impressions of what others are like and of 
the causes of their behavior? 

• Social cognition involves the way people understand 
and make sense of others and themselves. People devel­
op schemas that organize information about people and 
social experiences in memory and allow them to inter­
pret and categorize information about o thers. (p. 523) 

• People form impressions of others in part through the 
use of central traits, personality characteristics that 
receive unusually heavy emphasis when we form an 
impression. (pp. 523-524) 

• Information-processing approaches have found that we 
tend to average together sets of traits to form an overall 
impression. (p. 524) 

• Att ribution theory tries to explain how we understand 
the causes of behavior, particularly with respect to situ­
ational or dispositional factors. (pp. 524-525) 

What are the biases thai influence the ways in which we view 
others' behavior? 

• Even though logical processes are involved, attribution 
is prone to error. For instance, people are susceptible to 
the halo effect, assumed-similarity bias, self-serving bias, 
and fundament.ll attribution error (the tendency to over­
attribute others' behavior to d ispositional causes and 

KEY TERMS 

social psychology p. 519 
a ttitudes p. 519 
centra l route processing 

p. 520 
peripheral route processing 

p. 520 

cognitive dissonance p. 522 
social cognition p. 523 
schemas p. 523 
central traits p. 523 
attribution theory p. 524 

the corresponding failure to recognize the importance of 
situational causes). (pp. 526-527) 

EVALUATE 

1. An evaluation of a particular person, beh.wior, belief, or 
concept is called a(n) _____ _ 

2. One brand of peanut butter advertises its product by 
descr ibing its taste and nutritional value. It is hoping 
to persuade customers through route 
processing. In ads for a competing brand, a popular 
actor happily eats the product-but does not describe 
it. This appro.lch hopes to persuade customers through 
_______ route processing. 

3. Cognitive dissonance theory suggests that we common­
ly change our behavior to keep it consistent with our 
attitudes. True or false? 

4. Sopan was happy to lend his textbook to a fellow stu­
dent who seemed bright and friendly. He was surprised 
when his classmate did not return it. His assumption 
that the bright and friendly student would also be 
responsible reflects the effect. 

RETHINK 

1. Joan sees Annette, a new coworker, act in a way that 
seems abrupt and curt. Joan concludes that Annette is 
unkind and unsociable. The next day Joan sees Annette 
acting kindly toward another worker. Is Joan likely to 
change her impression of Annette? Why or why not? 
Finally, Joan sees several friends of hers laughing and 
joking with Annette, treating her in a very friendly fash­
ion. Is Joan likely to change her impression of Annette? 
Why or why not? 

2. From tire perspectiue of a marketillg specialist: Suppose you 
were assigned to develop a full advertising campaign 
for a product, including television, radio, and print ads. 
How might theories of persuasion guide your strategy 
to suit the different media? 

Anowe .... t o Evaluate Questions 
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s ituational causes (of 
behavior) p. 525 

dispos itiona l callses (of 
behavior) p. 525 

ha lo effect p. 526 

assumed-similarity bias 
p.526 

self-serving bias p. 526 
fundam ental attribution 

error p. 526 
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You have just transferred to a new college and are attending your first class. When the 
professor enters, your fellow classmates instantly rise, bow to the professor, and then 
stand quietly, with their hands behind their backs. You've never encountered such 
behavior, and it makes no sense to you. Is it more li kely that you will (1) jump up to 
join the rest of the class or (2) remain seated? 

On the basis of what research has told us about social influence, the process by 
which the actions of an individual or group affect the behavior of others, a person 
would almost always choose the first option. As you undoubtedly know from your 
own experience, pressures to conform can be painfully strong and can bring about 
changes in behavior that otherwise never would have occurred. 

Conformity: Following 
What Others Do 
Confonni ty is a change in behavior or attitudes brought about by a desire to follow 
the beliefs or standards of other people. Subtle or even unspoken social pressu re 
results in conformity. 

The classic demonstration of pressure to conform comes from a series of studies 
carried out in the 1950s by Solomon Asch (1951). In the experiments, the participants 
thought they were taking part in a test of perceptual skills with six other people. The 
experimenter showed the participants one ca rd with three lines of varying length and 
a second card that had a fou rth line that matched one of the first three (see Figure 1)_ 
The task was seemingly straightforward: Each of the p.1rticipants had to announce 
aloud which of the first three lines was identical in length to the "standard" line 00 

the second card. Because the corfC(:t answer was always obvious, the task seemed easy 
to the participants. 

Indeed, because the participants all agreed on the first few trials, the procedure 
appeared to be quite simple. But then something odd began to happen. From the 
perspective of the pa rticipant in the group who answered last on each trial, all the 
answers of the first six participants seemed 10 be wrong-in fact, unanimously wrong. 
And this pattern persisted. Over and over again, the first six participants provided 
answers that contradicted what the last participant believed to be correct. The last 
participant faced the dilemma of whether to follow his o r her own perceptions or fol ­
low the group by repeating the answer everyone else was giving. 

As you might have guessed, this experiment was more contrived than it appeared. 
The first six participants were actually confederates (paid employees of the experi­
menter) who had been instructed to give unanimously erroneous answers in many of 
the tfiab. AmI the study Imd nuthing tu du with peH:eptUiII !ikills. IIl!iteild, the i!i!iue 
under investig.lIion was conformity. 

Asch found that in about one-third of the trials, the participants conformed to 
the unanimous but erroneous group answer, with about 75 percent of all p.uticipants 
conforming at least once. However, he found strong individual differences. Some p.1r­
ticipants conformed nearly all the time, whereas others never did. 

() The McGraw-Hili 
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Social influence: The process by 
which the actions of an individual or 
group affect the behavior of others. 

Conformity: A change in behavior or 
attitudes brought about by a desire to 
follow the beliefs or standards of other 
people. 

2 3 
Standard fine Comparison lines: 

FIGURE t Which of the three compari­
son lines IS the same length as the "stan-­

dard"linel 

S29 
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Status: The social rank held within a 
group. 

Social supporter: A group member 
whose dissenting views make noncon­
formity to the group easier. 

Groupthink: A type of thinking in 
which group members share such a 
strong motivation to achieve consensus 
that they lose the ability to critically 
evaluate alternative points of view. 

CONFORMITY CONCLUSIONS 

Since Asch's pioneering work, literally hundreds of studies have examined confor­
mity, and we now know a great deal about the phenomenon. Significant findings 
focus on: 

The cllllmcterisfics of the grollp. The more attractive a group appears to its mem­
bers, the greater is its ability to produce conformity (Hogg & Hains, 2(01). 
FurtheITllore, a person's relative s tatus, the social rank held within a group, is 
critical: The lower a person's s tatus in the group, the greater the power of the 
group over that person's behavior. 
T he situation il1 which the individual is n'Spmrdi"s. Conformity is considerably 
higher when people must respond publicly than it is when they can do so pri­
vately, as the founders of the United States noted when they authorized secret 
ballots in vot ing. 
Tire kiJrd of task. People working on ambiguous tasks and questions (ones hav­
ing no clear answer) are more susceptible to social pressure. Asked to give an 
opinion, such as what type of clothing is fashionable, a person will more likely 
yield to conformist pressures than he or she will if asked a question of fa ct. In 
addi tion, tasks at which an individual is less competent than others in the group 
make conformity more likely. For example, a person who is an infrequent com­
puter user may feci pressure to conform to an opinion about computer brands 
when in a group of experienced computer users. 
Unanimity of tire group. Groups that unanimously support a position show the 
most pronounced conformity pressures. But what of the case in which people 
with dissenting views have an ally in the group, known as a social supporter, 
who agrees with them? Having just one person present who shares the minority 
pOint of view is sufficient to reduce conformity pressures (Levine, 1989; Prislin, 
Brewer, & Wilson, 2002). 

Why can conformity pressures in groups be so strong? For one reason, groups, 
and other people generally, playa central role in our lives. Most of us seek social 
approval, and we know that groups develop and hold lIorms, expectations regarding 
behavior appropriate to the group. Furthermore, we understand that not adhering to 
group norms can result in retaliation from other group members, ranging from being 
ignored to being overtly derided or even being rejected or excluded by the group. 
Thus, people conform to meet the expectations of the group (Van Knippenberg.. 1999; 
B.lumeister, Twenge, & Nuss, 2002; Twenge, Catanese, & Baumeister, 2(02). 

GROUPTHINK: CAVING IN TO CONFORMITY 

Although we usually think of conformity in terms of our individual relations with 
others, in some instances conformity pressures in organizations can lead to disastrous 
effects with long-term consequences. For instance, consider NASA's determination 
that the falling foam that hit the space shuttle Colmllbiu when it took off in 2003 would 
pose no significant danger when it was time for the Columbia to land. Despite the 
misgivings of some engineers, a consensus formed that the foam was not dangerous 
to the shuttle. Ul timately, tha t consensus proved wrong: The shuttle came apart as it 
attempted to land, killing all the astronauts on hoard (SchWartz & Wald, 2003). 

In hindsight. NASA's decision was clearly wrong. How could such a poor deci­
sion have been made? 

A phenomenon known as groupthink provides an explanation. Grauplhink 
is a type of thin king in which group members share such a strong motivation to 
achieve consensus tha t they lose the abi lity to c ritically evaluate a lternative points 
of view. Grou pthink is most likely to occur when a popular or powerful leader is 
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surrounded by people of IDwer s ta tu$-<'.)bviDusly the case with any U.S. president 
and his advisers, but also true in a variety of other organiza tions Oanis, 1989; 
Kowert, 2002; Baron, 2005). 

The phenomenon of groupthink is likely to happen when the following condi­
tions exist: 

The group appears invulnerable and incapable of making major errors in judgment. 
Information contradictory to the dominant group view is ignored, discounted, or 
minimized . 
Group members feel pressure to conform to the majority view-although the 
pressure may be relatively subtle. 
The pressure to conform discourages minority viewpoints from coming before 
the group; consequently, the group appears to be unanimous, even if th is is not 
really the casco 
The group views itself as representing something just and moral, leading mem­
bers to assume that any judgment the group reaches w ill a lso be just and moral. 

Groupthink almost always produces negative consequences. Groups tend to limit 
the list of possible solutions to just a few and spend relatively little time considering 
any alternatives once the leader seems to be leaning toward a particular solution. In 
fact, group members may comple tely ignore information that challenges a developing 
consensus. Because historical research shows that many disastrous decisions reflect 
groupthink, it is important for groups to be on guard (Sch afer & Crichlow, 1996; 
Tetlock, 1997; Park, 2000; Kowert, 2(02). 

Compliance: Submitting to 
DirecLSocial PreSSULLr'-p ______ _ 
When we refer to conformity, we usually mean a phenomenon in which the social 
pressure is subtle or indirect. But in some situations social pressure is much morc 
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The poor decisions that led to the 

de5l.ruction o f the space shuttle CoIumbro 

may have been due to groupthink. 
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Compliance: BetlJvior thJt occurs in 
response to direct social pressure. 

obvious, with direct, explicit pressure to endorse a particular point of view or behave 
in a certain way. Social psychologists call the type of behavior that occurs in response 
to direct social pressure compliance. 

Several s pecific techniques represent attempts to gain compliance. Those fre-
quently employed include: 

Foot-ill-tl!e-door tedmique. A salesperson comes to your door and asks you to 
accept a small sample. You agree, thinking you have nothing to lose. A little 
later comes a larg{"r request, which, because you have already agreed to the first 
one, you have a hard time turning down. 

The salesperson in this case is using a tried-and-true s trategy that social 
psychologists call the foot-i n -the-door technique. In the foot-in -tl!e-door tecl! ­
nique, you ask a person to agree to a small request and later ask that person to 
comply with a more important one. It turns out that compliance with the more 
important request increases significantly when the person first agrees to the 
smaller favor. 

Researchers first demonstrated the foot-in-the-door phenomenon in a 
s tudy in which a number of experimenters went door to door asking residents 
to sign a petition in favor of safe driving (Freedman & Fraser, 19(6). Almost 
everyone complied with that small, benign reques t. A few weeks later, differ­
ent experimenters contacted the residents and made a much larger reques t: 
that the residents erect a huge sign reading "Drive Carefully" on their fron t 
lawns. The results were clear: 55 percent of those who had signed the petition 
agreed to the reques t to put up a sign, whereas only 17 percent of the people 
in a control group who had not been asked to sign the petition agreed to pu t 
up a Sign. 

Why docs the foot-in-the-door technique work? For one reason, involve­
ment with the small request leads to an interest in an issue, and taking an 
action- any action- makes the individual more committed to the issue, thereby 
increasing the likelihood of future compliance. Another explanation revolves 
around people's self-perceptions. By complying with the initial request, individ­
uals may come to see themselves as people who provide help when asked. Then. 
when confronted with the larger request, they agree in order to maintain the 
kind of consistency in attitudes and behavior that we described earlier. Although 
we don't know which of these two explanations is more accurate, it is clear that 
the foot-in- the-door strategy is effective (Guadagno et ai., 2001; Gueguen, 2002; 
Burger & Caldwell, 2003). 
Door-;n-tllejace teclinique. A fund-raiser asks for a $500 contribution. You laugh­
ingly refuse. telling her that the amount is way out of your league. She then 
asks for a $10 contribution. What do you do? If you are like most people. you'll 
probably be a lot more compliant than you would be if she hadn't asked for the 
huge contribution first. In this tactic, called the door-in-tliejace teclinique, someone 
makes a large reque st, expecting it to be refused, and follows it with a smaller 
one. This strategy, which is the opposite of the foot-in-the-door approach, has 
also proved to be effective (Millar, 2002; Pascual & Guegucn, 2005). 

In a field experiment that demonstrates the success of this approach. 
experimenters stopped college s tudents on the s treet and asked them to agree 
to a substantial favor- acting as unpaid counselors for juvenile delinquents 
two hours a week for two years (Cialdini et ai., 1975). Not surprisingly, no 
one agreed to make such an enormous commitment. But when they were later 
asked the conSiderably smaller favor of taking a group of delinquents on a 
two-hour trip to the zoo, half the people complied. [n compa rison, only 17 
pen:enL of a conltl)l group of participdnts who hild not fi rsL re<:eived the largel 
request agreed. 
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The usc of this technique is widespre.ld. You may h.lVc tried it 
a t some point yourself, perhaps by asking your parents for a l<1rge 
increase in your allowance and later settling for less. Similarly, 
television writers, by sometimes sprinkling their scripts with 
obscenities that they know will be cut out by network censors, 
hope to keep other key phrases intact (Cialdini & Sagarin, 2005). 
Tlml's-l1ol-allleclIl1ifjlll'. [n this technique, a salesperson offers 
you a deal at an inflated price. But immediately after the initial 
offer, the salesperson offers an incentive, d iscount, or bonus to 
clinch the deal. 

Although it sounds transparent, this p ractice can be quite 
effective. In one study, the experimenters set up a booth and 
sold cupcakes for 75 cents each. In one condition, the experi­
menters directly told customers Ih.1t Ihe price was 75 cenls. But 
in another condition, they told customers that the price was 
originally $1 but had been reduced to 75 cents. As we might 
predict, more people bought cupcakes at the "reduced" price­
even though it was identical to the price in the other experimen­
tal condition (Burger, 1986). 
Not-sofrc/! SlImp/c. If you ever receive a free sample, keep in 
mind that il comes with a psychological cost. A[though they 
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may not couch it in these terms, salespeople who provide The persuasive techniques identifoed by social psychologists can 
samples to potential customers do so to instigate the norm of be seen in practice at auto dealerships. 
reciprocity. The 110rm of reciprocity is the well-accepted societal 
standard dictating thai we should treat other people as they treal us. Receiving a 
110t-so-free SlI mp/c, then, suggests the need for reciprocation- in the form of a pur­
chase, of course (Cialdini, 1988; Spiller & Wymer, 2001). 

Companies seeking to sell their products to consumers often use the techniques 
identified by S(X:ial psychologists fo r promoting compliance. But employers also 
use them to bring about compliance and raise the produ<:tivity of employees in the 
workplace. In fact, a dose cousin to social psychology, indus trial-organizational (UD) 

psychology, considers issues such as worker motivation, satisfaction, safety, and pro­
ductivity. I / O psychologists also focus on the operation and design of organizations, 
asking questions such as how decision making can be improved in large organizations 
and how the fi I bet".een workers and their jobs can be maximized. 

Obedience' Following Direct Orde.r:s_ 
Compliance techniques arc used to genlly leild people Iow<lrd agreement with a 
request. In some C<lses, however, requests <lim to produce obedience, <l change in 
behavior in response to the commands of others. Although obedience is conSiderably 
less common th<ln conformity and compli<lnce, it does occur in sever<ll s pecific k inds 
of relationships. For example, we may show obedience to our bosses, le<lchers, or par­
ents merely bec<luse of the power Ihey hold to reward or punish us. 

To acquire an understanding of obedience, consider for a moment how you might 
rl"Spond if a stranger said to you: 

I've devised a neW way of improving memory. Alii n~d is for you 10 le<lch fX'<.'ple a list 
of words and then give them a test. The lest procedure requires only that you give learn­
ers a shock e<lch lime they make a mist<lke on the lest. To <ldminister the shocks you will 
usc a "shock generator" that gives shocks ranging from 30 to 450 volts. You can sec that 
the switches are [abeled from "slight shock" through "danger: severe shock" <lithe top 

Industrial-organizational (1/0) 

psychology: The branch of psychol­
ogy focu sing on work and job-related 
issues, including worker motivation, 
satisfaction, safety, and productivity. 

Obedience: A chang(> in Ix>havior in 
response to the commands of others. 
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FIGURE 2 This mpressive-Iooking '"shock generatex" in Stanley Milgram's expe1l1lent on obedfence 
led p.Yticipants to belie-Ye they ~ ad-nrnistemg ele<:trk $hocks to another per-sorl. who was connected 

to the generatOt" by "electrodes·, that were attached to the skin. (Soo.rte: Cop-,nghl 1%5 by SlaNey ~ 

From the lim Obederre. distr'buted by the New YoO:. Lhiversity RIll Ubrary Nld Pems~ua State lkwer.;ol)( PCR) 

level, where there are three red X's. But don't worry; although the shocks may be painful, 

they will cause no permanent damage. 

Presented with this situation, you would be likely to think that neither you nor 
.myone e lse would go a long with the stranger 's unusual request. Clearly, it lies outside 
the bounds of what we consider good sense. 

Or does it? Suppose the stranger asking for your help were a psychologist 
conducting an cxpcrimcnt. Or suppose thc request camc from your tcachcr, your 
employer, or your military commandcr-all people in authority wi th a seemingly 
legi timate reason for the request. 

If you s till believe it unlikely that you would comply-think aga in. The si tua­
tion presented above describes a classic cxpcriment conducted by social psychologist 
Stanlcy Milgram in the 19605 (1974). In thc study, an experimcnter told par ticipants 
to give increaSingly stronger shocks to another person as part of a study on learning 
(see Figure 2). In reality, the experiment had nothing to do with learning; the real issue 
under considcration was the degree to which participants would comply with the 
experimentcr's requests. In fact, the "lcarner" supposedly recciving the shocks was a 
confederate who never really received any punishment. 

Most people who hear a description of Milgram's experiment feel that it is 
unlikely that mly participant would give thc maximum lcvcl of shock--or, for tha t 
matter, any shock at all. Even a group of psychiatrists to whom the situation was 
described predicted that fewer than 2 percent of the participants would fully comply 
and administer the strongest shocks. 

Howcvcr, thc actual results contradicted both experts' and noncxpcrts' predic­
tions. Some 65 percent of thc participants cvcntually used thc highest setting on 
the shock generator-450 volts-to shock the learner. This obedience occurred even 
though the learner, who had mentioned at the start of the experiment that he had a 
heart condition, demanded to be released, scrcaming. "Let me out of hcre! Let mc out 
of here! My hcart's bothering me. Let mc out ofhcre!" Despite thc learner's picas, most 
participants continued to administer the shocks. 

Why did so many individuals comply with the experimen ter 's demands? The 
participants, who were extensively interviewed after the experiment, said they 
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obeyed primarily because they believed tha t the experimenter would be responsible 
for any potential ill e ffects tha t befell the learner. The participants accepted the exper­
imenter 's orders, then, because they thought tha t they personally could not be held 
accountable for their actions-they could a lways blame the experimenter (Darley, 
1995; Blass, 1996). 

Although most participants in the Milgram experiment said later that they felt the 
knowledge gained from the s tudy outweighed the discomfort they may have felt, the 
experiment has been critici7.ed for creating an extremely trying set of circumstances 
for the participants, thereby rai:;ing serious ethical concerns. (Undoubtedly, the experi­
ment could not be conducted today because of ethical considerations.) Other critics 
have suggested that Milgram's methods were ineffecti ve in creating a situation that 
actually mirrored real-world obedience. For example, how often are people placed 
in a situation in which someone orders them to continue hurting a victim, while the 
victim 's protests are ignored (Mille r, Collins, & Brief, 1995; Blass, 2000)? 

Despite these concerns, Milgram's research remains the strongest laboratory 
demonstration of obedience. We need only consider actual ins tances of obedience to 
authority to witness some frightening real-life parallels . For instance, after World War 
II. the major defense that Nazi officers gave to excuse their participation in a troci­
ties during the war was that they were "only following orders." Milgram's experi­
ment, which was motiva ted in part by his desire to explain the behavior of everyday 
Germans during World War II, forces us to ask ourselves this question: Would we be 
able to withstand the intense power of authority? (fo explore the Milgram study more 
thoroughly, complete the Psychlnteractive exercise.) 

R E C A P/EVALUAT E/ RETH INK 
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Milgram Obedience Experiment 

RECAP 

What are the major sources and tactics of social influence? 

3. Which of the following techniques asks a person to com­
ply with a small initial request to enhance the likelihood 
that the person will later comply with a larger request? 

• Social influence is the area of social psychology con­
cerned with situations in which the actions of an indi­
vidual or group affect the behavior of others. (p. 529) 

• Conformity refers to changes in behavior or attitudes 
that result from a desire to follow the beliefs or stan­
dards of others. (p. 529) 

• Compliance is behavior that results from d iTC(:t social 
pressure. Among the ways of eliciting compliance are 
the foot-in-the-door, door-in-the-face, that's-not-all, and 
not-so-free-sample techniques. (pp. 531-533) 

• Obedience is a change in behavior in response to the 
commands of others. (p. 533) 

EVALUATE 

1. A , or person who agrees with the dis-
senting viewpoint, is likely to reduce conformity. 

2. Who pioneered the study of conformity? 
a. Skinner 
b. Asch 
c. Milgram 
d. Fiala 

a. Door-in-the--face 
b. Foot-in-the--door 
c. That's-not-all 
d. Not-so-free sample 

4. The technique begins with an outra-
geous request that makes a subsequent, smaller request 
seem reasonable. 

5. is a change in behavior that is due to 
another person's orders. 

RETHINK 

1. Why do you think the Milgram experiment is so con­
troversial? What sorts of effects might the experiment 
have had on participants? Do you think the experiment 
would h.we had similar results if it had been conducted 
not in a laboratory setting, but among members of a 
social group (such as a fratemity or sorority) with strong 
pressures to conform? 

2. From tI,1' 1'l'rsl1l'Clivl' of II 5lI1e-s rl'l>rI'sl'Irlllli1>l': Imagine that 
you have been t rained to use the various compliance 
techniques described in this section. Because these 
compliance techniques are so powerful, should the use 
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of certain such techniques be forbidden? Should con­
sumers be taught defenses against such techniques? Is 
the use of such techniques ethically and morally defen­
sible? Why? 

3. From lire perspective of rm educator: Student obedience 
in the elementary and secondary classroom is a major 
issue for many teachers. How might you promote stu-

KEY TERMS 

social influence p. 529 
confo nni ty p. 529 
s tatus p. 530 

social supporter p. 530 
groupthink p. 530 
compliance p. 532 

dent obedience in the classroom? What are some of the 
potentially harmful ways that teachers could use their 
social influence to elicit s tudent obedience? 

Answers to Eyaluate Questions 

<>:)u"'P"'!<>·S :")CJ .... l(l·U'.JOOp·f' :'l·t:'l ·Z :J;)jJoddns le1:lOS .\ 

industrial-organizational 
(liD) psychology p. 533 

obed ience p. 533 
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What do you think when someone says, "He's African American," "She's Chinese," 
or "That's a woman driver"? 

If you're like most people, you'll probably automatically form some sort of impres­
sion of what each person is like. Most likely your impression is b..'1sed on a stereotype, 
a set of generalized beliefs and expectations about a particular group and its members. 
Stereotypes, which may be negative or positive, grow out of our tendency to categorize 
and organize the vast amount of information we encounter in our everyday lives. All 
stereotypes share the common feature of oversimplifying the world: We view individu­
als not in terms of their unique, personal characteristics, but in terms of characteristics 
we attribute to all the members of a particular group. 

Stereotypes can lead to prejudice, a negative (or positive) evaluation of a group 
and its members. For instance, racial prejudice occurs when a member of a racial 
group is evaluated in terms of race and not because of his or her own characteristics 
or abilities. Although prejudice can be positive (" I love the Irish"), social psychologists 
have focused on understanding the roots of negative prejudice ("I hate immigrants"). 

Common stereotypes and forms of prejudice involve racial, religious, and ethnic 
groups. Over the years, various groups have been called "lazy" or "shrewd" or "cruel" 
with varying degrees of regularity by those who are not members of that group. Even 
today, despite major progress toward reducing legally sanctioned forms of prejudice, 
such as school segregation, stereotypes remain (Madon et aI., 2001; Biernat, 2003; 
Eberhardt et ai., 2004; Pettigrew, 2(04). 

Even people who on the surface appear to be unprejudiced may harbor hidden 
prejudice. For example, when white participants in experiments are shown faces on a 
computer screen so rapidly that they cannot consciously perceive the faces, they react 
more negatively to black than to white faces-an example of what has been called 
modem racism (Greenwald et aI., 2002; Dovidio, Gaertner, & Pearson, 2005). 

Although usually backed by little or no evidence, stereotypes can have harmful 
consequences. Acting on negative stereotypes results in diserimination-behavior 
directed toward individuals on the basis of their membership in a particular group. 
Discrimination can lead to exclusion from jobs, neighborhoods, and educational 
opportunities and may result in members of particular groups receiving lower salaries 
and benefits. Discrimination can also result in more favorable treatment to favored 
groups, as when an employer hires a job applicant of his or her own racial group 
because of the applicant's race. 

Stereotyping not only leads to overt discrimination but also can cause members of 
stereotyped groups to behave in ways that reflect the stereotype through a phenom­
enon known as the sciffulfillillg propllecy. Self-fulfilling prophecies are expectations 
about the occurrence of a future event or behavior that act to increase the likelihood 
that the event or behavior will occur. For example, if people think that members of 
Ol pOlrticuiar group lack ambit ion, they may treOlt them in Ol way thOlt Olctually brings 
about a lack of ambition. Furthermore, it can lead to a self-stereotyping phenomenon 
that we discuss in the Applyilrg Psycllology ill the 21st Century box (Madon, Jussim, & 
Eccles, 1997; Osk.'1mp, 2000; Seibt & Forster, 2(04). 
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How do ~~~~:;~tJ~,~e,"' dice. and c 

How can we reduce preju­
dice and discrimination? 

Stereotype: A set of generalized 
beliefs and expectations about a par­
ticular group and its members. 

Prejudice: A negative (or positive) 
evaluation of a particular group and 
its members. 

Discrimination: Behavior directed 
toward individuals on the basis of 
their membership in a particular 
group. 

SJ1 
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Fighting Stereotype Threat 

"Women don't do well in math." 
"African Americans don't do well aca­

demically." 
"Men are inherenlly less socially sensi­

tive than women." 
So suggest mistaken, but persistent, ste­

reotypes. And, according to social psychol­
ogist Oaude Steele, such stereotypes have 
damaging and destructive effc<:ts on the 
performance of those who are their targets. 

For example, Steele argues thai many 
African Americans suffer from stereotype 
IIrreal, in which members of the group fear 
that their behavior will confirm stereo­
types about themselves. He suggests that 
African American students who receive 
instruction from teachers who may doubt 
their abi lities and who set up spedal reme­
dial programs to assist them may come to 
accept society'S stereotypes and believe 
that they are prone to fail (Steele, 1992, 
1997; Steele, Spencer, & Aronson, 2002). 

Ultimately, such beliefs can have dev­
astating effects. When confronted with an 
academic task, African American students 
may fcar that their performance will sim­
ply confirm society'S negative stereotypes. 
The immediate consequence of this fear 
is anxiety that hampers performance. But 
the long-term consequences may be even 
worse: Doubting their ability 10 perform 
successfully in academic environments, 
African Americans may dedde that the 
risks of failure are so great that it is not 
worth the effort even to altempt to do well. 

Sl8 

Eventually, they may disidentify with aca­
demic success by minimizing the impor­
tance of academic endeavors (Steele, 1997; 
Stone, 1999, 2002). 

To test his hypothesis, Steele and col­
leagues conducted an experiment in which 
he gave two groups of African American 
and white students identical tests com­
posed of difficult verbal skill items from Ihe 
Graduate Record Examination. However, 
they varied the supposed purpose of the 
tes t. Some participants were told that 
the test measured "psychological factors 
involved in solving verbal problems"­
information that presumably had little to do 
with underlying abili ty. In contrast, other 
participants were told that the test assessed 
various "personal factors involved in per­
formance on problems requiring reading 
and verbal reasoning abilities," and that 
the test would be helpful in identifying 
personal strengths and weaknesses. 

The results provided clear evidence for 
the stereotype threat hypothesis. When 
told that the test evaluated verbal abilities, 
African Americans scored Significantly 
worse than whites. But when the test was 
described as not rela ting tocore abilities (the 
"psycho[ogica[ factors" condition), African 

Americans scored as well as whites. In 
contrast, white participants scored equally 
well, regardless of the test descrip tion. 
Thus, holding a negative stereotype about 
themselves led to poorer performance by 
African Americans--they were vulnerable 
to the stereotype threat (Stee[e & Aronson, 
1995; Suzuki & Aronson, 2005). 

In short, the evidence from this study, 
as well as a growing body of research, 
attests to the reality of stereotype threa t. 
When we believe, even unconsciously, that 
society'S sterotypes may have validity, our 
performa nce may suffer (Cadinu, Maass, & 
Rosabianca, 2005; Koenig & Eag[y, 2005). 

Happily, though, Steele's analysis also 
suggests that the targets of stereotyping 
may be able to overcome stereotype Ihreat. 
Specifically, schools can design interven­
tion programs to educate minority individ­
uals about tneirvulnerability to stereotypes 
and to teach them that the stereotypes are 
inaccurate. Members of minority groups, 
convinced that they have the potential 
to be academically successful, may well 
become immune to the potentially treach­
erous consequences of negative stereo­
types (Good, Aronson, & lnzlicht, 2003; 
Johns, Schmader, & Martens, 2005). 

Have racial or gender stereotypes about academic performance affected your own 
academic performance? [n what ways? How could we best teach young students to 
be less susceptible to the effects of stereotype threat? 

Foundations of Prejudice 
No one has ever been born dis liking a particu lar racia l, relig iOUS, or e thnic group . 
People learn to hate, in much the same way that they learn the a lpha bet. 

According to observatiollal leamillg approaches to stereotyping and prejudice, the 
behavior of parents, o lher adults, and peef5 s hapes children's feelings abou t members 
of various groups. For instance, bigoted parents may commend their children for 
expressing p rejudiced a ttitudes. Likewise, young children learn prejudice by imitating 
the behavior of adult models. Such learning starts a t an early age: children as young 
as 3 years of age begin to show preferences for members of their own race (Olson & 
Fazio, 2001; Schneider, 2003; Nesdale, Maass, & Durkin, 2005). 

The mass media also provide information about s tereotypes, not jus t for ch ildren 
but for adults as welL Even today, some television shows and movies portray Italians 
as Mafia-like mobsters, Jews as greedy bankers, and African Americans as p romiscu-
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oU5 or lazy. When such inaccurate portrayals are the primary 
source of infonnation about minority groups, they can lead to 
the development and maintenance of unfavorable stereotypes 
(Coltraine & Messineo, 2000; Ward, 20(4). 

Other explanations of prejudice and discrimination focus 
on how being a member of a particular group h('lps to mag­
nify one's sense of self-esteem. According to social identity 
tlioory, we use group membership as a source of pride and 
self-worth. Slogans such as "gay pride" and "black is beau­
tiful" illustrate that the groups to which we belong furnish 
us wi th a sense of self-respect (Rowley ct aI., 1998; Tajfel & 
Turner, 20(4). 

However, the use of group memb('rship to provide social 
respect produces an unfortunate outcome. In an effort to 
maximize our sense of self-esteem, we may come to think that 
our own group (our ingroup) is better than groups to which 
we don't belong (our ordgrollps). Consequently, we inflate 
the posi tive aspects of our ingroup-and, at the same time, 
devaluc outgroups. Ultimately, we come to view members of 

like father. like son: Social leaming approaches to stereotyping and preju­

dice suggest that attitudes and behavio~ to'Nard members of minority 

groups are !earned through the obier>'ation of parents and other indi-
viduals. How can this cycle be broken? 

outgroupsas inferior to membcrsof our ingroup (Tajfel & Turner, 20(4). The end result 
is prejudice toward members of groups of which we arc not a parI. 

Neither the obscrvationalleaming appro.lch nor the social identity approach pro­
vides a full explanation for stereotyping and prejudice. For instance, some psycholo­
gists a rgue that prejudice results when there is perceived competition for scarce soci­
etal resources. Thus, when competition exists for jobs or housing, members of majority 
groups may believe (however unjustly or inaccurately) that minority group members 
are hindering their efforts to attain their goals, and this can lead to prejudice. In addi­
tion, other explanations for prejudice emphasize human cognitive limitations that lead 
us to categorize people on the basis of visually conspicuous physical features such as 
race, sex, and ethnic group. Such categorization can lead to the development of stereo­
types and, ultimately, to discriminatory behavior (DoVidio, 2001; Fiske, 2002; Mullen 
& Rice, 2003; Weeks & Lupfer, 2(04). (To learn more, complete the Psychlnteractive 
exercise on prejudice and discrimination.) 

Reducing the Consequences of 
Prejudice and Discrimination 
How can we diminish the cffects of prejudice and discrimination? PsychologiSts have 
developed several strategies that have proved effective, including these: 

• Increasing contllct between the target of sterootyping lind the holder of the sterootype. 
Research has shown that increasing the amount of interaction between people 
can reduce negative stereotyping. But only certain kinds of contact arc likely to 
reduce prejudice and discrimination. Situations in which contact is relatively 
intimate, the individuals are of equal s tatus, or partiCipants must cooperate 
with one another or are dependent on one another are more likely to reduce 
stereotyping (Oskamp, 2000; Dovidio, Gaertner, & Kawakami, 2003; Tropp & 
Pettigrew, 2005) . 

• Making values and norms against prejudice more conspicuous. Sometimes just 
reminding people about the values they already hold regarding equality and fair 
treatment of others is enough to reduce discrimination. Similarly, people who 
hear others making strong, vehement antiracist s tatements arc subsequently 
more likely to strongly condemn racism (DovidiO, Kawakami, & Gaertner, 2000; 
Czopp & Monteith, 2(03). 

www.mhhe.comlfeldmaness7 

Psychlnteractive Online 

Prejudice 
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• Providillg illformatioll aoout tile objects of sterrotypillg. Probably the most direct 
means of changing stereotypical and discriminatory attitudes is education: 
teaching people to be more aware of the positive characteristics of targets of s te­
reotyping. For instance, when the meaning of puzzling behavior is explained to 
people who hold stereotypes, they may come to appreciate the true s ignificance 
of the behavior-evcn though it may still appear foreign and perhaps even 
threatening (Schalier et ai., 1996; Isbell & Tyler, 2003). 

R E CA PIE VA LUATE/R E T H INK 

RECAP 

How do s tereotypes, prejudice, and discrimination differ? 

• Stereotypes are generalized beliefs and expectations about 
a particula r group and its members. Stereotyping can le.ld 
to prejudice and self-fulfilling prophecies. (p. 537) 

• Prejudice is the negative (or positive) evaluation of a 
particular group and its members. (p. 537) 

• Stereotyping and prejudice can lead to discrimination, 
behavior directed toward individuals on the basis of 
their membership in a particular group. (p. 537) 

• According to observationalleaming approaches, children 
learn stereotyping and prejudice by observing the behav­
ior of parents, other adults, and peers. Social identity the­
ory suggests that group membership is used as a source 
of pride and self-worth, and this may lead people to think 
of their own group as better than others. (pp. 538-539) 

How can we reduce prejudice and discrimination? 

• Among the ways of reducing prejudice and discr imina­
tion are increasing contact, demonstrating posit ive val­
ues against prejudice, and education. (pp. 539-540) 

EVALUATE 

1. Any expectation-positive or negative-about an indi­
vidual solely on the basis of that person's membership 
in a group can be a stereotype. True or false? 

KEY TERMS 

stereotype p. 537 prejudice p. 537 

2. The negative (or positive) evaluation of a group and its 
members is called 
a. Stereotyping 
b. Prejudice 
c. Self-fulfilling prophecy 
d. Discrimination 

3. Paul is a store manager who does not expect women 
to succeed in business. He therefore offers important, 
high-profile responsibi lities only to men. If the female 
employees fail to move up in the company, it could be 
an example of a ______ . _____ _ 

prophecy. 

RETHINK 

1. Do you think women can be victims of stereotype vul­
nerability? In what topical areas might this occur? Can 
men be victims of stereotype vulnerability? Why? 

2. From tire perspetive of a corrections officer: How might 
overt forms of prejudice and discrimination toward 
disadvantaged groups (such as African Americans) be 
reduced in a state or federal prison? 

Anowe ... to Evaluate Quenions 

discrimination p. 537 
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Like philosophers and theologians, social psychologists have pondered the 
basic nature of humanity. Is it represented mainly by the violence and cruelty we see 
throughout the world, or does something special about human nature permit loving, 
considerate, unselfish, and even noble behavior as well? 

We tum to two routes that social psychologists have followed in seeking answers 
to these questions. We fi rst consider what they have learned about the sources of our 
attraction to others, and we end with a look at two opposite sides of human behavior: 
aggression and helping. 

Liking and Loving: Interpersonal 
Attraction and the Development 
of Relationships 
Nothing is more important in most people's lives than their feelings for others. 
Consequently, it is not surprising that liking and loving have be<:ome a major focus of 
interest for social psychologists. Known more formally as the study of inte rpersonal 
att raction or close re lat ionships, this area addresses the factors that lead to positive 
feelings for others. 

HOW DO I LIKE THEEl LET ME COUNT THE WAYS 

By far the greatest amount of research has focused on liking, probably 
be<:ause it is easier for investigators conducting shorH erm experiments to 
produce states of liking in strangers who have just met than to instigate and 
observe loving relationships over long periods. Consequently, research has 
given us a good deal of knowledge about the factors that initially attract 
two people to each other (Harvey & Weber, 2002). The important factors 
considered by social psychologists are the follow ing: 

• Proximity. If you live in a dormitory or an apartment, consider the 
friends you made when you first moved in. Chances are, you became 
friendliest with those who lived geographically closest to you. In fact, 
this is one of the more firmly established find ings in the literature on 
interpersonal attraction: Proximity leads to liking (Festinger, Schachter, 
& Back, 1950; Burgoon et a I., 2002). 

• Mprp p:rr>nf!.urP. Rf>pf>" I...-i "'){prl$1Irf> In " pf>rsnn I':; nfl".n !ll1ffiri".nt In prn_ 

duce at traction. Interestingly, repeated exposure tonny stimulus-a 
person, picture, compact disc, or virtually anything-usually makes 
us like the stimulus more. Becoming familiar with a person can evoke 
positive feeli ngs; we then transfer the positive feelings stemming 
from fami liarity to the person himself or herself. There are excep-
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Key c.oncepts 
Why are we attracted ",fcertain 
people, I 

do social relat ionships follow? 

What factors underlie aggres­

sion and prosocial behavior? 

Interpersonal attraction (or close 

re lationship): Positive feelings for oth­
ers; liking and loving. 
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Reciprocity-of-liking effect: A ten­
dency to like those who like us. 
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First Impressions and Attraction 

FIGURE I These are the key friendship 

qua lities according to some 40,(0) ques­

tionnaire respondents. (Source: Parlee. 1979.) 

tions, though. In cases of strongly negative initial interactions, repeated exposure is 
unlikely to cause us to like a person more. Instead, the more we are exposed to him 
or her, the more we may dislike the individual (Zajonc, 2001; Butler & Berry, 2(04). 
Similarity. Folk wisdom tells us that birds of a feather flock together. However, 
it a lso maintains that opposites attrac t. Social psychologists have come up with 
a dear verdict regarding which of the two statements is correct: We tend to 
like those who arc similar to us. Discovering that others have similar attitudes, 
values, or traits promotes our liking for them. Furthermore, the more simila r 
others are, the more we like them. One reason similarity increases the likelihood 
of interpersonal attraction is that we assume that people with similar attitudes 
will evaluate us positively. Because we experience a strong reciprocity-of-liking 
effed (a tendency to like those who like us), knowing that someone evalua~es 
us positively promotes our a ttraction to that person. In addition, we assume that 
when we like someone else, that person likes us in return (Metee & Aronson, 
1974; B.1.tes, 2002). 
Physical attractiveness. For most people, the equatio n brorrlifrri = g(J()d is quite true. 
Al; a result, physically attractive people are more popular than arc physically 
unattractive ones, if all other fadors are equal. This finding. which contradicts 
the values that most people say they hold, is apparent even in childhood- with 
nursery-school-age children rating their peers' popularity Oil the basis of attrac­
tiveness-and continues into adulthood. Indeed, physical attractiveness may 
be the single most important element promoting initial liking in college dating 
situations, although its influence eventually decreases when people get to know 
each other better (Langlois, Kalakami$, & Rubenstein, 2000; van Leeuwen & 
Macrae, 2004; Zebrowitz & Montepare, 2(05). (To learn more about how our first 
impressions affect liking, try the Psychlntera ctive exercise.) 

These factors alone, of course, do not account for liking. For example, surveys 
have sought to identify the critical factors in friendships. In a questionnaire answered 
by some 40,000 respondents, people identified the qualities most valued in a friend as 
the ability to keep confidences, loyalty, and warmth and affection, followed closely by 
supportiveness, frankness, and a sense of humor (Parlee, 1979). The results <Ire sum­
marized in Figure 1. 

Friendship quality 

Warmth. affection 

Supportlveneu E==~===~==~=~' ,1_~:::8~_-, 
F .... nkne" 

Sen ... of humor 

Willing to make time 

Independence 

Good conver .... c;onalT.t 

Intelligence 

so 60 70 

three mo.t imporum 
qualltie. people look 
for In a friend. 

eo 90 

Percentage of respondents citing me quality 
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HOW DO I LOVE THEEl LET ME COUNT THE WAYS 

Whereas our knowk>dge of what makes people like one another is extensive, our 
understanding of love is more limited in scope and recently acquired. For some time, 
many social psychologists believed that love is too difficult to observe and study in a 
controlled, scientific way. However, love is such a central issue in most people's lives 
that eventually social psychologists could not resis t its allure. 

As a first step, researchers tried to identify the characteristics that distinguish 
between mere liking and full-blown love. They discovered that love is not simply 
a grealer quantity of liking; but a qualitatively different psychological stale. For 
instance, al least in its early stages, love includes relatively intense physiological 
arousal. an all-encompassing interest in another individual. fantasizing about the 
other, and relatively rapid swings of emotion. Similarly, love, unlike liking, includes 
elements of passion, closeness, fascination, exclusiveness, sexual desire, and intense 
caring. We idealize partners by exaggerating their good qualities and minimizing their 
imperfections (Ga rza-Guerrero, 2000; Murray, Holmes, & Griffin, 20(4). 

Other researchers have theorized that there are two main types of love: passion­
ate love and companionate love. Passionate (or romantic) love represents a state of 
intense absorption in someone. It includes intense physiological arousal, psychologi­
cal interest, and caring fo r the needs of another. In contrast. compan.ionate love is the 
strong affection We have for those with whom our lives are deeply involved . The love 
we feci for our parents, other family members, and even some close friends falls into 
the category of comp.1nionate love (Hendrick & Hendrick, 2003; Masuda, 2003). 

Psychologist Robert Sternberg makes an even finer differentiation betwC(!n types 
of love. He proposes that love consists of three parts: a decisiolljcommitmellt compollelll, 
encompassing the initial cognition that one loves someone and the longer-term feel­
ings of commitment to maintain love; an intimacy component, encompassing feelings 
of closeness and connectedness; and a passion component, made up of the motivational 
drives relating 10 sex, physical closeness, and romance. These three components 
combine to produce the different types of love (Sternberg, Hojjal, & Barnes, 2001; 
Sternberg; 2004a; see Figure 2). 

Is love a necessary ingredient in a good marriage? Yes, if you live in the United 
States. In contrast, it's cons iderably less importanl in other cultures. Although mutual 
attraction and love are the 1\'/0 most important characteristics desired in a mate by 
men and women in the United States, men in China rated good health as most impor­
tant, and women there rated emotional s tability and m<lturity <IS most important. 
Among the Zulu in South Afric<l, men rated emotional stability first and women r<lted 
dep"ndable character first (Buss et aI., 199Q; see Figure 3). 

Romantic love 
(intimacy'" pauion) 

Infatuation 
(passion) 

Liking 
(Intimacy) 

Con~ummate 

I~. 

(intimacy ... pas~lon ... 
de<i~ionfcomm;lment) 

Fatuous love 

Comp31lionate love 
(intimacy ... decisionfcommiunent) 

Empty love 
(de<i.ionl 

commitment) 
(pa .. ion ... de<i.ionfcommltment) 

Passionate (or romantic) love: A state 
of intense absorption in someone that 
includes intense phySiological arousal, 
psychological interest, and caring for 
Ih" needs of another. 

Compan ionate love: The strong .. ffec­
tion wc h<ll'c for those with whom our 
lives are deeply involved. 

FIGURE 2 According to Stemberg. klve 

has three main components: intimacy. pas­

sion, and decision/commitment Different 

combinations of these components can 

create other types of love. Nonlave con­
tains none o f the three components. 
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Mutual attraction--love 
Emotional stability and maturity 

Dependable character 

Pleasrng ~sposition 

Education and intelligence 

Good health 

Good looks 
Sociabrlity 

Desrre fO!" home and chiklren 

Refinement. neatness 

Ambition and industriousness 

Similar education 

Good cook and housekeeper 

Favorable social status or rating 

Simlar religious bac~nd 

Good financial prospect 

Chastity (no priO!" sexual rntercourse) 

Simlar political background 

Rank Ordering of De s ired C haracteristics in a H ate 

U nited States C hina South Africa Z ul u 

Females Hales Females M~~ Fema le s Hales 

I I B 4 5 10 

2 2 I 5 2 I 

J J 7 6 I J 
4 4 16 Il J 4 

5 5 4 B 6 6 , 6 J 4 5 
Il 7 15 " 16 14 

B B , 12 B " 7 , 2 2 , , 
12 10 10 7 10 7 

6 " 5 10 7 B 
10 12 12 15 12 12 
16 Il " 9 15 2 
14 14 Il 14 14 17 

15 15 IB IB " 16 

" 16 14 16 Il IB 

IB 17 6 J IB Il 
17 IB 17 17 17 15 

F IG URE] Although love may be an important factor in choosing a marriage partner if you live in 

the United States, other cultures place less importance on it. (Source: Buss "I aI .. 1990.) 

Liking and loving clearly show a positive side of human social behavior. Now 
we tum to behaviors thai are just as much a pari of social behavior: aggression and 
helping behavior. 

Aggression and Prosocial Behavior: 
cLucting~Dd HeJpiDgD..1be[s~ __ 
Drive-by shootings, carjackings, and abductions are just a few examples of the vio­
lence that seems all too common loday. Yet we also find examples of generous. unself­
ish. thoughtful behavior that suggest a more optimistic view of humankind. Consider, 
for instance, people such as Mother Teresa, who ministered to the poor in India. Or 
contemplate the simple kindnesses of life: lending a valued compact disc, stopping to 
help a child who has fallen off her bicycle, or merely sharing a candy bar with a friend. 
Such instances of helping are no less characteristic of human behavior than are the 
distasteful examples of aggression (Miller, 1999). 

HURTING OTHERS: AGGRESSION 

We need look no further than the daily paper or the night ly news to be bombarded 
with examples of aggression, both on a societal level (war, invasion, assassination) 
and on an individual level (crime, child abuse, and the many petty cruelties humans 
are capable of inflicting on one another). Is such aggression an inevitable part of the 
human condition? Or is aggression primarily a product of particular circumstances 
that, if changed, could lead to its reduction? 

The difficulty of answering such knotty questions becomes apparent as soon as 
we consider how best to define the term aggression. Depending on the way we define 
the word, many examples of inflicted pain or injury mayor may not qualify as aggres­
sion (see Figure 4). For instance, a rapist is clearly acting with aggression toward his 
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Is This Aggression~ 

To we for yo..nelf the diffICulties involved in defining aggression consider each of the follow­
ing acts and determir.e whether it represents aggressive behaYiOf'-according to your 0'NTl 

definition of aggresSIon. 

I. A spider eats a fly. Yes No 
2. Two wo~s fight for the leadersh ip of the pack. Yes No 
3. A soldie<" shoots an er.emy at the front line. Yes No 
4. The warden of a prison executes a convicted criminal. Yes No 
5. A man vicious~ kicks a cat. Yes No 
6. A man. wh ile cleaning a window, knocks O\ICr a flower pot. which , in falling. injures a 

pedestrian. Yes No ___ _ 

7. Mr. X. a notorious gossip, speaks disparagi 'g~ of many people of h's acquaintance. 
Yes No _____ _ 

8. A man mental~ rehearses a murder he is about to commit. Yes ___ _ 
No ___ __ 

9. All angry son purpow~ fails to write to h s mother, who 's expect ing a letter and w il l be 

hurt if none arrives. Yes No C-::-C-C-
10. An enraged boy tries with all his might to inflict injury on his antagonist, a bigger l">o): but 

Os not successful in do ing 50, His efforts simp~ amuse the bigger boy. Yes ___ _ 
No ___ __ 

II . A senator does not protest the esca lation of bombing to wh"h she is normal~ opposed. 
Yes No -,--____ _ 

12. A farmer beheads a ch"ken and prepares it for suppe~ Yes No 
13. A hunter kills an animal and mounts It as a trophy. Yes No 
14. A physician gives a flu shot to a screaming child. Yes No 
I S. A boxe<" gives his opponent a bloody nose . Yes No 
16. A Girl Scout tries to assist an elder~ woman but trips he<" by accident. Yes 

No ___ __ 

17. A bank robber IS shot in the back whi le trying to escape. Yes ___ _ 

No -,---,-__ 
18. A tennis player smashes her racket after missing a vol ley. Yes ___ _ 

No ___ __ 

19. A person commits suicide. Yes No ___ _ 
20. A cat kiHs a mouse. parades around with it, and then discards it. Yes ___ _ 

No ___ __ 

victim. On the other hand, it is less certain that a physician carrying out an emergency 
medical procedure without an anesthetic, thereby causing incred ible pain to the 
patient, should be co115idered aggressive. 

Most social psychologis ts define aggression in tcrtT15 of the intent and the purpose 
behind the behavior. Aggression is intentional injury of or harm to another person 
(Berkowitz, 1993, 2001). By this definition, the rapist is dearly acting aggressively, 
whereas the physician causing pain during a medical procedure is not. 

We tum now to several approaches to aggressive behavior developed by social 
psychologists (BerkOWitz, 1993, 2001; Geen & Donnerstein, 1998). 

Instinct Approaches: Aggression as a Release. If you have ever punched an adver­
S.1ry in the nose, you may have experienced a certain satisfaction, despite your better 
judgment. Instinct theories, noting the prevalence of aggression not only in humans 
but in animals as well, p ropose that aggresSion is primarily the outcome of innate--or 
inborn- urges. 

Sigmund Freud was one of the first to suggest, as part of his theory of personality, 
that aggreSSion is a primary instinctual drive. Konrad Lorenz, an ethologist (a scientist 
who s tudies animal behavior), expanded on Freud's notions by arguing that humans, 

F IGURE 4 What IS aggression? It 

depends on how the word IS defined and 

in what context it is used. (Sovn:e: Adapted 

from Berjan-m 1985. p. 41.) 

Aggression: The intentional injury of, 
or harm to, another person. 
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Catharsis: The process of diSoCharging 
built-up aggressive energy. 

Frustration: The thwarting or block­
ing of some ongoing, goal-directed 
behavior. 

~ 

along with members of other species, have a fighting instinct, which in earlier times 
ensured protection of food supplies and weeded out the weaker of the species (Lorenz, 
1966,1974). Lorenz's instinct approach led to the controversial notion that aggressive 
energy constantly builds up within an individual until the person finally discharges it 
in a process called catharsis, The longer the energy builds up, S.1yS Lorenz, the greater 
will be the amount of the aggression displayed when it is diSoCharged. 

Probably the most controversial idea to come out of instinct theories of aggres­
sion is Lorenz's proposal that society should provide acceptable ways of permitting 
catharsis. For example, he suggested tha t participation in aggressive sports and 
games would prevent the discharge of aggression in less socially desirable ways. 
However, little research has found evidence for the existence of a pent-up reservoir 
of aggression that needs to be released. In fact, some studies flat ly contradict the 
notion of catharsis, leading psychologists to look for other explanations for aggression 
(Bushman, Baumeister, & Phillips, 2001; Bushman & Anderson, 2002; Bushman, Wang, 
& Anderson, 2(05). 

Frustration-Aggression A pproaches: Aggression asa Reaction to Frustration. Suppose 
you've been working on a p.1per that is due for a class early the next morning, and 
your computer printer runs out of ink just before you can print out the paper. You rush 
to the store to buy more ink, only to find the sales clerk locking the door for the day. 
Even though the clerk can sec you gesturing and begging him to open the door, he 
refu5CS, shrugging his shoulders and pointing to a sign that indicates when the s tore 
will open the next day. At that moment, the feelings you experience toward the sales 
clerk probably place you on the verge of real aggression, and you are undoubtedly 
seething inside. 

Frust ration-aggression theory tries to explain aggression in tenns of events like 
this one. When first put forward, the theory said flatly that frustration always leads to 
aggression of some sort, and that aggression is always the result of some frustration, 
where frustration is defined as the thwarting or blocking of some ongoing, goal­
directed behavior (Dollard et ai., 1939). More recent explanations have modified the 
original theory, suggesting instead that frustration produces anger, leading to a r<'lldi­
/less to act aggreSSively. Whether actual aggreSSion occurs depends on the presence 

of Aggressive Clles, stimuli that have been associated in the past with actual 
aggression or violence and that will trigger aggression again. In addition, 
frustration produces aggreSSion to the degree to which it produces nega­
tive feelings (BerkOWitz, 1989, 1990). 

What kinds of stimuli act as aggressive cues? They can range from 
the most overt, such as the presence of weapons, to the subtlest, such as 
the mere mention of the name of an individual who behaved violently in 
the past. For example, in one experiment, angered participants behaved 
significantly more aggressively when in the presence of a rifle and a 
ft.'volver than they did in a comparable situation in which no guns were 
present (Berkowitz & LePage, 1967). Similarly, frustra ted participants: 
in an experiment who had viewed a violent movie were more physi~ 
cally aggressive toward a confederate with the same name as the star of 
the movie than they were toward a confederate with a different name 
(Berkowitz & Ceen, 1966). It appears, then, that frustration does lead to. 
aggreSSion, at least when aggresSive cues are p resent (Marcus-Newhallr 

Pederson, & Carlson, 20(0). 

Is road rage <I resut\. of frustratJon? According to frustra­

t ion-aggression approaches, frustration is a like~ cause. 

ObservOltional Learning Approaches: Learning to Hurt Others. 0 00 
we learn to be aggreSSive? The obsermlionAt teaming (sometimes called 
sociallraming) approach to aggression says that we do. Taking an almost 
opposite view from instinct theories, which focus on innate explanations 
of aggression, observational learning theory emphasizes that social and 
environmental conditions can teach individuals to be aggressive. The 
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theory sees aggression not as inevitable, but rather as a learned response that can be 
understood in terms of rewards and punishments. 

Observational learning theory pays particular attention not only to direct rewards 
and punishments that individuals themselves receive, but also to the rewards and 
punishments that models-individuals who provide a guide to appropriate behav­
ior- receive for their aggressive behavior. According to observational learning theory, 
people observe the behavior of models and the subsequent consequences of that 
behavior. If the consequences are positive, the behavior is likely to be imitated when 
observers find themselves in a similar situation. 

Suppose, for instance, a girl hits her younger brother when he damages one of her 
new toys. Whereas instinct theory would suggest that the aggresSion had been pent 
up and was now being discharged and frustration-aggression theory would examine 
the girl's frustration at no longer being able to use her new toy, observational learning 
theory would look to previous situations in which the girl had viewed others being 
rewarded for their aggression. For example, perhaps she h"d watched" friend gel to 
play with a toy after he painfully twisted it out of the hand of another child. 

Observational learning theory has received wide research support. For example, 
nursery-school-age children who have watched an adult model behave aggressively and 
then receive reinforcement for it later display similar behavior themselves if they have 
been angered, insulted, or frustrated after exposure. Furthermore, a significant amount 
of research links watching television shows containing violence with subsequent viewer 
aggression (Huesmann et aI., 2003; Coyne & Archer, 2005; Winerman, 2005). 

HELPING OTHERS: THE BRIGHTER 
SIDE OF HUMAN NATURE 

Turning away from aggression, we move now to the opposite-and brighter-side of 
human nature: helping behavior. Helping behavior, or prosocial behavior as it is more for­
mally known, has been considered under many different conditions. However, the ques­
tion that psychologists have looked at most closely relates to bystander intervention in 
emergency situations. What are the factors that lead someone to help a person in need? 

One critical factor is the number of others present. When more than one person 
witnesses an emergency situation, a sense of diffusion of responsibility can arise 
among the bystanders (as we d iscussed earlier in the book when we considered 
research methods). Diffusion of responsibility is the tendency for people to feel that 
responsibility for acting is shared, or diffused, among those present. The more people 
who are present in an emergency, the less personally responsible each individual 
feel s--."lIld therefore the less help he or she provides (Latane & Nida, 1981; Barron & 
Yechiam, 2002; Blair, Thompson, & Wuensch, 2005). 

Although most research on helping behavior supports the diffusion-of-responsibility 
explanation, other factors are clearly involved in helping behavior. According to a model 
developed by Latane and Darley (1970), the process of helping involves four basic s:cps 
(see Figure 5): 

• Noticillg a persoll, evellt, or situation that /IIay require help. 
• Illterpretillg the evellt as olle that requires help. Even if we notice an event, it rna}' 

be sufficiently ambiguous for us to interpret it as a nonemergency s ituation 
(Shotland, 1985; Harrison & Wells, 1991). It is here that the presence of o thers 
first affects helping behavior. The presence of inactive others may indicate to us 
that a situation docs not require help--a judgment we do not necessarily make if 
we are alone. 

• Assrrming rf!SpolIsibility for Ire/ping. It is at this point that diffusion of responsibil­
ity is likely to occur if others are present. Moreover, a bystander'S particular 
expertise is likely to playa role in determining whether he or she helps. For 
instance, if people with training in medical aid or lifesaving techniques are 
present, untrained bystanders are less likely to intervene because they feel 

Prosocial behavior. Helping behavior. 

Diffusion of responsibility: The ten· 
dency for people to fecltnat responsi­
bility for acting is shared, or diffused, 
among those present. 

Noticing a person. e""nt. 0<" 

interpredfl8 the event as one 

Assuming responsibility 

for helping 

~ 
Deciding on and Impiementlfl8 

the form of helplfl8 

FIGURE 5 The basic steps of helping. 
(Source: ~ on LaLlno! & DiUiey. 1970.) 
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Altruism: Helping behavior that is 
beneficial to others but dearly requires 
self-sacrifice. 

they have less expertise. This point was well illustrated in a study by Jane and 
Irving Piliavin (1972), who conducted a fie ld experiment in which an individual 
seemed to collapse in a subway ca r with blood trickling out of the comer of his 
mouth. The results of the experiment showed that bystanders were less likely 
to help when a person (actually a confederate) who appeared to be a medical 
intern was present than when the "intern" was not prescnt . 

• Deciding on and imp/I'menting flrl' form oflrr>lping. After we assume responsibil­
ity for helping, we must decide how to provide assista nce. Helping can range 
from very indirect forms of intervention, such as calling the police, to more 
direct forms, such as giving iirst aid or ta king the vict im to a hospital. Most 
social psychologists use a r!'Wards-costs approaclr for helping to predict the 
nature of the assistance a bystander will choose to provide. The general notion 
is that the rewards for helping, as perceived by the bystander, mus t outvveigh 
the costs if helping is to occur, and most research tends to support this notion 
(Bell .:., aI., 1995). 

After we determine the nature of the assis tance needed, one step remains: the 
implementation of the assistance. A rewards-costs analysis suggests that we are most 
likely to use the leas t costly form of implementation. However, this is not always the 
case: In some situations, people behave altruistically. Altruism is helping behavior 
that is beneficial to others but dearly re<juires self-sacri fice. For example, people who 
helped strangers escape from the burning World Trade Center towers during the 
September 11 , 2001, terrorist attack in New York City, putting themselves at mortal 
risk, would be considered altruistic (Shapiro & Gabbard, 1994; Krueger, Hicks, & 
McGue, 2001; Batson & Powell, 2003). 

People who intervene in emergency situations tend to possess certain personal ity 
characteristics that differentiate them from nonhelpers. For example, helpers are more 
self-assured, symp.l thetic, emotionally understanding, and have greater empathy (a 
personality trait in which someone observing another person experiences the emotions 
of that person) than are nonhelpers (Batson et aI., 2002; Dovidio & Penner, 2()().1). 

Still, most social psychologists agree that no single sct of attributes differentiates 
helpers from nonhelpers. For the most part, temporary situational factors (such as 
the mood we' re in) determine whether we will intervene in a situation re<juiring aid 
(Knight e t aI., 1994; Bersoff, 1999; Eisenberg, Guthrie, & Cumberland, 2002). 

Altruism is often the only bright ~ide of a natural disaster_ 
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At one time or another, almost everyone feel s angry. The anger 
may result from a frustrating situation, or it may be due to the 
behavior of another individual. The way we deal with anger 
may determine the difference bchveen a promotion and a lost 
job or a broken relationship and one that mends itself. 

Social psychologists who have studied the topic suggest 
several good ways to deal with anger, strategies that m<lxi-
mize the potential for positive consequences (Deffenbacher, 

BECOMING AN ~ 

INF~tp~y~h~iogy vtJJ 
Dealing Effective ly w ith Anger 

1988,1996; Bass, 1996; Nelson & Finch, 2000). Among the most useful strategies are 
the fo llowing: 

• Look agai'l at fire onger-provoking situation from tile perspective of ot/las. By taking 
others' point of view, you m<ly be able to understand the situation belter, <lnd 
with increased understanding you may become more tolerant of the app.1rent 
shortcomings of others. 

• Minimize Ihe importance of the sitllotion. Does it really malter that someone is driv­
ing too slowly and that you'll be late to an appointment as a result? Reinterpret 
the situation in a way that is less bothersome. 

• Fanlasize about gettilrg etJell- .. /mt don't act on it. Fantasy prov ides a safety valve. In 
your fantasies, you can yell at that unfair professor all you want and suffer no 
consequences at all. However, don't spend too much time brooding: Fantasize, 
but then move on. 

• Relax. By teaching yourself the kinds of relaxation techniques used in systematic 
desensitiZation (see Figure 2 in Module 40), you can help reduce your reactions 
to anger. In tum, your anger may dissipate. 

No matter which of these strategies you try, above all, don't ignore your anger .. 
People who always try to suppress their anger may experience a variety of conse­
quences, such as self-condemnation, frustration, and even phys ical illness (Shanna, 
Ghosh, & Spielberger, 1995; Finney, Stoney, & Engebretson, 2002) .. 

R EC A PlEVA LUAT EI RETH INK 

RECAP 

Why are we attracted to certain people, and what progression 
do social relationships follow? 

• The primary detenninants of liking include proximity, expo­
sure, similarity, and physical attractiveness. (pp. 541-542) 

• Loving is distinguished from liking by the presence of 
intense physiological arousal, an all-encompassing inter­
est in another, fan tasies about the other, rapid swings of 
emotion, fascination, sexual desire, exclusiveness, and 
strong feelings of caring. (p .. 543) 

• Love can be categorized as passionate or companionate. 
In addition, love has several components: intimacy, pas­
sion, and decision/commitment. (p. 543) 

What factors underlie aggression and prosocia l behavior? 

Aggression is intention;]1 injury of or harm to another 
person. (p .. 545) 

• Explanations of aggression include instinct approaches, 
frustration .. aggression theory, and observational learn­
ing .. (pp .. 545-547) 

• Helping behavior in emergencies is determined in part 
by the phenomenon of diffusion of responsibility, which 
results in a lower likelihood of helping when more peo­
ple are present.. (p. 547) 

• Deciding to help is the outcome of a four-stage process 
consisting of noticing a possible need for help. interpret­
ing the situation as requiring aid, assuming responsib il­
ity for taking action, and deciding on and implementing 
a form of assistance .. (pp. 547-548) 

EVALUATE 

1 .. We tend to like people who are similar to us. True or 
false? 

2.. Which of the following sets are the three components of 
love proposed by Sternberg? 

<l .. Passion, closeness, sexuality 
b .. Attraction, desire, complementarity 
c .. Passion, intimacy, decision/commitment 
d.. Commitment, caring, sexuality 
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3. Based on research evidence, which of the following 
might be the best way to reduce the amount of fighting 
a young boy does? 
a. Take him to the gym and let him work out on the 

boxing equipment. 
b. Make him repeatedly watch violent scenes from the 

film The Matrix Relooded in the hope that it will pro­
vide catharsis. 

c. Reward him if he doesn't fight during a certain period. 
d. Ignore it and let it die out naturally. 

4. If a person in a crowd does not help in an apparent 
emergency situation because many other people are 
present, that person is falling victim to the phenomenon 
of ________ ~ __________________ ~ 

RETHINK 

1. Can love be studied scientifically? Is there an elusive 
quality to love that makes it at least partially unknow-

KEY TERMS 

inte rpersonal attraction (or 
close relationship) p. 541 

reciprocity-of-Iiking ef/ed 
p. 542 

passionate (or romantic) 
love p. 543 

companionate love p. 543 
aggression p. 545 

able? How would you define "falling in love"? How 
would you study it? 

2. From the perspecliue of a crimiual justice worker: How 
would the aggreSSion of Eric Rudolph, who W<lS ron­
victed of exploding a bomb during the 1996 Summer 
Olympics in Atlanta and l<lter attacking several wom­
en's clinics, be interpreted by proponents of the three 
main approaches to the study of aggresSion (instinct 
approaches, frustration-aggression approaches, and 
obscrvationalleaming applThlches)? Do you think any 
of these apprO<l ches fits the Rudolph case more closely 
than the others? 

Anrwe ... to Evaluate Queltio ns 

AJ![!'I!suods;)J JO uO!S~!P .f'~;>.£:~."/: ~JlUl ·r 

catharsis p. 546 
fru stration p. 546 
prosodal behavior p. 547 

d iffus ion of responsibility 
p. 547 

altruism p. 548 
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Psychology on the Web 

I. Find examples on the Web of advertisements or other persuasive messages that use cen· 
tral route processing and peripheral route processing. What type of persuasion appears 
to be more prevalent on the Web? For what type of persuasion does the Web appear to 
be better suited? Is there a difference between Web-based advertising and other forms of 
advertising? 

2. Is "hate crimes legislation" a good idea? Use the Web to find at least two discussions of 
hate crimes legislation-one in favor and one opposed-and summarize in writing the 
main issues and arguments presented. Using your knowledge of prejudice and aggression. 
evaluate the arguments for and against hate crimes legislation. State your opinion about 
whether this type of legislation is advisable. 

3. After completing the Psychlnteractive exercise on prejudice. use the Web to identify two 
recent incidents in the new. in which prejudice played a role. Summarize the incidents and 
discuss the w¥ such prejudice might have been prevented. 

Epilogue We have touched on some of the major ideas. research 
topics. and experimental findings of social psychology in 
this chape~ We examined how people form, maintain, and 
change attitudes and how they form impressions of others 

and assign attributions to them. We also saw how groups. through conformity and tactics of 
compliance, can influence individuals' actions and attitudes. Finally, we discussed interpersonal 
relationships. including both liking and loving. and looked at the two sides of a coin that repre· 
sent the extremes of social behavior: aggression and prosocial behavior. 

Tum back to the prologue of this set of modules. which describes the heroic efforts of 
Kathleen Imel. Use your understanding of social psychology to consider the fol lowing questions. 

I. What factors would a social psychologist consider in examining W'hy Kathleen Imel stopped 
her van and helped Joshua escape from the dog attack? 

2. Do you be~eve the fact that Imel was the only one driving by when Joshua was attacked 
made it more or less likely that she stopped to help) Why? 

3. Given what social psychologists knO'oV about the factors that lead people to be helpful. do 
you bel ieve that lmel's helpfulness was caused by situational factors or that it had more to 
do with her personality? Why? 

4. What are some ways in which the incidence of helping behavior can be increased and the 
incidence of aggress ive and antisocial behavior can be discouraged? 
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Persuasion can lead to attitlde change in a variety of 

ways, including central aryl peripheral route processing. 

Use this visual guide to understand how attitude 

change occurs. Then answer the questions below to 

test your understanding of the concepts. 

I Attitude change starts with a message and a source. If the person delivering 
the message is pen::eWed as attractive. trustworthy. and knowledgeable. 

and if different sides of an issue are presented. the message is more likely to 
be accepted. Additionally: the characteristics of the target audience affect their 
willingness to be persuaded. 

21n central route pro<:es~ing. we carefully co\¥.>ider the iswe~ and arguments used 
to persuade us. People who are motivated. highly invoWed. and attentive are more 

receptive to central route processing. Central route processing can lead to commitment 
and more lasting attitude change. 

EVALUATE 

() The McGraw-Hili 

Companies.2OOIl 

In the example above ______ evokes central rollle 

processing. 

2 In this example, peripheral route processing might be occurring 

wh~ 

SS2 

a attending an expert·s lecture on global waming 
b observing a student demonstration on global warming 
c watching a weather report 
d hearing a friend talk about how hot it was last summer 

a attending an expert·s lecture on global waming 
b hearing a friend talk about how hot it was last summer 
c watching a weather report 
d observing a student demonstration on global warming 
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31n peripheral route processing. we consider the source 
of the information and related information. rather than 

the message itself Uninvolved. unmotivated. and inattentive 
individuals are more likely to use peripheral route processing. 
Although they might be persuaded initially. especiaUy if the 
message comes from an attractive and famous person, their 

change in attitude is often weaker and less likely to last 

/ 

() The McGraw-Hili 
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RETHINK 

3 Central route processing generally leads to more lasting attitude 
change than peripheral route processing. True or falsel 

An acM!rtising company wants 10 produce peripheral route 
processing when viewers walch a television commercial for 
clam chowder, 'Why would the advertiser want to do this. and 
what elements might the commercial include to evoke periph­
eral route pro<:essingl 

55l 
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abnormal behavior Behavior that causes 
people to experience distress and pre­
vents them from functioning in their 
daily lives (Module 37) 

absolute threshold The smallest inten­
sity of a stimulus that must be prcsoent for 
the stimulus to be detected (Module 8) 

achievement test A test designed to 
determine a person's level of knowledge 
in a given subject area (Module 23) 

action potential An electric nerve 
impulse that tr.wels through a neuron 
when it is set off by a "trigger:' chang­
ing the neuron's charge from negative to 
posi tive (Module 5) 

acti vation-synthesis theory J. Allan 
Hobson's theory that the bra in produces 
random electrical energy during REM 
sleep that stimulates memories lodged in 
various portions of the brain (Module 12) 

activity theory of aging A theory that 
suggests that the elderly who are more 
successful while aging are those who 
mainta in the interes ts and activities they 
had during middle age (Module 30) 

adaptation An adjustment in sensory 
capaci ty after prolonged exposure to 
unchanging stimuli (Module 8) 

add ictive d rugs Drugs that produce a 
biological or psychological dependence 
in the user so tha t withdrawal from them 
lead s to a craving for the drug tha t, in 
some cases, may be nearly irresistible 
(Module 14) 

adolescence The developmental stage 
between childhood and adulthood 
(Module 29) 

age of viabili ty The point at which a 
fetus can survive if born prematurcly 
(Module 27) 

aggression The in tentional injury of, or 
harm to, another person (Module 46) 

algori th m A rule that, if applied appro­
priately, guarantees a solution to a prob­
lem (Module 21) 

Glossa ry 

ali-or-none law The rule that neurons 
are ei ther on or off (Module 5) 

altru ism Helping behavior that is benefi­
cial to others but clearly rt>quircs self-sac­
rifice (Module 46) 

Alzhe imer'S d isease An illness charac­
terized in part by severe memory prob­
lems; a progresSive brain disorder that 
leads to a gradual and irreversible decline 
in cognitive abilities (Modules 20, 30) 

amnesia Memory loss that occurs wi th­
out other mental difficulties (Module 20) 

anal stage According to Sigmund Freud, 
a stage from age 12 to 18 months to 3 
years of age, in which a child's pleasure 
is centered on the anus (Module 31) 

androgens Male sex hormones secrcted 
by the testes (Module 25) 

anorexia nervosa A severe eating dis­
order in which people may refuse to eat 
which denying that their behavior and 
appearance-which can become skeleton­
like-are unusual (Module 25) 

anterograde amnesia Amnesia in which 
memory is lot for events that follow an 
injury (Module 20) 

antiaruiety drugs Drugs that reduce the 
level of anxiety a person experiences, essen­
tially by reducing excitability and inCl'l'as­
ing feelings of well-being (Module 42) 

antidep~ssan t drugs Medications tha t 
impTO\fe a scvercly depressed patient's 
mood and feeling of well-being (Module 42) 

antipsychot ic drugs Drugs that tempo­
rarily reduce psychotiC symptoms such as 
agita tion, hallucinations, and delusions 
(Module 42) 

antisocial personality d isord er A disor­
der in which individu,,]s show no I'('s"rd 
for the moral and ethical rules of SOCiety 
or thc righ ts of others (Module 38) 

anxiety disorder The occurrcnce of anxi­
ety without an obvious externnl cnusc, 
affecting daily functioning (Module 38) 
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aptitude test A test designed to p rL-dicl a 
person's abili ty in a particular arca or line 
of work (Module 23) 

archetypes According to Carl Jung, uni­
versal symbolic representa tions of a par­
ticular person, object, or experience (such 
as good and evil) (Module31) 

a rchival research Research in which 
existing data, such as census documents, 
college records, " nd newspaper clip­
pings, arc examined to test a hypothesis 
(Module 3) 

arousal approaches to motivation The 
belief that we try to maintain certain 
levels of stimul" tion and activity, incrcas­
ing or reducing them as necessary 
(Module 24) 

association areas One of the major 
regions of the cercbral cortex; the site 
of the higher mentnl p rocesses, such as 
thought, language, memory, and speech 
(Module 7) 

assumed-similari ty b ias The tendency to 
think of people as being similar to oneself, 
even when meeting them for the first 
time (Module 43) 

attachment The positive emotional bond 
that develops between a child and a par­
ticular individual (Module 28) 

attention defici t hyperact ivity disord er 
(ADH D) A disorder marked by inatten­
tion, impulSiveness, a low tolerance for 
frustration, and a great deal of inappro­
priate ac tivity (Module 38) 

att itudes Evaluations of., particular per­
son, behn\~or, belief, or concept (Module 43) 

attrib ution theory The theory of person­
ality that seeks to explain how we decide, 
on the basis of samples of an individual's 
hehavinr, what thi' ~pecific cau.;"" of that 
person's behavior "re (Module 43) 

a uthori tarian parents Pnrents who nre 
rigid and punitive and value unques­
tioning obedience from their children 
(Module 28) 

G.' 
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authoritative parents Parents who are 
firm, set clear limits, re,lson with their 
children, and explain things to them 
(Module 28) 

autobiographical memories Our recol­
lections of circumstances and episodes 
from our own lives (Module 19) 

autonomic division The part of the 
peripheral nervous system that con­
trols involuntary movement of the 
heart, glands, lungs, and other organs 
(Module 6) 

au lonom y-versus-shame-and-dou bt 
stage The period which, according 
to Erik Erikson, toddlers (agL'S 11-'.. to 
3 years) develop independence and 
autonomy if exploration and freedom 
are encouraged, or shame and self-doubt 
if they are restricted and overprotected 
(Module 28) 

aven>ive conditioning A form of therapy 
that reduces the frequency of undesired 
behavior by pairing an aversive, unpleas­
ant stimulus with undesired behavior 
(Module 40) 

axon The part of the neuron that car­
ries messages destined for other neurons 
(ModuleS) 

b abble Meaningless spcechJike sounds 
made by children from around the age of 
3 months through 1 year (Module 22) 

background stressors ("daily 
h assles") Everyday annoyances, such 
as being stuck in traffic, that cause 
minor irritations and may have long­
term ill effects if they continue or are 
compounded by other s tressful events 
(Module 34) 

b asila r membrane A vibrating struc­
ture that runs through thl' center of the 
cochlea, diving it into an upper chamber 
and a lower chamber and containing 
sense receptors for sound (Module 10) 

behavior modifkation A formalized 
technique for promoting the frequency of 
desirable behaviors and decreasing the 
incidence of unwanted ones (Module 16) 

behavioral assessment Direct mea­
sures of an individual's behavior used 
to describe personality characteristics 
(Module 33) 

behavioral genetics The study of the 
effects of heredity on behavior (Module 6) 

behavioral neuroscientists (or 
biopsychologis ts) Psychologists who 
specialize in considering the ways in 

which the biologkal s tructures and 
functions of the body affect behavior 
(Module 5) 

behavioral perspective The approach 
that suggests that observable, measurable 
behavior should be the focus of study 
(Module 2) 

behavioral perspective on psycholog i­
cal disorders The perspective that looks 
at the behavior itself as Ihe problem 
(Module 37) 

behavioral treatment approaches Treat­
ment approaches that build on the basic 
processes of learning, such as reinforce­
ment and extinction, and assume that 
normal and abnormal behavior are both 
learned (Module40) 

biofeedback A procedure in which a 
person learns to control through con­
scious thought internal phySiological 
processes such as blood pressure, heart 
and respiration rate, skin temperature, 
sweating, and the constriction of particu­
lar muscles (Module 7) 

b iological and evolutionary approaches 
to personality Theories that suggest that 
important romponents of personality are 
inheri ted (Module32) 

biomedical therapy Therapy that relies 
on drugs and other mediml procedures 
to improve psychological functioning 
(Module 40) 

biopsychologists See behavioral neuro­
scientis ts (Module 5) 

bipolar disorder A disorder in which 
a person alternates between periods of 
euphoric feelings of mania and periods of 
depression (Module 38) 

bisexuals Persons who are sexually 
attracted to people of the same sex and 
the other sex (Module 25) 

borderline personality disorder A disor­
der in which individuals have difficulty 
developing a secure sense of who they 
are (Module 38) 

bottom-up processing Perception that 
ronsists of the progression of recogniZ­
ing and processing infonnation from 
individual components of a stimuli and 
moving to the perception of the whole 
(Module II) 

b ulimia An eating disorder in which a 
person binges OIl incredibly large quanti­
ties of food (Module 25) 

Cannon-Bard theory of emotion The 
belief that both phYSiological arousal 
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and emotional experience are produced 
Simultaneously by the same nerve stimu­
lus (Module 26) 

case study An in-depth, intensive inves­
tigation of an individual or small group 
of people (Module 3) 

cataclysmic events Strong stressors that 
occur suddenly, affecting many people at 
once (e.g., nalural disasters) (Module 34) 

catharsis The process of discharging 
built-up aggressive energy (Mod ule 46) 

clmtra l core The "old brain," which con­
trols basic functions such as eating and 
sleeping and is common to all vertebrates 
(Module 7) 

centra.1 nervous system (CNS) The part 
of the nervous system that includes Ihe 
brain and spina l cord (Module 6) 

centra.1 roule p rocessing Message inter­
pretation characterized by thoughtful 
ronsideration of the issues and argu­
ments used to persuade (Module 43) 

centra.1 traits The major traits consid­
ered in forming impressions of others 
(Module 43) 

cerebellum (ser uh BELL urn) The part 
of the brain that controls bodily balance 
(Module 7) 

cerebral cortex The "new brain," respon­
sible for the mos t sophisticated informa­
tion processing in the brain; contains four 
lobes (Module 7) 

chromosomes Rod-shaped structures 
that contain all basic hereditary informa­
tion (Module 27) 

chunk A meaningful grouping of stimuli 
that can be stored as a unit in short- term 
memory (Module 18) 

circ.ld ian rhythms Biological processes 
that occur regularly on approximately a 
twenty-four-hour cycle (Module 12) 

classical conditioning A type of learn­
ing in which a neutral stimulus comes to 
bring about a response after it is paired 
with a stimulus that naturally brings 
about that response (Module 15) 

cochle.l (KOKE lee uh) A coiled tube in 
the car filled with nuid that vib rates in 
response to sound (Module 10) 

cognitive approaches to motivation The­
ories suggesting that motivation is a 
product of people's thoughts and expee­
tations--their cognitions (Module 24) 

cognitive-beh.lvior.l l approach A treat­
ment approach that incorporates basic 



e I Feldman: Essentials 01 Back Maner 
Undemanding Psychology. 
Sevanth Edition 

principles of learning to change the way 
people think (Module 40) 

cognitive development The process by 
which a child's understanding of the 
world changes as a function of age and 
experience (Module 28) 

cognitive dissonance The conflict that 
o<;curs when a person hold s two contra­
dictory attitudes or thoughts (I\'ferred to 
as cosuitimrs) (Module 43) 

cogni tive learning theory An approach 
to the study of learning that focuses on 
the thought processes that underlie learn­
ing (Module 17) 

cognitive perspective on psychological 
disorders The perspective that suggests 
that people's thoughts and beliefs are a 
central component of abnonnal behavior 
(Module 37) 

cognitive perspective The approach 
that focuses on how people think, 
understand, and know about the world 
(Module 2) 

cognitive psychology The branch of 
psychology that fo<;uses on the study of 
higher mental processes, including think­
ing, language, memory, problem solving, 
knowing, reasoning, judging, and deci­
sion making (Module 21) 

cognitive treatment approaches Tl\'at­
ment ilpproaches thilt teach people to 
think in mol\' ildaptive ways by changing 
their dysfunctional cognitions about the 
world and themselves (Module 40) 

collective unconscious According to 
Carl Jung, a common set of ideas, feel­
ings, images, and symbols that we inherit 
from our ancestors, the whole human 
race, and evCll nonhuman ancestors from 
the distanl past (Module 31) 

comm uni ty psychology A branch of psy­
chology lhat focuses on the pl\'vcntion 
and minimization of psychological disor­
ders in the community (Module 42) 

companionate love The strong affection 
we have for those with whom our lives 
are deeply involved (Module 46) 

compliance Behavior that occurs 
in response 10 direct social pressure 
(Module 44) 

compuls ion An irres istible urge to carry 
out some ael that seems strange or unrea­
sonable (Module 38) 

concepts Categorizations of objects, 
events, or people that share common 
properties (Mod ule 21) 

Glossa ry 

concrete operational s tage According 
to Jean Piaget, the period from 7 to 12 
years of age thilt is characterized by logi­
cal thought and a loss of egocentrism 
(Module 28) 

conditioned respon~ (CR) A response 
Ihat, after condi tioning. follows a pl\'vi­
ously neutral s timulus (e.g., salivation at 
the ringing of il bell) (Module 15) 

conditioned s timulus (CS) A once-neu­
tral s timulus that has been paired with 
an unconditioned stimulus to bring about 
a response formerly caused only by the 
unconditioned slimulus (Module 15) 

cones Cone--shaped, light-sensitive recep­
lor cells in the retina that are responsible 
for sharp focus and color perception, par­
ticularly in bright light (Module 9) 

confi rmation bias The tendency to favor 
infonnation that supports one's ini ti a l 
hypotheses and ignore contradictory 
information Ihal supports alternative 
hypotheses or solutions (Module 21) 

conform ity A change in behavior or atti­
tudes brought about by a desire to follow 
the beliefs or standards of oth(>r people 
(Module44) 

consciousness The awareness of senSol­
tions, thoughts, and feelings being experi­
enced at a given moment (Module 12) 

constructive processes Processes in 
which memories are influenced by the 
meaning we give to events (Module 19) 

continuous reinforcement schedule Re­
inforcing of a behavior every time it 
o<;curs (Module 16) 

control group A group participating in 
an experiment Ihal receives no treatment 
(Module 3) 

convergent thinking The ability to pro­
duce responses thilt are based primarily 
on knowledge and logic (Module 21) 

conversion disorder A major somato­
form disorder that involves an actual 
physical disturoonce, such as the inability 
to use a sensory organ or the complete or 
partial inability to move an arm or a leg 
(Module 38) 

coping The efforts to control. reduce, or 
learn to tolerate the threats that lead to 
sire,... (Module 34) 

correlat ional research Research in which 
the rela tionship between two sets of vari­
ables is examined to determine whether 
they are associated, or Ncorrelated" 
(Module 3) 
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creativity The abilily to generale original 
ideas or solve problems in novel ways 
(Module 21) 

cross-sectional Jf~search A research 
method that compares people of different 
ages at the Solme point in time (Module 27) 

crystallized inlelligence The accumula­
tion of information, skills, and s trategies 
Ihal al\' learned through experience and 
can be applied in problem-solVing sitUil­
tions (Module 23) 

cue-dependent forgetting Forgetting 
that occurs when thel\' are insuff icient 
retrieval cues to rekindle information that 
is in memory (Module 20) 

culture-fai r IQ tes t A test that does not 
discriminate againstlhe members of any 
minority group (Module 23) 

da ily hass les See: background stressors 
(Module34) 

daydreams Fantasies that pt.'Ople con­
st ruct while awake (Module 12) 

decay The loss of information in memory 
through its nonuse (Module 20) 

declarative memory Memory for factual 
information: names, faces, dales, and the 
like (Module 18) 

defense mechanisms In Freudian theory, 
unconscious strategies that people use to 
reduce anxiety by concealing the source 
of the anxiety from themselves and oth­
ers (Module 31) 

deinstitutionalization The transfer of 
former mental patients from ins titutions 
to the community (Module 42) 

dend rite A cluster of fibers at one end 
of a neuron Ihal receive messages from 
other neurons (Module 5) 

dependent variable The variable thilt is 
measured and is expected to change as 
a result of changes caused by the exper­
imenter 's manipulation of the indepen­
dent variable (Module 3) 

depressants Drugs that slow down the 
nervous sys tem (Module 14) 

depth perception The ability to view the 
world in three dimensions and to per­
ceive distance (Module 11) 

descriptive research An approilch to 
research des igned to systematically inves­
tigate a person, group, or patterns of 
behavior (Module 3) 

determinism The idea thai people's 
behavior is pnxluced primarily by factors 
outside of their willhll control (Module 2) 
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developmental psychology The branch 
of psychology that studies the patterns of 
growth and change that occur throughout 
life (Module 27) 

Diagnostic mrd Statistical Mallual of 
Melltal Disorders, Fourth EditiOlr, Text 
Revisioll (DSM-IV-TRJ A system, devised 
by the American Psychiatric Association, 
used by most professionals to diagnose and 
classify abnormal behavior (Module 37) 

dia lect ical behavior therapy A fonn of 
tre<ltment in which the focus is on getting 
people to accept who they are, regardless of 
whether it matches their ideal (Module 40) 

difference threshold (just noticeable 
difference) The smallest level of added 
or reduced stimulation required to sense 
that a change in stimulation has occurred 
(Module 8) 

di ffusion of responsibility The tendency 
for poopl\.' to feel that responsibility for 
acting is shared, or diffused, among those 
present (Module 46) 

d iscriminat ion Behavior directed toward 
individuals on the basis of their member­
ship in a particular group (Module 45) 

disengagement theory of aging A theory 
ttmt SUggl'StS that aging produces a 
gradual withdrawal from the world on 
physical, psychological, and social levels 
(Module 30) 

di spositional causes (of behavior) Per­
ceived causes of behavior tfult are based 
on internal traits or personality factors 
(Module 43) 

di ssociative amnesia A disorder in 
which a significant, selective memory loss 
occurs (Module 38) 

dissociative disorders Psychological 
dysfunctions characterized by the sepa­
ration of critical personality facets that 
are normally integrated, allowing stress 
avoidance through escape (Module 38) 

dissociative fugue A form of amnesia 
in which the individual leaves home 
and sometimes assumes a new identity 
(Module 38) 

di ssociative identity dis order (or mul­
tiple personali ty disorder) A disorder 
in which a person displays characteris­
tics of two or more distinc t pen;;on"lities 
(Module 38) 

divergent thinking The ability to gener­
ate unusual, yet nonetheless <lppropri­
<ltc, responses to problems or questions 
(Module 21) 

double standard The view that premari­
tal sex is permissible for males but not for 
females (Module 25) 

dreams-far-survival theory The theory 
suggesting that dreams pennit infonna­
tion th"t is critical for our daily survival 
to be reconsidered and rep~ssed dur­
ing sleep (Module 12) 

drive Motivational tension, or arousal, 
that energizes beh~vior to fulfill a need 
(Module 24) 

drive-reduction ~pproaches to motiva­
tion Theories suggesting that a lack of 
a basic biological requirement such as 
water produces a drive to obtain th<lt 
requirement (in this case, the thirst drive) 
(Module 24) 

drug therapy Control of psychologi­
t<ll disorders through the use of drugs 
(Module 42) 

eardrum The part of the ear that vibrates 
when sound hits it (Module 10) 

eclectic approach to therapy An 
approach to therapy that uses te<:h­
niques taken from a variety of tre<lt­
ment methods, rather than just one 
(Module 41) 

ego The p<lrt of the person<llity that 
provides a buffer between the id and the 
outside world (Module 31) 

egocentric thought A way of think-
ing in which a child views the world 
entirely from his or her own perspective 
(Module 28) 

ego-integrity-versus-despair s tage Ac­
cording to Erik Erikson, a period from 
late adulthood until death during which 
we review life's accomplishments and 
failures (Module 29) 

electroconvulsive therapy (ECT) A 
p~dure in which an electric current of 
70 to 150 volts is briefly administered to 
a patient's head, causing a loss of con­
sciousness and often causing seizures 
(Module 42) 

em bryo A developed zygote that 
has a heart, <l brain, and other organs 
(Module 27) 

emotional intelligence The set of skills 
th<lt underlie the accurate assessment, 
evaluation, expression, " nd ""subtion of 
emotions (Module 23) 

emotions Feelings IhM generally h<lvC 
both physiological and cognitiveele­
ments <lnd th<lt influence behavior 
(Module 26) 
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endocrine system A chemical commu­
nic<ltion network that sends mess~gl'5 
throughout Ihe body via the bloodstream 
(Mod u lc 6) 

episodic memory Memory for events 
that occur in a particular time, place, or 
context (Module 18) 

estrogens Class of femal e sex honnones 
(Mod ule 25) 

evolut ionary psychology The branch 
of psychology that seeks to identify 
beh<lvior patterns that arc a result of our 
genetic inheritance from our <lncestors 
(Module 6) 

exci tatory message A chemical message 
that makes it more likely that a receiving 
neuron will fire and an action potential 
will travel down its "xon (Mod ule 5) 

experi ment The inves tigation of the rela­
tionship between two (or more) v<lriables 
by deliberatcly prodUCing a change in 
one va.riable in <l s itu<llion and observing 
the effects of that change on other aspects 
of the situation (Module 3) 

experi mental bias F"ctors that distort 
how the independent variable affec ts 
the dep endent variable in an experiment 
(Mod u le 4) 

experimental g roup Any group partici­
pating in an experiment that receives a 
treatment (Module 3) 

experi mental manipulation The change 
that an experimenter deliberately pro­
duces in a situation (Module 3) 

explicit me mory Intentional or conscious 
recollec tion of information (Module 19) 

extinction A basic phenomenon of learn­
ing that occurs when a previously condi­
tioned response decreases in frequency 
and eventually disappears (Module 15) 

extramarital sex Sexual ac tivi ty between 
" married person and someone who is 
not his or her spouse (Module 25) 

familial retardation Mental retardation 
in which no apparent biologic<ll defect 
exists, but there is a history of retardation 
in the family (Modu le 23) 

famil y therapy An approach that 
focuses on the fam ily and its dynamiCS 
(Module 41) 

f~atu .... analy"i" An "pprollch to percep­
tion suggesting that we perceive a sh"pe, 
pattern, object, or scene through the reac­
tion of specific neurons to the individual 
elements th<ll make up the stimulus 
(Module 11) 
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future detection The 3ctivation of neu­
rons in Ihe cortex by visual stimuli of 
spednc Sh3pes or patterns (Mooule 9) 

fe lal a1cohol syndrome The most com­
mon C3US(' of mental retardation in new­
borns, occurring when Ihe mother uses 
alcohol during pregnancy (Module 23) 

fetus A develop ing individu31, from 
eighl weeks after conception until birth 
(Mooule 27) 

fixations Conflicts or concerns that per­
sis t beyond the developmental period in 
which they firs t occur (Module 31) 

fi xed-interval schedu le A schedule th3t 
provides reinforcemenl for a response 
only if a fixed time period has e lapsed, 
m3king over311 rates of response rela­
tively low (Module 16) 

fixed-ratio schedule A schedule by 
which re inforcemenl is given only after 
a specific number of responses 31l' m3de 
(Module 16) 

flashbulb memories Memories centered 
on 3 specific, import3nt, or s urprising 
even that are so vivid it is as if they 
represenled a snapsho l of the e\'ent 
(Module 19) 

fluid in tell igence Inlelligence th3t 
reflects information-processing C3p3bili­
tics, 1l'3soning, and memory (Module 23) 

formal operational stage According 
to Je3n Piagct, Ihe period from age 12 
to adulthood that is char3cterized by 
abstract thought (Module 28) 

free will The idea that behavior is 
caused primarily by choices that are 
made freely by the individual (Module 2) 

frequency theory of heari ng The theory 
that the entire basilar membrane acts like 
a microphone. vibrating as a whole in 
response to sound (Module 10) 

frustu tion The thwarting 01" blocking 
of some ongOing. goal-directed beha\'ior 
{Module 46) 

functio nal fixedness The tendency to 
think of an object only in terms of its 
typical use (Module 21) 

fun ctionalism An e3rly approach to 
psychology th.1l concentrated on what 
the mind doos..-thc funclio"" of mental 
act ivity-and the role of behavior in 
allowing people to adapt to their environ­
ments (Module 2) 

fu ndamental att ribution erro r A ten­
dency to overil ttribute others' behavior to 
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dispositional causes and the correspond ­
ing minimizat ion of the importance of 
situational causes (Module 43) 

g or g-factor The single, general mctor 
for mental ilbility assumed to underlie 
intelligence in some early theories of 
intelligence (Module 23) 

gate-con trollheory of pain The Iheory 
that particular nerve receptors lead to 
specific are.1S of Ihe brain related 10 pain 
(Module 10) 

general adaptation syndrome (GAS) A 
theory developed by Hans Sclye that 
suggests thilt a person's response to a 
stressor consists of three stilges: alarm 
and mobilization, resistance, and exhaus­
tion (Module 34) 

generalized anxiety disord t' r The experi­
ence of long-tt'rm, persistent anxiety and 
worry (Module 38) 

generativity-versu5-stagnation stage Ac­
cording to Erik Erikson, a period in 
middle adulthood during which we take 
stock of our contributions to fam ily and 
society (Module 29) 

genes The parts of the chromQSOmes 
through which genetic information is 
transmitted (Module 27) 

genetic preprogramm ing theories of 
aging Theories that suggest thill humnn 
cells have a built-in time limit to their 
reproduction, and that after a certain 
time they are no longer able to div ide 
(Module30) 

genita l stage According 10 Sigmund 
Freud, the period from puberty until 
death, marked by mature sexual Jx.h.1vior 
(!hal is. sexual intercourse) (Module 31) 

geni tals The maleilnd female sex Orgilns 
(Module 25) 

gestalt (seh SHTALLT) laws of orga­
ni:l:a tion A series of principles that 
des..:ribe how we organize bits and pieces 
of informiltion into meaningful wholes 
(Module 11) 

gestalt psychology An approach to psy­
chology that focuses on the organiz.1lion 
of per«>ption and thinking in a "whole" 
sense ra ther than on the individual ele­
ments of perception (Module 2) 

!)"stalt lh"rapy A trciltmCl1 t <lppwm:h 
in which people ilre led to examine thei r 
earlier experiences and complete ilny 
"unfinished business" from their past 
that mny still affect ilnd color present-day 
reliltionships (Module 41) 
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grammar The system of rules that deter­
mine how our thoughts can be expressed 
(Module 22) 

group therapy Therapy in w hich people 
meet with a therapist to discuss problems 
with a group (Module 41) 

group th ink A type of thinking in which 
group members share such n strong moti­
vation to ilchieve consensus that they lost 
the nbility to Critically evaluate al terna­
tive points of view (Module 44) 

habi tuation The decrease in response 
to a stimulus that occurs aftt'r repealed 
presentations of the same stimulus 
(Module 28) 

hair cells TIny cells covering the bilsilar 
membrane that , when Jx.nt by vibra tions 
entering the cochlea, transmil neural mes­
sages to the brain (Module 10) 

hallUCinogen A drug that is cilpable o f 
producing ha llucinations, 01" changes in 
the perceptual process (Module 14) 

h.illo effect A phenomenon in which 
an initial understanding that a per-
son has positive traits is used to infer 
other uniformly posi tive charilcteristics 
(Module 43) 

hardiness A personality characteristic 
associated with a lower rate of stress­
related illness, consisting of three com­
ponents: commitment, challenge, and 
control (Module 34) 

health psychology The branch of psy­
chology thilt investigates the psychologi­
COIl factors related to wellness and illness, 
including the prevention, diagnOSiS, 
and treatment of medical problems 
(Module 34) 

hemispheres Symmetricillleft and right 
halves of the brain tha t conlrolthe side 
of the body opposite to their location 
(Module 7) 

heritability A measure of the degree 
to which a characteristic is related to 
genetic. inheri ted factors (Mooule 23) 

heterosexuali ty Sexual ilttraction 
and beha\'ior directed to the other sex 
(Module 25) 

heuristic A cogni tive shortcut Ihill may 
lead to a solution (Module 21) 

homeostasis The body's tendency 
to milintain a steady internal state 
(Mod ule 24) 

homosexuals Persons who a re sexually 
attracted to members of Iheir own sex 
(Module 25) 



Feldman: Essentials 01 
Underslanding Psychology, 
Sevanth Edition 

Back Maner Glossary 

G-6 Glossary 

honnones Chemicals that cir<:ulate 
through the blood and regulnte the fu nc­
tioning or growth of the body (Module 6) 

h u manistic approaches 10 personal-
ity Theories that emphasize people's 
innate goodness and desire to achieve 
higher levels of functioning (Module 32) 

humanistic perspective on psychological 
disorders The perspective that empha­
sizes the responsibility people have for 
their own behavior, even when such 
behavior is abnormal (Module 37) 

h u manistic perspect ive The appro.1ch 
that suggests that all individuals natu­
rally s trive to grow, develop, and be 
in control of their lives and behavior 
(Module 2) 

humanistic therapy Therapy in which 
the underlying rationale is that people 
have control of their behavior, can make 
choices about their lives, and are essen­
tially n'sponsible for solving their own 
problems (Module 41 ) 

hypnosis A trancelike sta te of height­
ened susceptibility to the suggestions of 
others (Module 13) 

hypochondriasis A disorder in which 
people have a constant fear of illness 
and a preoe<:upation with their health 
(Module 38) 

hypothalamus A tiny pari of the brain, 
located below the thalamus, that main­
tains homeostasis and produces and 
regulates vital behavior, such as eating, 
drinking and sexual behavior (Module 7) 

hypothesis A prediction, stemming from 
a theory, stated in way that al!ows it to be 
tested (Module 3) 

id The raw, unorganized, inborn part 
of f'l.'rsonality whose sole purpose is 
to reduce tension created by primitive 
drives related to hunger, sex, aggression, 
and irrational impulses (Module 31) 

identical twins Twins who are geneti­
cany identical (Module 27) 

identification The process of wanting to 
be like another person as much as p0s­
sible, imitating that person's behavior 
and adopting similar beliefs and values 
(Module 31) 

idontity The distinguishing character of 
the individual: who each of us is, what 
our roles are, and what we are c<lpable of 
(Module 29) 

identity-versus-role-confus ion stage Ac­
cording to Erik Erikson, a time in adoles-

cence of major testing to determine one's 
unique qualities (Module 29) 

implicit memory Memories of which 
people are not consciously aware, but 
which can affect subsequent perfonnance 
and behavior (Module 19) 

incentive approaches to motiva tion The­
ories suggesting that motivation stems 
from the desire to obtain valued external 
goals, or incentives (Module 24) 

independent variable The variable 
that is manipulated by an experimenter 
(Module 3) 

industrial-organi;ea tional (110) psychol­
ogy The branch of psychology focusing 
on work and job-related issues, including 
worker motivation, satisfaction, safety. 
and productivity (Module 44) 

industry-versus- inferiori ty s tage Accord­
ing to Erik Erikson, the bst stage of child­
hood, during which children age 6 to 12 
yems mOlY develop positive social interac­
tions with others or may feel inadequate 
and become less sociable (Module 28) 

in feriori ty complex According to Alfred 
Ad!('r, a problem affecting adults who 
have not been able to over<:ome the feel­
ings of inferiority that they developed as 
children, when they were sm<lll and lim­
ited in their knowledge about the world 
(Module 31) 

infonnation process ing The way in 
which people take in, use, and store 
information (Module 28) 

infonned consent A document signed 
by participants affirming that they have 
been told the bask outlines of the study 
and are aware of what their p<lrticipation 
w ill involve (Module 4) 

inhibitory message A chemical mess..1ge 
that prevents or decreases the likeli­
hood that a receiving neuron will fire 
(Module 5) 

initiative-versus-guilt s tage According 
to Erik Erikson, the period during which 
children ages 3 to 6 years experience con­
flict between independence of action and 
the sometimes neg<ltive results of that 
action (Module 28) 

insight A sudden awareness of the rela­
tinn~hip" among va rioll~ plemenll<; that 
had previously appeared to be indepen­
dent of one another (Module 21) 

instincts Inborn patterns of behavior that 
are biologically detcnnined rather than 
learned (Module 24) 
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intellectually g ifted The 2 to 4 percent 
of the population who have IQ scores 
great('.r th<ln 130 (Module 23) 

intelli gence quolient (lQ) A score that 
t<lkes into account an individual's mental 
and chronological ages (Module 23) 

intelligence tests Tests devised to 
quantify a person's level of intelligence 
(Module 23) 

intelligence The capacity to understand 
the world, think rationally, and use 
resources effectively when faced with 
challenges (Module 23) 

interference The phenomenon by which 
information in memory disrupts the 
recall of other information (Module 20) 

intemeurons Neurons that connect sen­
sory and motor neurons, carrying mes­
sages between the two (Module 6) 

interpersonal att raction (or dose 
relationship) Posi tive feelings for others; 
liking and loving (Module 46) 

interpersonal therapy OPT) Shorl-term 
therapy that focuses on the context of 
current social relationships (Module 41) 

int imacy-versus-isola tion stage Accord­
ing to Erik Erikson, a period during early 
adulthood that focuses on d eveloping 
dose relationships (Module 29) 

introspedion A procedure used to study 
the structure of the mind in which sub­
jects are asked to describe in detail what 
they are experiencing when they are 
exposed to a s timulus (Module 2) 

JameS-Lange Ihwry of emotion The 
belief that emotional experience is a 
reaction to bodily events occurring as a 
result of an external si tuation ("I feel sad 
oc'Cause I am crying") (Module 26) 

just noticeable difference 5Cf'difference 
threshold (Module 8) 

Korsakoff's syndrome A disease that 
afflicts long-term alcoholics, leaving some 
abilities intact, but including hallucina­
tions and a tendency to repeat the same 
story (Module 20) 

bnguage The communication of infor­
mation through symbols arranged 
according to systematiC rules (Module 22) 

ianguago-acquis;tion devi"" A neural 
system of the brain hypothesized by 
Nnam Chomsky to permit understanding 
of language (Module 22) 

latency period Accord ing to Sigmund 
Freud, the period between the phallic 
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stage and puberty during which chil­
dren's sexual concerns are temporarily 
put aside (Module31) 

latent conten t of dreams ACCQrding to 
Sigmund Freud, the "disguised" meaning 
of dreams, hidden by more ob\'ious sub­
jects (Module 12) 

latent learning Lr:aming in which a new 
behavior is acquired but is not demon­
strated until some incentive is provided 
for displaying it (Module 17) 

lateralization The dominance of one 
hemisphr:re of the brain in specific func­
tions, such as language (Modulr: 7) 

learned help lessness A state in which 
people conclude that unpleasant or aver­
sive stimuli cannot be controlled-a v iew 
of the world that becomes so ingrained 
that they cr:ase trying to remedy the aver­
sive circumstances, r:ven if they actually 
can exert somr: influence (Module 34) 

learning A relatively permanent change 
in behavior brought about by experience 
(Module 15) 

learning-theory approach to language 
development The theory suggesting that 
language acquisi tion follows the prin­
ciples of reinforcement and conditioning 
(Module 22) 

levels-of-processing theory The theory 
of memory that emphasizes the degree to 
which new material is mentally analyzed 
(Mexlulc 19) 

life review The process by which 
people examine and evaluate their lives 
(Mexlule3U) 

limbic sys tem The part of the brain that 
controls eating, aggresSion, and rep roduc­
tion (Module 7) 

linguistic- relativity hypothesis The 
notion that language Sh.1pes and may 
dr:termine the way people in a particu­
lar culture percr:ive and undr:rstand the 
world (Module 22) 

lithium A drug made up of mineral salts 
that is used to treat and prevent manic 
episodes of bipolar disorder (Module 42) 

lobes The four major sections of the cere­
bral cortex: fron tal, parietal, temporal, 
and occipital (Module 7) 

longi tudinal resean.:h A research method 
that investigates behavior as par ticipants 
age (Module 27) 

long-term memory Memory that s tores 
information on a rela tiV('ly permanent 
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basis, although it may be difficul t to 
retrieve (Module IS) 

major depression A severe form of 
dr:pression that in terfr:res with concen­
tration, decision making, and sociabili ty 
(Module 38) 

mania An extended sta te of in tense, wild 
elation (Module 38) 

manifest content of dreams According 
to Sigmund Freud, the apparent story 
line of dreams (Module 12) 

mastu rbation Sexual self-stimulation 
(Module 25) 

means-ends analysis Repeated testing for 
differences between the desired outcome 
and what current ly exists (Module 21) 

medical perspective on psychological 
disorders The perspective that suggests 
that when an individual displays symp­
toms of abnormal behavior, the root cause 
will be found in a phySical examin<ltion 
of the individual, which may reveal a 
hormonal imbalance, a chemical defi­
ciency, or a brain injury (Module 37) 

meditation A learned technique for 
refOCUSing attention that brings about an 
altered sta te of consciousnr:ss (Mod ule 13) 

memory The PCOCt.'ss by which we 
encode, store, and retrieve information 
(Module 18) 

memory trace A physical change in the 
brain that occurs when new material is 
learned (Module 20) 

menopause The period during which 
women stop menstruating and are no 
longer fertile (Module 30) 

menta l age The averagr: agr: of individu­
als who achieve a particular level of per­
formance on a test (Module 23) 

menta l images Representations in the 
mind that resemble the object o r event 
being represented (Module 21) 

menta l retardation A condition charac­
terized by significant limitations both in 
intellectual functioning and in concep­
tual, social, and practical adaptive skill s 
(Module 23) 

menta l se t The tendency for o ld patterns 
of problem solving to persist (Module 21) 

metabolism The rate at w hich food is 
converted to energy and expended by the 
body (Module 25) 

metacog nilion An awareness and under­
standing of one's own cognitive processes 
(Module 28) 
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Minnesota Multiphasic Personality 
Inventory-2 (MMPI-2) A widely used 
self- report test that identifies people 
wi th psychological difficulties and is 
employed to predict some everyday 
behaviors (Module 33) 

mood disorder An emotional distur­
bance that is strong enough to in trude on 
everyday Jiving (Module 38) 

motivation The factors that direct and 
energize the behavior of humans and 
other organisms (Module 24) 

motor area The part of the cortex that is 
largely responSible for the body's volun­
tary movement (Module 7) 

motor (efferent) neurons Neurons that 
communicate information from the 
nervous sys tem to muscles and glands 
(Module 6) 

mult iple personali ty disorder 5« disso­
cia tive identity disorder (Module 38) 

myelin sheath A protective coat of fat 
and protein that wraps around the neu­
ron (Module 5) 

narcissistic personality disorder A per­
sonali ty disturbance characterized by 
an exaggerated sense of self-importance 
(Mod ul(' 38) 

narcotics Drugs that increase relaxa tion 
and relieve pain and anxiety (Module 14) 

naturalistic observation Research in 
which an investigator simply observes 
some naturally occurring behavior and 
does not make il change in the situation 
(Module 3) 

nature-nurture issue The issue of the 
degree to which environment and hered­
ity influence behavior (Module 27) 

need fo r achievement A stable, learned 
characterist ic in which a person obtains 
satisfaction by striving for and attaining a 
level of excellence (Module 25) 

need fo r affiliation An interest in estab­
lishing and maintaining relationships 
with other people (Module 25) 

need for power A tendency to seek 
impact, control, or influence over others, 
and to be 5('(.'n as a powerful ind ividual 
(Module 25) 

nesative «>infou:er An unpleasant st;m­
ulus whose relrun.'llilead s to an increase in 
the probabili ty that a preceding ,,"'Sponsc 
will be repeated in the future (Module 16) 

neo-Freudian psychoanalysts Psycho­
analysts who were trained in traditional 
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Freudian theory but who la ter rejected 
some of its major pOints (Module 31) 

neonale A newborn child (Module 28) 

neurons Nerve cells, the basic clements 
of Ihe nervous syslem (Module 5) 

neuroplastici ly Changes in the brain that 
occur throughout the life span relating to 
the addition of new neurons, new inter­
connections between neurons, and the 
reorganization of information-processing 
areas (Module 7) 

neuroscience perspective The ilpproilch 
that views behavior from the perspective 
of the brain, the nervous system, and 
other biological functions (Module 2) 

neurot r.m smitters Chemicills that cilrry 
messages across the synapse to the den­
drite (and sometimes the cell body) of a 
re<:eiver neuron (ModuleS) 

neutral s timulus A stimulus that, 
before conditioning, does not naturally 
bring about the response of intercst 
(Module 15) 

nonns Standards of test performance 
thot permit the compilrison of one 
person's score on a test with the scores 
of other individuals who have tilken the 
same test (Module 23) 

obedience A chilnge in behavior in 
response to the commands of othef5 
(Module 44) 

obesity Body weight that is more than 
20 percent above the average weight 
for a pef50n of a particular height 
(Module 25) 

object permanence The awareness that 
objCCIs-and people---.::ontinue to exist 
even if they are out of sight (Module 28) 

observational learning Learning by 
observing the behavior of another person, 
or model (Module 17) 

obsession A persistent, unwanted 
thought or idea that keeps recurring 
(Module 38) 

obsessive...::ompulsive disorder A disor­
der characterized by obsessions or com­
pulsions (Module 38) 

Oedipal conflict A child's sexual inter­
esting his or her opposite-sex parent, 
typicillly resolved through identification 
with the same-sex Pilrent (Module 31) 

operant conditioning Learning in which 
a voluntary response is strengthened or 
weakened, depending on its favorable or 
unfavorable consequences (Module 16) 

operational definition The translation of 
a hypothesis into specific, testable proce­
dures that can be measured and observed 
(Module 3) 

opponent-process theory of color 
vision The theory that receptor cells 
for color are linked in pairs, working in 
opposition to each other (Module 9) 

optic nerve A bundle of ganglion axons 
that carry visual informiltion to the brain 
(Module 9) 

oral stage According to Sigmund Freud, 
a stage from birth to age 12 to 18 months, 
in which an infant's center of pleasure is 
the mouth (Module 31) 

otoliths TIny, motion-sensitivecrystals 
within the semicircular canals that sense 
body acceleration (Module 10) 

overgeneralization The phenomenon by 
which children app ly language rules even 
when the application resul ts in an error 
(Module 22) 

ovulat ion The point at which an egg is 
released from the ovaries (Module 25) 

panic disorder Anxiety disorder that 
takes the form of paniC attacks lasting 
from a few seconds to as long as several 
hours (Module 38) 

parasympathetic division The Pilrt o f 
the autonomic division of the nervous 
system that acts to calm the body after an 
emergency lor a stressful situation] has 
ended (Module 6) 

partial (or intermittent) re inforcement 
schedule Reinforcing of il behavior some 
but not all of the time (Module 16) 

pass iona le (or romantic) love A state 
of intense absorption in someone that 
includes intense physiological arousal, 
psychological interest, and caring for the 
needs of ilnother (Module 46) 

perception The sorting out, interpreta­
tion, analySiS, and integration of s timuli 
by the sense organs and brain (Module 8) 

peripheral nervous system The part 
of the nervous system that includes the 
autonomic and somatic subdivisions; 
made up of neurons with long axons and 
dendrites, it branches out from the spinal 
cord ilnd brain ilnd reaches the extremi­
ties of the body (Module 6) 

peripheral route processing Mess..-.ge 
interpretation characterized by consid­
eration of the source and related general 
information rather than of the message 
itself (Module 43) 
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pennissive parents Parents who give 
their children relaxed or inconsistent 
direction and, although wann, require 
little of them (Module 28) 

personal stressors Milior life events, such 
as the death of a family member, that 
have immediate consequences tha t gener­
ally fade with time (Module 34) 

personal.ity The Pilttern of enduring 
characteristics thilt produce consis tency 
and individuality in a given person 
(Module 31) 

personal.ity disorder A disorder charac­
terized by a set of inflexible, maladaptive 
behilvior fXlttems that keep a person 
from functioning appropriately in society 
(Mod ule38) 

person...::entered therapy Therapy in 
which the goal is to reach one's potential 
for self-actualization (Module 41 ) 

phallic s tage According to Sigmund 
Freud, a period beginning around age 3 
during which a child 's pleasure focuses 
on the geni tals (Module 31) 

phobi as Intense, irrational fears of spe­
cific objects or situations (Module 38) 

phonemes The smallest units of speech 
that ilffed meilning (Module 22) 

phonology The study of the smallest units 
of speech. called phonemes (Module 22) 

pituita ry g land The major component of 
the endocrine system, or "master gland," 
which secretes honnones that control 
growth and other parts of the endocrine 
system (Module 6) 

placebo A false treatment, such as a pill, 
"drug," or other substance, without any 
significant chemical properties or active 
ingredient (Module 4) 

place theory of hearing The theory 
that d ifferent areas of the basilar mem­
brane respond to different frequencies 
(Module 10) 

posi tive re inforcer A stimulus added 
to the environment tlmt brings about 
an increase in a preceding response 
(Module 16) 

posttraumatic stress disorder (PTSD) A 
phenomenon in which vic tims of major 
catastrophes or strong personal stressors 
feel long-las ting effects that m"y indude 
re-experiencing the event in vivid flash­
backs or dreams (Module 34) 

practical intelligence According to 
Robert Sternberg, in telligence related to 
overaU success in living (Module 23) 
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prej udic@ A negative (or positive) evalu­
ation of a particular group and its mem­
bers (Module 45) 

p reoperational stage According to Jean 
riaget, the period from 2 to 7 years of age 
that is characterized by language devel­
opment (Module 28) 

priming A phenomenon in which expo­
sure to a word or concept (called a prime) 
la ter makes it easier to recall related 
information, even when there is no con­
scious memory of the word or concept 
(Module \9) 

principl@of cons@rvation The knowl­
edge that quanti ty is unrelated to the 
arrangement and phySical appearance of 
objects (Module 28) 

proactiv@interference Interference in 
which information learned earlier dis­
rupts the recall of newer information 
(Module 20) 

p rocedural memory Memory for skills 
and habits, such as riding a bike or hit­
ting a baseball, sometimes referred to as 
l1olldedrlrolive memQry (Module 18) 

p rogesterone A female sex hormone 
secreted by the ovaries (Module 25) 

p rojective personali ty tests A test in 
which a person is shown an ambiguous 
stimulus and asked to describe it or tell a 
story about it (Module 33) 

prosociaI behavior Helping behavior 
(Module 46) 

p ro totyp@s Typical, highly representative 
samples of a concept (Module 21) 

psychoact ive drugs Drugs that influence 
a person's emotions, perceptions, and 
behavior (Module 14) 

psychoanalysis Freudian psychotherapy 
in which the goal is to release hidden 
unconscious thoughts and feelings in 
order to reduce their power in controlling 
behavior (Module 40) 

psychoanalytic perspective on psycho­
logical disorders The perspective that 
suggests that abnormal behavior stems 
from childhood conflicts over opposing 
wishes regarding sex and aggression 
(Module3?) 

psychoanalytic tht>Ory Sigmund Freud',. 
theory that unconscious forces act as 
determinants of personality (Module 31) 

psychodynamic approaches to person­
ality Approaches that assume that per­
sonality is motivated by inner forces and 
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conflicts about which people have li tt le 
awareness and over which they howe no 
control (Module 31) 

psychodynamic perspective The 
approach based on the view that behav­
ior is motivated by unconscious inner 
forces over which the individual has little 
control (Module 2) 

psychodynamic therapy Therapy that 
seeks to bring unresolved past conflicts 
and unacceptable impulses from the 
unconscious into the conscious, where 
patients may deal with the problems 
more effe<:tively (Module 40) 

psycholog ical tests Standard measures 
devised to assess behavior obje<:tively; 
used by psychologists to help people 
make dedsions about their lives and 
understanding more about themselves 
(Module 33) 

psychology The so::ientific study 
of behavior and mental processes 
(Module 1) 

psychoneuroimmunology (PNI) The 
study of the rela tionship among psycho­
logical factors, the immune system, and 
the brain (Module 34) 

psychophysics The study of the rela­
tionship between the physical aspects of 
stimuli and our psy<::hological experience 
of them (Module 8) 

psychophysiological disord@rs Medical 
problems influenced by an interaction of 
psychological, emotional, and physical 
difficulties (Module 34) 

psychos@xual stages Developmental 
periods that children pass through during 
which they encounter conflicts between 
the demands of society and their own 
sexual urges (Module 31) 

psychosocial developm@nt Development 
of ind ividuals' inlf.'ractions and under­
standing of each other and of their 
knowledge and understand ing of them­
selves as members of society (Module 28) 

psychosurgery Brain surgery on<::e used 
to redu<::e the symptoms of mental disor­
der but rarely used today (Module 42) 

psychotherapy Treatment in which a 
trained professional-a therapist-uses 
fXychologicill t<,<,hniq"e~ to help" per"...,n 
overcome psychological difficulties and 
disorders, resolve problems in living, or 
bring about personal growth (Module 40) 

puberty The period at which maturation 
of the sexual organs occurs, beginning at 
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about age II or 12 fo r girls and 13 or 14 
for boys (Module 29) 

punishment A stimulus tha t decreases 
the p robability that a previous behavior 
will occur again (Module 16) 

random assignment to cond ition A pro­
cedure in which participants are assigned 
to different experimental groups or 
"conditions" on the basis of chance and 
chance alone (Module 3) 

rapid eye movement (REM) sleep Sleep 
occupying 20 percent of an adult's sleep­
ing time, characterized by increased heart 
ra te, blood pressure, and breathing rate; 
erections (in males); eye movements; and 
the experience of dreaming (Module 12) 

rat ional-emolive behavior therapy A 
form of therapy that attempts to restruc­
ture a person's belief system into a more 
realistic, rational, and logical set of views 
by challenging dysfunctional beliefs that 
maintain irra tional behavior (Module 40) 

reactance A disagreeable emotional and 
cognitive reaction that resu lts from the 
restriction of one's freedom and that can 
be associated with medical regimens 
(Mod ule 36) 

recall Memory task in which specific 
information must be retrieved (Module 19) 

rec iprocity-of-liking effect A tendency 
to like those who like us (Module 46) 

recog nit ion Memory t.lsk in which 
individuals are presented with a stimu­
lus and asked whether they have been 
exposed to it in the past or to identify it 
from a list of alternatives (Module 19) 

refl exes Unlearned, involuntary 
responses that occur automatical1y in the 
presence of c('rlain stimuli (Module 6, 
Module 28) 

r@h@arsa l The repetition of information 
tha t has entered short-term memory 
(Module 18) 

reinfo rcement The p rocess by which a 
stimulus increases the probability that 
a preceding behavior will be repea ted 
(Module 16) 

r@i nforcer Any stimulus that increases 
the probability that a pre<:eding behavior 
will occur again (Module 16) 

reliability The property by which tests 
measure consistently what they are trying 
to measure (Module 23) 

f@plication The repeti tion of research, 
sometimes using other procedures, sct-
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tings, and groups of participants, to 
increase confidence in prior findings 
(Module 3) 

repression The primary defense mecha­
nism in which unacceptable or unpleas­
ant id impulses are pushed back into the 
unconscious (Modu[e 31) 

resting state The sta te in which there is 
a negative e[e<:trica[ charge of about 270 
millivolts within a neuron (Module 5) 

re licul ar formation The part of the brain 
extending from the medulla through the 
pons and made up of groups of nerve 
cells that can immediately activate other 
parts of the brain to produce general 
bodily arousal (Module 7) 

retina The part of the eye that converts 
the electromagnetic energy of light to 
electrical impulses for transmission to the 
brain (Module 9) 

retroactive in terference Interference 
in which there is difficulty in the !'C<all 
of information learned earlier because 
of later exposure to different material 
(Module 20) 

retrograde 3mnesia Amnesia in which 
memory is lot for occurrences prior to a 
certain event (Module20) 

reuptake The reabsorption of neurotrans­
mitters by a terminal button (Module 5) 

rods Thin, cylindrical receptor cells in 
the retina that are highly sensi tive to light 
(Module 9) 

Rorschach test A test that involves 
showing a series of symmetrical visual 
s timuli to people who then are asked 
what the figures represent to them 
(Module 33) 

Sch3chter-Singer theory of emotion The 
belief that emotions are detennined 
jointly by a nonspecific kind of physi­
ological arousal and its in terpretation, 
based on environmental cues (Module 26) 

schedules of reinforcement Different 
patterns of frequency and timing of rein­
forcemen t following desired behavior 
(Module 16) 

schem3s Organized bodies of infonna­
tion stored in memory that bias the way 
new information is interpreted, stored, 
and T"<'alled; sets of cognitions about p«>­
pIe and social experiences (Module 19, 
Module 43) 

schizophrenia A class of disorders in 
which severe distortion of reality occurs 
(Module 38) 

scientific method The approach through 
which psychologists systematically 
acquire knowledge and understanding 
about behavior and other phenomena of 
interest (Module 3) 

se[f-actu3lization A state of self-ful­
fillment in which people real ize their 
highest potential, each in his or her own 
unique way (Modules 24, 32) 

self-efficacy Belief in one's personal 
capabilities. Self-efficacy underlies pe0-
ple's faith in their abil ity to carry out a 
particular behavior or produce a desired 
outcome (Module 32) 

self-es teem The component of personal­
ity that encompasses our positive and 
negative self-evaluations (Module 32) 

self-report measures A method of gath­
ering dilta about people by asking them 
questions about a sample of their behav­
ior (Module 33) 

self-serving bias The tendency to attri­
bute personal success to personal factors 
(skill, ability, or effort) and to attribute fail­
ure to factors outside oneself (Module 43) 

semantic memory Memory for general 
knowledge and facts about the world, as 
well as memory for the rules of logic tha t 
are used to deduce other facts (Module 18) 

sem3ntic networks Menta[ representa­
tions of clusters of interconnected infor­
mation (Module 18) 

semantics The rules govern ing the mean­
ing of words and sentences (Module 22) 

semici rcubr can31s Three tubelike struc­
tures of the inner ear conta ining fluid 
that sloshes through them when the head 
moves, signaling rotational or angular 
movement to the brain (Module 10) 

sensation The activation of the sense 
organs by a source of phySical energy 
(Module 8) 

sensorimotor s tage According to Jean 
Piaget, the stage from birth to 2 years, 
during which a child has [itt[e compe­
tence in representing the environment by 
using images, language, or other symbols 
(Module 28) 

sensory area The site in the brain of the 
tissue that corresponds to each of the 
senO"s, with tho dcsroo of O"nsitivi ty 
related to the amount of the tissue allo­
cated to that sense (Modu[e 7) 

sensory memory The initial, momentary 
storage of infonnation, lasting only an 
instilnt (Module 18) 

() The McGraw-Hili 

Companies,2OOIl 

sensol)' (afferent) neurons Neurons that 
transmit information from the perimder 
of the body to the central nervous sys tem 
(Modllle6) 

sequential research A resean::h method 
that combines cross-sectional and lon­
gitudinal research by considering a 
number of different age groups and 
examining them at several points in time 
(Module 27) 

shaping The process of teaching a com­
plex behavior by rewarding closer and 
doser approximations of the desired 
behavior (Module 16) 

short-term memory Memory that holds 
information for fifteen to twenty-five se<.:­

onds (Module 18) 

Signif icant outcome Meaningful resu lts 
that make it possible for resean::hers to 
feel confident that they have confirmed 
thei r hypotheses (Module 3) 

si tu3tional causes (of behavior) Per­
ceived causes of behavior that are based 
on environmental factors (Module 43) 

skin senses The senses of touch, pres­
sure, temperature, and pain (Module 10) 

soci31 cognition The cognitive pro­
cesses by which people understand and 
make sense of others and themselves 
(Module43) 

soci al cogni tive approaches to person31-
ity Theories that emphaSize the influence 
of a person 's cognitions-thoughts, feel­
ings. expectations, and values-as well as 
observation of others' behavior, in deter­
mining personality (Module 32) 

social influence The process by which 
thc actions of an individual or group 
affect the behavior of others (Module 44) 

soci31 psychology The scientific study 
of how people's thoughts, feelings, and 
actions are affe<:ted by others (Module 43) 

social support A mutual network of car­
ing, interested others (Module 34) 

social supporter A group member whose 
d issenting views make nonconformity to 
the group easier (Module 44) 

sociocultural perspective on psycho­
logica l disorders The perspective that 
assum"" that pa:>ple's behavior-both 
normal and abnormal-is shaped by the 
kind of family group, SOCiety, and culture 
in which they live (Module 37) 

somat ic division The part of the periph­
eral nervous system that specializes in 
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the control of voluntary movements and 
the communication of information to and 
from the sense organs (Mcdule 6) 

som~ tofonn disorders Psychological dif­
ficulties that bke 00 a physical (somatic) 
form, but for which there is no medical 
cause (Mcdule 38) 

sound The mo\'emenl of air molecules 
brought about by a source of vibration 
(Mcd ule 10) 

spinal cord A bundle of neurons IMt 
leaves the brain and runs down Ihc 
length of the back and is the main means 
for transmitting messages betw~n the 
brain and the body (Mcdule 6) 

s pontaneous re.::overy The Il.'emergCflCe 
of an extinguished conditioned response 
after a period of rest and with no further 
conditioning (Mcdule IS) 

spontant'ous remission Recovery with­
out treatment (Mcdule 41) 

stagt' 1 s leep The state of transi tion 
between wakefulness and sleep, charac­
terized by relatively r<lpid, low-amplitude 
brain waves (Module 12) 

stagt' 2 sh~ep A sleep deeper than that of 
s t<l ge 1, characterized by a slower, more 
"'-'gular wave pattern, along wilh momen­
tary interruptions of sleep spindles 
(Mcdule 12) 

stage 3 s let'p A sleep chil rilcterized by 
slow brain Wilves, with greater peaks and 
valleys in the wave pattern than in st,'ge 
2 sleep (Module 12) 

stagt' 4 s let'p The deepest stage of sleep, 
during which we are least responsive to 
outside stimulation (Module 12) 

status The social rank held within a 
group (Mcdule 44) 

stueotypt' A set of generalized beliefs 
and expectations about a particular group 
and its members (Module 45) 

stimulants Drugs thilt have an arousal 
effect on the central nervous system, 
causing a rise in heart rate, blood pres­
sure, and muscular tension (Module 14) 

sti mulus d iscrimination The plOCt'SS 
that occurs if two stimuli are sufficiently 
d ist inct from one another that one evokes 
" cond itioned ~ponioil but thc other doe; 
not; the ability to differentiate between 
stim uli (Module IS) 

st imulus generali :.r;a ti on Occurs wh"n a 
conditioned response follows a stimulus 
thilt is similar to the original conditioned 

stimulus; the more similar the two stim­
uli are, the more likely generalization is 
to occur (Module IS) 

stimulus Energy that produces a 
response in a sense organ (Module 8) 

stress A person's response to events 
that are threatening or challenging 
(Module 34) 

stru, lura lism Wilhelm Wundt's 
approach, which focuses on uncovering 
the fundamental m"ntal components 
of consciousness, thinking, and other 
kinds of mental sta tes and activi ties 
(Module 2) 

subjective well-being People's own 
evaluation of their lives in terms of 
both their thoughts and their emotions 
(Module 36) 

supt'rego According to Sigmund Freud, 
the fi nal personality structure to develop; 
it represents the rights and wrongs of 
society as handed down by a person's 
parents, teachers, and other important 
figures (Module 31) 

survey research Research in which pe0-

ple chosen to represent a larger popula­
tion are asked a series of questions about 
their beh<lvior, thoughts, or attitudes 
(Module 3) 

sympathetk di vision The part of the 
autonomic divis ion of the nervous system 
that acts to prepare the body for a,tion 
in stressful si tuations, engaging a ll the 
organism's resources to respond to a 
threat (Module 6) 

synapM' The space between two neurons 
where the axon of a send ing neuron com­
municates with the dendrites of a receiv­
ing neuron by using chemical mCSSilges 
(Module 5) 

syn tax Ways in which words and 
phrases can be combinL'<l to fo rm sen­
tences (Module 22) 

systematk desensitiza tion A behavioral 
technique in which g radual exposure to 
an anxiety-producing st imulus is paired 
with relaxation to extinguish the response 
of anxicty (Module 40) 

telegr.lphic sp~h Sentences in which 
words not cri tical to th.;> message are left 
out (Module 22) 

temperamt'nt The basic, innate disposi­
tion that em.;>rg"'s early in life (Modules 
28,32) 
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tt'ratogens Environmental agents such 
as a drug, ch"mica!, virus, or other factor 
that produce a birth defect (Module 27) 

tenninal bullons Small bulges at the end 
ofaxons that send messages to other neu­
rons (Mcdule 5) 

tes t standardization A technique used 
to validate questions in personality tests 
by studying the responses of people with 
known diagnoses (Module33) 

thalam us The part of the brain located 
in the middle o f the central core that acts 
primarily to rely infonniltion about the 
senses (Moo ule 7) 

Thematk Appt' rception Test (TAT) A 
test consisting of a series of pictures 
about which a person is asked to wri te a 
story (Module 33) 

theories BTQ.ld explanations and prediC­
tions concerning phenomena of interest 
(Mod ule 3) 

theory of multiple inlt'lligenct's Howard 
Gardner's theory that proposes that there 
are eight distinct spheres of intelligence 
(Mcdule 23) 

thinking 1be manipulation of mental rep­
resentations of information (Module 21) 

tip-of. the-tong ue p henomenon The 
inability to recall information that one 
realizes one knows-a result of the diffi­
culty of retrieving infonnation from long­
term memory (Module 19) 

top-<low n process ing Perception tn.lt 
is guided by higher-level knowledge, 
experience, expectations, and motivations 
(Module II) 

trai t theory A model o f personality that 
seeks to identify the basic traits necessary 
to describe personality (Module 32) 

trails Consistent personality cMTilcteris­
tics and behaviors displayed in different 
situations (Module 32) 

transcran;al magnt'tk s timulati on 
(TMSI A depression treatment in which 
a precise magnetic pulse is directed to a 
specific area of the brain (Module 42) 

transfert'nce The transfer of feelings to a 
psychoanalyst of Io\-e or anger that had 
been originally directed to a p.ltieni's par­
ents or other authority figu res (Module 40) 

treatment The manipulation imple­
mented by the experimente r (Module 3) 

tri , h romatic theo ry of color vision The 
theory tn.1t there are three kinds of cones 
in the retina, each of which responds pri-



Feldman: Essentials 01 
Underslanding Psychology. 
Sevanth Edition 

Back Maner Glossary 

G-12 Glossary 

manly to a specific range of wavelengths 
(Module 9) 

trust-versus-mistrust s tage Arxording to 
Erik Erikson, the first s tage of psychoso­
cial development. oo:urring from birth to 
age 1 ~ years, during which time infants 
develop feelings of trust or lack of trust 
(Module 28) 

Type A behavior pattern A duster of 
behuviors involving hostility, competi­
tiveness, time urgency, und feeling driven 
(Module 35) 

Type B behavior pattern A duster of 
behuviors churucterized by a putient, 
cooperative, noncompetitive, and nonag­
gressive manner (Module 35) 

unconditional positive regard An atti ­
tude of acceplunce and respect on the 
pari of an observer, no matter what a per­
son says or does (Module 32) 

unconditioned response (UCR) A 
response that is natural and needs no 
training (e.g., salivation ut the smell of 
food) (Module 15) 

unconditioned stimulus (UCS) A stimu­
lus that naturally brings about a particu­
lar response without having been learned 
(Module 15) 

un(QnK ious wish fulfillment the­
ory Sigmund Freud's theory that 
dreams represent unconscious wishes 
that dreamers desire to see fulfilled 
(Module 12) 

unconscious A part of the personality 
that contains the memories, knowledge, 
beliefs, feelings, urges, drives, and 
instincts of which the individual is not 
aware (Module31) 

uninvolved parents Parents who show 
little interest in their children and are 
emotionally detached (Module 28) 

universal grammar No.1.m Chomsky's 
theory that all the world's languages 
share a common underlying structure 
(Module 22) 

validity The property by which tests 
actually measure what they are supposed 
to measure (Module 23) 

variable-interval schedule A schedule 
by which the time between reinforce­
ments varies around some average rather 
than being fixed (Module 16) 

variable-ratio K hedule A schedule by 
which reinforcement occurs after a vary­
ing number of responses rather than a 
fixed number (Module 16) 
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variables Behaviors, events, or other 
ch.uacteristics Ihut can chunge, or vury, in 
some way (Module 3) 

visual illusions Physical stimuli that 
consistently produce errors in perception 
(Module 11) 

wear-and-tear theories of aging Theories 
that suggest that the mechanicul func­
tions of the body simply stop working 
efficiently (Module 30) 

Weber's law A basic law of psychophys­
ics stating that a just noticeable difference 
is in constant proportion to the intensity 
of an initial stimulus (Module 8) 

weight set point The particular level of 
weight that the body strives to maintain 
(Module 25) 

worki ng memory A set of active, tem­
porary memory stores that actively 
manipulate and rehearse information 
(Module 18) 

zone o f proximal development 
(ZPD) Arxording to Lev Vygotsky, The 
level at which a chi ld can almost, but not 
fully, CQmprehend or perform a task on 
his or her own (Module 28) 

zygote The new cell formed by the union 
of an egg and sperm (Module 27) 



e I feldmu: blemills of 

Undemanding Ps~cholog~, 
Seventh Ed itio n 

Back Maner 

References 

A~rtsen, M. J., M~rtin, M., &: Zimprich, D. 
(2002). Gender differences in 11'\'1'1 ~nd 

ch~ nge in cognitive functioning: Results 
from the longitudinal ~ging study 
Amsterd~m. Geroutology, SO, 35-38. 

Abboud, L. (2005, July 27). The next phase 
in psy<:hiatry. The Wall Street/oumal, pp. 
01,05. 

Ablon, J. 5., & Jones, E. E. (2002). Validity 
of controlled cl inical trials of psycho­
therapy: Findings from the NIMH 
Treatment of Depression Collaborative 
Research Program. Anrcricmr Jormml of 
Psyclrintry, 159,775-783. 

Ablon, J. 5., & Jones, E. E. (2005). On ana­
lytic process./ol/mnl of tl,e Americall 
Psycl,oallnlytic Associatio", 53, 541-568. 

Abramson, L. Y., Ailoy, L. B., Hogan, M. E., 
Whitehouse, W. G., Donov~, P., Rose, D. 
T. , P~nzarella, c., & R~niere, O. (2002). 
Cognitive vulnerability to depression: 
Theory and evidence. In R. L. Leahy 
& E. T. Dowd (Eds.), C/illicnl ndunllces 
ill cogllilive psydrollreropy: Tlreory mrd 
Applicnlioll (pp. 75-92). New York: 
Springer. 

Abt, S. (1999, July 26). Armstrong wins 
tour and journey. The New York Times, 
pp. 0 1, 04. 

Accardo, P. J., & CaputI', A. J. (1998). 
Mental ret:udatiollS. Merrtnl Retnrdatioll 
& Dcue/opmrtllal Disabililies Researclr 
Rroiews, 4, 2-5. 

Ackard, O. M., &: Neuma rk-Szt~iner, O. 
(2002). OMe violence and date rape 
among adolescents: Associations 
with disordered eating b\:,haviors and 
psy<:hological health. C/,ild Ab"Sl'and 
Negleel, 26, 455-473. 

Adams, B. , & Parker, J. O. (1990). Maternal 
weight gain in women with good 
pregnancy outcome. Obstetrics 011<1 
Gy/lecology, 76, 1- 7. 

Adams, K. B. (2()()4). Changing invest­
ment in activities ~nd interests in 
elders' lives: Theory and measurement. 
/"/t:matiorrall",,rrral of Agiug arrd H,,,,,arr 
Dtvelapmlmt, 58, 87-1C)8. 

Adams-Byers, J., Squilkr Whitsell,S., & 
Moon, S. M. (2004). Gifted students' 

Relerencts 

perceptions of the academic and sociall 
emotional effects of homogeneous and 
heterogeneous grouping. Gifted Child 
Quarterly, 48, 7-20. 

Addolorato, G., Leggio, L., Abenavoli, 
L., & Gasbarrini, G. (2005). 
Neurobiochemical and clinical aspects 
of craving in akohol addiction: A 
review. Addidive BeI,aoiars, 30, 1209-
1224. 

Adelson, R. (2005, May) Only the lonely. 
MOllitor 011 Psyclrology. pp. 26-27. 

Ader, R., Felten, D., & Cohen, N. (2001). 
Psyclro"e"roimmrmology (3rd ed.). S;m 
Diego: Academic Press. 

Adler, J. ( \ 984, April 23). The figh t to con­
quer fear. Newsweek, pp. 66-72. 

Adolphs, R. (2002). Neural sys tems for 
recognizing emotion. Crrrrent Opilli"" iu 
Neuro/;ialagy,12,169-I77. 

Advokat, C. (2005). Differential effec ts of 
dozapine versus other antipsychot­
ics on clinical outcome and dopa­
mine release in the brain. Essenlinl 
Psydroplurrmacology, 6, 73-90. 

Affleck, G., Tennen, H., Urrows, 5., & 
Higgins, P. (1994). Person and contex­
tual features of daily stress reactivity: 
Individual differences in relations of 
undesirable daily events with mood 
disturbance and chronic pain inten­
sitY.lo"r"aJ of Personality mrd Social 
Psychology, 66, 329-340. 

Aftanas, L., & Golosheykin, S. (2005). 
Impact of regular meditation practice on 
EEG ac tivi ty at rest and during evoked 
negative emotions./utenratimwl/ar,.nal 
of Ne"rosciellcc, 115, 893- 909. 

Aghajanian, G. K. (1994). Serotonin and the 
action of LSD in the brain. Psyc/,iatric 
A""a/s, 24,137-1 41. 

Agras, W. S., & Berkowitz, R. I. (1996). 
Behavior therapy. In R. E. Hales & 
S. C. Yudofsky (Eds.), TIre Americarr 
Psydrinlric Press syrropsis of psyc/rintry. 
Washington, DC: American Psychiatric 
Press. 

Ahiima, R. 5., & Osci, S. Y. (2004). Leptin 
signaling. Physiology m,d Be/ravi"r, 81, 
223-241. 

oC The McGraw-Hili 
Companies. 2008 

Ahiss.1r, M., Ahissar, E., Bergman, H., 
& Vaadia, E. (1992). Encoding of 
sound--source location ~nd mo\'ement: 
Activity of single neurons and inter­
actions between adjacent neurons in 
the monkey auditQry cortex. ,,,,,mal of 
Ne,mJphysiology, 67, 203-215. 

Ahrons, C. (1995). TI,e gwd diwrce: Keeping 
yaur family togel/'a wlrell !fO"r marriage 
comes apart. New York: HarperPerennial. 

Ai ken, L. (2000). Dyi"g, deatJr, and bereave­
ment (4th ed.). Mahwah, NJ: Erlbaum. 

Ai ken, L. R. (1996). Assessmelll of intel­
lectrralf,,"cfiorrirrg (2nd ed.). New York: 
Plenum. 

Aiken, L. R. (1997). Psyclrolag icnl test illg arrd 
assessment (9th I'd.). Needham Heights, 
MA: Allyn & 8a<:on. 

Aiken, L. R. (2000). Pas<Jtwlity: 11,e"ries, 
assessment, rescareh, aud applicati""s. 
Springfield, IL: Charles C. T homas. 

Ainsworth, M. D. S., Blehar, M. c., Waters, 
E., & Wall, S. (1978). Paltems ofattach­
menl: A psyclrological study of Ihe strallge 
silrllllioll. Hillsdale, NJ: Erlbaum. 

Aj%en, I. (2002). Residual effects of past 
on later behavior: Habituation and rea­
soned action perspedives. Pasoualify 
mrd Socinl PsydroJogy Rroicw, 6, \07- 122. 

Akil, H., & Morano, M.1. (1996). The biol­
ogy of stress: From periphery to bra in. 
In S. J. Watson (Ed.), Biology of schizo­
pJrrerria alld affeclive disease. Washington, 
DC: American Psychiatric Press. 

Akman, I., Ozek, E., Bilgen, H., Ozdogan, 
T., & Cebcei, D. (2002). Sweet solutions 
and pacifiers for pain rt:>lief in newborn 
infants./armral of Poi", 3, 199-202. 

Akutsu, P. D., Sue, S., Zane, N. W. 5., & 
Nakamura, C. Y. (1989). Ethnic differ­
ences in akohol consumption among 
Asians and Caucasians in the United 
States: An investigation of cultural and 
physiological factoTS. /orm,al of Studies 
",r Alcohol, 50, 261- 267. 

Alford, B. A., & Beck, A. T. (1997) The illle­
gratioe power of coguitive t/,napy. New 
York: Guilford Press. 

Allhoff, F. (2005). Germ-line genetic 
enhancement and Rawlsian primary 

0.' 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

I Back Maner Reter.ncts 

R-l References 

goods. Kemredy IlIslilute oj Eillics/rmmal, 
15,39-56. 

Alloy, L B., Jacobson, N. S., & Ac~lla, J. 
(1999). A/;lIoTmal psyclwlogy (8th ed.). 
New York: McGraw-Hill. 

Allport, G. W. (1961). PailI'm alld growtlr ill 
persOIrnlity. New York: Holt, Rinehart 
and Winston. 

Allport, G. W. (1966). Traits revisi ted. 
Aml'ricall Psydwlogisl, 21, I-tO. 

AllpoTl, G. W., & Postman, L J. (1958). The 
basic psychology of rumor. In 
E. D. Maccoby, T. M. Newcomb, & E. L. 
HaTiley (Eds.), Readillgs ill SiXial psychol­
ogy (3rd ed.). New York: Holt, Rinehart 
and Winston. 

Alonso, A, Alonso, S., & Piper, W. (2(03). 
Group psychotherapy. In G. Stricker & 
T. A Widiger, et al. (Eds.), Halldbook oj 
psyclrology: Clillical psyclrology (Vol. 8). 
New York: Wiley. 

Altman, N. (19%). The acrommodation 
of diversi ty in psychoanalysis. In R. P. 
Foster, M. Moskowitz, & R A Javier 
(Eds.), Rrudri1lg across boulldaries oj 
,ullure alld class; Wide1lillS 1/,1' scope oj 
psycllotlrl'rapy. Northvale, NJ: Jason 
Aronson. 

Amato, L, Davoili, M., Perucri, C. A., 
Ferri, M., Faggiano, E, & Mattick 
R.I'. (2005). An overview of systematic 
reviews of the effl'Ctiveness of opia te 
maintenance therapies: Available evi­
dence to inform clinical practice and 
research./ouf/fal oj Subslalla Abuse 
Trt'atmet,l, 28, 321-329. 

American Academy of Pediatrics. (1999, 
July 26). CircllffrcisiOlr: Illjormaliolljor 
prlrt'lIls . Retrieved from http://www. 
aap.org/ family/ circ.htm. 

American Association of Mental 
Retardation (AAMR). (2002). Ml'lltal 
relardntiOIl; Deji1litirJII, c/assijicatioll, 
alld syslems oj supports (10th I'd.). 
Washington, IX.: AAMR. 

American Association of University 
Women (AAUW). (1992). How $<1'0015 
sJlorlclrallSI' womell; Tire AA.U. W. Rl'port. 
Washington, IX: AAUW Educational 
Foundation. 

American Association of University 
Women (AAUW). (1993). Hoslilelral/­
U'<Iys; Tire AAUW survey mr sexllnllrarass­
mellt i1l Americall schools. Washington, 
IX. AAUW Educational Foundation. 

American Association of Universi ty 
Women (AAUW). (2001). Hoslile 
IUlllways; BI,I/yillg, teasillS, alld sexl,al 
Immssnll'll/ ill sclrool. Washington, IX: 
American Association of University 
Women. 

American Insomnia Association 
(2005). Causes of ins.omnia. In L 

VandcCrcck (Ed.), [",,,,vatiolls ill c/i1li­
cal practice; Focus Oil adults . Sarasota, 
FL: Professional Resource Press! 
Professional Resource E"change. 

American Psychiatric Association. (2000). 
Diagllostic mrd slalislicallllarlllal oj mell­
tal disorders DSM-/V-TR, 4tlr Editioll. 
Arlington, VA: American Psychiatric 
Association. 

American Psychological Association 
(APA). (1988). Behavioral researdr with 
allimals. Washington, IX: American 
Psychological Association. 

American Psychological Association (APA). 
(1993a). E,"ploymeHI survey. Washington, 
IX: American Psychological 
Association. 

American Psychological Association. 
(APA). (1993b, January/February). 
Subgroup norming and the Civil Rights 
Act. Psydrolosical Scil'llce Agmdn, 5, 6. 

American Psychological Association 
(APA). (1994). Careers in psychol­
ogy. Washington, IX: American 
Psychological Assoc ia tion. 

American Psychological Association 
(APA). (1999). Talk 10 somcolle lVlro 
call help. Washington, IX: American 
Psychological Association. 

AmericJn Psychological Association 
(APA). (2002, August 21). APA Elhics 
Code, 2002. Washington, IX: American 
Psychological Association. 

American Psychological Association Task 
Force on Intelligence. (I9%).llItelligl'llce; 
KIIOW1lS olld ,,,,hlow'ls. Washington, DC: 
American Psychological Association. 

Anand, G., & Burton, T. M. (2003, April 11). 
Drug debate: New antipsychotics pose 
a quandary for FDA, doctors. The Wall 
Slreel /o,mml, pp. AI, A8. 

Anastasi, A, & Urbina, S. (1997). 
Psyc1rologiiXIl Tesli1lg (7th ed.). 
Englewood Cliffs, NJ: Prentice HalL 

Andersen, B. L, KiCCQl t-Glaser, J. K., & 
Glaser, R. (1994). A biobehavioral model 
of CanCer stress and disease course. 
Americall Psyc/wlogist, 49, 389-404. 

Anderson, B. F. (1980). TIle complete Ihillker: 
A harldbook of /ec/miques for crealiflt' alld 
critical problem solvitlg. Englewood 
Cliffs, NJ: Prentice Hall. 

Anderson, C. A., & Bushman, B. J. (2002, 
March 29). The effects of media vio lence 
on society. Sciellce, 295, 2377-2378. 

Anderson, C. A., & Dill, K. E. (2000). Video 
games and aggressive though ts, feel­
ings, and behavior in the lab<>ratory and 
in life. /ormml oj PersoIJality alld Socinl 
Psyc/rology. 78, 772- 790. 

Anderson, C A, Carnagey, N. L , & 
Eubanks, J. (2003). E"pooure to violent 
media: The effects of songs with violent 

() The McGraw- Hili 
Companies. 2008 

lyrics on aggressive thoughts and feel­
ings./ol,,,,al oj Persollalily a1ld Social 
Psyc/,0/ogy, 84, 960-971. 

Anderson, C. A., Carnagey, N. L., 
Flanagan, M., Iknjamin, A. J., Jr., 
Eubanks, J., & Valentine, J. C (2004). 
Violent vidoo games: Specific effects of 
violent content on aggressive thoughts 
and behavior. In M. P. Zanna (Ed.), 
Adoonas ill expaime/ltal social psychol­
ogy (VoL 36). San Diego, CA: Elsevier 
Academic Press. 

Anderson, J. (1988). Cognitive styles and 
multicultural populations. /01"',01 oj 
Teacher EducatioH, 39, 2-9. 

Anderson, J. A., & Adams, M. (1992). 
Acknowledging the learning styles 
of diverse student populations: 
Implications for instructional design. 
New Dirediolls for Teac/ri/lS mrd Leamillg, 
49, 19-33. 

Anderson, J. R. (1981). Intcrfcn:>nce: The 
rela tionship between response latency 
and response accuracY./Ollfllal oj 
Experimelltal Psyc/,ology; HI""mr LmmillS 
alld Memory, 7, 311-325. 

Anderson, J. R, & Bower, G. H. (1972). 
Recognition and retrieval P!"OC($SC$ 
in free recall. Psyclralagicnl RI't'il'lv, 79, 
97- 123. 

Anderson, K. B., Cooper, H., & Okamura. 
L. (1997). Individual differences and 
attitudes toward rape: A meta-analytic 
review. Perso.wlily mrd Social PsyclroloSY 
Bul/etin, 23, 295-315. 

Anderson, N. H. (1996). Aj,,"C/iOlwl theory 
oj cognitioll. Mahwah, NJ: Erlbaum. 

Anderson, R. N., & Smith, B. L (2003). 
Deaths: leading causes for 2001. Na/iOlW/ 
Vital Statislics Report 2003, 52,1-86. 

Anderson, T., & Magnusson, D. (1990). 
Biological maturation in adolescence 
and the development of drinking 
habits and alcohol abuse among young 
males: A prospective longi tudinal study. 
/01"',01 oj Yout" aHd Adolesullee, 19, 
33-42. 

Andreasen, N. C. (2005). Rescarch adt'<lllCes 
in serretics mrd ge/lomics; IlIIplica/iOlrs jor 
psyclriatry. Washington, DC: American 
Psychiatric Publishing. 

Andrews, F. M., & Withey, S. B. (1976). 
Social indicators of well-willS; Amaicalls' 
percepliollS oj life quality (pp. 207, 306). 
New York: Plenum. 

Angier, N. (1991, January 22). A potent 
peptide prompts an urge to cuddle. The 
NI'IO York Times, p. C1. 

Angier, N. (1996, November 1). Maybe 
gene isn't to blame for thrill-seeking 
manner. The Nl'lv York Tillles, p. A 12. 

Angier, N., & Chang, K. (2005, January 24). 
Gr~y matter and the sexes: Still a scien-



e I Feldman: hsemials of 
Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

tific gray area. The Ncw York Times, pp. 
AI, A15. 

Angoff, W. H. (1988). The nature-nurture 
debate, apti tudes, and group differenc­
es. Americmr Psyclrologist, 43, 713--720. 

Ansaldo, A I., Arguin, M., & Roch­
Locours, L. A (2002). The contribution 
of the right cerebral hemisphere to the 
recovery from aphasia: A single longi­
tudinal case study. Braitr Languages, 82, 
206--222. 

Antony, M. M., Brown, T. A., & Barlow, 
D. H. (1992). Current perspectives 
on panic and panic disorder. Currellt 
DirectiOllS ill Psychological SciCIICC, 1, 
79-82. 

Apanovich, A M., McCarthy, D., & 
5alovey, P. (2003). Using message fram­
ing to moli\'ate HlV testing among low­
income, e thnic minority women. Healtlr 
Psyclrology, 22, 88-94. 

Apkarian, A. V., Bushnell, M. c., Treede, R 
D., & Zubeita, I. K. (2005). Human brain 
mechanisms of pain perception and reg­
ulation in hea lth and disease. Europcall 
lou ... ol of Paill, 9, 463-484. 

Aponte, J. F.. & Wohl, J. (200). 
Psychological illterwlltioll alld cultural 
divl'rsity, Needham Heights, MA: Allyn 
& Bacon. 

Appelhans, B. M., & Schmeck, R. R. (2002). 
Learning styles and approach versus 
avoidant coping during acad('mic ('xam 
preparation. College Strrdeut jormml, 36, 
157-160. 

Arafat, I., & Cotton, W. L. (1974). 
Masturbation practices of males and 
f('males. lormral ofSn Rescarcir, 10. 
293--307. 

Arambula, P., Pcp('r, E., Kawakami, M., & 

Gibney, K. H. (2001). Th(' physiological 
corr('la t('s of Kundalini yoga medita­
tion: A study of a yoga master. Applied 
Psyciloplrysiology & Biofeedback, 26, 
147-153. 

Arangure, I., Jr. (2005, August 2). Orioles 
Star [:Ienied Use Before Congress. 
WasiliugtOlr Post, p. AOI. 

Arangure, I., Jr. (2005, August 2). Paim('iro 
5usp('nded For 5t('roid Violation. 
Wasiliugtou Post, p. C2. 

Archambault, D. L. (1992). Adolescence: A 
phYSiological, cultural, and psychologi­
cal no man's land. In G. W. Lawson & 
A. W. Lawson (Eds.), Adolescent $Irb­
staucc ab,rse; Etiology, trealment, alld pre­
VetrliOll, Gaithersburg, MO: Aspen. 

Archer, J., & Lloyd, B. B. (2002). Sex alld 
gellder (2nd ed.). New York: Cambridg(' 
Univ('rsity Press. 

Arena, I. M. (1984, April). A look a t the 
opposit(' sex. Newsweek 011 Call1prrs, p. 
21. 

Relerencts 

Arlin, P. K. (1989). The problem of the 
problem. In I. O. Sinnott (Ed.), Evcryday 
problem soIvillg; Theory alld applicatimrs. 
New York: Praeger. 

Armstrong, T. (2000). Multiple '-'rtelligellres 
ill the cllIssroom (2nd ed.). Washington, 
DC: Association for Sup('rvision & 
Curriculum [:Ieveiopment. 

Armstrong, T. (2003). The nwltiple illtclli­
gCltces of rMdillg mId wri/illg: Makillg lire 
words ",me glit'" (2nd ed.). Washington, 
DC: Association for Supervision & 
Curriculum [:Ievelopment. 

Aronow, E., Reznikoff, M., & Moreland, 
K. (1994). Tlrc Rorsclradlteclmique; 
Perctplulllbasics, COil/rill illierpreialiou, 
fIIrd applicatiollS. Boston: Longwood. 

Asch, 5. E. (1946). Forming impressions 
of personality. 10lmral of Abllornwl fIIrd 
Social Psychology, 41, 258-290. 

Asch, 5. E. (1951). Effects of group pr('ssure 
upon the modification and distortion 
of judgments. In H. Guetzkow (Ed.), 
Croups, leadership, alld mCII. Pittsburgh: 
Carnegie Press. 

Aschcraft, M.H. (1 994). H","alllllcmory alld 
coguiliou. (2nd cd.) New York: Harper­
Collins. 

Asher, S. R, & Parker, J. G. (1991). 
Significance of peer relationship prob­
lems in childhood. In B. H. Schneider, 
G. Altili, J. Nad('l. & R. P. W('issberg 
(Eds.), Socilll competcucc ill dClitloplllr'lltlll 
perspeclive. Amsterdam, Netherlands: 
Kluwer Acad('mic. 

Aspinwall, L. G., & Taylor, S. E. (1997). A 
stitch in time: Self-regulation and proac­
tive coping. Psychological a"l/elill. 121, 
417-436. 

Astbury-Ward, E. (2002). From Kama 
Sutra to dot.com: The history, myths 
and managem('nt of premature ejacula­
tion. Se;wal alld RclMionYrip Therapy, 17, 
367-380. 

Atkinson, H. (Ed.). (1997, January 21). 
Understanding your diagnosis. 
Hca/tJrNeIlJS, p. 3. 

Atkinson, H. G. (2003, August). Are you a 
"good" pati('nt? Hcalt/rNews, p. 5. 

Atkinson, I . W., & Feather, N. T. (1966). 
Theory of achiroelllcut lIIolivatiou. New 
York: Krieger. 

Atkinson, R. c., & Shiffrin, R. M. (1968). 
Human memory: A proposed system 
and its control prooesses. In K. W. 
Spence & I. T. Spence (Eds.), Tlrc psychol­
ogy of learllillg and ",otiVIIlioll; Adt'<lllces 
ill researclr alld theory (Vol. 2, pp. 80-195). 
New York: Acad('mic Press. 

Atran, S. (2003). G('nesis of suicid(' t('rror­
ism. Selmcc, 299, 1534-1539. 

AUree, E., A., Brooks, B. M., & Rose, 
F. D. (2005). Use of virtual ('nviron-

() The McGraw- Hili 
Companies. 2008 

References R-l 

ments in training and rehabilitation: 
International perspectives [Special 
issue]. CyberPysclrology & Belram'or, 8, 
185-186. 

Auerbach, S. M., Kiesler, D. J., Strentz, 
T., Schmidt, j., & Serio, C. (1994). 
fnterp('rsonal impacts and adjustm('nt 
to the stress of simulated captivity: 
An ('mpirical test of the Stockholm 
Syndrom('./ourllill of Social fIIrd Ciiuical 
Psychology, 13, 207-221. 

Auld, F., Hyman, M., & Rudzinski, O. 
(2005). Theory and strategy of d ream 
interpretation. In F. Auld & M. Hyman 
(Eds.), Rc:;ol"lioll of imter callf/ict; All 
ill/roducliOlr 10 psyciloollaly/ic therapy 
(2nd cd.). Washington, DC: American 
Psychological Association. 

Austin, L. S. (2000). Whll!"s lro/dillg you 
back? Eig/rl crilicill choices for lOOmrtt'S 

success. New York: Basic Books. 
Avenell, A. Brown, T. I., M<:Cee, M. A, 

Campbell, M. K., Grant, A. M., Broom, 
I., lung. R. T., & Smith, W. C. S. (2004). 
What are the long-term benefits of 
weight reducing diets in adults? A 
systematic review of randomized con­
trolled trials./otlTllal of Humall Nutritioll 
ond Oietetics, 17, 317-335. 

Averill, j. R. (1975), A semantic atlas o f 
emotional concepts. Calillog of Selected 
DOCUllletrts ill Psychology, 5, 330. 

Av('rilJ, j. R. (1994). Emotions are many 
spl('ndored things. In P. Ekman & R. I. 
Davidson (Eds.), The Iwtlrre of ellloliou; 
F,mdllmelltal q"eslolls. New York: Oxford 
University Press. 

Ayyash-Abdo, H. (2002). Adolescent sui­
dd(': An ecological approach. Psyclrology 
iu /he Schools, 39, 459-475. 

Babkina, AM., & Bondi, K. M. (Eds.). 
(2003). Affirlllative IIcliou: All fllIIIO/a/cd 
bibliography (2nd ed.). New York: Nova 
Science. 

Baddeley, A, & Wilson, B. (1985). 
Phonological coding and short-term 
memory in patients without speech. 
jormwl of Memory mrd Lallglmge, 14, 
490-502. 

Badd('ley, A, Gath('ccol(', 5., & Papagno, 
C. (1998). The phonological loop as a 
language l('aming d('vice. Psycirological 
Rcvit-w, 105, 158-173. 

Baddeley, A O. (1990). H"mall mcmory; 
Tlreory alld practire. Boston: Allyn & 
Bacon. 

Baer, J. (1993). Creativily gild divergcrrt tllillk­
illg; A task-specific gpproac/r. Hillsdale, 
Nl: Erlbaum. 

Ba('r, j. 5., Sampson, P. D., Barr, H. M., 
Connor, P. D., & Streissguth, A P. 
(2003). A 21-y('ar longitudinal analy­
sis of the (,{fects of prenatal alcohol 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

R-4 References 

I Back Maner 

e)(posur(> on young adult drinking. 
Obstetrical alld Gyllecological Survey, 58, 
63H39. 

Baer, L., Rauch, S. L., Callan tine, T., 
Martuza, R, et aL (1995). Cingulotomy 
for intractable obsessive-compulsive 
disorder: Prospective long-term follow­
up of 18 patients. Arclrives of Gmeral 
Psyclriatry, 52, 384-392. 

Bahrick, H. P. (1998). Loss and distortion 
of autobiographical memory content. 
In C. P. Thompson &: D. J. Herrmann 
(Eds.), Autobiographical memory: 
Tl!eoretical alld applied peTSpectives 
(pp. 69-78). Mahwah, NJ: Lawr(>nC(> 
Erlbaum. 

Bai, L. (20(5). Children at play: A child­
hoocl beyond the Confucian shadow. 
ChildllOOd: A Global Jormwl ofClrild 
Researc/r, 12, 9-32. 

Bailey, J. M., Pillard, R c., Kitzinger, c., 
&: Wilkinson, S. (1997). Sexual orienta­
tion: Is it determined by biology? In M. 
R. Walsh (Ed.), Womell, mell, and gelid",.: 
Ollgoing debates. New Haven, CT: Yale 
University Press. 

Bair, D. (2003). Jrlllg: A Biogmplly, New 
York: Little, Brown, and Company. 

Baker, H. (2001). Hypnosis for anxiety 
reduction and ego-enhancement. 
Arrslmliall jOl/mal oj Cli'lical al1d 
Expt'Tilllrllta/ Hypnosis, 29, 147-151. 

Bakermans-Kr:menburg. M. J., van 
ljzend()()rn, M. Ii., &: juffer, F. (20(3). 
Less is more: Meta-analyses of 
scnsitivi ty and attachment interventions 
in early childhoocl. Psyc/rological Blil/elill, 
129, 195-215. 

Balaban, C. D. (2(02). Neural substrates 
linking balance control and anxiety 
[Special issue: The Pittsburgh special 
issue). Pllysiology arrd Behavior, 77, 
469-475. 

Balbach, E. D., Gasior, R. J., &: Barbeau, E. 
M. (2000). R. J. Reynolds' targeting of 
African Americans: 1988-2000. Americall 
Jorrrllal of Public Health, 93,822-827. 

Ball, D. (2Cl(4). Genetic approaches to 
alcohol dependence. Britisll Jorrmal oj 
Psyclliatry, 185, 449-451. 

Baltes, P. B., &: Kunzmann, U. (2003). 
Wisdom. Psyclro/ogisl, 16, 131-133. 

Bandura, A. (1977). Socialleami'lg theory. 
Englewoocl Cliffs, NJ: Prentic(> Hall. 

Bandura, A. (1986). Social foulldatiolls of 
tlrollght alld ac/im" A social cogl1itiue theo­
ry. Englewood Cliffs, NJ: Prentice Hall. 

Bandura, A. (1988). Self-regulation of 
motivation and action through gool 
systems. In V. Hamilton and H. Gordon 
(Eds.), Cogllilive perspectives OIl emotioll 
m,d molioolioll. Dordrccht, Netherlands: 
Kluwer Academic. 

Reterencts 

Bandura, A. (1994). 5<xial cognitive 
theory of mass communication. 
In J. Bryant, &: D. Zillmann (Eds.), Media 
effects: Adoonces ill IIleory and research: 
LEA's commllnicatioll series. Hillsdale, NJ: 
Erlbaum. 

Bandura, A. (1997). Srlf-ifficacy: Tile el"""cise 
of colrtrol. New York: W. Ii. Freeman. 

Bandura, A. (1999). 5<xial cognitive 
theory of personali ty. In D. Cervone 
&: Y. Shod (Eds.), Ti,e collerence of 
peTS,mality. NY: Guilford. 

Bandura, A. (2000). Self-efficacy: The foun­
dation of agency. In W. J. Perrig and A. 
Grob (Eds.), COlltrol of IIIlIIran bcliauior, 
mel1lal processes, Qlld cOl1sciorlSlless: Essays 
hr horror of tire 60th birthday of Allgllst 
Flamm",.. Mahwah, N): Ertbaum. 

Bandura, A. (2004). Swimming against the 
mainstream: The earty years from chilly 
tributary to transformative mainstream. 
Be/wuiollr Research and Therapy, 42, 
613-630. 

Bandura, A., Gruse<::, J. E., &: Menlove, F. L. 
(1967). Vicarious extinct ion of avoidance 
behavior. joumal oj PeTSOIrality and Social 
Psychology,5, 16-23. 

Bandura, A., Ross, D., &: Ross, S. (1963a). 
Imitation of film-mediated aggressive 
models. Journal of Ab'lormal and Social 
Psyclrology. 66, 3-11. 

Bandura, A., Ross, D., &: Ross, S. (l963b). 
Vicarious reinforcement and imitative 
learning. 10J/mal of Ablrormal alld Social 
Psyclrology, 67, 601-607. 

Banich, T., &: Helle r, W. (1998). Evolving 
perspecti\'es on lateralization of func­
tion. Cr,rrel11 Directiolls ill Psychological 
ScierrCl', 7, 1-2. 

Bannon, L. (2000, February 14). Why boys 
and girls get different toys. The Wall 
Slreet Jormral, pp. Bl, 84. 

Barber, J. (2001). Fr(>edom from smoking: 
Integrating hypnotic methods and rapid 
smoking to fadlitate smoking cessa­
tion.lnterllatiollal jorm,al ojC/illical & 
Experimental Hypllosis, 49, 257- 266. 

Barber,S., &: Lane, R. C. (1995). Efficacy 
research in psychodynamic therapy: 
A critical review of the literature. 
Psyclrotllrrapy ill Private Practice, 14, 
43-69. 

Bargh, J. A., &: Chartrand, T. L. (2000). The 
mind in the middle: A practic.:!l guide to 
priming .:!nd automaticity r(>scarch. In 
H. T. Reis &: C. M. Judd (Eds.), Handbook 
of re-searcll methods hr $<JCial alld perSOllal­
ity psychology. New York: Cambridge 
University Press. 

Barkley, R. (2000). Takillg clrarge of ADHD 
(Rev. ed.). New York: Guilford Press. 

Rlrkley, R. (200s). ADHD alld the IIatrm of 
self-am/rol. New York: Guildford. 

() The McGraw- Hili 
Companies. 2008 

Barkow,J. H., Cosmides, L., &: T()()by, J. 
(Eds.). (1992). Tire adapted milld. New 
York: Oxford University Pr(>SS. 

Barmeyer, C. I. (2004). Learning styles and 
their impact on cross-cul tural training: 
An international comparison in France, 
Germany and Quebec. IlItematiOllal 
lormlal of IlIlerCllitural Relatiolls. 28, 
Sn-S9-l. 

Barnard, N. D., &: Kaufman, S. R. (1997, 
Febraury). Animal research is wasteful 
and misleading. Scielltific American, 276, 
80-82. 

Barnes, V. A., Davis, H. c., Murzynowski, 
J., &: Treiber, F. A. (2004). Impact of 
meditation on resting and ambulatory 
bloocl pressure and heart rate in youth. 
Medicirre, 66, 909-914. 

Barnett, R. C. (2004). Woman and work: 
Where are we, where did we come 
from, and where are we going? 
[Prefacel. jOllmal of Social IS$IIes, 60, 
667-674. 

Baron, R. S. (2005). So right it's wrong: 
Groupthink and the ubiqui tous nature 
of polarized group decision making. In 
M. P. Zanna (Ed.), AdvRlrcrs ill experi­
mental social psychology (Vol. 37). San 
Diego, CA: Elscvier Academic Press. 

Barrett, D. (2001). TIr .. cOIIII/JillN.' of 51 .... 1', 
New York: Crown Publishers. 

Barrett, L. F., &: Salovey, P. (Eds). (2002). 
Tire wisdom ;11 fee/irrg: Psyclrological pro­
cesses ill e/flotiooral irrtellige'lce. New York: 
Guilford Press. 

Barrett, M. (1999). The deveiopmeolt of lan­
grwge. Philadelphia: Psychology Press. 

Barringer, T. A., &: Weaver, E. M. (2002). 
Doeslong-tcrm bupropion (Zyban) use 
prevent smoking relapse after initial 
success at quitting smoking? JOlmral of 
Family Practice, 51, In. 

Barron, G., &: Ye.:hiam, E. (2002). Private 
e-mail requests and the diffusion of 
r(>sponsibility. ComputeTS in Hrmlall 
Behavior, 18,507-520. 

Bartecchi, C. E., MacKenzie, T. D., &: 
Schrier, R. W. (1995, May). The global 
tobacco epidemic. Scie'ltijic AmeriCa/I, 
pp.44-S1. 

Bartholow, B. D., &: Anderson, C. A. (2002). 
Effects of violent video games on 
aggressive behavior: Potential sex dif­
ferences. jormral of EXpt'Timental Social 
Psycl,ology, 38, 283-290. 

Barllett, F. (1932). Rememberillg: A study 
ill experimental aHd social psycl,ology. 
Cambridge, England: Cambridge 
University Press. 

&rtocci, G. (2004). Transcendence techniques 
~nd psychobiological mechanisms under­
lying religious experience. MeHtal Healtlt, 
ReligioH aHd Culllm:, 7, 171-181. 



e I Feldman: hsemials of 

Und8lstanding Ps~c holog~, 
Sn e nth Edition 

Back Maner 

Bartoshuk, L (2000, july / August). The bi t­
ter with the sweet. APS Observer, 11,33. 

Bartoshuk, L, &. Drewnowski, A. (1997, 
February). Symposium presented at 
the annual meeting of the American 
Association for the Advancement of 
Science, Seattle. 

Bartoshuk, L, &. Lucchina, L (1997, 
January 13). Are you a supertaster? U.S . 
News & World Rrper/, pp. 58-59. 

Bartzokis, G., Nuechteriein, K. H. , Lu, P. 
H., Gitlin, M., Rogers, S., &. Min~ , J. 
(2003). Dysregulated brain develop­
ment in adult men with schizophrenia: 
A magnetic resonance imaging study. 
Biologiclll Psyclrill/ry, 53, 412-421. 

Basch, M. F. (1996). Affect and defense. In 
D. L Nathanson (Ed.), Krrolllirrg feeling: 
Affecl, script, lind psyc/rollrernpy. New 
York: W. W. Norton. 

Bass, A (1996, April 21). Is anger good for 
you? Boston Globe Maga~irrr, pp. 20-41. 

Bates, E. (2005). Plasticity, localization, 
and language development. In S. T 
Parker and J. Langer (Eds.), Biology and 
knowledge revisited: From lleurogellrsis 10 
psydrogellesis. Mahwah, NJ: Lawrence 
Erlbaum Associates. 

Bates, P. E., Cuvo, T, Miner, C. A, &. 
Korabek, C. A, (2001), Simulated and 
community-based instruction involving 
persons with mild and moderate mental 
retardation. Researdr ill Developmeutal 
Disabilities, 22, 95-115. 

Bates, R. (2002). Liking and similarity 
as predictors of multi-source ratings. 
Persol",e/ R.>vil'·w, 31, 540-552. 

Batson, C. D., & Powell, A. A (2003). 
Altruism and prosocial beha\' ior. 
In T. Millon &. M. j. Lerner (Eds.), 
Halldbook of psyc/rology: Personalily aud 
social psychology (Vol. 5). New York: 
Wiley. 

Batson, C. D., Ahmad, N., Lishner, D. 
A., & Tsang, J. A (2002). Empathy 
and altruism. In C. R. Snyder &. S. J. 
Lope~ (Eds.), Ha"dbook of positive psy­
drology, pp. 485-498. London: Oxford 
University Press. 

Bauer, P. j. (1996). What do infants recall 
of their h\'es? Memory for specific 
events by one- to two-year-Qlds. 102nd 
Annual Convention of the American 
Psychological Association. (1994, Los 
Angeles, California, U.S.). Americalr 
Psyclrologisl, 51, 29-41. 

Baum, A. (1994). Behavioral, biological, 
and environmental interactions in 
disease processes. In $ . 8lumenthal. 
K. Matthews, &: S. Weiss (Eds.), New 
researcl, frollliers ill belmvioral medicille: 
Proceedillgs of tire Nn1iOl1ll1 COllferellce. 
Washington, DC; NIH PublicJtions. 

Relerenets 

Baum, A. S., Rcvenson, R. A., &. Singer, J. 
E. (Eds.). (2002). Halldbook of hea/ll, poy­
dlOlogy. Mahwah, NJ: Erlbaum. 

Baumeister, A. A., &. Francis, j. L. (2002). 
Historical development of the dopa­
mine hypothesis of schizophrenia. 
10l/mal of tire History oj tire Neuroscieuces, 
11,265--277. 

Baumeister, R. F. (1998). The self. In D. T. 
Gilbert &: S. T. Fiske (Eds.), Tire hnud­
book of social psychology (Vol. t. 4th ed.). 
Boston: McGraw-Hili. 

Baumeister, R F., Campbell, j. D., & 
Krueger, j . I. (2003). Docs high self­
esteem cause beller performance, 
interpersonal success, happiness, or 
healthier lifestyles? Psychological Sciellce 
hr lire Public Il1terest, 4, 1-44. 

Baumeister, R. F., DcWJIl, C. N., &: 
Ciarocco, N. j . (2005) Social exclu­
sion impairs self-regulation. /OImJIII 
of PCT$Onalily alld Social Psychology, 88, 
589-604. 

Baumeister, R F., & Twenge, J. M. (2002). 
Cultural suppression of female sexu­
ality. Revi<'IV of Gelleral Psychology, 6, 
166-203. 

Baumeister, R F., Twenge, j. M., &: Nuss, C. 
K. (2002). Effects of social exclusion on 
cognitive processes: Anticipated alone­
ncss reduces intelligent thought. Jormwl 
of PrT$OlInlity mrd Socilll Psychology, 83, 
817-827. 

Baumgartner, F. (2002). The effect of hardi­
ncss in the choice of coping strategies in 
stressful situations. Siudia PsydlOlogica, 
44,69-75. 

Baumrind, D. (1971). Current patterns 
of parental authority. Developmenlal 
Psyclrology Mrmogmp/rs, 4 (1, pt. 2). 

Baumrind, D. (1980). New directions in 
socialization research. PsycllOlogical 
Bul/elill, 35, 639-652. 

Baumrind, D., Larzele.t>, R E., &. Cowan, 
P. A. (2002). Ordinary physical pun­
ishment: Is it harmful? Comment on 
Gershoff (2002). PsycllOlogical Bul/elin, 
32,42-51. 

Bayer, D. L. (1996). Int(!raction in families 
with young adults with a psychiat ric 
diagnosis. Ameril'Mr 10llrual of Family 
Therapy, 24, 21-30. 

Bayliss, D. M., Jarrold, c., Baddeley, 
A D., & Gunn, D. 1M. (2005a). The 
relationship betwl~m shor t-term mem­
ory and working memory: Complex 
span made simple? Memory, 13, 
414-421. 

Bayliss, D. M., Jarrold, C., B.lddeley, 
A. D., Gunn, D. M., &. Leigh, E. (2005b). 
Mapping the developmental const raints 
on working memory span performance. 
Deve/opmelltal Psychology, 41, 579- 597, 

() The McGraw-Hili 
Companies. 2008 

References R-5 

Bayne, R. (2005). Ideas alld evidellce: Critical 
ref/eel ions Oil MBT/® theory alld practice. 
Gainesville, FL: Center for Applications 
of Psychological Type, CA PT. 

Baynes, K., Eliassenk J. c., Lutscp, 
H. L., &. Gazzaniga, M. S. (1998, May 
8). Modular organization of cognitive 
systems marked by interhemispheric 
integration. Scieuu, 280, 902-905. 

Bazell, B. (1998, August 25). Back pain goes 
high-te.::h. Slate, pp. 1-4. 

Bearman, P. S., Moody, j., &. Stovel, K. 
(2004). Chains of affedion: The struc­
ture of adolescent romantic and sexual 
networks. Americall Jourllal of Sociology, 
110,44-91. 

Beatty, j. (2000). Tile Iwmall braill: Esseu/ials 
of behaviorallle, jroscierrCf'. Thousand 
Oaks, CA: Sage. 

Beatty, W. W. (2002). Sex difference in 
geographical knowledge: Driving expe­
rience is not essentiaL/oumal of Ihe 
/IIlematiollal Nruropsyclrologica/ Society, 
8,804--810. 

Beck, A. P., & Lewis, C. M. (Eds.). 
(2000). The process of gro"p psy­
clrollrerapy: Systems for allalyzing 
clwllge. Washington, DC: American 
Psychological Association. 

Beck, A, T, (1991), Cognitive therapy: A 30-
year perspective. Americall Psychologist, 
46, 368--375. 

Beck, A. T. (1995). Cognitive therapy: Past, 
present, and future. In M. J. Mahoney 
(Ed.), Coguitive aud collslmcliVl' psyc/ro­
Iherapies: Theory, research, alld practice. 
New York: Springer. 

Beck, A T. (2004). Cognitive therapy, 
beha\'ior therJpy, psychoanalysis, and 
pharmacotherJPY: A cogni tive con­
tinuum. In A. Freeman, M. j. Mahoney, 
P. Oe\' ito, &: O. Martin (Eds.), Cogrriliorr 
alld PsycllOlherapy (2nd cd.). New York: 
Springer Publishing Co. 

Beck, A. T, &. Emery, G., with Greenberg, 
R L. (1985). Anxiety disorders alld pllO­
bias: A cognilive perspective. New York: 
Basic Books. 

Beck, A T, Freeman, A., &. OJllis, D. D. 
(2004). Cogllitive therapy of l"' fSOlla/· 
i/ydisorders (2nd edition). New York: 
Guilford Press, 

Ik,<;;ker, T (2003). Is emotional intelligence a 
viable concept? Academy of Mallage"'e"t 
Re1)iew, 28, 192-195. 

Beckham, E. E., &: Leber, W. R. (Eds.). 
(1997). Ha"dbook of Depressioll (2nd I'd.). 
New York: Guilford Press. 

Bedard, W. W, &: Parsinger, M. A (1995). 
Prednisolone blocks extreme intermJle 
sociJI aggression in seizure-induced, 
brain-damaged rats: Implications for 
the amygdaloid central nucleus, 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

R-6 References 

I Back Maner 

corticotrophin-releasing factor, and 
dedrical seizures. PsychoiogiiXIl Reporls, 
77,3-9. 

Begg, D., &. Langley, J. (2001). Changes in 
risky driving behavior from age 21 to 
26 years. Jorrmal of Safety Researclr, 32, 
491-499. 

Begley, S. (2002, September 13). The 
memory of September 11 is seared in 
your mind; But is it really true? Tire Wall 
51rul Journal, p. BI. 

Begley, S. (2003, April 4). Likely suicide 
bombers include some profiles you'd 
never suspect. The Wall 51rul Journal, 
p. Bl. 

Begley, S. (2()().t, October 1). New ethi­
cal minefield: Drugs to boost memory 
and sharpen attention. Tire Wall Street 
Jormral,p. BI. 

Begley, S. (2005a, April 29). Evolution 
psychology may not help explain 
our behavior after all . Tile Wall 51.eet 
Jou.llal, p. 01. 

Begley, S. (2005b, August 19). A spotless 
mind may ease suffering but erase iden­
tity. The Wall 51reel Journal, p. BI. 

Beilin, H. (1996). Mind and meaning: 
Pia get and Vygotsky on causal explana­
tion. Hrll/rall Droelopmelll, 39, 277-286. 

Beilock, S. L., &. Carr, T. H. (2005). When 
high-powered people fail: Working 
memory and "choking under pres­
surc" in math. Psychological $ciellCC, 16, 
101-105. 

Bell, J., Grekul,J., Lamba, N., &. Minas, 
C. (1995). The impact of cost on stu­
dent hdping behavior. /ourllal of Social 
Psyclrology, 135, 49-56. 

Bellack, A. 5., Hersen, M., &: Kazdin, A. E. 
(1990). IlIlematiorrallrmrdbook of behav­
ior modificatiorr mrd IIrerapy. New York: 
Plenum. 

Bellezza, E S. (2000). Mnemonic 
devices. In A. E. Kazdin (Ed.), 
Encyclopedia af psychology: Val. 5 (pp. 
286-287). Washington, DC: American 
Psychological Association. 

Bellezza, E 5., Six, L. 5., &: Phillips, O. S. 
(1992). A mnemonic for remembering 
long strings of digits. Brdlelill of the 
Psyclrollomic Society, 30, 271-274. 

Belli, R. E, &: Loftus, E. E (1996). The pli­
ability of autobiographical memory: 
Misinformation and the false mem­
ory problem. In O. C. Rubin (Ed.), 
Rememberillg our pasl: Siudies ill alllo­
biographical memo.y (pp, 157-179). New 
York: Cambridge University Press. 

Belsky, J. (2002). Quantity counts: Amount 
01 ch ild care and children's socio­
emotional development. Jormwl of 
Developmellla/ mrd Belwuioral Pedia/aries. 
23,167-170. 

Reterencts 

Belsky, J., &. Rovine, M. (1988). Non­
maternal can:: in the first year of lift:> and 
infant-parent attachment security. Child 
De1JClopmem, 59, 157-167. 

Bern, D. J. (1996). Exotic becomes erotic: A 
developmental theory of sexual orienta­
tion. Psyclrological Review, 103, 320-335. 

Bern, D. J., & Honorton, C. (1994). Does psi 
exist? Replicable evidence for an anom­
alous process of information transfer. 
Psydlological Blllle/;'I, 115, 4-18. 

Bern, S. L. (1993). Ullses of gellder. New 
Haven, CT: Yalt:> University Prt:>ss. 

Bern, S. L. (1998). All ullcoll1JClltiOllal falllily. 
New Haven, CT: Yalt:> University Prcss. 

Benbow, C. P., Lubinski, D., & Hyde, J. 
S. (199?). Mathematics: Is biology the 
cause of gender differences in perfor­
mance? In M. R. Walsh (Ed.), Womell, 
mell, ami gellder: Oll8Oillg debates. New 
Haven, CT: Yale University Press. 

Benca, R. M. (2005). Diagnosis and treat­
mt:>nt of chronic insomnia: A n::vit:>w. 
Psydlialric Services, 56, 332-343. 

Benderly, B. L. (2004). Looking beyond the 
SAT. Alllerican Psychologicill Sociely, 17, 
12-18. 

Scnight, C. C. (2004). Collective efficacy 
following a series of natural disasters. 
Stress arrd Copitrg: All Intenmtiorwl 
/ormral, 17, 4U1-4Z0. 

Benjamin, L. T., Jr. (1985, February). 
Dt:>fining aggn::ssion: An t:>xerci${> 
for classroom dis<:ussion. TMChillg of 
Psyclrology, 12 (1), 40-42. 

Bennett, M. R (2000). The concept of long 
term potentiation of transmission of 
synapses. Progress ill Neurobiology, 60, 
109-137. 

Benson, E. (2003, April). The s<:ience of 
sexual aroUS.l1. MOllitor 011 Psyclrology, 
pp.50-56. 

Benson, H. (1993). The n::laxation T/~pon${>. 
In O. Goleman & J. Guerin (Eds.), Milld­
body lIIedicille: How 10 IISC your 1II;'ld for 
belter he<lltlr. Yonkers, NY: Consumer 
Reports Publications. 

Benson, H., Kornhaber, A., Kornhaber, c., 
LeChanu, M. N., et al. (1994). Increases 
in positi\'e psychological characteristics 
with a new relaxation-response curricu­
lum in high school students. Journal of 
Researclr arrd Deuelopmelll ill Educatioll, 
27,226-231. 

Bentall, R. P. (1992). The classification 
of s<:hizophrenia. In O. J. Kavanagh 
(Ed.), Schizophrenia: All o(Jer(Jinv alld 
praclicaliialldbook. London: Chapman 
&: Hall. 

Benton, S. A., Robertson,). M., Tseng, W. 
c., Newton, E 8., &. Benton, S. L. (2003). 
Changes in counseling center client 
problems across 13 years. Professiolla/ 

() The McGraw- Hili 
Companies. 2008 

Psychology: Rae<lrcll alld Practice, 34, 
66-72. 

Bergh, c., Sjostt:>dt, 5., Hellers, G., Zandian, 
M., &. Sodersten, P. (2003). Meal size, 
sa tiety and cholt:>cystokinin in gastrt:><:­
tomized humans. Physiological Belrauior, 
78,143-147. 

Bergin, A. E., & Garfield, S. L. (Eds.). 
(1994). Harrdbook of psychotherapy mrd 
belulUior challge (4th I'd.). New York: 
Wilt:>y. 

Berguit:>r, A., &. Ashton, R. (1 992). 
Characteristics of the frequent night­
mare sufferer. Joumal of A/morlllal 
Psydlology, 101,246-250. 

Berk, L E. (2005). Why parenting mat­
ters. In S. Olfman (Ed.), Clrildhood lost: 
How American cul/rlre is failing our kids 
(pp. 19-53). Westport, CT: Praeger 
Publishers/Greenwood Publishing 
Group. 

Berkowitz, C. D. (2000). Tht:> long-tt:>rm 
mt:>dical conSt:>quenc/:'S of sexual abu${>. 
In R M. Rccct:>, et a1. (Eds.), Treallllelil 
of cllI'ld almsc: COlli mOil grolmd for lIIelital 
heallil, lIIedical, and legal pracliliOlrer$. 
Baltimore: Johns Hopkins University 
I'ress. 

Berkowitz, L (1989). Frustration-aggres­
sion hypothesis. Psyc/rological Bulletill, 
106,59-73. 

Berkowitz, L (1990). On the formation and 
n::gulation of anger and aggression: A 
cogniti vt:>-n{>Oassociationistic analysis. 
Alllerican Psycilologis/, 45, 494-503. 

Berkowitz, L (1993). Aggressiofl: lis causes, 
conseq"enccs, alld cOlllrol. Nt:>w York: 
McGraw-Hill. 

Berkowitz, L. (2001). On the formation and 
regulation of anger and aggression: A 
cogniti ve-n{>Oassociationistic analysis. 
In W. G. Parrott (Ed.), Emotions ill social 
psycilology: Essell/ial readillgs. Nt:>w York: 
Psychology Press. 

Berkowitz, L., &. Geen, R. G. (1966). Film 
violt:>nce and tht:> cut:> p ropertit:>s of avail­
ablt:> targets. Journal of Persollalily alld 
Social Psychology, 3, 525-530. 

Berkowitz, L, &: lePage, A. (1967). 
Weapons as aggression-eliciting 
stimuli. Journal of Personality and Social 
Psyc/rology, 7, 202- 207. 

Berliner, L., &. Elliott, O. M. (2002). Sexual 
abuse of children. In J. E. B. Myt:>rs &. L. 
Berliner, et al. (Eds.), The APSAC halld­
book Oil child lIIall'M/lllell/ (2nd ed., pp. 
55-78). Thousand Oaks, CA: Sage. 

Berlynt:>, O. (1967). Arousal and n::inforct:>­
ment. In D. Levine (Ed.), Nebraska sym-
110silltlr orr nrolilllliiorr. Lincoln: University 
of Nebraska Press. 

Berman, R. M., Krystal. J. H., & Charney, 
D. S. (1996). Mechanism of action of 



o I Feldman: hsemials of 

Und8lstanding Ps~eholog~, 

Sn enth Edition 

Back Maner 

antidepressants: Monoamine hypoth­
eses and beyond. In S. J. Watson (Ed.), 
Biology of sclrizoph","i" ~IId affedive 
disease. Washington, DC: American 
Psychiatric Press. 

Bernal, G., Trimble,J. E., Burlew, A K., 
&: Leong. F. T. (Eds.) (2002). Haudbook 
of roeial mul ellmic mitrorily psyclrology. 
Thou5.1nd Oaks, CA: Sage. 

Bernard, L. L. (1924). ItrsliucI: A strldy ill 
$OCi~1 psyclUJlagy. New York: Hol t. 

Bernstein, O. M., Loftus, G. R, &. Melt-otoff, 
A. N. (2005). Object identification 
in pres<:hool children and adults. 
D<"t¥:lapmema/sciellce, 8, 151-161. 

Berntsen, D., &: Rubin, D. C. (20(4). 

Cultural life sc r ipts structure re.::all from 
autobiographica l memory. Ml'lllOry Rud 
Cog,riliou, 32, 427-442. 

Berntsen, D., &: Thomsen, D. K. (2005). 
Personal memories for remote historical 
events: Accuracy and clarity of flash­
bulb memories related to World War 
II./oumal aj fXp"rimeut~1 Psyclrology: 
Gener~l, 134, 242-257. 

Berrellini, W. H. (2000). Are schizop hrenic 
and bipolar disorders related? A 
review of family and molecular stud­
ies ISpecial issue: A special issue on 
bipolar disorderl. Biological Psycirialry, 
48,531-538. 

Berridge, K. C. (2004). Motivation concepts 
in behavioral neuroscience. Plrysiology 
mrd Belravior, 81. 179-209. 

Berrios, C. E. (1996). Tire Iristory of me"Ial 
symptams: Descriptive psyclwpatJroiogy 
since the IIin/'t"",rtlr cNrtllry. Cambridge, 
England: Cambridge University Press. 

Bersoff, D. M. (1999). Why good people 
sometimes do bad things: Motivated 
reasoning and unethical behavior. 
Persollalily mrd Social Psyclrology Brrlie/ill, 
25,28-39. 

Berthoud, H. R (2002). Multiple neu­
ral systems controlling food intake 
and body weight. Nellro$Ciellce alld 
Biobelraviora/ Rel'!'eIVS, 26, 393--428. 

Betancourt, H., &. Lopez, S. R. (1993). The 
study of culture, ethnicity, and race 
in American Psychology. Americllrr 
PsycilOlogisl, 48, IS86-15%. 

Beutler, L. E., Brown, M. T., Crothers, L., 
Booker, K., et al. (19%). The dilemma 
of factitious demographic distinc t ions 
in psychological research ./ournal aj 
COII,ultillg alld Clillic~1 Psychology, 64, 
892-902. 

Beyene, Y. (1989). From merrarcJre to mellO­
parjse: Rel,rotirjctive liues of pellSl!lit 
womell irr two crrllMes. Albany, NY: State 
University of New York Press. 

Beyene, Y. (1992). Menopause: A bioeul­
tural event. In A. J. Dan, &: L. L. Lewis 

Relerenets 

(Eds.), Mellslrual h",,/tIr ill wOnlN,'slit"'es. 
Chicago: University of Illinois Press. 

Bialystok, E., &: Martin, M. M. (2004). 
Attention and inhibition in bilingual 
children: Evidence hom the dimension­
al change card sort task. Deueiopmelllill 
SeieuCl', 7, 325-339. 

Bianchi, S. M., &: Cas]X!r, L. M. (2000). 
American Families. Poprrlatiorr 8rllielirr, 
55(4). 

Biederman, L (1987). Recognition-by-com­
ponents: A thoory of human image 
understanding. Psydwlogicill R""'iew, 94, 
115-147. 

Biederman, L (1990). Higher-level vision. 
In D. N. Osherson, S. Kosslyn, &: J. 
Hollerbach (Eds.), 1111 illvi/il/ioll/o coglli­
liue seier/ce: Visrml cogrritiorr mrd IIctioll. 
Cambridge, MA: MIT. 

Biernat, M. (2003). Toward a broader 
view of social stereotyping. Americ~rr 
Psychologist,58,1019-1027. 

Bind, A, & Simon, T. (1916). Tire develop­
mellt of illtellige,rce ill clrild.e,r (The Billet­
si",oll SCtlleJ. Baltimore: Williams & 
Wilkins. 

Bingenheimer, J. S., Brennan, R. T., &: Earls, 
F. J. (2005, May 27). Firearm violence 
exposure and serious violent behavior. 
SciCIIC<', J08, 1323- 1327. 

Binstock, R., &: George, L. K. (Eds .). (19%). 
Hllrrdbook of ~gillg "rid lire socilll seierrces 
(4th ed.). San Diego, CA: Academic 
Press. 

Birch, H. C. (1945). The role of motivation 
factors in insightful problem solving. 
Jormwl of CoII'l'amtiue Psychology, 38, 
295- 317. 

Birren, J. E. (Ed.). (19%). E.llcyclopedill of 
gerolllology: Age, Rgiug mrd lire ~ged. San 
Diego, CA: Academic Press. 

Bishop, M. (2005). Quality of life and psy­
chosocial adaptation to chronic illness 
and disability: Preliminary analysis of 
a conceptual and theoretical synthesis. 
Re/",bilitatioll Cou"seling BIII/etill, 48, 
219- 231. 

Bjork, R. A, &: Richardson-Klarehn, A. 
(1989). On the puzzling relationship 
between environmental context and 
human memory. In C. lzawa (Ed.), 
Crrmml issrres ill cogllili!!e processes: Tire 
Trllalle-Floweree symposirrm 011 cogllilioll. 
Hillsdale, NJ: Erlba1.lm. 

Black, S. M., &. Weisz, A. N. (2004). Dating 
violence: A qualitative analysis of 
Mexic.:m American youths' views. 
/oumlll of filmic alld Cultu.al Diversity ill 
Socilll Work, 13,69- 90. 

Black, P. H., &: Barbut t, L. D. (2002). Stress, 
inflammation and cardiovascular dis­
ease. !ormral of Psyclrosomalic ReseRrclr, 
52,1- 23. 

() The McGraw- Hili 
Companies. 2008 

References R-7 

Blagrove, M., Farmer, L., &. Williams, E. 
(2004). The relationship of nightmare 
frequency and nightmare distress to 
well-being.loII",al of Sleep Research, 13, 
129- 136. 

Blair, C. A, Thompson, L. F., &: Wuensch, 
K. L. (2005). Electronic helping behav­
ior: The virtual presence of others 
makes a difference. Basic mrd Applied 
Social Psyclrology, 27, 171 - 178. 

Blais, F. c., Morin, eM., Boisclair, A, 
Grenier, V., &. Guay, B. (2001). Insomnia: 
Prevalence and treatment of patients 
in general practice JArtiele in French]. 
Callildillll Family Physici~lI, 47, 7::A-767. 

Blakeslee, S. (1991, August 7). Le\'els of 
caffeine in various foods. Tise New York 
Times. 

Blakeslee, S. (1992, August 11). Finding a 
new messenger for the brain's s ignals to 
the body. Tire New York Times, p. C3. 

Blakeslee, S. (2000, January 4). A dC(ade 
of discovery yields a shock about the 
brain. Tire New yo.k Times, p. 01. 

Blass, T. (19%). Allribution of responsibil­
ity and trust in the Milgram obedience 
experiment./oll",al of Applied Socilll 
Psychology, 26,1529-1535. 

Blass, T. (Ed.) (2000). Obedience 10 alltlro.­
ily; Curmrt perspecliws 011 lire Milgram 
Pllmdigm. Mahwah, NJ: Erlbaum. 

Blau, Z. S. (1973). Old age ill a clrmrgillg soci­
ety. New York: New Viewpoints. 

Blewett, A. E. (2000). Help cards for 
patients. Psyclrialric 8rlllelill, 24, 276. 

Block, R. L, O'leary, O. S., Ehrhardt, 
J. C, Augustinack, J. c., Ghoneim, 
M. M., Arndt, S., &. Hall, J. A. (2000). 
Effects of frequent marijuana use on 
brain tissue volume and composition. 
Nellrort'por/ 11, 491-4%. 

Blum, D. (2002). Love al goorr pllrk: Harry 
Hllrlow alld 1/,1' sciellce of IIfferlioll. 
Cambridge, MA: Perseus. 

Blume, S. B. (1998, March). Alcoholism 
in women. Tire Harva.d Me'rla/ Healtlr 
/.,etler, pp. 5-7. 

Boahen, K. (2005, May). Neuromorphic 
microchips. Sciell/iftc AmeriCtlrr, pp. 
56-64. 

Boehm, K. E., &: Campbell, N. B. (1995). 
Suicide: A review of calls to an adoles­
cent peer listening phone service. Clrild 
p$ydll'lIlry lind Hum,," Development, 26, 
61-66. 

Boles, O. B. (2005). A large-sample study 
of sex differences in functional cere­
bral iateralization. /Oll,"a/ of Cli,rical 
Rlld E.xperimerrtal Neuropsyclrology, 27, 
7::A- 76g. 

Bolger, N .. Zuckerman, A, &: Kessler, 
R. C. (2000). Invisible support and 
adjustment to stress. Jormral of 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seve nth Ed ition 

A.-8 References 

I Back Maner 

Persollality alld Social PsycilOlogy, 79, 
953-961. 

Bolla, K. t, Cadet, j. L., & London, E. D. 
(1998). The neuropsychiatry of chronic 
cocaine abuse. /ormral of Nerrropsyc/riatry 
mrd Clinicnl Nerrroscielrces, 10, 280-289. 

Boller, F. (2(04). Rational basis of reha­
bilitation following cerebral lesions: A 
review of the concept of cerebral plas­
ticity. Frmc/ional NClnology: New Trmds 
ill Adap/iwnlld Behavioral Disordl!TS, 19, 
65-n 

Bolonna, A. A., & Kerwin, R. W. (2005). 
Partial agonism and schizophrenia. 
British loumal of Psyc/riatry, 186,7-10. 

Bonanno, G. A (2004). Loss, trauma, and 
human resilience: Have we underes­
timated the human capacity to thrive 
after extremely aversive events? 
Amuicml PSyc/lOlogist, 59, 20-28. 

Bond, J. T., Thompson, c., Galinsky, E., & 
Prottas, D. (2003). Highlig/rts of tire 2002 
IIatiOllal slirvey of t/re c/rallgillg u>(}rkjorce 
(Na. J). New York: Families and Work 
Institute. 

Borbely, A. (1986). Secrets of sleep (p . 43, 
graph). New York: Basic Books. 

Sordnkk, I'. S., Elkins, R. L., Orr, T. E., 
Walters, P., &: Thyer, B. A (20(4). 

Evaluating the relative effediveness of 
three a\'ersion therapies designed to 
reduce craving among cocaine abusers. 
Behavioralllltervelltiolls, 19, 1-24. 

Bornstein, M. H., & Arterberry, M. 
(1999) Perceptual development. In 
M. Bornstein & M. Lamb (Eds.), 
Developmell/al PsycllOlagy. Mahwah, NI: 
Erlbaum. 

Bornstein, R F. (2001). The impending 
death of psychoanalysis. Psyclloa/raly/ic 
PsycllOlogy. 18,3-20. 

Bornstein, R F. (2003). Psychodynamic 
models of personality. In T. Millon & M. 
J. Lerner (Eds.), Halldbook of psycholagy: 
Persollality alld social psychology (Vol. 5). 
New York: Wiley. 

Bortfeld, H., & Whitehurst, G. I. (2001). 
Sensitive per iods in first language 
acquisition. In D. B. Bailey, Jr., J. T. 
Bruer, et al. (Eds.), Critical tllillking aoorrt 
critical periods, pp. 173-192. Baltimore, 
MD: Paul H. Brookes. 

Bosma, H., van Boxtel, M. P. J., Ponds, 
R. W. H. M., Houx, P. I. H., Burdorf, 
A., & lollI'S, j. (2002). Mental work 
demands protect against cogni tive 
impairment: MAAS prospective cohort 
study. ExperimClltal Agillg Researc/I, 29, 
33-45. 

Botting, j. H., &: Morrison, A R. (1997, 
February). Animal research is vital to 
medicine. SciClltijiC Americall, 276. 83--86. 

Reterencts 

Botvinick, M. (2004, August 6). Pr<.>bing the 
neural basis of body ownership. Science, 
305, 782-783. 

Bouchard, c., & Bray, G. A. (Eds.). (1996). 
Regulatioll of body weigllt: Biological and 
beillwiomi mcc/wllis111S. New York: Wiley. 

Bouchard, T.).. Jr. (2004). Genetic influence 
on human psychological traits: A sur­
vey. Crlrrmt DirectiOlls in PSyc/lological 
SciCllct', 13, 148-151. 

Bouchard, T. I., Segal, N. L., & TellCSen, A. 

(2004). Genetic influence on social atti­
tudes: Another challenge to psychology 
from behavior genetics. In 
L. F. DiLalla (Ed.), Belravior gClfetics prin­
ciples: Puspectives ill develol'meut. per50l1-

ality, and psychopathology. Washington, 
DC: American Psychological 
Association. 

Bourke, P. A, &: Duncan, j. (2005). Effect 
of template complexity on v isual 
search and dual- task performance. 
Psyclrological Sciellce, 16, 208-213. 

Bourne, L. E., Dominowski, R. L., Loftus, 
E. F., &: Healy, A. F. (I986). Cogllilillt" pro­
cesses (2nd ed.). Englewood Cliffs, NJ: 
Prentice Hall. 

Sower, G. H., Thompson, S. S., &: Tulving, 
E. (1994). Reducing retroacth'e interfer­
ence: An interference analysis. lormral 
of Experimental Psycllology Learuillg, 
Memory, alld Cogllitioll, 20, 51-{;6. 

Bower, I. M., & Parsons, L. M. (2003, 
August). Rethinking the "lesser brain." 
Scierrtijic American, pp. 51-57. 

Boyce, W. T., & Ellis, B. j. (2005). Biological 
sensitivity to context: An evolution­
ary-developmental theory of the ori­
gins and functions of stress reactivity. 
Developmm/ mId Psyclropatllology, 17, 
271-301. 

Boyd-Wilson, B. M., McClure, j., &: Walkey, 
F. H . (2004). Are wellbeing and illusory 
perceptions linked? The answer may 
be yes, but .... Australiall jormral of 
Psyc/,ology, 56, 1-9. 

Boyle, G. L Goldman, R., Svoboda, I. S., 
&: Fernandez, E. (2002). M,lle circumci­
sion: Pain, trauma and psychosexual 
sequelae. 10J/mal of Health Psyclrology, 7, 
329-343. 

Boyle, S. H., Williams, R B., Mark, 
D. B., Brummett, B. H., Siegler, I. c., 
&: Barefoot, I. C. (2005). Hostili ty, age, 
and mortality in a sample of ca rdiac 
patients. Alllericall/ourllal of Cardiology, 
96,64-72-

Bozarth, I. D., Zimring, F. M., &: TauS(h, 
R (2002). Clien .... ::entered therapy: 
The evolution of a revolution. In D. J. 
Cain (Ed.), Hummlistic psyclwllrerapies: 
Hmldbook of research mId practice (pp. 

() The McGraw- Hili 
Companies. 2008 

147-188). Washington, DC: American 
Psychological Association. 

Brady, N., Campbell, M., & Flaherty, M. 
(2005). Perceptual asymmetries are 
preserved in memory for highly famil­
iar faces of self and friend. Bmin alld 
Cogllition, 58, 334-342. 

Brambilla, P., Cipriani, A, Hotopf, M., & 
Barbui, C. (2005). Side-effect profile of 
fluoxetine in comparison with other 
SSRls, tricyclic and newer antidepres­
s .. mts: A meta-analysis of clinical trial 
data. Pharlllacopsycliiatry, J8, 69-77. 

Brasic, I. R. (2002). Conversion disorde r in 
childhood. Gerlllall loumal of psychiatry, 
5,54-61. 

Brazelton, T. B. (1969). Illfants and molhers: 
Differences in development. New York: 
De!l. 

Breakweti, G. M., Hammond, S., & Fife-
5chaw, C. (Eds.). (1995). Research metlr­
ods in psychology. Newbury Park, CA: 
Sage. 

Brehm, I. W., &: Self, E. A. (1989). The 
in tensity of motivation. Allllllal Rroiew 
of Psyclwlogy, 40, 109-131. 

Breland, K., & Breland, M. (1961). 
Misbehavior of organisms. AmericQlI 
PSyc/lOlogist, 16, 681-684. 

Brendgen, M., Vitaro, F., &: Bukowski, 
W. M. (2000). Stability and variability of 
adolescents' affiliation with delinquent 
friends: Predictors and mnsequences. 
Social Developlllellt, 9, 205-225. 

Brewer, j. B., Zhao, Z., Desmond, I. E., 
Glover, G. H., & Gabrieli, I. D. E. (1998, 
August 21). Making memories: Brain 
acti\' ity that predicts how welt v isual 
experience will be remembered. SCiCllce, 
281,1185-1187. 

Brewer, M. B., & Hewstone, M. (Eds.). 
(2003). Social cogllitiOlI. Malden, MA: 
Blackwell Publishers. 

Brislin, R (1993). Understalldillg "II/lire's 
illj1llelfcc 011 behavior. Fort Worth, TX: 
Harcourt Brace jovanovich. 

Brock, T. c., & Green, M. C. (Eds). (2005). 
Persrmsioll: Psycllological il/siglrts mId per­
spectiues (2nd ed.) . Thousand Oaks, CA: 
Sage Publications. 

Brody, A L., Saxena, S., Stoessel, P., Gillies, 
L. A, Fairbanks, L. A, Alborzian, L., 
Phelps, M. E., Huang, S-C., Wu, H-
M., Ho, M. L., Ho, M. K., Au, S. c., 
Maidment, K., & Baxter, 
L. R, Ir. (2001). Regional brain meta­
bolic changes in patients wi th major 
dep ression treated with either parox­
etine or interpersonal therapy. Arclrives 
of General Psyclrintry, 58, 631-640. 

Broidy, L. M., Nagin, D. S., &: Tremblay, R. 
E. (2003). Developmental trajectories 



o I Feldman: hsemials of 
Und8lstanding Ps~cholog~, 

Sn enth Edition 

Back Maner 

of childhood disruptive beh~viors ~nd 
~dolescen t delinque ncy: A six-si te, 
cross-na tion~1 study. (kvelopm""lal 
Psycilology, 39, 222-245. 

Broman, C. L. (2005). Stress, race and sub­
stance use in college. ColIl'ge Slrldmt 
Jorrmal, 39. 340--352. 

Bronner, E. (1998, November 24). Study 
casts doubt on the benefits of S.AT. 
co.lching courses. Tire New York Times, 
p. A19. 

Brookhiser, R (1997, J~nu~ry 13). Lost in 
the w~. U.s. Nflv$ & World Report, p. 
9. 

Brooks-Gunn, J., H~n, W., &. W~ldfogel , 

J. (2002). Maternal employment and 
child cognitive outcomes in the first 
three years of life: The NICHD study of 
early child care. Child Devt'lopwe/ll, 73, 
1052-1072. 

Brown, A. S., Susser, E. 5., Butler, 
P. D., Andrews, R. R., d OIL (1996). 
Neurobiologic~1 pl~usibility of prena t~1 

nutritional deprivation as a risk f~dor 
for schizophreni~. /orrmal of Nervous a,rd 
Melltal Disease, 184, 71--85. 

Brown, D. C. (1994). Subgroup norming: 
Legitimate testing practice or reverse 
discrimination? America,r PSYc/loiogisl, 
49, 927-928. 

Brown, E. (2001, September 17). The World 
Health Organization takes on big 
tobaa:o (bul don't hold your breath): 
Anti-smoking advocates are mounting a 
global campaign: It's going to be a long, 
h~rd fighl. Forbes, pp. 37-41. 

Brown, M. B., (2000). Diagnosis and trea t­
ment of chi ldren and adolescents with 
a tlention-defidt I hyperactivity disorder. 
Jorrmal of Cormselirlg & Developmml. 78, 
195-203. 

Brown, L. 5., &. Pope, K. 5. (1996). Recovered 
lIIemories of abuse: Assessment, tilerapy, 
forellsics. Washington, DC: American 
Psychological Association. 

Brown, P. K., &. Wald, G. (1%4). Visual 
pigments in single rod and cones of the 
human retina. Sciflrce, 144, 45--52. 

Brown, R. ( \958). How shall a thing be 
called? Psyclrological Review, 65, 14-21. 

Brown,S. I., &. Walter, M.1. (Eds.). (1993). 
Probll'm posing: RefiectiOlls mrd al'l'lico­
timrs. Hillsdale, NJ: Erlbaum. 

Bruce, B., &. Wilfley, D. (1996). Binge e~ting 
among the overweight population: A 
serious ~nd prevalent problem. /Ollrllal 
of 1/,1' American Dietetic Asso<iatiOl', 96, 
58--61. 

Bruce, V., Green, P. R, &. Georgeson, M. 
(1997). VisllOl perCl'ptiOlr: Physiology,I'SY­
clrology olld ecology (3rd ed.). Mahwah, 
NJ: Erlbaum. 

Relerencts 

Bruehl, S., &. Chung, O. K. (2004). 
Psycilological illterventiollS for awle 
paill. Mahwah, NJ: Lawrence Erlbaum 
Associates. 

Bruer, J. T. (2001). A cri~lical ~nd sensitive 
period primer. In D. B. Bailey, Jr., J. T. 
Bruer, et al. (Eds.), eritienllirinking aooul 
crilicol periods, pp. 173-192. Baltimore, 
MD: Paul H. Brook(!S. 

Bryant, R M., Coker, A. D., Durodoye, 
B. A., McCollum, V. J., P~ck-Brown, 
S. P., Conslantine, M. G., &. O'Bryant, 
B. J. (2005). Having our say: African 
American women, diversily, and 
counseling. 101l",al of Co,wse/illg alld 
Developmrtrl, 83, 313-319. 

Brydon, L., Edwards, S., Mohamed-Ali, 
Y., &: Steptoe, A. (2004). Socioeconomic 
status and stress-induced increases 
in interleukin-6. 8mill, Mrovior, and 
Im,mmily, 18,281-290. 

Brzustowicz, L. M., Hodgkinson, 
K. A., Chow, E. W. C, Honer, W. G., &. 
Bassett, A. S. (2000, April 28). Location 
of major susceptibility locus for familial 
schizophrenia on chromosome lq21-
q22. Scil'"ce, 288, 67:9-682. 

Buchanan, T. W., &. Adolphs, R. (2004). The 
neuroanatomy of emotional memory 
in humans. In D. Reisberg &. P. Hertel 
(Eds.), Memory mrd emolio" 
(pp. 42-75). London: Oxford University 
Press. 

Buchert, R., Thomasius, R, Wilke, E, 
Petersen, K., Nebeling, B., Obrocki, J., 
Schulze, 0., Schmidt, U., &. Clausen, M. 
(2004). A voxel-based PET investigation 
of the long-term eff,~ts of "e.::stasy" 
consumption on brain serotonin trans­
porters. American /o,mral of Psyclriolry, 
161,1181-1189. 

Buckout, R (1974). EyE,witness testimony. 
Scielltific Americall, 231, pp. 23-31. 

Bukowski, W. M., Newcomb, A. E, &. 
Hartup, W. W. (Eds . .). (1996). nre com­
pallY tlrey keep: Frielldsl,ip ill clII'/dhood 
alld ado/escellc ... New York: Cambridge 
Universi ty Press. 

Bulik, C. M., Tozzi, E, Anderson, c., 
Mazzeo,S. E., Aggen, 5., &. Sullivan, 
P. F. (2003). The relation between eating 
disorders and components of perfe.::­
tionism. Americall/olmral of Psydriatry, 
160,366-368. 

Burbach, M. E., Matkin, G. 5., &. Fritz, 
5. M. (2004). Te~ching critical thinking 
in an introductory leadership course 
ulilizing aClive learning strategies: A 
confirmatory study. College Sllident 
/olmml, 38, 482-493. 

Burchinal, M. R., Roberts, J. E., &. Riggins, 
R., Jr. (2000). Relnting quality of cenler-

() The McGraw- Hili 
Companies. 2008 

References R-9 

b~sed child Care to early cognitive and 
I~nguage development longi tudinally. 
Child (kvelopm,,"t, 71 , 338-357. 

Burd, L., Cotsonas-Hassler, T. M., 
Martsolf, J. T., &: Kerbeshian, J. (2003). 
Re.::ognition and management of fetal 
alcohol syndrome. Nellroto:o:icological 
Temlology, 25, 681-688. 

Burger, J. M. (1986). Increasing complinnce 
by improving the deal: The that's-not­
~II technique. 10ll",al of Persollalily alld 
Social Psychology, 51, 277-283. 

Burger,J. M., &. Caldwell, D. E (2003). 
The effects of monetary incentives and 
I~beling On the foot-in-thc-door effect: 
Evidence for a self-perception process. 
Basic olld Applied Social Psychology, 25, 
235-241. 

Burgess, D., &. Borgida, E. (1997). Sexual 
harassment: An experimental test of 
sex-role spillover theory. Pl'rsonolity mrd 
Social Psychology BIII/etit" 23, 63-75. 

Burgoon, J. K., &: Bacue, A. E. (2003). 
Nonverbal communication skills. In 
J. O. Greene &. B. R Burleson (Eds.), 
Halldbook of comm,,,,icatioll a,rd $O( ial 
illlerocliorr skills (pp. 179- 219). Mahwnh, 
NJ: Lawrence Erlbaum. 

Burgoon, J. K., Bonito, J. A, Ramirez, A. J. 
R., Dunbnr, N. E., K.1m, K., &. Fischer, 
J. (2002). Testing the interactivity prin­
ciple: Effects of medi~lion, propinquity, 
and ve rbal and nonverb~l modalities in 
interpersonal interaction [Spedal Issue: 
Research on the rel~tionship between 
verbal and nonverbal communica­
tion: Emerging integralions]./ormrol of 
Commlmicalion, 52, 6S7~77. 

Burke, D. M., &. Shafto, M. A (2004). Aging 
and language production. Curmrl 
Direcliolls irr Psyclrologicol Scieuce, 13, 
21- 25. 

Bushm~n, B. J. (1993). Hum~n aggression 
while under the influence of alcohol 
and other drugs: An integrative 
rc;;ear(h review. Cllr,...IIt Direelior,s i,r 
Psycilological Sciellce, 2,148-152. 

Bushman, B. J., &. Anderson, C. A. (2001). 
Media violence and the American pub­
lic: Scientific facts versus media mis­
information. America" Psychologist, 56, 
477-489. 

Bushman, B. J., &. Anderson, C. A. (2002). 
Violent video games ~nd hostile expe.::­
lations: A test of the general aggression 
model. PerSOllality alld Social Psychology 
Blil/eli,r, 28, 1679-1686. 

Bushman, B. J., Baumeister, R. E, Phillips, 
C. M. (2001). Do people aggress 
to improve their mood? Catharsis 
beliefs, affe.::t regulntion opportunity, 
and aggressive responding. /oumal of 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seve nth Ed ition 

I Back Maner Reterencts 

R-IO References 

Persollalily alld Social PsycilOlogy, 81, 
17-32. 

Bushman, B. J., Wang, M. c., &. Anderson, 
C. A. (2005). Is the curve relating 
temperature to aggression linear or 
curvilinear? Assaults and temperature 
in Minneapolis reexamined. Jourual of 
Personality and Social Psyclrology, 89, 
62~. 

Buss, D. (2003). Evolutiouary psycllOlogy. 
Boston: Allyn & Bacon. 

Buss, D. M. (2000). The evolution of happi­
ness. Am"ricatr Psycholagisl, 55, 15-23. 

Buss, D. M. (2001). Human nature and 
culture: An evolutionary psychological 
perspecth·e. Jormral of Persmmlily, 69, 
955-978. 

Buss, D. M. (2003a) The roolrflimr of desire: 
Slralegies of Inmrmr matiug. New York: 
Basic Books. 

Buss, D. M. (2003b). Sexual strategies: A 
journey in to controversy. Psychological 
/Ilquiry, 14, 219-226. 

Buss, D. M. (2004). Sex differences in 
human mate preferences: Evolutionary 
hypotheses tested in 37 cultures. In 
H. T. Reis &. c. E. Rusbult (Eds.), CloSt' 
relaliotrships; K"y ,...adi.,gs. Philadelphia, 
PA: Taylor &. Funcis. 

Buss, D. M., Abbott, M " &. Angleitner, 
A. (1990). Intemation,,1 preferences in 
sele.:ting mates: A s tudy of 37 cultures. 
JOllmal of Cross-Cllltllral Psychology, 11, 
>-47. 

Buss, D. M., &. Kenrick, D. T. (1998). 
Evolutionary social psychology. In 
D. T. Gi lbert, S. T. Fiske, & G. Lindzey 
(Eds.), Tile Irmrdbook of social psyclrology. 
(Vol. 2, 4th cd.). Boston: McGraw-Hili. 

Buss, D. M., Larsen, R. J., Westen, D., &. 
Semmelroth, J. (1992). Sex differences 
in jealousy: Evolution, phYSiology, and 
psychology. Psychological Sci"""" 3, 
251-255. 

Butcher, J. N. (1995). Interpretation of the 
MMPI-2. In L. E. Beutler, &. M. R. Benen 
(Eds.), /ul"gralive assess",,,.,1 of adult p"'­
sorrality. New York: Guilford Press. 

Butcher, J. N. (2005). A ocgimrers gllide 10 
tile MMPI-l (2nd ed.). Washington, DC: 
American Psychological Association. 

Butcher, J. N., Graham, J. R., Dahlstrom, W. 
G., &. Bowman, E. (1990). The MMPI-
2 with college students. 10llmal af 
Persollality Assess",e." , 54, 1-15. 

Butler, L. T., & Berry, D. C. (2004). 
Understanding the relationship between 
repetition priming and mere exposure. 
Brilish JOlmml of Psyclrology, 95, 467-487. 

Byne, W. (1 996). Biology and homosexual­
ity: Implications of neuroendocrinologi~ 
cal and neuroana tomic,,1 studies. In R. 
P Cabaj &. T. S. Stein (Eds.), Texlbook 

of lromoSt';walily a.,d ",,,.,'al llro/l/I. 
Washington, DC: American Psychiatric 
Press. 

Byrne, B. M. , & Watkins, D. (2003) . The 
issue of measurement invariance revis­
ited. Jorrrnal oj Cross-Crr llrlraIPsyclrology, 
34, 155-175. 

Byrne, R. (2005, July 10). It's man vs. 
machine again, and man comes out 
limping. Tire New York Times, p. 29. 

Cabanac, M. , &. Frankham, P. (2002). 
Evidence that transient nicotine lowers 
the body weight 5(>t point. Pllysiology & 
Bellavior, 76, 539-542. 

Cacioppo, J. T., &. Berntson, G. G. (Eds.) 
(2004). Essays in Social Neuroscierrce 
Cambridge, MA: MIT. 

Cacioppo, J. T., Berntson, G. G., &. Crites, 
S. L., Jr. (19%). Social neuroscience: 
Principles of psychophysiological arous­
al and response. In E. T. Higgins & A. 
W. Kruglanski (Eds.), Social psycilOlogy; 
Halldbook af basic prillciples. New York: 
Guilford. 

Cadenhead, K., &. Braff, D. L. 
Neurophysiology of schizophrenia: 
Attention, information processing. and 
inhibitory processes in schizophrenia. In 
J. A. Den Boer, H. G. M. Westenberg, &. 
H. M. van Praag, Advarrcl.'$ ilr tlrr lIeuro­
biology of sclriwplmmia. Oxford, England: 
John Wiley &. Sons. 

Cadinu, M., Maass, A., & Ros.,bianca, A. 
(2005). Why do women underperform 
under s tereotype threat? Evidence 
for the role of negative thinking. 
Psyclrological Sciellce, 16, 572-578. 

Cahill, L. (2005, May). His brain, her brain. 
Scienlific Americall, pp. 40-47. 

Ca in, D. J. (Ed. ). (2002). Hrrmarristic psy­
cllOtllerapies: Halldbook of reSt'arclr alld 
praclice. Washington, DC: American 
Psychological Association. 

Calderon, M. E., &. Minaya-Rowe, L. (2003). 
[k$igtritrg alld implemelll illg IWo-way 
bilillgrral programs; A slep-by-skp gllide 
Ja r admillistrators, kacll<'TS, alld paT/mts. 
Thousand Oaks, CA: Corwin Press. 

Calle, E. E., &. K.1aks, R. (2004). 
Overweight, obesity and CanCer: 
Epidemiological evidence and proposed 
me.:hanisms. Nallire Reviews Carlcer 4, 
579-591. 

Calmes, J. (1998, Mar(h 5). Americans 
retain puritan attitudes on matters of 
sex. The WallSlreel 101lmal, p. A12. 

Cameron, O. G. (2002). Visceral setlspry II"U­
rosciellCe; I.,kroceplioll. London: Oxford 
University Press. 

Campfield, L. A., Smi th, F. )., Rosenbaum, 
M., & Hirsch,J. (19%). Human eat­
ing: Evidence for a physio logical 
basis using a modified paradigm 

() The McGraw-Hil i 
Companies. 2008 

ISp«ial issue: Society for the Study of 
Ingestive Behavior, Second Independent 
Meeting]. Neurosciellce alld Biobelravioral 
Reviews, 10, 133-137. 

Cannon, W. B. (1929). OrganiUltion for 
physiological homeostatics. Plrysiological 
Review, 9, 280-289. 

Canteras, N. S. (2002). The medial hypo­
thalamic defensive system: Hodological 
organization and functional implica­
tions ISpe.:ial issue: Functional role of 
specific sys tems within the extended 
amygdala and hypothalamus). 
Pllar",a(olagy, Biocl,emistry alld Behavior, 
71,481-491. 

Cantwell, R. H., & Andrews, B. (2002). 
Cognitive and psychological factors 
underlying secondary school stu­
dents' feelings towards group work. 
Edrrcatiollal Psycllology, 22, 75-91. 

Capaldi, E. D. (Ed.). (1996). WiryWI' eat 
wlral we eal; TIr" psyclrology of eal­
illg. Washington, DC: American 
Psychological Association. 

Cardemil, E. V., Pinedo, T. M. , & Miller, 
1. W. (2005). Devt:>loping a culturally 
appropriate depress ion prevention pro­
gram: The family coping skill s program. 
CullllTal DilH'r5ily IlIld Ellllli( Mi.,ority 
Psydrology, 11,99-112. 

Ca rey, B. (20001, December 21). When pres­
sure is on, good s tudents suffe r. Tire 
New York Times, p. D7. 

Ca rli , L. L., &. BukJtko, D. (2000). 
Gender, communication, and social 
influence: A developmental perspec­
tive. In T. Eckes &. H. M. Tho mas 
(Ed s.), Developrrrelltal social psyclrol­
ogy of gellder . Mahwah, NJ: l.awrence 
Erlbaum. 

Ca rmichat:>l, M. (2004, December 6). 
Medicine's next level. Newswrek, pp. 
45-49. 

Carnegie Council on Adolescent 
Development. (1995). GreallrallsiliOlIS: 
Preparillg adolesce."s for a II<'IV eelllury. 
New York: Carnegie Corporation of 
New York. 

Carnegie Task Force on Meeting the 
Needs of Young Children. (1994). 
Slartillg paillls; Meeling lire llreds of orrr 
YOllllgesl clrildmr. New York: Carnegie 
Corporation. 

Carney, R. N. , & Levin, J. R. (1998). Coming 
to terms with the keyword method in 
introductory psychology: A bneuromne­
monicb example. TeacJrillg af Psyclrology, 
25, 132-135. 

Carney, R. N., & Levin,). R. (2003). 
l'romoting higher-order learning 
benefits by building lower-order nme­
monic connections. Applied Cogllitiue 
Psycllolagy, 17, 563-575. 



o I Feldman: hsemials of 
Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

C~rpenter, S. (2001). Sleep deprivation 
may be undermining teen health. APA 
MOllitor, 31, 42-45. 

C~rpenter, S. (2002, April). What Can 
resolve the paradox of mental health 
disparities? APA MOllitor, 33, 18. 

C~rpenter, J., &. Maciel, O. (2004, July 6). 
Disabled man relies on monkey. Orallge 
Comrty Register, p. 1. 

C~rr, A. (2O(2). Avoidillg risky sex i,r odoles­
celieI'. New York: BlackwelL 

C~rroll, J. Mo, &. Russell, J. A. (1997). Facial 
e"pressions in Hollywood's portrayal of 
emotion. JouTIral of Personality alld Social 
PsycilOlogy, n 164-176. 

Carter, A. S., O'Donnell, D. A., Schultz, R. 
T., Scahill, L., Leckman, J. F., &. Pauls, D. 
(2000). Social and emotional adjustment 
in children affected with Gilles de la 
Tourette's Syndrome: Associations with 
ADHD and fam ily functioning. Jorrrnni 
of a,ild PsycllOlogy and Psyclrialry, 41, 
215-223. 

C~rter, R. T. (2003). Becoming racially 
and cul/urally competent Tht:> racial­
cultural c<>unseling laboratory. 
Jormrnl of Mrrilicrrltrrml Cormselillg olld 
Deve/opmelll, 31, 20-30. 

Carver, c., & Scheit:>r, M. (2002). Coping 
processes and adjustment to chronic 
illness. In A. Christensen ~nd M. 
Antoni (Eds.), Chrorric plrysical disorders: 
&Irnvioral medicille's pr'TSI'IXtive. Malden: 
Blackwell Publishers. 

C~rver, C. S., Harris, S. D., Lehman, J. M., 
Durel, L. A, Antoni, M. H., Spencer, 
S. M., &. Pozo-Kadt:>rman, C. (2000). 
How important is the perception of 
personal c<>ntrol? Studies of early stage 
breast cancer patients. PersorJlllity nlld 
Socinl Psychology Bulietill, 16, 139-149. 

Case, R., &. Okamoto, Y. (1996). The role 
of central conceptual structures in the 
developmt:>nt of children's thought. 
MOllograpils of lire Society for ReSCtlrcil ill 
Clrild Developmelll, 61, v-265. 

Casey, B. J. (2002, May 24). Windows into 
the human brain. Sci"""" 196, 1408-
1409. 

Cashon, C. H., &. Cohen, L. B. (2(04). 
Beyond U-shaped development in 
infants' processing of f~ces: An infor­
mation-processing ~ccount. Jorrrnal of 
Cogllitioll alld l).,(lClopmellt, 5, 59-80. 

Cas pi, A., Harrington, H., & Milnt:>, B. 
(2003). Children's behavioral styles at 
age 3 art:> linked to their adull personal­
ity trai ts at age 26. /oumal of Persollality, 
71, 495-513. 

C~ssidy, c., O'Connor, R. c., Howe, c., &. 
W~rden, D. (2004). Perceived discrimi­
n~tion and psychological distress: The 
role of personal and ethnic self-esk'Cm. 

Relerencts 

/oumal of Co,,,,selillg Psyclrology, 51, 
329-339. 

Cattell, R. B. (1965). Tile sCielltific allalysis of 
personality. Chicago: Aldint:>. 

Cattell, R. B. (1998). Wht:>rt:> is intelligt:>nce? 
Some answers from the triadic theory. 
In J. J. McArdle & R. W. Woodcock 
(Eds.), Humoll cogllitifN' abilities ill Oreory 
mrd pmclice (pp. 29-38). Mahwah, NJ: 
Lawrence Erlbaum. 

Cattell, R. B., Cattell, A. K., & Catdl, 
H. E. r: (1993). Sixlull persolla/ity 
fac/or '1uestioll/,aire (16PF} (5th ed.). 
San Antonio, TX: HaT(Ourl Bract:>. 

Cattell, R. B., Cattdl, A. K., & Cattell, H. 
E. P. (2CXXl). Tire sixleelr persollalily foe­
torT_ .. (I6PF®} '1rles/wlllraire. Champaign, 
IL: Institute for Personality and Ability 
Testing. 

Cattell, R. B., Eber, L., &. Tatsuoka, M. 
(1970, 1988, 1992). Hmrdbook for lire 16PF. 
Champaign, IL: Institult:> for Personality 
and Ability Tt:>sting. 

Cavallini, E., Pagnin, A, and Vt:><:chi, T. 
(2003). Aging and evt:>ryday mt:>mory: 
Tht:> bt:>ndicialefft:>cI of memory train­
ing. Arc/rives of Gerolltology & Gerinlrics, 
37, 241-257. 

Center on Addiction and Substance Abuse. 
(1994). Rrport orr colll?gl? drillkillg. New 
York: Columbi~ Uni~versity Press. 

Centers for Disease Control (COC). (1992). 
Mosl stridellls sexually nctiv~: Sruvey of 
sexrrolnctivity. Atl~nta, GA: Centers for 
Disease Control. 

Centers for Di$/:'ase Control (COC). (2000). 
Srlicide I're(ICllliOlr fad sJreet, Na/iOlral 
Cellter for '"jrrry Pre(IClllioll IIIrd COlllrol. 
Atlanta, GA: Centers for Disease 
Control and Prevention. 

Centers for Disease Control (CDC). (2004a). 
Clrlnmydin-CDC Foct Slreet. Washington, 
DC: Cen\(>rs for Disea$/:' Control and 
Prt:>vention. 

Centers for Disease Control (COC). (2004b, 
June II). Suicide and attempted suicidt:>. 
MMWR, 53, 471. 

Centers for Disease Control and Prevention 
(2003). SrD Surveil/mrce Tables. Atlanta, 
GA: Centers for Disease Control and 
Prevention. 

Chamberlain, K., &. Zika, S. (1990). The 
minor e\'ents appro~ch to stress: 
Support for tht:> us.' of daily hassles. 
Brilislr JOllrnal of Psychology, 81, 469-
481. 

Chamberlin, J. (2000, Ft:>bruary). Where are 
all tht:>S(> students coming from? Mmrilor 
OIr Psychology, pp. 32-34. 

Chandler, M. J. (1976). Social cognition and 
life·span ~pproaches to the study of 
child development. In H. W. Reese & L. 
P. Lipsitt (Eds.), t1dvmrces in clrild deve/· 

() The McGraw- Hili 

Companies. 2008 

References R-II 

opmelll and bell/wior (Vol 11). New York: 
Academic Press. 

Chandran, S., & Mt:>non, G. (2004). Wht:>n 
a day means more than a year: Efft:><:ts 
of temporal framing on judgments of 
health risk. /orrrrJIII of COllsrrmer ResenT(lr, 
31.375-389. 

Chang, S. W., & Ansley, T. N. (2003). A 
comparative study of item e"posure 
control methods in computerized 
adaptive testing. /ourlla/ of EducaliOlral 
Measurement, 40, 71-103. 

Chao, R. K. (2000). Cultural e"planations 
for the rolt:> of parenting in the school 
success of Asian-American children. 
In R. D. Taylor &. M. C. Wang (Eds.), 
Resilierrce ncross cOlllexls: Fnnrily, work, 
mill/re, alld conrmrmity (pp. 333-363). 
Mahwah, NJ: Erlbaum. 

Chapelol, D., Marmonier, c., Aubert, R., 
Gausseres, N., &. Louis-Syl\'estre, J. 
(2004). A rolt:> for glucose and insulin 
prt:>prandial profiles to differentiate 
meals and snacks. PI,ysiologyalld 
Be/ravior, 80, 721 - 731. 

Chapman, L. J., & Chapman, J. P. (1973). 
Disordered tlrorrglrt ill sdrizoplrrrrria. New 
York: Applt:>lon-Ct:>ntury-Crofts. 

Charles, N., Cheakalos, c., Hubbard, K., 
Miller, S., & Schindeheite, S. (2001, 
December 10). Beyond the call. People, 
pp.88-I06. 

Charles, S. T., Reynolds, C. A., & Gatz, 
M. (2001). Age-related differences 
and change in positive and nega­
tive affect over 23 yt:>ars. /011"'''/ of 
Person"lity "lid Socia/ Psyclrology, 80, 
136-151. 

Charman, D. P. (2004). Core processes ill brief 
psyc/wdyllnnric /lSyc/rollrerapy: Advorrcillg 
effective pmctice. Mahwah, NJ: Lawrence 
Erlbaum Associates. 

Chase, M. (1993, O<:tobt:>r 13). Inner music: 
Imagination m~y play rolt:> in how the 
brain learns muscle control. Wall Streel 
/ollTl/al, pp. AI, A6. 

Chastain, G., & Landrum, R. E. (Eds.). 
(1m). Pro/reting human subjr:ds: 
Deportnrell/nl sl/bjec/ pools nlld illstill/­
liollol review boards. Washington, DC: 
American Psychological Association. 

Chatterjee, A (2004). Cosmetic neurology: 
the controversy over enhancing move­
mt:>nt, mentation, and mood. Neurology, 
18, 968--974. 

Cht:>akalos, c., &. Ht:>yn, E. (1998, Novembt:>r 
2). Mercy mission. People Weekly, pp. 
149- 150. 

Chen, A., Zhou, Y., & Gong, H. (2004). 
Firing rates and dynamic correlated 
activities of g~nglion cells both contrib­
ute to retin~l inform~tion processing. 
Braill Researclr, 1017, 13-20. 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seve nth Ed ition 

I Back Maner Reterencts 

R-12 References 

Chen, c., & Stevenson, H. W. (1995). 
Motivation and mathematics achieve­
ment: A comparative study of Asian­
American, Caucasian-Americ.:m, and 
East Asian h igh school students. Child 
Developmrtlt. 66, 1215-1234. 

Cheney, C. D. (1996). Medical nonadher­
ence: A behavior analysis. In J. R. 
Cautela &. W. lshaq (Eds.), CO/flempornry 
issrres in belravior tlrera/,y: Improving 
1/,0' human wIldili",,, Applied Clillical 
PsycllOlogy. New York: Plenum Press. 

Cheng, c., & Cheung, M. L. (2005). 
Cognitive pro<:esses underlying coping 
flexibility: Differentiation and in tegra­
tion. Jormral of Personality, 73, 859-886. 

Cheng, H., Cao, Y., &. Olson, L. (1996, July 
26). Spinal cord repair in adult paraple­
gic rats: Partial restoration of hind limb 
function. Science, 173, 510-513. 

Cherry, B. J., Buckwalter, J. G., & 
Henderson, V. W. (2002). Better p res­
ervation of memory span relative 
to supraspan immediate n!<;all in 
Alzheimer's disease. Nellropsyc/,ologia, 
40,846--852. 

Chess, S. (1997). Temperament: Theory and 
clinical practice. Harvard Menial Health 
/..I'ller. 

Cheston, 5. E. (2002). A new paradigm for 
teaching oouns.e\ing theory and practice. 
Cormselor Education & Srlpervisi"'I, 39, 
254-269. 

Chi-Ching, Y., &. Noi, L. S. (1994). l earning 
styles and their implications for cross­
cultural management in Singapore. 
10rrr",II of Social Psychology, 134,593-600. 

Chin, S. S., &. Pisoni, D. B. (1997). Aico/lol 
mId speech. New York: Academic Press. 

Cho, A (2000, June 16). What's shakin' in 
the ear? Science, 288, 1954-1955. 

Choi, Y. 5., Gray, H., &. Ambady, N. 
(21)()4). Glimpses of others: Unin tended 
communication and unintended per(ep­
tion. In J. Bargh, J. Uleman, &. R. Hassin 
(Eds.), Unirrlmded Thollght (2nd. ed.). 
New York: Oxford University Press. 

Chomsky, N. (1968). lAnguage arId mind. 
New York: Harcourt Brace Jovanovich. 

Chomsky, N. (1978). On the biological basis 
of language capacities. In 
G. A Miller &. E. lennenberg (Eds.), 
PsycllOlogy and biology of language arrd 
I/,ollght. New York: Academic Press. 

Chomsky, N. (1991). linguistics and cogni­
tive science: Problems and mysteries. 
In A. Kasher (Ed.), The Clromskyarr tUrtr. 

Cambridge, MA: Blackwell. 
Chou, K. (2005). Everyday competence and 

depressive symptoms: Social support 
and sense of control as mediators or 
moderators? Agillg mId Mellial Health, 9, 
177- 183. 

Choudhary, M.l., Nawaz, S. A., Zaheer-ul­
Haq, A., Azim, M. K., Ghayur, 
M. N., lodhi, M. A, Jalil, S., Khalid, A, 
Ahmed, A., Rode, B. M., Alla-ur­
Rahman, R., Gilani, A. U., &. Ahmad, V. 
U. (2005, July 15). Julifiorine: A potent 
natural peripheral anionic-site-binding 
inhibitor of acetylcholinesterase with 
calcium-channel blocking potential, a 
leading candidate for Alzheimer's dis­
ease therapy. Bioc/"mical and Bioplr!f$ical 
Researdr Cor"'tlluricatiOl,S, 15, 1171-1177. 

Chow, A. Y., Chow, V. Y., Packo, 
K. H., Pollack, J. 5., Peyman, G. A, & 
So::huchard, R. (2004). The artificial sili­
con retina microchip for the treatment 
of vision loss from retinitis pigmentosa. 
Ar(/Iives of Ophtllalmology, 122,460-469. 

Christensen, A J., &. Johnson, J. A 
(2002). Patient adherence with medi­
cal treatment regimens: An interac­
tive approach. Current DirecliOl's ill 
PsyChological Sciellce, 11, 94-101. 

Christensen, T. c., Wood, J. V., &. Barrett, L 
E (2003). Remembering everyday expe­
rience through the prism of self-esteem. 
Persollalily arrd Social Psychology Brlllelin, 
19,51-62. 

Chronicle, E. P., MacGregor, J. N., &. 
Ormerod, T. e. (2004). What makes an 
insight problem? The roles of heuristics, 
goal conception, and solution n!<;oding 
in knowledge-lean problems./OIlrt1al 
of ExperimcIJIRI Psychology: I.£amiIJg, 
Memory, arrd CoglJitiolJ, 30, 14-27. 

Cialdini, R. B. (l988).IIIf/"mcc: Sciellcem,d 
practice (2nd ed.). Glenview, il: Scott, 
Foresman. 

Cialdini, R. B., &. 5.lgarin, B. J. (2OOS). 
Principles of interpersonal influence. 
In T. e. Brock &. M. C. Green (Eds.), 
Perslll1siolJ: PSYC/loiogic/ll irrsights mId per­
spedives (2nd ed.). Thousand Oaks, CA: 
Sage Publications. 

Cialdini, R. B., So::halkr, M., Houlihan, 
D., Arps, K., Fultz, J., &. i3caman, A.L 
(1975). Recipro<:al conCi'ssions pro­
Ci'dure for inducing compliance: The 
door-in-the-face technique./oumal of 
PersoIJalily arrd Social Psychology, 31, 
206-215. 

Cicero, F. R., & Pfadt, A. (2002). 
Inves tigation of a reinfOr(ement-based 
toilet training proce<lure for children 
with autism. Resear(h in DewlopmClltal 
Disabilities, 23, 319-331. 

Cipolli, e., Fagioli, 1. , Mazzetti, M., & 
Tuozzi, G. (2005). Consolidation effect 
of the processing of declarative knowl­
edge during human sleep: Evidence 
from long-term retention of interrelated 
contents of mental sleep experiences. 
Brairr Resear(h Billietill, 6S, 97-104. 

() The McGraw- Hili 
Companies. 2008 

Cisek, P., & Kalaska, J. E (2004). Neural 
correla tes of mental rehearsal in dorsal 
premotor cortex. NaI""" 431, 993-996. 

Clancy, S. A, So::hacter, D. L , McNally, R. 
J., &. Pitman, R. K. (2000). False recog­
nition in women reporting recovered 
memories of sexual abuse. PsydlOlogical 
SciCllce, 2, 26-33. 

Clark, D. A (21)()4). Cogrrilive-behavioral 
therapy for OCD. New York: Guilford. 

Clark, L, &. Watson, R. (1999). 
Temperament. In LA. Pervin & O.P. 
John (Eds.), Harrdbook of personalily: 
Theory and resear(l, (2nd ed.). New York: 
Guilford. 

Clark, R. E., & Squire, L R. (1998, April 
3). Classical conditioning and brain 
systems: The role of awareness. Scierrce, 
2s(), 77-81. 

Clark, R., Anderson, N. S ., Clark, V. K, 
&. Williams, D. R. (1999). Racism as 
a stressor for African Americans: 
A biopsychosocial model. American 
Psychologisl, 54, 805-816. 

Clarke-Stewart, K. A, &. Friedman, S. 
(1987). Child dewlopmellt: Infancy throllgl' 
IIdoiesceI1ce. New York: Wiley. 

Clarke-Stewart, K. A, Van dell, D. L, 
McCartney, K. , Owen, M. T., & Booth, 
e. (2000), Effects of parental separation 
and divorce on very young children. 
100mrai of Family Psyclrology, 14,30+-326. 

Clarkin, J. E, &. lenzenweger, M. F. (Eds.) 
(2(04). Major t/leories of l,ersOIrality disor­
ders (2nd ed.). New York: Guilford. 

Clay D. L (2000). Commentary: Rethinking 
our interventions in pedia tric chronic 
pain and treatment research./olmraf of 
Pediatric Psychology, 15, 53-55. 

Clements, M. (1994, August 7). Making 
love, how old, how often. Parade, p. 18. 

Cloud, J. (2000, June 5). The lure of ecstasy. 
Time, pp. 60-68. 

Coats, E. J., &. Feldman, R. S. (1996). 
Gender di fferences in nonverbal cor­
relates of social status. Personalitya"d 
Social Psychology BIII/elill, 22, 1014-1022. 

Cobos, P., Sanchez, M., Gar(ia, c., Vera, 
M. N., &. Vila, J. (2002). Revisiting the 
James versus Cannon deba te on emo­
tion: Startle and autonomic modulation 
in patients with spinal cord injuries. 
Biological Psyclrology, 61, 251-269. 

Cochran, S. D. (2000). Emerging issues in 
research on lesbians' and gay men's 
mental health: [)O<;>S sexual orientation 
really matte r? Americall Psychologist, 56, 
33-41. 

Coffey, e. E., Saxton, J. A, &. Ratcliff, G. 
(1999). Relation of education to brain 
size in normal aging: implications for 
the reserve hypothesis. Neurology, 53, 
189-196. 



o I Feldman: hsemials of 

Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

Cohen, B. H. (2002). Expl~illing psych,,­
I"gical statistics (2nd ed.). New York: 
Wiley. 

Cohen, B. H., &. Lea, R. B. (2003). Esse'rti~ls 
of statistics for lire social alld belravioral sci­
e,rces. New York: Wiley. 

Cohen, D. (1996). Law, social policy, and 
violence: The impact of regional cul­
tures. lormral of Perwrralily mrd Social 
Psyclrology. 70, 961-978. 

Cohen, J. (20t)3). Things [have learned 
(so far). In A. E. Ka~din (Ed.), 
Mellu)<lologic~1 issues ~nd $Ir~kgies in 
clillic~1 research (3rd ed.). Washington, 
DC: American Psychological 
Association. 

Cohen, L., & Cashon, C. (2003). Infant per­
ception and cognition. In R. Lerner and 
M. Easterbrooks (Eds.), Harrdbook of psy­
clrology: Df'th'lopnrerrlal psyc/rology (Vol. 
6). New York: Wiley. 

Cohen, P. , Slomkowski, c., &. Robins, 
L. N. (Eds.). (1999). Historical alld gea­
grapil ical illJlllence$ on psychopathology. 
Mahwah, NJ: Erlbaum. 

Cohen, S. (2004, November). Social 
relationships and health. American 
Psychologist, 676-684. 

Cohen, S., Doyle, W. J.. Turner, R. , Alper, 
C. M., &. Skoner, D, p, (2003). Sociabil ity 
and susceptibility to the common cold. 
Psychological Science, 14, 389-395. 

Coh('n,S., Hamrick, N., & Roorigu('z, M. 
(2002). Reactivity and vulnerability to 
st ress-associa ted risk for upp('r f('spira­
tory illness. PsychosomnliC Medicine, 64, 
302-310. 

Col, N., &. Komaroff, A. L. (2004, May 10). 
How to think about HT. Newsweek. 143, 
80-81. 

Coleman, E. (2002). Masturbation as a 
means of achi('Ving sexual health. 
lou mal af Psychology and Human 
Sexuality, 14, 5-16. 

Coles, C. D., Plat ~man, K. A. , &. Lynch, 
M. E. (2003). Auditory and visual sus­
tained attention in adoles<:ents paren­
tally exposed to alcohol. CliniCilI arrd 
Experimental Researclr, 26, 263-271. 

Coles, R. (1997). Tire moral ;nlelligeuceof 
clrildrell . New York: Random House. 

Coles, R., & Stokes, G. (1985), Sex mrd lire 
American teenager. New York: Harper &. 
Row. 

Colland, V. T., Van Essen-Zandvlid, 
L. E. M., Lans, c., Denteneer, A., 
Westers, P., & Brackel, H. J. L. (2004). 
Poor adherence to self-medication 
ins tructions in children with asthma 
and their parents. Patiellt Edllcll liOlr and 
Counselirrg, 55, 416-421. 

Collins, A. M., &: Loftus, E. F. (1975). A 
spreading-activation theory of seman-

Relerencts 

tic processing. PsycllOlogical Review, 82, 
407-428. 

Collins, A. M., &: Qui]]jan, M. R. (1969). 
Retrieval times from semantic memory. 
lou mal of Verbal Leal'II ing aud Verbal 
Belravior, 8, 240-247. 

Collins, S. L., & [zenwasser, S. (20(4). 

C hronic nicotine differentially alters 
cocaine-induced locomotor activity in 
adolescent vs. adult, male and female 
rats. Neuropharmacology, 46, 349-362. 

Coitraine, S., &: Messinco, M. (2000). The 
perpetuation of sub tic prejudiC(>: Race 
and gender imagery in 1990s tei('Vision 
advertis ing. Sex Roles, 42, 363-389. 

Colwell, M. J., &: Lindsey, E. W. (2005). 
Preschool children's pretend and 
physical play and sex of play partner: 
Connections to peer competence. Sa 
Roles, 52, 497-509. 

Committee to Review the Scientific 
Evidence on the Polygraph. (2003). Tire 
polygrapl, alld liedelection. Washington, 
DC: National Academics Press. 

Comu~zie, A. G., &. Allison, D. B. (1998, 
May 29). The search for human obesity 
genes. Sciell(/', 280, 1374-1377. 

Conduit, R., Crewther, S. G., &: Coleman, 
G. (21lO4). Spontanoous cyclid move­
ments (ELMS) during slrtp are rela ted 
to dre;!m recall on ;!wakening. Jormral of 
Sll'f'p Re5l'Ilrd" 13, 137-144. 

Cong('r, R. D., Wallace, L. E., Sun, Y., 
Simons, R. L. , McLoyd, V. c., &: Brody, 
G. H. (2002). Economic pressure in 
African American families: A replica­
tion and extension of the family s tress 
model. Developmelll<ll Psychology, 38, 
179-193. 

Conner, M., Povey, R., Sparks, P., James, 
R., & Sheph('rd, R. (2003). Moderating 
role of attitudinal arnbival('nce within 
the theory of plann.!d behaviour. British 
loumal of Social Psychology, 42, 75-94. 

COllsumer Reports (CR). (1993, June). 
Dieting and weight loss, p. 347. 

COllsumer Reports (CR). (1995, November). 
Mental health: \)0('5 therapy help? pp. 
734- 739. 

Conway; M. A. (1997). Cogtrilive models of 
memory. Cambridge, MA: MIT. 

Cooklin, A. (200.J) . Th('rapy, the fam-
ily and others In H. Maxwell, Clillical 
psydrotlrerapy for IIra/ll, professiollals. 
Philadelphia: Whurr Publishers, Ltd. 

Cookson, R. (2005, March 10). A noise for 
danger: Ten years ago, a Belgian rodent­
lover decided tha t rats were smart , The 
Indepelldelll (London), p. F7. 

Coopcr, E. O. (2004). Candid camera: 
Computer-based facial recognition sys­
tem spots terrorists entering the U.S. 
Qru!S1 Srmmrer, 7, 33-39. 

() The McGraw-Hil i 
Companies. 2008 

References R- I l 

Cooper, J., Mirabile, R., &. Scher,S. J. 
(2005). Actions and attitudes: The 
the<>ry of cognitivc dissonance. In T. C. 
Broek & M. C. Green (Eds.), Persuasion: 
Psycl,alogical iusigl'ls ~IId perspec/it'e$ 
(2nd ed. ). Thousand Oaks, CA: Sage 
Publications. 

Cooper, N. R., Kalaria, R. N., McGeer, P. 
L., & Rogers, J. (2000). Key issues in 
Alzh('imer's disease innammation. 
Neurobiology of Agillg, 21, 451-453. 

Cope, D. (2001). Virtual mils;". Cambridge, 
MA:M IT. 

Cope, D. (2003). Computer analysis of 
musical allusions. Computer Music 
Jorrrnal,27,11-28. 

Copolov, D. L., Seal, M. L., Marolf, P., 
Ulusoy, R., Wong, M. T. H., Toehon­
Danguy, H. J., & Egan, G. F. (2003). 
Cortical activation associated with the 
human experience of auditory hal­
lucinations and perception of human 
speech in s<: hi~ophrenia: A PET cor­
relation s tudy. Psychiatry Research: 
Nelavimagi ng, 123, 139-152. 

Corbetta, M., Kincade, J. M., & Shulman, G. 
L. (2002). Neural systems for visua l ori­
enting and their relationships to spatial 
working memory. /olmonl af Cogn ilive 
Ner/roseierr,e, 74, 508-523. 

Corcoran, B. (2005, July 5). Large African 
rats being used to find landminl'S in 
Mozambiqu(' , TIre Irish Times, p. 10. 

Coren, S. (1992). The moon illusion: A dif­
fe rent view through the legs. Percr/Jlual 
aud Molor Skills, 75,827-831. 

Coren, S., &: Ward, L. M. (1989). SI'IrSlil imr 
IIIrd perct'pliOlr (3rd ed.). San Diego, CA: 
Han::ourt Brace Jovanovich. 

Coren,S., Porac, c., & Ward, L. M. (1984). 
SellsatiOlr IIIrd perceplion (2nd ed.). New 
York: Acad('mic Press. 

Cornelius, M. D., Taylor, P. M., Geva, D., 
&. Day, N. L. (1995). Prenatal tobacco 
and marijuana use among adolescents: 
Effed s on offspring gestational age, 
growth, and morphology. Pediatrics, 95, 
57--68. 

Cosmides, L., &. Tooby, J. (2004). Social 
exchange: The evolutionary design 
of a neurocognitive sys tem. In M. S. 
Gazzaniga (Ed.), Cogui/iue IIerrroscil"llces 
(3rd ed.). Cambridge, MA: MIT. 

Cosser, C. (2002). Hypnosis in the treat­
ment of chronic pain: An ecosys­
temic approach. Alistraliall lau",al of 
Clill il'llllllld Experimclltal Hypnosis, 30, 
156-169. 

Costa, P. T., Jr., & Widigcr, T. A. (Eds.). 
(2002). Pers<JJralily disorders Gild /1,1' 

fil!e1actor model of perwrmlily (2nd 
ed.). Washington, DC: American 
Psychological Association. 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seve nth Ed ition 

I Back Maner Reterenets 

A.-14 References 

Cothran, M. M., & White, J. P. (2002). 
Adoles<:ent behavior and se;mally 
transmiHed diseases: The dilemma 
of human papillomavirus ISpe<:ial 
issue: Adolescent women's health]. 
Healtlr CDre for Women International, 23, 
306-319. 

Cotlon, P. (1993, July 7). Psychiatrists set to 
approve DSM-[V. Jormwl of tile Americall 
Medienl Associntioll, 270, 13-15. 

Cotlraux, J. (2005). Recent developments 
in research and treatment for social 
phobia (soci31 anxiety disorder). Currell/ 
Opillioll i" Psychiatry, 18,51-54. 

Council of N3tional Psychological 
Associations for the Advancement of 
Ethnic Minority Interests (CNPAAEMi). 
(2000, January). Guide/hIes for rescnrc/I ill 
eI/mic millorily communities . Washington, 
DC: American Psychological 
Association. 

Coventry, K. R., Venn, S. F., Smith, 
C. D., &. Morley, A. M. (2003). Spati31 
problem solving and functional rela­
tions. Europea" J",mwl of Cognitive 
PsyChology, 15,71-99. 

Cowan, N., Towse,j. N., Hamilton, Z., 
s.mlts, J. 5., Elliott, E. M., Lacey, j. F., 
Moreno, M. V., &. Hitch, G. J. (2003). 
Children's working-memory processes: 
A response-timing analysis. jOllmal of 
Expt'Timm/al Psyclrology: Ge'lera/, 132, 
113-132. 

Cowley, C. (2000, January 31). Alzheimer's: 
Unlocking the mystery. Time, pp. 46-54. 

Cox, J. (2003, May 6). How far would you 
go to save your life? Denver Post, p. Fl. 

Cox, R., Baker, S. E., Macdonald, D. w., &. 

Herdoy, M. (2004). Protecting egg prey 
from carrion crows: The potential of 
aversive conditioning. Applied Allimal 
Bel,aviollr Scimce, 87, 325-342. 

Coyle, D. (2005). /..Jlucc Arm$lrollg's War; 
Olle mali'S oot/le agahlst fote,fame, 101Je, 
deatlr, sco"dal, a"d a few oll,er rivals 0" 
tI,e rood 10 lI,e Tour de Frallce. New York: 
HarperCollins. 

Coyne, S. M., &. Archer, J. (2005). The rela­
tionship between indirect and physical 
aggression on television and in real life. 
Social Devt'/opmelft, 14, 324-338 

Craig, R. J. (1999)./lfterpreting persmrality 
tests: A clillical matlflal for tile MMPI-2, 
MCMI-III, CPI-R, aud 16PF. New York: 
Wiley. 

Craik, F. I. M. (1990). Levels of processing. 
In M. E. Eysenck (Ed.), The Blackwell die­
tiouary of coguitive psychology. London: 
BI~ckwell. 

Craik, F. I., & Lockhart, R. S. (1972). Le\'els 
of processing: A framework for memory 
research. jOlmral of Verbal &Iuw;or, 11, 
67 1~84. 

Cramer, J. A. (1995). Optimizing long­
term patient compliance. Neurology, 45, 
s25-s28. 

Cramer, P. (2000a). Thematic apper<:eption 
test. [n A E. Kazdin (Ed.), E"cyclopedia 
of psyclrology (Vol. 8). Washington, DC: 
American Psychological Associ~tion. 

Cramer, P. (2000b). Defense mechanisms in 
psychology today: Further process for 
adaptation. America" Psychologist, 55, 
637-646. 

Crawford, M., & Unger, R. (2004). Wome" 
a"d ge"der: A femiuis/psychology (4th 
ed.). New York: McCraw-Hill. 

Crawford, N. (2002). Science-based pro­
gram curbs violence in kids. APA 
MOllitor, 33, 38-39. 

Creasey, C. L. (ZOOS). Researclr met/rods ill 
lifospmr dewlopme"t (6th ed.). Boston: 
Allyn &. B~con. 

Crews, F. (1996). The verdict on Freud. 
PsycIJologicalScience, 7, 63-68. 

Crits-Christoph, P. (1992). The efficacy of 
brief dynamic psychotherapy: A meta­
analysis. American jOllr"al of Psychiatry, 
149, \51 -\58. 

Crocker, J., & Park, L. E. (2004). The costly 
pursuit of self-esteem. Psychological 
Blilleli", 130, 392-414. 

Cromb~g, H. S., & Robinson, R. E, (2004). 
Drugs, environment, br"in, and behav­
ior. Clrrmr/ Direr/iolls hr PsycJwlogical 
Sciellce, 13, 107-111. 

Crosby, F. J., Williams, J. C, & Biernat, M. 
(20().1). The maternal wall. jOlmral of 
Social Issues, 60, 675-682. 

Crosnoe, R., &. Elder, G. H. , Jr. (2002). 
Successful adaptation in the later years: 
A life course approach to aging. Social 
Psyc/rology Quarterly, 65, 309-328. 

Csikszentmihalyi, M. (1997). Creativity; 
Flow ami lire psyc/rology of discovery 
a"d ;IIventiOlI. New York: BasicBooks/ 
Mastermind Series. 

Cuddy, A. j. C, Fiske, S. T. , &. Click, P. 
(20().1). When professionals become 
mothers, warmth doesn't cu t the ice. 
JOllmal of Sociallsslll'S, 60. 701-718. 

Cummings, E., & Henry, W. E. (1961). 
Growillg old. New York: Basic Books. 

Cummings, J., & Hall, C (2002). Athletes' 
use of imagery in the off-season. Sport 
Psyclrologist, 16, 160-172. 

Cutler, B., & Saporta, L. R. (2003). CIO$h'g 
argume"t; Defeudillg alld befrie"ding Jo1m 
Gotli, a"d other legal battles I have waged. 
New York: Diane Publishing. 

Cwikel, J., Behar, L., & Rabson-Hare, J. 
(2000). A comparison of a vote count 
and a meta-analysis review of interven­
tion research with adult cancer patients. 
Researc/r 011 Social Work Practice, 10, 
139-158. 

() The McGraw-Hili 
Companies. 2008 

Czeisler, C A., Duffy, J. F., Shanahan, T. L., 
Brown, E. N., Mitchell,j. F., Rimmer, D. 
W., Ronda, J. M., Silva, 
E. J., Allan, J. S., Emens, J. S., Dijk, 
D. J., &. Kronauer, R E. (1999, June 25). 
Stability, precision, and near-24-hour 
period of the hum~n circadian pace­
maker. Scietlce, 284, 2177-2181. 

Daftary, F., & Meri, j. W. (2002). Culture mrd 
memory ill medieval Islam. London: I. B. 
Tauris. 

Dalsgaro, O. J., Hansen, N. G., Soes­
Petersen, U., Evald, T., Hoegholm, A., 
Barber, j., & Vestbo, J. (2004). A multi­
center, randomized, double-blind, pla­
cebo-controlled, 6-month trial of bupro­
pion hydrochloride sustained-release 
tablets as an aid to smoking cessation in 
hospital employees. Nicolille mrd Tooo"o 
Research, 6, 55-61. 

Damasio, A. (1999). Tire feeJi/lg of whatlrop­
pe"s; Body a"d emotio" i" tl,e maki"g 
of co"sciousness. New York: Harcourt 
Brace. 

Damon, W. (1999, August). The moral 
development of children. Scimtiftc 
Americmr, pp. 72-78. 

D' Argembeau, A., Comblain, C, &. Van der 
Linden, M. (2003). Phenomenal charac­
teristics of autobiographical memories 
for positive, neg"tive, and neutral 
events. Applied Cogrritive Psychology, 17, 
281-294. 

Darley, j. M. (1995). Constructh'e and 
destructive obedience: A taxonomy of 
principal-agent relationships. JOIITtIOI of 
Socia/Issues, 51, 125-154. 

Darwin, C L Turvey, M. T., &. Crowder, 
R. C. (1972). An auditory analogue of 
the Sperling partial-report procedure: 
Evidence for brief auditory storage. 
CoglliliV<' Psyclrology, 3, 255-267. 

Davidson, j. E., Deuser, R , &. Sternberg, 
R J. (1994). The role of metacognition 
in problem solving. [n J. Metcalfe &. 
A. P. Shimamura (Eds.), Metacog"itio,,; 
K,lOwi"g about k"owi"g. Cambridge, 
MA: MIT. 

Da\'idson, P. S. R., & Glisky, E. L. (2002). [s 
flashbulb memory a special instance of 
source memory? Evidence from older 
adults. Memory, 10,99-11 1. 

Da\' idson, R. J., Gr~y, J. A., LeDoux, 
j. E., Levenson, R. W., Pankseep, j., 
& Ekman, P. (1994). Is there emotion­
speci fic physiology? In P. Ekman &. 
R. J. Davidson (Eds.), The "ature of 
emo/io". New York: Oxford University 
Press. 

D"y, A. L., &. Livingstone, H. A. (2003). 
Gender differences in perceptions 
of s tressors and utilization of social 
support among university students. 



o I Feldman: hsemials of 

Und8lstanding Ps~c holog~, 
Sn e nth Ed ition 

Back Maner 

Cmradimr jormral of &!raviorrml Science, 
35,73-83. 

Day, R. D., &. Lamb, M. E. (2004). 
CouC'1'tlu'/izing alld measurillg fallrer 
itrw!venrellt. Mahwah, Nj: Lawrence 
ETlbaum Associates. 

DeAngelis, T. (2002, March). Promising 
tr(>atments for anorexia and bulimia. 
Monitor on Psychology, pp. 38-41. 

de Araujo, I. E. T., Kringelbach, M. L., &. 
Rolls, E. T. (2003). Representation of 
umami taste in the human brain. journal 
of Neuroplrysiology, 90, 313-319. 

Deary, I. J., &. Der, G. (2005). R(>action time, 
age, and cognitive ability: Longitudinal 
findings from age 16 to 63 years in 
representative population samples. 
Agitrg, Neuropsycho!ogy, & Coglliliofl, 12, 
187-215. 

Deater-Deckard, K., Ivy, L., &. Smith, j. 
(2005). Resilience in gene-environment 
transactions. In S. Goldstein and 
R. B. Brooks (Eds.), Hmrdbook of resil­
ience in clrildml. (pp. 49-63). New 
York: Kluwer Academic/ Plenum 
Publishers. 

Deau", K. (1995). How basic can you be? 
The evolution of research on gender 
stereotypes. jOlmral of Sociallsslres, 51, 
11-20. 

deCharms, R. c., Blake, D. T., &. Merzenich, 
M. M. (1998, May 29). Optimizing 
sound featull'S for cortical neurons. 
Scicllce, 280, 1439-]440. 

De<:i, E. L., Koestner, R., &. Ryan, R M. 
(2001). Edrinsic rewards and intrinsic 
motivation in education: Rffonsidered 
once again. Review of EduClltiOllal 
Researclr, 71, 1-27. 

DeCoster, V. A (2003). Predicting emo­
tions in everyday social interactions: 
A test and comparison of affect con­
trol and social interactional theories. 
journal of Hlmrlllr Bl'lravior ill Ihe Social 
Ellviromlrelrt, 6, 53-73. 

Deffenbacher, J. L. (1988). Cognitive rda,,­
ation and social skills treatments of 
anger: A year later. /ouma! af Ccmsul/iug 
Psyc/ralogy, 35, 309-31S. 

Deffenbacher, J. L. (1996). Cognitive-behav­
ioral approaches to anger redudion. 
In K. S. Dobson &. K . D. Craig (Eds.), 
Advallces in cognilive-be!Uluioralllrerapy 
(Vol. 2). Thousand Oaks, CA: Sage 
Publications. 

de Fockert, J. W., Rees, G., Frith, C. D., &. 
Lavie, N. (2001. March 2). The role of 
working memory in visual selfftive 
attention. SciellU, 291,1803-1806. 

[)eGaton, J. F., Weed,S., &. Jensen, L. 
(1996). Understanding gender differenc­
es in adolescent sexuality. Adolesc""ce, 
31, 217-231. 

Relerencts 

deGroot, A D. (1966). Perception and 
memory versus thought: Some old ideas 
and rffent findings. [n B. Kleinmuntz 
(Ed.), Problem solvillg: RC$l'rlrch, mellroo, 
alld theory. New York: Wiley. 

Delahanty, D., &. Baum, A. (2000). Stress 
and breast cancer. In A. S. Baum, 
R. A Revenson, &. J. E. Singer (Eds.), 
Hlllrdbook of /reallir psychology. Mahwah, 
Nj: Erlbaum. 

Delamater, J. D., &. Sill, M. (2005). Se"ual 
desire in later life. !oumal of Sex 
Researcir, 42, 138-149. 

DemarC(!, H A., &. Everhart, D. E. (2004). 
Hl:'althy high-hostiles: Reduced para­
sympathetic activity and decreased 
sympathovagal flexibility during nega­
tive emotional proc<~ing. Personality 
mrd /Ildiflidrrlli Differences, 36, 457-469. 

Demir, E., &. Dickson, 13. J. (2005). Frllilless 
splicing specifies male courtship behav­
ior in Dro$<Jphi!a. Ce1/121, 785--794. 

De Mello, M. F. , De jesus Mari, J., 
Bacaltchuk, J., Verd,?li, H , &. 

Neugebauer, R. (2005). A system-
atic review of T(>$(>ar:ch findings on the 
efficacy of interpersonal therapy for 
depressive disorders. EIIMp"lIn Archives 
of Psyc/,iatry m,d ClilliclI/ Neuroscirtlce, 
255,75-82. 

Dement, W. C. (1999). Tire promise of sleep. 
New York: Delacorte Press. 

Dement, W. c., &. Wolpert, E. A. (1958). 
The relation of eye movements, body 
mobility, and e"ternal stimuli to 
dream content. /oll",al of Experimellta! 
Psychology, 55, 543--553. 

Dempster, F. N. (1981). Memory span: 
Sourres for individual and de\'elopmen­
tal differences. Psychological Bul/elilr, 89, 
63--100. 

Denmark, G. L., &. Fernandez, L. C. (1993). 
Historical development of the psychol­
ogy of women. In F. L Denmark &. M. 
A. Paludi (Eds.), A fUllldbook of issues 
aud theories. Westport, CT: Greenwood 
Press. 

Dennett, D. C. (2003). Freedom evo/fll'S. New 
York: Viking. 

Dennis, T. A, Cole, P. M., Zahn-Wa"ler, 
c., &. Mizuta, L (20:)2). Self in rontext: 
Autonomy and relatedness in japanese 
and U.s. mother-pm5chooler dyads. 
Child [kvelopmellt, 73, 1803--1817. 

Denollet, J. (2005). DSI4: standard 
assessment of neg1ltive affectiv ity, 
social inhibition, and Type 0 per­
sonality. Psychosomatic Medicille, 67, 
89-97. 

Denollet)., &. Brutsaert:, D. L. (1998). 
Personality, disease severit y, and the 
risk of long-term Ca rdiac events in 
patients with a dffr'Cased ejection 

() The McGraw- Hili 
Companies. 2008 

References R-15 

fraction after myocardial infardion. 
CirrlllatiOlI, 97, 167-173. 

Dentzer, S. (1986, May 5). Can you pass the 
job test? Newsweek, pp. 46--53. 

DePaulo, B. M., &. Morris, W. L. (2005). 
Discerning lies from truths: Behavioral 
cues to deception and the indirfft 
pathway of intuition. In P. A Granhag 
&. L. A. Strom wall (Eds.), Deception 
drlectiolt ilr fomrsic colllexls. Cambridge: 
Cambridge University Press. 

DePaulo, B. M., Lindsay, J. J. , Malone, 
B. E., Muhlenbruck, L, Charlton, K., &. 

Cooper, H. (2003). Cues to deception. 
Psychological Bul/etill, 129,74-118. 

Deregowski, j. B. (1973). Illusion and cul­
ture. In R. L. Gregory &. G. H. Combrich 
(Eds.), 111rrsiolr ilr lIatrrre alld arl, pp. 
161-192. New York: Scribner. 

DeRubeis, R, Hollon,S., &. Shelton, R. 
(2003, May 23). Presentation, American 
Psychiatric Association meeting, 
Philadelphia. 

Deshields, T., Tibbs, T. , Fan, M. Y., &. 

Taylor, M. (2006). Differences in patterns 
of depression after treatment for breast 
cancer [Electronic article published 
August 12, 2005]. Psyc!ro-Ollco!ogy, 15(5), 
398-406. 

Desimone, R. (1992, October 9). The physi­
ology of memory: Recordings of things 
past. Scil'''''', 258, 245- 255. 

DeSouza, E., Fansler, A G. (2(03). 
Contrapower sexual harassment: A sur­
vey of students and faculty members. 
Sex Roles, 48, 519-542. 

Dessing, J. c., Pepcr, C. E., Bullock, D., &. 

Seek, P.). (2005). How position, veloc­
ity, and temporal information combine 
in the prospfftive control of catching: 
Data and modeL lormral of Cog,riliue 
Nl'lIroscielrce, 17, 668-686. 

DeSteno, D., Bartlett, M. Y., &. Braverman, 
J. (2002). Sex differences in jealousy: 
Evolu tionary mffhanism or artifact of 
measureml:'nt? /oumal of Personality alld 
Social Psychology, 83, 1103--1116. 

Detlerman, D. K., Gabriel, L. T., &. 

Ruths.ltZ, j. M. (2000). Intelligence and 
mental retardation. In R. j. Sternberg, 
et aL (Eds.), Halldbook of il'lel/igmce. 
New York: Cambridge University 
Press. 

de Valois, R L., &. de Valois, K. K. (1993). A 
multi-stagl:' color modeL Visioll Research, 
33,1053-1065. 

Devi, G. (2002). Take a lIIeasure af yOllr lIIelll­
ary. Dr. Gayatri Devi. 

deVilliers, J. G., &. deVilliers, P. A 
(1999). Language development. In 
M. H. Bronstein &. M. E. Lamb (Eds.), 
Deveiopmell/a/ psychology. Mahwah, NJ: 
Erlbaum. 



feldman : hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

A.-16 References 

I Back Maner 

d{> W~~t E B. M. (1999, Ot:>cember). Th{> 
(>nd of na ture versus nurtur{>. Scientrfic 
American, pp. 94-99. 

Dey, E. L, Astin, A W., Korn, W. S., &. 
Berz, E. R. (1990). Tire American fresh­
mmr: NaliOlrallforms for foil, 1990. Los 
Angeles: Higher Education Research 
Institute, Graduate School of Education, 
UCLA. 

Diaz-Guerrero, R (1979). Culture and per­
son~lity revisited. Allllals of /Ire New York 
Academy of Sciences, 285, 119-130. 

DiCano, P., &. Everitt, B. J. (2002). 
R{>inst~t{>ment ~nd spont~n{>ous 

rec(l\"ery of cocaine-seeking following 
extinction and different durations of 
withdrawal. Be/uwiournl Plrarllracology, 
13,397-406. 

Dickens, W. T., &. Flynn, J. R. (2001). 
Heritability estimates versus large 
environmental effects: The IQ paradox 
resolv{>d. Psychological Revil'U', 108, 
291-310. 

Dkk{>f$On, S. S., K{>meny, M. E., Aziz, 
N., Kim, K. H., &. F~h{>y, J. L (2004). 
Immunological dfe<:ts of induced 
shame and guilt. Psyc/rOS()matic Mrtiicilfe, 
66,124-13\. 

Diefendorf!. J. M., &. Richard, E. M. (2003). 
Ante<edents and consequences of emo­
tional display rule perceptions. Jormral 
of Applied Psychology, 88, 284-294. 

Dien{>r, E. (2000). Subjectiv{> w{>ll-being: 
Th{> sci{>nc{> of h~ppiness and a p ro­
posal for ~ national ind{>x. American 
Psyclrologisl, 55, 34-43. 

Dien{>r, E., & Biswas-Dien{>r, R. (2002). Will 
money increase subjective well-being? 
Socia/lndicolors Rest'flrclr, 57, 119- 169. 

Diener, E., &. Clifton, D. (2002). Life satis­
faction and religiosity in bro.ld prob­
ability s.1mples. Psyc/rologica/ Inquiry, 13, 
206-209. 

Dien{>r, E., & Sc1igm~n, M. E. P. (2002). 
V{>ry happy peopl{>. Psyclr%gical Sciellce, 
18,81-84. 

Dien{>r, E., & Sc1igm~n, M.E.P. (2004). 
Beyond money: Toward an economy of 
well-being. Psychological Scie/fu in tire 
Public In teresI, 5, 1-31. 

Diener, E., Lucas, R. E., &. Oishi,S. (20(2). 

Subjective well-being: The science of 
happ iness and life satisfaction. In C. R. 
Snyd{>r & S. J. Lopez (Eds.), Handbook of 
posilive psychology, pp. 463-73. London: 
Oxford Univ{>rsity PT/~s. 

Dif{>d{>, J., & Hoffm~n, H . G. (2002). Virtu~l 
reality {>xposur{> th{>r~py for World 
Trade Center post-traumatic stress dis­
order: A case report. Cybcrl'sychology 
mrd Belravior. 5, 529-535. 

Reterencts 

DiGiov~nna, A. G. (1994). Huma" agi"g: 
Biological perspectiws. N{>w York: 
McGraw-Hill. 

Dillard, J. P., &. Shen, L (2004). On the 
n~ture of re~ctance ~nd its rol{> in 
persuasive health communication. 
umrmrmicalimr Mo"ographs, 72, 144-168. 

DiLorenzo, P. M., &. Yougentob, S. L. 
(2003). Olfaction and taste. In M. 
Gallagher & R. I. Nelson, HOlfdbook of 
psyclwlogy: Biological psychology (Vol 3). 
New York: Wiley. 

DiMait{>o, M. R (1997). Heallh beh~viors 
and C~r{> de<:isions: An ov{>rview of 
profession~l-p~tient communications. In 
D. S. Goch man (Ed.), Hmrdbook of Irealtlr 
bclurvior resellrclr . New York: Plenum. 

Dinges, D. E, Pack, E, Wiliams, K., 
Gillen, K. A., Powell, J. W., 011, 
G. E., Aptowicz, c., & Pack, A I. (1997). 
Cumulative sleepiness, mood distur­
banc{>, and psychomotor vigilance p{>r­
form~nce de<:rem{>nts during a week of 
s leep rest ricted to 4-5 hours p{>r night. 
Sleep, 20, 267- 273. 

Dixon, R A., &. Cohen, A. L. (2003). 
Cognitive development in adulthood. 
In R. M. Lerner, M. A. Easterbrooks, 
eI al. (Eds.), Handbook of psyclrology: 
Developmenta/ psyclrology (Vol. 6, pp. 
443-461). New York: Wiley. 

Dobbins , A. c., Ie<>, R. M., Fiser, J. , & 
Allm~n, J. M. (1998, July 24). Distanc{> 
modulation of n{>ural activity in the 
visual cortex. Science, 281, 552-S55. 

Dobelle, W. H. (2000). Artificial vision for 
the blind by connecting a television 
camera to the visual cortex. ASAIO 
Journal, 46, 3-9. 

Dodge, K. A. (2004). The nature-nurture 
debate and public policy. Merrill-Palmer 
Quarterly, SO, 418-427. 

Doi, T. (1990). The cullural ~ssumptions 
of psychoanalysis. In J. W. Stigler, R. A 
Shwed{>r, &. G. H{>rdt (Eds.), Crlltllral 
psyclrology: Essays orr comparative Irllmalr 
development. N{>w York: C~mbridg{> 
University Press. 

Dolan, R. J. (2002, November 8). Emotion, 
cognition, and behavior. Science, 298, 
1191-1194. 

Dollard, J., Doob, L., Miller, N., Mower, 
O. H., & Sears, R. R. (1939). Frljslraliolf 
alld aggression. New Haven, CT: Y~le 
Univ{>rsity Press. 

Dolling{>r, S. J. (2003). NC(>(! fo r uniquen{>ss, 
nC{>d for cognition and cre~tivity.loumal 
of Creatiw Behavior, 37, 99-116. 

Domhoff, G. W. (1996). Finding meatrilfg 
;,r dreams: A qUatrli/alive al'l'roaclr. New 
York: Plenum Press. 

() The McGraw- Hili 
Companies. 2008 

Domhoff, G. W. (2001). A n{>w neurocog­
niti,"e theory of dr{>ams. Dreami"g, 11, 
13-33. 

Domhoff, G. W. (2003). Tire scierrtific study of 
dreams: Neural rre/works, cognitiw devel­
opmelft, and cOlflenl mralysis . Washington, 
DC: American Psychological 
Association. 

Donahoe, J. W. (2003). Selectionism. In K. 
A. Lallal, & P. N. Chase (Eds.), Belravior 
/lreory alld I'lriIOS()p/ry. New York: Kluwcr 
Ac~d{>mic/Pl{>num Publish{>rs . 

Donahoe, J. W., &. V{>gas, R. (2004). 
P~vlovian Conditioning: Th{> CS-
UR Rd~tion.loumal of Experime"tal 
Psyclrology: Animal Belravior Processes, 30, 
17-33. 

Dooren, J. C. (2005, March 29). Talking 
yourself to sleep. Tire Wall Stret'l Joumal. 
pp. DI- 02. 

Dorion, A. A. (2000). Hemispheric asym­
m{>\ry and corpus callosum morphom­
etry: A magnetic r/:'SOn~nce im~ging 
study. NellrDscielree Re$l"arc/r, 36, 9-13. 

Dortch, S. (1996, Octobt:>r). Our ach ing 
he~d s. Ameriealr Demagraplrics, pp. 4-8. 

Doty, R. L., Green, P. A, Ram, c., &. 
Yankell, S. L (1982). Communication 
of gender from human brea th odors: 
Relationship to perceived intensity and 
pleasantness. Hormones ow/Belravior, 16, 
13-22. 

Doug~ll, A L., &. Baum, A. (2004). 
Psychon{>uroimmunology and tr~uma. 
In P. P. Schnurr and B. L. Green (Eds.), 
TrarmID arrd healllr: Plrysicallrealtlr COIfSi'­
qrlelfces of exposure 10 exlreme slress (pp. 
129-155). Washington, DC: American 
Psychological Association. 

Douglas Brown, R, Goldstein, E., & 
Bjorklund, D. E (2000). The history and 
zeitgeist of the repressed-false-memory 
debate: Scientific and sociologic~1 p{>r­
spectives on suggestibility and child­
hood memory. In O. F. Bjorklund (Ed.), 
False-memory crealion ill c/rildren alld 
adulls: Theory, research, and implieatiolls 
(pp. 1-30). Mahwah, NJ: Lawrence 
Erlbaum. 

Doumas, M., Praamstra, P., &. Wing. 
A. M. (2005). Low frequency rTMS 
effects on sensorimotor synchronization. 
Experimelftal Brailf Researclr, SS, 1-8. 

Dovidio, J. E (2001). On the naiur{> of con­
t{>mpor~ ry prejudice: The third w~v{>. 
lar",ral of Socia/Issues, 57, 829-849. 

Dovidio, J. E, & Penner, L A. (2004). 
Helping and ~1truism. In M. B. Brew{>r 
&. M. Hewstone (Ed s.), Emo/iOlr OIrd 
mol iva/ion. Malden, MA: Blackwell 
Publishers. 



o I Feldman: hsemials of 
Und8lstanding Ps~cholog~, 

Sn e nth Edition 

Back Maner 

Dovidio, I. E, Gaertner,S. L., & Kawakami, 
K. (2003). Intergroup oontad: The past, 
present, and the future. Group ProccsSt's 
alld /IIlergroup Relal;oll$, 6, 5-20. 

Dovidio, I. E, Gaertner,S. L., & Pearson, 
A. R. (2(05). On the nature of preju­
dice: The psychological foundations of 
hate. In R. J. Sternberg (Ed.), Psydwlogy 
of hall'. Washington, DC: American 
Psychological Association. 

Dovidio, I. E, Kawakami, K., & Gaertner, S. 
L. (2000). Reducing oonkmpornry prej­
udice: Combating explicit and implicit 
bias at the individual and intergroup 
level. In S. Oskamp (Ed.), Reduci,rg pTl'j­
rrdice and discrinritrnlioll: Tire Clnl'1'nronl 
Symposirrm on Applied Socinl Psyc/wlogy 
(pp. 137-163). Mahwah, NJ: Erlbaum. 

Doyle, K. A (2002). Rational Emoth'e 
Behavior Therapy and its application 
to women's groups. In W. Dryden, 
& M. Neenan (Eds.), RMiolJalemolive 
behaviour group Ilterapy. London: Whurr 
Publishers. 

Dreman, S. (1997). Tlte fanrily all IIIelhTl'sh­
old of tire 21s1 celliury. Mahwah, NI: 
Erlbaum. 

Dressler, W. w., & Oths, K. S. (1997). 
Cultural determinants of health behav­
ior. In D. S. Gochman (Ed.), Hmldbook 
of health behavior 1l'SI!arch. New York: 
Plenum. 

Drewes, A A. (2005). Play in sdeded cul­
tures: Dh'ersity and universality. In E. 
Gil and A A. Drewes, Crrllrrml issrles 
ill play Iherapy (pp. 26-71). New York: 
Guilford Press. 

Orob, S. (2005). The mystical symbol: 
Some comments on Ankor, Giegerich, 
5cholem, and lung.lormral of Jrurgimr 
Theory & Pmctice, 7, 25-29. 

Orogin, E. (2(05). Civil and crimi­
naltrial matters. In E. Drogin, 
Lnw & menIal heallh professionals: 
Kelllucky. Washington, DC: American 
Psychological Association. 

Druckman, D., & Bjork, R. A. (1991)./11 Ihe 
milld's eye: Enltmrcing Irrrmmr perfomrmree. 
Washington, DC: National Academy 
Press. 

Drummond, D. c., TIffany, S. T., Glautier, 
5., & Remington, B. (Eds.). (1995). 
Addiclive be/mviorrr: Crre I'xposrlre Iheory 
alld practice. Chichester, England: Wiley. 

Drydom, W. (1999). Rnliollal emolive behavior 
IIrerapy: A Iraillillg mallual. New York: 
Springer. 

Drydom, W. (2003). Overcomillg depTl'ssioll. 
London: Sheldon Press. 

DuBois, I. M. (2002). When is informed 
consent appropriate in educational 

Relerenets 

resear(h? IRB: A RelJiew of Humall 
Subjects Research, 24, 1-8. 

Dubovsky, S. (1999, February 25). Tuning in 
to manic depression. Hea/IJrN.,zvs, 5, p. 8. 

Duffy, Mo, Gillig, S. E., Tureen, R. M., & 
Ybarra, M. A. (2002). A critical look 
at the DSM-IY./orrmal of /Ildividual 
Psyc/wlogy, 58, 363-:373. 

Dugger, C. W. (1996, December 28). Tug of 
taboos: African genital rite \'s. U.s. law. 
The N.,zv York Time$, pp. 1,9. 

Duke, M., & Nowicki, S., Jr. (1979). 
Abllormal psychology': Perspeclives 011 

beillg diffemlt. Monterey, CA: Brooks/ 
Cole. 

Duncan, I. (2005). Frontal lobe function and 
general intelligence: Why it matters. 
Corlex, 41. 215-21 7. 

Duncan, I., Seitz, R. J., Kolodny, I., Bor, D., 
Herzog.. H., Ahmed, A, Newell, F. N., 
& Emslie, H. (2ooo, July 21). A neural 
basis for general intelligence. Sciellce, 
289,457-459. 

Duncan, P. D., el aL (1985). The effeds of 
pubertal timing on body image, school 
behavior, and deviance [Special Issue: 
Time of maturation and psychosocial 
functioning in adolescence: I]./o"",al of 
Yo"th alld Adoiescellce, 14, 227- 235. 

Dunck"r, K (1945). On problem solving. 
Psyclr% gica/ MOllogra/,/rs. 58 (5, whole 
no. 270). 

Duncombe, J., Harrison, K., Allan, G., & 
Marsden, D. (2004). TIre slale of affairs: 
ExploraliOlrs ill illJidelily alld cammi/melll. 
Mahwah, NI: Lawrence Erlbaum. 

Dunh~m, R. M., Kidwell, J. 5., & Wilson, S. 
M. (1986). Rites of passage at 
adolescence: A ritual process paradigm. 
Journal of Adolescell' ReSffirclr, 1, 139-153. 

Dutton, D. G., & Aron, A. P. (1974). 
Some evidence for heightened sexu~1 
attraction under conditions of high 
anxiety. Jourl/al of PO'sollalily alld Social 
Psycllology, 3D, 51D-SI7. 

DW"'<:k, C. S., Mangels, J., & Good, C. 
(2004). Motivationa I Effects on atten­
tion, cognition, and. performance. 
In D.Y. D,li & R.I. Sternberg (Eds.), 
Molivalioll, fmotioll, alld cogllilioll: 
/IIIl'graled perspectives 011 illll'lI«lual 
frmcliolling. Mahwah, NJ: Erlbaum. 
Annual Meeting of the American 
Psychological Society, May, 2004, 
Chicago. 

Dworkin, I. B., Larson, K, & Hansen, D. 
(2003). Adolescents' accounts of growth 
experiences in youth activities. JOllrl/al of 
Youlll mrd Adolesceuce, 32, 17-26. 

Eagles, I. M. (2(01). SAD-help arrives 
with the dawn? Lmrcel, 358, p. 2100. 

() The McGraw- Hili 
Companies. 2008 

References R-17 

Eagly, A., & Chaiken, S. (1998). Attitude 
strudul\' and function. In D. T. Gilbert 
& S. T. Fiske (Eds.), Halldbook of social 
psycllology (Vol. 1, 4th ed.). New York: 
McGraw-HilL 

Eagly, A. H., & Wood, W. (2(03). The 
origins of sex differences in human 
beha\'ior: Evolved dispositions ver-
sus social roles. In C B. Tra\'is (Ed.), 
Evoirrlioll, gmder, alld rape (pp. 265-304). 
Cambridge, MAc MIT. 

Eaker, E. D., Sullivan, l. M., Kelly-Hayes, 
M., D'Agostino, R. 8., Sr., & Benjamin, 
£. I. (2004). Anger and hostility predict 
the development of atrial fibrillation 
in men in the Framingham Offspring 
Study. CircrrlaliOlr, 109, 1267- 1271. 

Earley, I. (1999). IIrlemclive grorlp Ilierapy: 
/IIIrgralillg inlerpersmral, aclioll-oriellied 
mrd psychodYllamic approaches. New York: 
Brunner/MazeL 

Ebbinghaus, H. (1885/1913). Memory: A 
COlllribrllioll toexperimelltal psychology 
(H. A. Roger & c. E. Bussenius, Trans.). 
New York: Columbia Universi ty Press. 

Eberhard, K. M., Culling, J. C, & Bock, K. 
(2005). Making syntax of sense: Number 
agreement in sentence production. 
Psychologirol Review, 112, 531-559. 

Eberhardt, I. l., Goff, P. A., Purdie, V. J., & 
Davies, P. G. (2004). Seeing Bl~ck : Race, 
crime, and visual processing. lormral 
of Persollalily alld Social Psyc/rology, 87, 
876-893. 

Ebstein, R. P., Benjamin, J., & Belmaker, 
R. H. (2003). Behavioral genetics, 
genomics, and personality. In R. 
Plomin &}. C. DeFries (Eds.), Belravioml 
gelll'Iics ill Ihe I>osIgelwmic I'ra (pp. 
365-388). Washington, DC: American 
Psychological Association. 

Eccles, I. 5., Lord, S. E., & Roeser, R. W. 
(1996). Round holes, square pegs, 
rocky TOads, and sore feet: The impact 
of stage-environment fit on young 
adolescents' experiences in schools 
and families. In D. Cicchetti & S. L. 
Toth (Eds.), Adolesallce: Opporlrmilirs 
mrd c/ral/mges: ROc/lesler symposirmr 011 
deve1opmmlalpsYc/lol'aI/rology (Vol. 7). 
Rochester, NY: University of Rochester 
Press. 

Ecenbarger, W. (1993, April 1). America's 
new merchants of death. TI,,, Reader's 
Digesl, p. SO. 

Eckardt, M. H. (2005). Karen Homey: A 
portrait: the 120th aniversay, Kanm 
Homey, September 16, 1885. Americall 
lorlrllal of Psychomralysis, 65, 95-101. 

Ecklund, A. (1999, July 12). Cochlear 
implant. People Weekly, p. 68. 



feldman : hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

A.-18 References 

I Back Maner 

Edinger, J.D., Wohlgemuth, W. K., R~dtke, 

R. A., M~rsh, C. R., & Quilli~n, R E. 
(2001). Cognitive beh~vior~l therapy for 
t""atment of chronic prim~ry insomnia 
A randomized controlled trial./ormral 
of tire American Medical Association, 285, 
1856-1864. 

Egan, K. (2005). Students' development in 
theory and practice: The doubtful role 
of research. Harvard Educational Review, 
75,25-41. 

Eichenb~um, H. (2004). Tow~rd ~n infor­
mation processing framework for mem­
ory representation by the hippocampus. 
In M. S. Gazzaniga (Ed.), Cogllitive 
/leuroscinrces (3rd ed., pp. 679-690). 
Cambridge, MA: MIT. 

Einarsson, c., & Granstroem, K. (2(02). 

Gender-biased interaction in the class­
room: The influence of gender and age 
in the relationship between teacher and 
pupil. Scntrdillavimr /ou,,,al ofEducati{",al 
Rl'$eflrc/r, 46, 1l7- 127. 

EiS!'nberg, N., Guthril:', 1. K., & 
Cumbl:'rland, A. (2002). Prosocinl dl:'vl:'l­
opml:'nt in early adulthood: A longitudi­
nal study. loumal of Persmrality 0"'/ Social 
Psyc/rology, 82, 993-1006. 

EiZl:'nberg, M. M., & Zaslavsky, O. (2004). 
Students' veri fication s trategies for 
combinatorial problems. Malhematical 
Tiliuki"g and Leamitrg, 6, 15-36. 

Ekman, P. (1972). Universals and cultural 
differences in facial expressions of emo­
tion. In j. Cole (Ed.), Oarwitr and facial 
expressioll: A celllu,y of reSi'arclr ill review 
(pp. 169-222). Nl:'w York: Academic 
Press. 

Ekman, P. (1994a). All emotions are basic. 
In P. Ekman & RJ. Davidson (Eds.), Tire 
,wlrlre of emotio,,; FUlrdame/llal qrll:stio"s. 
New York: Oxford University Press. 

Ekman, P. (1994b). Strong evidence for uni­
vl:'rsals in facial I:'xp""ssions: A n:>ply to 
Russell's mistakl:'n critiqul:'. PsydUJlagical 
Bul/dill, 115, 268-287. 

Ekman, P. (2003). £molio"s revealed: 
Rccogtrizirrgfaces alld feelillgs 10 improve 
commr",icatioll mrd emoliollal life. New 
York: Times Books. 

Ekman, P., & O'Sullivan, M. (1991). Facial 
expression: Methods, means, and 
moues. In R S. Feldman & B. Rime 
(Eds.), FUlldamelltals of rW/lverbal be/rav­
io,. C~mbridgl:', England: Cambridge 
Univl:'rsity Press. 

Ekman, P., Dnvidson, R. J., & Friesen, 
W. V. (1990). Emotional I:'xpression and 
brain physiology: II. The Duchenne 
smile. Journal of Pcrwllality alld Social 
Psyclwlogy. 58, 342-353. 

Ekman, 1'., Levenson, R. W .. & Friesen, 
W. V. (1983, September 16). Autonomic 

Reterencts 

nervous sys\(>m activity distinguishes 
among emotions. Science, 223, 1208-
1210. 

Ekstrom, S. R (2004). Thl:' mind bl:'yond 
our immedia\(> awa""ness: Freudian, 
JlUlgian, and cognitive models of 
the unconscious. lormral of Analylical 
Psyc/wlogy. 49, 657-682. 

Elfenhcin, H. A. (2005). 11 takes one to 
know one better: Controversy about the 
cultural in-group advantage in commu­
nic~ting emotion as a thl:'ordical rather 
than ml:'thodologkal issul:'. In U. H/:'SS 
& P. Philippot (Eds.), Crimp dynamics 
a/ld emoliOllal npressio". Cambridge, 
England: Cambridge University Press. 

Elfenhcin, H. A., & Ambady, N. (2003). 
Universals and cultural differences in 
recognizing emotions. Currelll Directiolls 
ill Psyc/rologica/Sciell(/', 12, 159-164. 

Elfenhcin, H. A., MandaI. M., Ambady, 
N., Hnrizuka, 5., & Kumar, S. (2004). 
Hemifncial diffl:'ren(I:'S in the in-group 
advantage in I:'motion re<:ognition. 
Cogllition alld £molioll, 18,613-629. 

El-Hai, j . (2005). TIr" lobolomisl: A mat'erick 
medical gellius arrd Iris lragic quesllo rid 
lire world of mmlal iI//less. New York: 
Will:'y. 

Elkind, D. (1985) Cognitive development 
and adolescent disabilities. Jormral of 
Adoiescrrrt Health CMe, 6, 84-89. 

Elkins, G. R, & Rajab, M. H. (2004). 
Clinical hypnosis for smoking cessation: 
Preliminary results of a three-session 
intervention./rrlematiorral lorlrlwl of 
c/i,rical alld Experimerrlal HYlmosis, 52, 
7~1 . 

Eliason, j. W., & Ross, C. A. (2004). SCL-90-
R norms for dissociative identity disor­
der. /ollmal of Trauma arrd Dissociatiorr, 
5,85-91. 

Elliott, A. (2002). Psyc/wa'wlylic tlreory: All 
i"lrodrlClioll (2nd I:'d.). Durham, NC: 
Duke Univl:'csity Press. 

Elliott, J., ikrman, H., & Kim, S. (2002). 
Critical dhnography of Korl:'an 
Canadian women's menopause experi­
ence. Healllr Cnre for Womrrr IIrlematiorlOl, 
23, 377-388. 

Ellis, A (1974). CrowllrtlrrollglJ reawlI. 
Hollywood, CA: Wilshire Books. 

Ellis, A (2002). Oflt'rcomillg resislarrce: A 

,aliollal ,,"'olive be/ram'or tlrerapy illtegraled 
approoc/r (2nd cd.). New York: Springer. 

Ellis, A. (21)()4). Expanding thl:' ABCs of 
rational I:'motive behavior therapy. In A. 
Fr«man, M. J. M~honey, P. Devito, & 
D. Martin (Eds.), Cogllitiorr alld psycho­
IIrcrapy (2nd cd.). New York: Springer 
Publishing Co. 

Ellis, B. J., & Bjorklund, D. F. (200s). 
Origills of /Ire social ",illd: Etvluliorrary 

() The McGraw- Hili 
Companies. 2008 

psyc/wlogy mrd clrild developmerrt. New 
York, NY: Guilford. 

Embretson, S. E. (2005). Measuring human 
intelligl:'ncl:' with ~rtificial intl:'l1igenC(': 
Adaptivl:' itl:'m genl:'ration. In R. J. 
Sternbl:'rg & J. E. Pn:>tz (Eds .), CogllilioH 
a/ld illtellig"'u: /delllifyi/lg t/re ",,,dra­
"isms of tire milld (pp. 251- 267). New 
York: Cambridge University Press. 

Emick, J., & Welsh, M. (2005). Assoc iation 
between formal operational thought 
and executive function as measured by 
the Tower of Hanoi-Revised. Leamillg 
a/ld I"dividnal Dif/ereflces, 15, 177-188. 

Enard, W., Przeworski, M., Fisher, 
S. E., Lai, C. S. L., Wiebe, V., Kitano, 
T., Monaco, A. P., & PMibo, S. (2002, 
August 14). Molecular I:'volution of 
FOXP2, a gl:'nl:' involvcd in speech and 
language. NO/lire, 388, 14. 

Engle-Friedman, M., Baker, A, & Bootzin, 
R. R (1985). Reports of wakefulness 
during EEG identified stages of sleep. 
Sleep Rl'$eflrc/r, 14, 152. 

Engler, J., & Coll:'man, D. (1992). T/r" 
cOllsumer's guide 10 psyc/ro/lrerapy. Nl:'w 
York: Simon & Schust(>r. 

Enserink, M. (1999, April 9). Can the pla­
cebo be the cure? Scie,ru, 284, 238-240. 

Enserink, M. (2000, April, 21). Are placebo­
controlled drug trials ethical? Scierrce, 
288.416. 

Epstein, R. (1987). The spontanl'OUS inter­
connl:'ction of four rl:'pertoi""s of behav­
ior in ~ pigeon.lou'Hal ofComparalive 
Psyc/rology, 101, 197-201 . 

Epstein, R (1996). Cogrrilio/l, crealivily, alld 
l>e/ul(Jior: SeI"cted essays. Wl:'stport, CT: 
Praeger / Cr(>(>nwood. 

Eranti, S. V., & Mcloughlin, D. M. (2003). 
Electroconvulsive therapy: State of the 
art. Brilish 101lmal of Psychiatry. 182,8-9. 

Erikson, E. H. (1963). Clrild/rood aud sociely 
(2nd ed.). New York: Norton. 

Etchegary, H. (2004). Psychological aspects 
of prl:'dictivl:' gentic-test dt:'Cision: What 
do wI:' know SO far? A/lalySi's of Social 
Issues alld Public PoliCy, 4, 13-31. 

Evans, J. B. T. (2004). Informal reasoning: 
Theory and mdhod. Calladialf I{",mal of 
Experim""lal Psydrology, 58, 69-74. 

E\'ans, J. B. T., & Feeney, A (2004). The 
role of prior belief in ""asoning. In J. P. 
Leighton (Ed.), Nalrlre of reawlliug. New 
York: Cambridge University Press. 

Eysenck, H. J. (1990). Biological dimen­
sions of personality. In L A. Pervin 
(Ed.), Halldbook of perso"alily: Tlreory 
a"d rt'Si'arclr, p. 246. Nl:'w York: Guilford 
Press. 

Eysenck, H. J. (1994). The Big Five or giant 
three: Criteria for a p.~radigm. In C. F. 
Halverson, Jr., G. A Kohnstamm, & R. 



o I Feldman: hsemials of 

Und8lstanding Ps~cholog~, 

Sn enth Edition 

Back Maner 

P. M~rtin (Eds.), The dewloping slr"c/llre 
of temperomellt and persollality from illfan­
cy taad"llhood. Hillsdale, NJ: Erlbaum. 

Eysenck, H. J. (1995). £ysellck on exlrover­
simr. New York: Wiley. 

Eysenck, H. J., iklrrett, P., Wilson, G., & 
Jackson, C. (1992). Primary trait mea­
surement of the 21 components of 
the P-E-N system. Errropemr Jorrmal of 
Psyclrological AS5essmellt, 8, 109-117. 

Ezzell, C (September 2002). Clocking cul­
tures. Scienlific American, pp. 74-75. 

Fagan, J. E, & Holland, C R. (2002). Equal 
opportunity and radal differenC(>s in IQ. 
Illtelligence, 30, 361-387. 

Falk, D., Forese, N., Sade, D. S., & Dudek, 
B. C. (1999). Sex differences in brain/ 
body relationships of Rhesus monkeys 
and humans. 100mral of Hrwrmr Evolulioll, 
36, 233-238. 

Fallon, B. A., & Feinstein,S. (2001). 
Hypo<:hondriasis. In K. A. Phillips 
(Ed.), Somaloform "lid factitiolrs disorders. 
Washington, OC: American Psychiatric 
Association. 

Fanselow, M.S., & Poulos, A. M. (2005). 
The neuroscience of mammalian 
associative learning. Amlllal Rrviewof 
Psychology, 56, 207-234, 

Farber, B. A., Brink, D, C, & Raskin, 
1'. M. (Eds .). (1996). Tire p5yclrotltempy of 
Carl Rogers: Cases a"d comme"tary. New 
York: Guilford Press , 

Farkas, R. (2004, February 24). Ray Farkas 
stayed awake during brain surgery for 
Parkinson's-and filmed it. Pevple, pp. 
99-100. 

Farley, E (1986, May). The big T in person­
ality. Psyclrology Today, pp. 44-52. 

Farrell, E. F. (2005), July 15). To test or not 
to test? Tire Clmmicle of Higlrer EdlrcaliOlr, 
pp. A39-A40. 

Farver, J. M., & Lee-Shin, Y. (2000). 
Ac<:ulluration and Korean-American 
children's social and play behavior. 
Social Developm""t, 9, 316-336. 

Farver, J. M., Kim, Y. K., & Lct:>-Shin, Y. 
(1995). Cultural differences in Korean­
and Anglo-American preschoolers' 
social interaction and play behaviors. 
Clrild Developmenl, 66, 108S-I099. 

Fearing. V. G., & Clark, J. (Eds.). (2000). 
Illdividrrais ill cOlllexl: A pTactical glride 
10 clielll-cenlered praclice. Chicago: Sl~ck 
Publishing. 

Fedey, T H. (2002). Comment on h~lo 
effects in rating and evaluation 
research [Spe.::ial issue: Statistic~1 and 
methodological issues in communica­
tion reseaKh[. Hrrmmr Commrwicalioll 
Rese~rclr, 28. 57S-586. 

Feinberg, A W. (2002, April). Homo­
cysteine mny raiM' Alzheimer's risk: 

Relerenets 

A physician's perspective. HeallllNews, 
p.4. 

Feingold, A (1994). Gender differences 
in personality: A m'~ta-analysis. 

Psycllological BIIl/elill, 116, 429-456. 
Feldman, D. H. (2003). Cognith'e devel­

opment in childhood. In R. M. Lerner, 
M. A Easterbrooks, et al. (Eds.), 
Halldbook of psyclrology: Droeiopmetltol 
psyclrology (Vol. 6, pp. 195-210). New 
York: Wiley. 

Feldman, D. H. (2004). Pingel's stages: 
The unfinished sym.phony of cognitive 
development. New [deas ill Psychology, 
22,175-231. 

Feldman, R. S. (Ed.). (1982). Deveiopmetlt of 
IImrverml belravior ill clrildren , New York: 
Springer-Verlag. 

Feldman, R. S. (Ed.). (1993) Applicatiolls of 
IImrverml belr~vioml tlreories alld researclr. 
Hillsdale, NJ: Erlbaum. 

Feldman, R. S. (2003). P.O.W.£.R. teaming 
(2nd ed.). New York: McGraw-Hill. 

Feldman, R. S., & Tyler', J. M. (2005) Lying 
to look good: Using dccep th'e behav­
ior as a self-presentational strategy. 
Mahwah, NJ, Lawrence Erlbaum. 

Feldman, R. 5., Coots, E. J., &. 
Schwartzberg, S. (1994). Case sludies and 
crilicaillrillki,lg a/rQul psyc/rology. New 
York: McGrnw-Hill. 

Feldman, R. S., Forrest,. J. A, & Happ, B. 
R. (2002.) Self-presentation and verbal 
de.::eption: Do self-presenters lie more? 
Basic mrd Applied SIX;al Psyclrology, 24, 
163-170. 

Feldt, L. S. (2004). Estimating the reliabil­
ity of a test bnttery .composite or a test 
score based on weighted item scoring. 
Measlrremetll & Eva/rratimr ill Cormselillg 
& Developmetll, 37, 184-191. 

Fellous,J. M., & Arbib, M. A (2005). Wlro 
lleeds emoliOlrs? The brnin mals Ihe robol. 
New York: Oxford University Press, 
2005. 

Fenn, K. M., Nusbaum, H. c., & 
Margoliash, D. (200.3, October 9). 
Consolidation during s leep 01 percep/u­
nl learning of spoken langunge. Natrrre, 
425,61 4-616. 

Festinger, L (1957). A Ilreory of cogllitive 
dissOIrmrce. Stanford, CA: Stanford 
University Press. 

Festinger, L., & Carlsmith, J. M. (1959). 
Cognitive consequences of forced com­
pliance. 10llrllal of Abllormal and Soc;al 
Psycllology,58,203-210. 

Festinger, L, Sch~chkr, S., &. iklck, K. W. 
(1950). Social pressrrre ill illfomral grorrps. 
New York: Hnrper. 

Fields, R. D. (2004, April). The other half 
of the brain. Scientific Americnl/, pp. 
55-6\. 

() The McGraw- Hili 
Companies. 2008 

References R-19 

Fields, R. D. (2005, Febru~ry). Making 
memories stick. Scientific American, 
75-8\. 

Fields-Meyer, T. (1999, O<:tober 25). The 
whiz kids. People, pp. 59-63. 

Fields-Meyer, T, & Haederle, M. (1996, 
June 24). Married to a stranger. People, 
pp.4S-51. 

Fields-Meyer, T, & Lambert, P. (2004, 
November 15). Land of the Brave: These 
e;draordinary Americans took on rip­
tides, savage dogs-even an avalanche. 
People Weekly, p. 100. 

Fields-Meyer, T., &. Wihlborg, U. (2000, 
March 17). Gender jump. People 
Magazille, 109- 111. 

Fine, L (1994). Personal communication. 
Fine, R., & Fine, L (2003). Basic chess elld­

illgs. New York: Random House. 
Fineran, S. (2002). Adolescents a t work: 

Gender issues and sexual harassment. 
Viol""ce Against Womell, 8, 953-967. 

Fink, G. (Ed.). (2CXXl) £m:yclopedia of stress. 
New York: Academic Press. 

Fink, M. (1999). £Ieclrosilock: ReSloring Ille 
milld. New York: Oxford University 
Press. 

Fink, M. (2000). Electroshock revisited. 
Americall Scientisl, 88, 162- 167. 

Finke, R. A (1995), Creative insight and 
preinventive forms. In R. J. Sternberg 
& J. E. Davidson (Eds.), Tire lIatlm of 
illsiglrl. Cambridge, MA: MIT. 

Finkelhor, D., Ormrod, R., & Turner, H. 
(2005). The victimization of chi ldren 
and youth: A comprehensive, national 
survey. Child Moilrralmflll: 1011"'01 of the 
Americmr Professimrol Society Oil Ihe Abrrse 
of Cirildmr, 10,5-25. 

Finkler, K. (2004). Traditional healers in 
Mexico: The effectiveness of spiritual 
practices. In U. P. Giden, J. M. Fish, & 
J. G. Draguns (Eds.), Handbook of clIl­
tllre, Il,eropy, and IIealing. ~hhwah, NJ: 
Lawrence Erlbaum Associ~tes. 

Finlay, EO., Jones, R., & Coleman, J. 
(2002). Is puberty getting earlier? The 
I'icws of doctors and teachers. Child: 
Care, Healtlr mrd Developmetll, 28, 205-
209. 

Finley, C. L, & Cowley, B. J. (200S). The 
effe<:ts of a consistent sleep schedule on 
time taken to achieve sleep. Clinical Case 
Sllrdies, 4, 304-311. 

Finney, M. L., Stoney, C. M., &. 
Engebretson, T. O. (2002). Hostility and 
anger expression in AfriC.:ln American 
and European American men is associ­
a ted with cardiovascular and lipid reac­
tivity. Psyclropi,ysiology, 39,340-349. 

Firestein, B. A. (Ed.). (1996). Bisexlralily: 
Tile p5ycl,ology ~lId politics of aI/ iI/visible 
millQrity. Thousand Oaks, CA: Sage. 



feldman : hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

R-10 References 

I Back Maner 

First, M. B., Frances, A., & Pincus, H. A. 
(2002). DSM-/V-TR handbook of d'l­
fererrtial diagnosis. Washington, DC: 
American Psychiatric Publishing. 

Fischer, K. W., Shaver, P. R., & Carnochan, 
p. (1990). How emotions develop and 
how they organize development. 
Cognition alrd Emotion, 4, 81-127. 

Fish, J. M. (Ed.) (2002). Race mrd irrtelliSfnce: 
Sepamlirrs scimce from myllr. Mahwah, 
NJ: Erlbaum. 

Fisher, C. B. (2003). Decodins Ore ethics 
code: A practical guide for psychologists. 
Thousand Oaks, CA Sage. 

Fisher, C. B., Hoogwood, K., Boyce, c., 
Duster, T., Frank, D. A., Grisso, T., 
Levine, R. j., Macklin, R., Spencer, 
M. B., Takanishi, R, Trimble, j. E., & 
Zayas, L. H. (2002). Research ethics for 
mental health science involving ethnic 
minority children and youths. American 
Psychologist, 57, 1024-1040. 

Fisk, j . E., & Sharp, C. (2002). Syllogistic 
reasoning and cognitive ageing. 
Quarterly J,mrnal af Experimet,ta! 
Psychology: H"",mr Experimental 
Psyclrology, 55A. 1273-1293. 

Fiske, S. T. (2002). What we know now 
about bias and intergroup conflict, 
the problem of the century. CUTrell1 
Diree/iom ilf Psycllological Scimce, 11. 
123-128. 

Fiske, S. T., & Taylor, S. E. (1991). Socia! 
cOS/lition (2nd ed.). New York: McGraw­
Hill. 

Fitch, K. L., & Sanders, R. E. (2005). 
Handbook of lallsuaSe alld social interac­
tion. Mahwah, NJ: Lawrence Erlbaum 
Associates. 

Fitzgerald, H ., Mann, T., Cabrera, N., 
& Wong, M. M. (2003). Diversity in 
caregi\'ing contexts. In R. M. Lerner, 
M. A. EasterbTOoks, d at. (Eds.), 
Handbook of psychology: Developmelltal 
psychology (Vol. 6, pp. 135-167). New 
York: Wiley. 

Fitzgerald, L. F. (2003). Sexual harnssment 
and social justice: Refledions on the 
distance yet to go. America/l Psydrologist, 
58,915-924. 

Flam, F. (1991,june 14). Queasy riders. 
Scie,,,e, 252, 1488. 

Flavell, J. H . (2002). Development of 
children's knowledge about the men­
tal world. In W. W. Hartup & R K. 
Silberei".,n (Eds.), Growi/'g points ill 
dewlopmerrta! scieuce: An introdllcti",r, 
pp. 102-122. Philadelphia: Press. 

Fleischman, D. A, Wilson, R. S., Gabrieli, 
J. D. E., Bienias, J. L., & Bennett, D. A 
(2004). A longitudinal study of implicit 
and explici t memory in old persons. 
Psychologymrd Agirrg, 19, 617~25. 

Reler.ncts 

Fleming, j. (2000). Affirmative adion and 
standardized test scores. jOllrual of Negro 
Edllcatiorr, 69, 27-37. 

Flynn, J. R (1999). Searching for justice: 
The dis<;overy of lQ gains over time. 
American PsycllOlogist, 54, 5-20. 

Flynn, J. R. (2000). lQ gJins and fluid g. 
Amnican Psychologist, 55, 543. 

Foderaro, L. W. (2006, February 16). 
Westchester lawyer, his memory lost, 
is found in Chicago Shelter after 6 
months. Tire New York Times, p. B3. 

Fogarty, j. S., & Young, G. A., Jr. (2000). 
Patient-physician communica­
tion. Jorm,al of I/'e Amnicarr Medica! 
Associlllion, 289, 92. 

FolkmJn, S., & Moskowitz,j. T. (2000). 
Stress, positive emotion, and cop­
ing. Cllrre/lt Directiolls ill Psychological 
ScierrCl',9,115-118 

FolkmJn, S., & Moskowitz,j. T. (2004). 
Coping: Pitfalls Jnd promise. Amrual 
Revi/'w of Psycho!ogy, 55, 745-774. 

Follett, K., & Hess, T. M. (2002). Aging, 
cognitive complexity, and the fun­
damental attribution e rTOr. 10llmal 
of Gero/ltology: Serirs B: Psychological 
Scierrces arrd Social Sciences, 578, P31 2-
1'323 

Ford, C S., & Beach, F. A. (1951). Pallmrs of 
seXIIII!l>ehav;or. New York: Harper. 

Forer, B. (1949). The fallacy of personal val­
idation: A classroom demonstration of 
gullibility. Joumal of Ab"ormal mId Sccial 
PsycllO!ogy, 44, 118-123. 

ForgJS, j. P., & Laham, S. M. (2005). The 
interaction between affect and motiva­
tion in social judgments and behav­
ior.ln J. P. Forgas, K. P. Williams, S. 
M. Laham (Eds.), Scc;a! motinrlion: 
Cmlscwus mId unco/lsciOljs processes. New 
York: Cambridge University Press. 

Forlenza, M. J., & Baum, A. (2004). 
Psychoneuroimmunology. In T. j. 
Boll & R G. Frank (Eds.),. Harrdbook 
of c!i/'icalhea!th psychology: Volume 3. 
Models arrd perspectivl'S in heaWr psy­
cilOlogy. Washington, DC: American 
Psychological Association. 

Fountoulakis, K. N., Vieta, E., S.,nchez­
Moreno,).. Kaprinis, S. G., Goikolea, 
j. M., & Kaprinis, G. S. (200S). Treatment 
gUidelines for bipolar disorder: A criti­
cal review. jOl/mal of Affectiw Disorders, 
86,1-10. 

Fowler, F. L Jr. (2001). Survey research mel/,­
ods. Thousand Oaks, CA: 5.lge. 

Fowler, R D. (February 2(02). APA's direc­
tory tells us who we are. Monitor 0/1 
Psychology, 9. 

Fox, S., & Spedor, P. E. (2000). Relations of 
emotional intelligence, practical intel­
ligence, general intelligence. and trait 

() The McGraw- Hili 
Companies. 2008 

affedivity with interv;"w outcomes: It's 
not all just "G." jourua! of OrgarrizatiOlml 
Bellavior, 21, 203-220. 

Fraley, R c., & Spieke r, S. J. (2003). Are 
infan t attachment patterns continu­
ously or categorically distribu ted? A 
taxometric analysis of strange situation 
beha\'ior. Droelopme/ltal PSyclIO!Ogy, 39, 
387-404. 

Frances, A, First, M. B., & Pincus, H. A. 
(1995). D5M-IV guidebook. Washington, 
DC: American Psychiatric Press. 

Frank, L. R. (2002). Electroshock: A crime 
against the spirit. Etlli",! Hrm/arr Scie/lCe$ 
and Sert'l'ces, 4, 63-71. 

Frankenberg, W. K., et at., 1992. Derrwr 
lllraillillS ma,run!. Denver: Denver 
Developmental Materials. 

Frankenberger, K. D. (2004). Adolescent 
egocentrism, risk perceptions, and 
sensation seeking among smoking and 
nonsmoking youth. jOllrnal of Adolescen' 
Research, 19, 576-590. 

Franklin, A, Pilling, M., & Davies, I. 
(2005). The nature of infant color cat­
egorization: Evidence from eye move­
ments on a target decision task. Joumal 
of Experimel/tal Child Psychology, 91, 
227-248. 

Franks, D. D., & Smith, T. S. (1999) (Eds.). 
Milld, brahr, mrd society: Toward a rre, jro­
sociology of rmotio/l. Stamford, CT: JAI 
Press. 

Franzek, E., & Beckmann, H. (1996). Gene­
environment interaction in schizo­
phrenia: Season-of-birth dfect reveals 
etiologically different subgroups. 
PsycllOpnlhO/ogy, 29, 14-26. 

Frasure-Smith, N., Lesperance, F. , & Talajic, 
M. (2000). The prognostic importance 
of depression, anxiety, anger, and 
social support following myocardial 
infarc tion: Opportunities for improv­
ing survival. In P. M. McCabe, N. 
Schneiderman, T. M. Field, & A R 
Wellens (Eds.), Stress, copi/lg, arrd cardio­
vaSCII!ar disease. Mahwah, Nj: Erlbaum. 

Fredrickson, B. L., Tugade, M. M., & 
Waugh, C. E. (2003). What good are 
posith'e emotions in crisis? A prospec­
tive study of resilience and emotions 
following the terrorist attacks on the 
United States on September 11th, 2001. 
/Ollma! of PersO/rality & Social Psychology, 
84, 365-376. 

Fredrickson, B. L., & Branigan, C. (2005). 
Posi tive emotions brooden the scope 
of attention and thought-ac tion rep­
ertoires. Cog/litiml mId Emotioll. 19, 
3\3-332. 

Free, M. L. (2000). Cog/litive therapy hr 
groups: Guide/iues aud resources for prac­
tice. New York: Wiley. 



e I Feldman: hsemials of 
Und8lstanding Ps~cholog~, 

Sn enth Edition 

Back Maner 

Freedm~n, D. S. (1995). The import~nce 
of body f~ t distribution in early life. 
American /allmal of Ihe Medical Sciences, 
310, Sn-S76. 

Freedman, j . L., &. Fraser, S. C. (1966). 
Compliance w ithout pressure: The 
foot-in-the-door technique. lournal 
of Pl'rS()lInlity IIIrd Socinl Psycllology, 4, 
195-202. 

Freeman, P. (1990, December 17) Silent no 
more. Pcopil: Werkly, pp. 94-104. 

French, H. W. (1997, Febru~ry 2). Africa's 
culture war: Old customs, new values. 
TI,e New York Times, pp. 1 E, 4E. 

Frensch, P. A., &. Runge r, D. (2003). 
Implicit learning. Currelll Direclions in 
PsycilOlogiarl Scumce, 12, 13-17. 

Freud, S. (1900). T're itllerprnatioll of drenllls. 
New York: Basic Books. 

Freud, S. (1922/1959). Group psyc/lOlogy alld 
I'le llltalysis of tire ego. London: Hogarth. 

Friborg, 0., Barlaug, D., Martinussen, M., 
Rosenvinge, J. H., &. Hjemdal, O. (2005). 
Resilience in relation to personality 
and intelligence.lllterllatiallal /Ollrnal 
of Me/hods in Psyd,iatric Re$etlrch, 14, 
29-42. 

Friedman, A. E, Lewak, R., Nichols, 
D. S., &. Webb, J. T. (2000). PsycllOlogical 
aSSt'SSIII'"/ witlr II,,' MMPI-2. Mahwah, 
NJ: Erlbaum. 

Friedman, D. E. (200l). The IIew CCOIlOIII­
ics of I'rt'sc/lool. Washington, DC: Early 
C hildhood Funders' Collaborative/ 
NAEYe. 

Friedman, J. M. (2003, February 7). A war 
on obesity, not the obese, Sciella, 299, 
856-858. 

Frijda, N. H. (2005). Emotion experience. 
Cogllitioll lIIul EIIIOlioll, 19, 473-497. 

Frincke, J. L., &. Pate, W. E, II. (2004, 
March). Yesterday, loday, alld lalllorrow. 
Careers in PsyChology 2004, u~rat sllld""ls 
lIeed 10 klll)to. Paper presented at the 
Annu~l Convention of the Southe~stem 
Psychological Assodation, At1~nt~, GA. 

Fritsch, J. (1999, Cktober 5). Scientists 
unmask diet myth: Willpower. Tire New 
York Tillles, pp. DI, 09. 

Fromkin, V. A. (2000). On the uniqueness 
of language. In K. Emmorey, H. Lane, et 
al. (Eds.), The siglls of lallguage revisited: 
An alltllOlogy to '1Olior Ursula Bel/ugi alld 
Edward K/i,,,a. Mahwah, NJ: Erlbaum. 

Fromm, E., & Nash, M. (Eds.) (1992). 
COlltemparary hYP"osis re$Care/" New 
York: Guilford. 

Frost, L E., &. Bonnie, R. J. (Eds.). 
(2001). Tire I'VOluliOIl of melltal healtll 
law. Washington, DC: American 
Psychological AssociJtion, 

Frost, R. 0., &. Steketee, G. (Eds.). (2002). 
Cogllitive approaches to obsessiolls alld 

Relerencts 

compl jlsimls: Tlleory, assess melli, mId Ireat­
melil. New York: PergJmon Press. 

Frot, M., FeinI.', J. S., & Bushnel, M. e. 
(2004). Sex differences in pain percep­
tion and anxiety. A psychophys ical 
study with topical capsaicin. Pain, 108, 
230-236. 

Frueh, B. c., Elh~i, J. D., & Grubaugh, A. 
L. (2005). Documented combat exposure 
of US veterans seeking treatment for 
combat-related post-traumatic stress 
disorder. Britislr 10lmllli of PSYC'lialry, 
186,467-472. 

Funder, D. C (1991). Global traits: A nC(>­
Allportian approach to personality. 
Psyclw/ogiCtlI Science, 2, 31-39. 

Funder, D. C (1997). The per"malily puu/e. 
New York: W. W. Norton. 

Funk, J. B. (2005). Children's e"posure to 
violent v ideo game!; and desensitiza­
tion to v iolence. CI/I'/d alld AdolescCll1 
PSYc/lintric Clillics of Norlh America, 14, 
387-404. 

Funk, M. S. (1996). Development of object 
permanence in the New Zealand para­
keet (Cymwra"'pIIllS auriceps). Am'",al 
Letlmillg and &havior, 24, 375-383. 

FurnhJm, A (1995). The relJtionship of 
personality and intelligence to cogni­
tive learning sty le and achievement. In 
D. H. 5.1klolske &. M. Zeidner (Eds.), 
1"lematiOllallrm,dbook of perSQ"alily alld 
illielligellce. Perspectivrs all illdividual dif~ 
ferellces. New York: Plenum. 

Furnham, A., &. Crump, J. (2005). 
Personality traits, types, and disorders: 
An examination of the relationship 
between thre<.> self-report measures. 
European /OllTtlal of PerSQnality, 19, 
167-184. 

Furnham, A, Pallangyo, A. E., & Gunter, 
B. (2001). Gender-role stereotyping in 
Zimbabwean television advertisements. 
Saulll Africa/l lou mal of Psyc'wlogy, 31, 
21-29. 

Furst, P. T. (1977). " High states" in culture­
historical perspective. In N. E. Zinberg 
(Ed.), A/lemale slales of canS(io"s"e$s. 
New York: Free Press. 

Furumoto, L., &. Scarborough, E. (2002). 
Pl~cing women in the history of psy­
chology: The lirst American women 
psychologists. In W. E. Pickren (Ed.), 
Evolvilig perspectives' 0/1 tile Iristory of psy­
c/wlogy (pp. 527-543). Washington, DC: 
American Psychological Association. 

Gaab, J., Rohleder, N., Nater, U. M., &. 
Ehlert, U. (2005). Psychological determi­
nants of the cortisol stress response: The 
TOIl.' of anticipatory cognitive appraisal. 
Psycholll'urO<',ldocriliology, 30, 599-610. 

Gagnon, G. H. (1977). Humall sexualities. 
Glenview, IL: Scott, Foresman. 

() The McGraw-Hili 
Compan ies. 2008 

References R-li 

Galanter, E. (1962). Contemporary psycho­
physics. In R. Brown, E. Galan ter, E. 
Hess, &. G. Maroler (Eds.), New direc­
tiolls ill psydw/ogy (pp. 87-157). New 
York: Holt. 

Galanter, M., &. Kleber, H. D. (Eds.). (1999). 
Tile Americall Psychiatric Press text­
book of subslmICe abuse: Abuse trealmelll 
(2nd ed.), WJshington, DC: American 
Psychiatric Press. 

Galatzer-Lcvy, R. M., &. Cohler, B. J. 
(1997). Esselltial psychoanalysis; A COII­

temporary inlroducliOlI. New York: Basic 
Books. 

Galavotti, e., Saltzman, L. E., Sauter, S. 
L., &. Sumartojo, E. (1997, February) . 
Behavioral science activities at the 
Center for Disease Control and 
Prevention: A selected overview 
of exemplary programs. AmeriC/lII 
PSyc/lOlogisl, 52, 154-166. 

Galef, D. (2001, April 27). The information 
you provide is anonymous, but what 
was your name again? Tile CI"'mide of 
Higher Ed,jcatioll, 47, p. B5. 

Gallagher, A. M., & Kaufman,j. C (2005). 
Ge/lder differerrces i/l matl,ematics: All illle­
grated psyc/w/ogiCtl/ approacll. Cambridge, 
England: Cambridge University Press. 

Gallagher, D. J. (1996). Personality, coping, 
and objective outcomes: E"traversion, 
neuroticism, coping styles, and academ­
ic performance. Persollality & Individual 
Diffmmces, 21, 421-429. 

Gallagher, J. J. (1994). Teaching and leJrn­
ing: New models. Alliwal ReviellJ of 
Psychology, 45,171-195. 

Gallagher, M., &. Rapp, R. R. (1997). The 
use of animal models to study the 
effects of aging on cognition. Amma/ 
Revil'fl> of Psydlology, 48, 339-370. 

Gallup News Service (1998). Ad,j/ts wlto 
filld tltat premarital sex is 1101 ummg. 
Washington, DC: Gallup News Service. 

Gallup Poll. (2001, June 8). American's beliif 
ill psychic alld I"'rallo."ral plrwolllena is 
,jP aver last decade. Washington, DC: The 
Gallup Organization. 

Gami, A S., Howard, D. E., Olson, E. J., 
Somers, V. K. (2(05). Day-night pattern 
of sudden death in obstructive sleep 
apnea. New Ellg/alld Jaun/al of Medicille, 
353,1206-1214. 

G~ngcstad, S. W., Simpson, J. A., 
Cousins, A. J., Garver-Apg~r, e. E., 
&. Christensen, P. N. (2004). Women's 
preferences for male behavioral dis­
pl~ys change across the menstrual cycle. 
Psycilolagical Sciellce, 15, 203-207. 

Ganong, L. H., &. Coleman, M. (1999). 
C/wligillgfam;lies, clwlIgilig respc!>Isibili­
lies: Family obligal i(»,~ fol/owi>rg divorce 
alld relllarriage. Mahw~h, NJ: Erlbaum. 



feldman: hsemials of 

Understanding Ps~cho log~, 

Seve nth Ed ition 

I Back Maner Reterencts 

R-ll Re fe rences 

G~rb, H. N. (2002). Pr~ctidng psychologi­
c~1 ~sS£>ssment. America" PsycJroiogist, 
57,990-99L 

G~rb, H. N. (2003). ObS£>rv~tions on the 
validity of neuropsychological and per­
sonality assessment testing. AIIStraliall 
Psyclrologisl, 38, 14-21. 

G~rb, H. N., Wood, J. M., Lilenfeld, 
S. 0., & Nezworski, M. T. (2005). Roots 
of the Rorschach controversy. Cli"ical 
Psyclrology R""iew, 25, 97-118. 

G~rber, J., & Horowitz, J. L. (2002). 
Depression in childrt:>n. In I. H. Gotlib 
& C L. H~mmen (Eds.), Halldbook of 
depressioll. New York: Guilford Press. 

Garcia, J. (1990). Learning without mem­
ory. Jorrrnal of Coglfitiue Newmciellce, 2, 
287-305. 

Garcia, J. (2003). Psychology is not an 
enclave. In R J. Sternberg (Ed.), 
Psyclrologisls d<fyilfg tire crowd: Slories 
of Iho$l' who baltled the establishme"t 
a"d wall. Washington, OC: Americ~n 
Psychological Associ~tion. 

Garcia, J., Hankins, W. G., & Rusiniak, 
K. W. (1974). (kh~vioral regul~tion 
of the milieu intern in man and rat. 
Seierrce, 185, 82~31. 

G~rcia, S. M., Weaver, K., Moskowi tz, 
G. B., & Darley, J. M. (2002). Crowded 
minds: The implicit byst~nder 
df...:t . Jorrr"al of Pers<malily alld Socilll 
PsyChology, 83, 843--853. 

Garci~-Andrade, C, Wall, T. L., & Ehle rs, 
C L. (1 997). The firew~tt:>r myth ~nd 
rt:>sponse to alcohol in Mission Indians. 
/01.."al of Psychilllry, 154, 983-988. 

G~rcia-Palacios, A, Hoffman, H., & Carlin, 
A (2002). Virtual reality in the treat­
ment of spider phobia: A controlled 
study. Belravior Rescarclr & Tlrerapy, 40, 
983-993. 

G~rdner, E. P., & Kandel, E. R. (2000). 
Touch. In E. R. K~ndel, J. H. Schw~rtz, 
& T. M. Jessell (Eds.), Prillciples of IIeliral 
sciellce (4th ed.). New York: McCr~w­
Hill. 

G~rdner, H. (1975). Tlreslwltered mi"d: Tire 
perso" after brailf dllmllge. New York: 
Knopf. 

G~rdner, H. {20(0).llItelligellce r<framed: 
Mllitiple i"lelligelfces for tire 21s1 celltrrry. 
New York: Basic Books. 

G~rdner, H. (2005). Scientific psychol­
ogy: Should we bury it or praise it? 
In R. J. Sternberg (Ed.), U"ily ill psy­
cJroiogy: Possibility or pipe dream? (pp. 
77-90). Washington, OC: American 
Psychological Assoc iation. 

G~rdner, R. A, & Gardner, B. T. (1969). 
Te~ching sign l~nguage to a ch imp.ln-
1:(>(>. Sciellu, 165, 664--672. 

Garz~-Guerrero, C (2()(x). Idealization and 
mourning in love relationships: Norm~l 
and pathological spectra. Psydf(xmalytic 
Qllarlerly, 69, 121- 150. 

Gass, C S., Luis, C A., Meyers, 
T. L., & Kuljis, R. O. (2000). Familial 
Creutzfeldt-Jakob disease: A neuropsy­
chological caS£> study. Arc/,ives ofClirrical 
NeuTOpsycllOlogy, 15, 165-175. 

Gassio, R, Artuch, R, Vilaseca, 
M. A., Fusk, E., Boix, C, Sans, A., & 
Campistol, J. (2005). Cognitive functions 
in classic phenylketonuri~ and mild 
hypcrphenyl~l~ninaemia: experience in 
a paedi~tric population. Developmerrtal 
Medicirre a"d Cllild Neurology, 47, 443-
448. 

Gatchel. R J., & Baum, A (1983). All illlro­
dricliolllo healtlr psyc/rology. Reading, 
MA: Addison-Wesley. 

Gathchel, R. J., & Oordt, M. S. (20(3). 
Obesity. In R. J. Gathchel & M. S. Oordt, 
Clirricaillealth psyChology arrd primary 
care: PrllctiClI1 advice arrd c/irriclIl gllid­
mrce for sllccessflll col/aboratioll, pp. 
149-167. Washington, OC: American 
Psychological Association. 

Gatchel. R. J., & Turk, D. C. (Eds.). (1996). 
PsycllOlogicalal'proac/res to pnill mmrllge­
merrt: A pracliOlrer's ha"dbook. New York: 
Guilford. 

Gatchel, R. J. & Weisberg, J. N. (2000). 
Persollalily characteristics of patier,ls wilh 
P"ill . Washington, DC: APA Books. 

Gatheroole, S. E., & Baddeley, A.D. (1993). 
Worki"g memory alld lallgllage pracessillg. 
Hillsdale, NJ: Erlbaum. 

Gazzaniga, M. S. (1998, July). The split 
brain revisited. Scielllific AmericlIlI, 
50-55. 

Gazzaniga, M.S., Jvry, R. B., & Mangun, G. 
R (2002). Cog"itive IIcllroseierrce: Tire biol­
ogy of I/'e milld (2nd ed.). New York: W. 

W. Norton. 
Ge, X., Conger, R. 0., & Elder, G. H., 

Jr. (1996). Coming of age too early: 
Pubert~1 influences on girls' vulner­
ability to psychological distress. Child 
Developmerrt, 67, 3386-3400. 

Geen, R. c., & Donnerstein, E. (1983). 
Aggressio,,: Tircorrlicallllld empirical 
r""iews. New York: Academic Press. 

Geen, R., & Donnerstein, E. (1998). Hllmmr 
aggressiorr: Tlreories, research, alld impli­
catiollS for social poliCy. San Diego, CA: 
Academic Press. 

Gegenfurtner, K. R. (2003). Co lor vision. 
Alllillol Review of Neliroseiellce, 26, 
181 -206. 

Geiselman, R. E., Fis her, R. 1'., 
Mac Kinnon, D. P., & Holland, H. 
L. (1985). Eyewitness memory 

() The McGraw- Hili 
Companies. 2008 

enhancement in the police in terview: 
Cognitive retriev~l mnemonics ve rs us 
hypnosis. JOIITllal of Applied Psychology, 
70, 401-412. 

Gelfand, M. M. (2000). Sexuality among 
older women. JOImml of Women's Heallh 
alld Gellder Based Medicirrr, 9(Suppl. 1), 
515-520. 

Gelman, D. (1994, April 18). The mystery 
of suicide. Navsweek, pp. 44-49. 

Gelman, R., & BaillargeQn, R. (1983). A 
review of some Pi~gdian concepts. In 
J. H . FI~vell & E. M. M~rkman (Eds.), 
Halldbook of child psyclrology, Vol. 3: 
Cogllitive developmellt (4th ed.). New 
York: Wiley. 

Gelman, R, & Kit-Fong Au, T. (Eds.). 
(1996). Perceptljill arrd cog"itive develop­
merrt. New York: Academic Press. 

Gennaro, R J. (2004). Higlrer-crder theories of 
cOlrseiollsllesS: All mrtlrology. Amsterdam, 
Netherlands: John Benjamins . 

Gen tner, D., Goldin,S., & Goldin-Meadow, 
S. (Eds.). (2003). Ul1Igllage ill milld: 
AdvQ"ces ill Ihe silldy of lallgllllge alld cog­
IIilioll. Cambridge, MA: MIT. 

Genuis, M., & Viola to, C (2000). 
Attachment security to mother, father, 
and the parental unit. In C Viola to, 
& E. Oddone-Paolucci (Eds.), TIre 
clrnllgillg family mrd clrild devdop-
mellt. Aldershot, Engl~nd: Ashgate 
Publishing Ltd. 

GeQrge, M. S. (2003, September). 
Stimulating the brain. Scielltific 
Americall, pp. 66-73. 

GeQrge, M. S., WasS£>rm~nn, E. M., 
Williams, W. A, Callahan, A, et al. 
(1995). Daily repetitive transcra-
nial magnetic stimulations (rTMS) 
improves mood in depression. 
Nellrorcport: Arr [rrlema/io" al Jormral for 
lI,e Rapid Comlllrmicatioll of Research ill 
Nerrroscietrce, 6, 1853-1856. 

George,S., & MoS£>lhy, H. (2005). Cocaine­
induced trkhotillom~ni~. Addictioll, 100, 
255-256. 

George, T. P. (1999) DeSign, measure­
ment, and analysis in de\'elopmental 
research. In M. Bornstein & M. Lamb, 
Developm£lrtal psyc/rology. Mahwah, NJ: 
Erlbaum. 

GeorgiOU, G. A, Blea kley, C, Hayward, J., 
Russo, R. , Dutton, K., Elti ti, 5., & Fox, 
E. (2005). Focusing on fear: Attentional 
diS£>ngagement from emotional faces. 
ViSllal Coglliliorr, 12, 145-158. 

Gershoff, E. T. (2002). Corporal punishment 
by parents and associated child behav­
iors and experiences: A meta-analytic 
and theoretical review. Psyclrological 
Bllllelill, 128,539-579. 



o I Feldman: hsemials of 

Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

Gerstel, N. (2005, April 8). In se~rch of 
time. Science, 308, 204-205. 

Getner, D., & Holyoak, K. J. (1997, 
J~nu~ry). Re~soning ~nd learning by 
analogy. American Psyc/rologist, 52, 
32-34. 

Gevirtz, R. (2ooo). The physiology of 
stress. In D. T. Kenny, J. G. Carlson, 
et al. (Eds.), Stress mrd Ireall/r: Resmrclr 
mrd elirrica/ app/icaliOlrs (pp. 53-71). 
Amsterdam, Netherlands: Harwood 
Academic. 

Ghaemi,S. N. (2003). Mood disorders: 
A pradical gr'ide. Practical Guides if! 
Psychiatry. New York: LippincoH 
Williams &. Wilkins. 

Ghazvini, A., &. Mullis, R. L. (2002). 
Center-based care for young children: 
Examining: predictors of quality. /ormral 
ojGelletic Psyclwlogy, 163, 112-125. 

Giacobbi, P. R.,/r., Lynn, T. K. 
Wethering ton, J. M., Jenkins, J., 
Bodendorf, M., &. Langley, B. (2004). 
5tn:>ss and coping during the transition 
to universi ty for fi rst-year female ath­
letes. Sports Psychologisl, 18, 1-20. 

Gibbs, N. (2005, August 8). Being 13. Time, 
pp.4 1-55. 

Gibbs, W. W. (2002, August.) From mouth 
to mind. Scientific Americmr, p. 26. 

Gibson, 8. (1997). Smoker-nonsmoker con­
flict: Using a social psychological frame­
work to understand a current social 
controversy. /or",>«1 ojSrxiallssr,es, 53, 
97-112. 

Gibson, H. B. (1995). A further case of the 
misuse of hypnosis in a police inves­
tigation. Contemporary Hyp"osis, 12, 
81-86. 

Gilberson, T. A., Damak, 5., &. Margolskee, 
R. F. (20(0). The molecular physiology 
of taste transduction. Currelll Dpillion ill 
Neurobiology, 10, 519-527. 

Gilbert, B. (1996). New ideas in the ~ir 
at the National Zoo. SmillrSOlliall, pp. 
32-43. 

Gilbert, D. G. (1995). Smokillg: Illdividual 
diffcmICe5, psyc/wpatlwlogy, aud emotiou. 
Philadelphia: Taylor &. Francis. 

Gilbert, D. T., Miller, A. G., &. Ross, L. 
(1998). Speeding with Ned: A per­
sonal view of the correspondence bias. 
In J. M. Darley &. /. Cooper (Eds.), 
Altribution and social ;,rleroclio,,, The 
legacy of Edward E. /olles. Washington, 
DC: American Psychological 
Associ~tion. 

Gilbert, D. T., McNulty,S. E., Guili~no, 1. 
A., & Benson, /. E. (1992). Blurry words 
and fuzzy deeds: The attribution of 
obscure behavior. /ormlnl oj Personality 
mrd Social Psychology, 62, 18--25. 

Reler.nets 

Gilligan, C. (1996). Tho? centrality of rela­
tionships in psychologic~1 develop­
ment: A puzzle, some evidence, and a 
theory. In G. G. Noam & K. W. Fischer 
(Eds.), Dewlopmellt and !Juh,"rability 
irr close reiatiorrships. Hillsdale, NJ: 
Erlbaum. 

Gillyatt, P. (1997, February). When the nose 
doesn't know. Harvard Henlth Leiter, pp. 
6-7. 

Gilovich, 1., Griffin, D., &. Kahneman, 
D. (Eds.). (2002). Heurislics aud biases: 
The psychology oj i,rluiliw judgment. 
Cambridge, England: Cambridge 
University Pn:>ss. 

Gladwell, M. (2002, August 5). The naked 
face: Can you read people's thoughls 
just by looking at them? TIr" New Yorker, 
pp.38-49. 

Gladwell, M. (2004, September 20). Annals 
of psychology: Personality, plus how 
corporations figure out who you are. 
The New Yorker, 42-45. 

Gladwin, T. (1964). Culture and logi-
cal process. In N. Goodenough (Ed.), 
Exploralions in cullrITal mrllrropology: 
Essays irr horror of George Peter Murdoch. 
New York: McGraw-Hill. 

Glassman, A. H., &. Koob, G. E (1996, 
February 22). Neuropharmacology: 
Psychoactive smoke. Nature, 379, 
677~78. 

Glenmullen, J. (2000). ProZllC backlasll: 
Owrcomirrg lI,e dangers of Prozac, Zolojt, 
Paxil, a,rd olher arrtidepressa,rls will. safe, 
ejfecli1Je alterrratit",s. New York: Simon &. 
Schuster. 

Glenn, D. (2004, June 1). Students' perfor­
mance on tests is tied to their views of 
their innate intelligence, researchers 
say. Tire Chrorricle of Higher Edrjcaliorr, 
p.28. 

Glick, P., & Fiske,S. 1. (2001). An ambiva­
lent alliance: Hostile and benevolent 
sexism as complementary justifica­
tions for gender inequality. Americarr 
Psyclrologisl,56, 109-118. 

Glick, P., Lameiras, M., Fiske, S. 1., Eckes, 
T., Masser, B., Volpato, c., Huang, 
L. L., Sakalli-Ugurlu, N., Castro, Y. R., 
Pereira, M. L. D., Willemsen, T. M., 
Brunner, A., Six-Materna, L, & Wells, 
R. (2004). Bad but bold: Ambivalent 
attitudes tow~rd men predict gender 
inequality in 16 n~tions.lo",.,al of 
Perso,ralily aud Social Psychology, 86, 
713-728. 

Goffin, R. D., Jelley, R. 8., &. Wagner, S. 
H. (2003). Is halo helpful? Effects of 
inducing halo on performance rating 
accuracy. Social Belllluior Rnd Per~mality, 
31,625-636. 

() The McGraw-Hili 
Companies. 2008 

References R-2l 

Coin, M. K. (2005). A current perspective 
on the psychotherapies. Psychiatric 
Seroices, 56, 255-257. 

Cold, P. E., Cahill, L., &. Wenk, G. L. (2002). 
Ginkgo biloba: A cognitive enhancer? 
Psyc/rological Scieuce ill lire Pr,blic Irrteresl, 
3,2-7. 

Goldberg. C. (2003, May 1.) Some fear loss 
of privacy as science pries into brain. 
The 8os10u Globe, p. 51. 

Golden, R. N., Gaynes, B. N., Ekstrom, 
R. D., Hamer, R. M., Jacobsen, EM., 
Suppes, T., Wisner, K. L., & Nemeroff, 
C B. (2005). The efficacy of light thera­
py in the treatment of mood disorders: 
A review and meta-analysis of the 
evidence. Ameri"",r jOllmal of Psychiatry, 
162,656-662. 

Goldner, E. M., Cockell, S. J., &. 
Srikameswaran, S. (2002). Perfectionism 
and eating disorders. In G. L. Flett 
& P. L. Hewitt (Eds.), Perfediorrism: 
Theory, research, Mrd treatme"t, pp. 
319-340. Washington, DC: American 
Psychological Association. 

Goldstein, E. B. (1984). Serrsaliorr a,rd per­
crpliorr (2nd ed.). Pacific Grove, CA: 
Brooks/Cole. 

Goldstein, G., Beers, S. R., Longmore,S., &. 
McCue, M. (1996). Efficacy of memory 
training: A technological ex tension and 
replication. Cli,rical Neuropsychologisl, 
1O,66-n. 

Goldstein, I. (2000). Female sexual a rousal 
disorder: new insights./nlerllatiOlIllI 
/orITnal of Impotence Research, 12(5uppl. 
4),5152-5157. 

Goldston, D. B. (2003). Measuriug suicidal 
behauior mrd risk ill clrildreu mrd ado­
/escrrrts. Washington, DC: American 
Psychological Association. 

Goldstone, R. L., &. Kersten, A. (2003). 
Concepts and categorization. In 
A. F. Healy &. R. W. Procto r (Eds.), 
Ha,rdbook of psyclrology: EXperimental 
psychology (Vol. 4, pp. 599-621). New 
York: Wiley. 

Goleman, D. (1993, July 21). "Expert" 
babies found to teach others. The New 
York Times, p. C-I0. 

Goleman, D. (1995). Emolioual iutelligeuce. 
New York: Bantam. 

Gontkovsky, S. 1. (2005). Neurobiological 
bases and neuropsychological correlates 
of aggression and violence. In 
J. P. Morgan (Ed.), Psydrology of aggres­
siou. Hauppauge, NY: Nova Science 
Publishers. 

Good, C, Aronson, /., & Inzlicht, M. (2003). 
Improving adolescents' standard-
ized test performance: An interven· 
tion to reduce the effects of stereotype 



feldman: hsemials of 

Understanding Ps~cho log~, 

Seve nth Ed ition 

I Back Maner Reterencts 

R-14 Refe rences 

thn:>at./,:mmal af Applied Dewlopmell/al 
P$yc/lQlogy, 14,645-662. 

Good, P. I. (2003). Commoll errors ill $la/islics 
alld Irow 10 avoid Ilrem. New York: Wiley. 

Goode, E. {1m, April 13). If things taste 
bad, "phantoms" may be at work. Tire 
New York Times. pp. DI-D2. 

Goode, E. (2001, September 12). Suicide 
attackers are sane, not suicidal in the 
normal sense, experts say. Tile New York 
Times, p. A 13. 

Goode, E. (2003, january 28). Even in the 
age of Prozac, some still prefer the 
couch. TIre Nl!W York Times, 5<!<:tion F, 
p.l. 

Goodman, G. 5., Batterman-Faunce, j. 
M., Schaaf. j. M., & Kenney, R (2002). 
Nearly 4 years after an event: Ch ildren's 
eyewitness memory and adults' percep­
tions of children's accuracy. Clrild Abll5t' 
mrd Nrglecl, 16, 849-884. 

Goodman, G. 5., Ghetti, 5., Quas, j. A., 
Edelstein, R. 5., Alexander K. W., 
Redlich, A. D., Cordon, L M., & jones, 
D. P. H. (2003). A prospedive study of 
memory for child sexual abuse: New 
findings n:>levantto the repressed-mem­
ory controversy. Psyclrologicill Science, 14, 
113-117. 

Goodman, W., K., Rudorfer, M. V., & 
Maser, j. D. (2000). Obse55iue-colII/!lllslve 
disorder: Contemporary i55m's In Ireat­
Ille'lt. Mahwah, Nj: Lawrence Erlbaum 
Associates. 

Goodwin, RD., & Hamilton,S. P. (2003). 
Lifetime comorbidity of antisocial 
personality d isorder and anxiety disor­
ders among adults in the community. 
Psyclrintry Researclr, 117, 159-166. 

Goossens, L., Beyers, W., Emmen, M., & 
van Aken, M. (2002). The imaginary 
audience and personal fable: Factor 
analyses and concurrent validi ty of 
the "New Look" measun:>s.Journal of 
Researcll 011 Adolesccllce, 11, 193-215. 

Gordon, E. F. (2000). MO(killgbird years: A 
life ill alld Ollt af therapy. New York: Basic 
Books. 

Gordon, P. (2004). Numerical cogni-
tion without words: Evidence from 
Amazonia. Science, 306, 496-499. First 
appeared in Science Express, online pub­
lication August 16th 2004. 

Gotlib, I. H., Krasnoperova, E., Yue, 
D. N., & joorman, j. (2004). Atten tional 
biases for negative interpersonal 
stimuli in clinical depl(>ssion. Journal of 
Ahllorma/ Psychology, 113, 127-135. 

Gottesman, i. I. (1991). Schizoplrrenia gm­
rsis: Tire origirls of mndlll~SS. New York: 
Freeman. 

Gottt'Sman, L I. (1997, june 6). Twin: En 
route to QTLs for cogniton. 5cimct, 176, 
1522-1523. 

Gottesman, I. I., & Hanson, D. R. (2005). 
Human development: Biological and 
genetic processes. Amllial Review of 
PsycllOlogy, 56, 263-286. 

Gottfnxlson, L. S. (2004). Schools and the g 
factor. Wilsol! Qlmrterly, pp. 35-45. 

Gottfredson, L 5., & Deary, I. j. (2004). 
Intelligence predicts health and lon­
gevity, but why' Currellt Directiol!s in 
Psychological Scimce, 13, 1-4. 

Gottlieb, D. A. (2004). Acquisition with 
partial and continuous reinforcement 
in pige<.>n autoshaping. Learrrillg alld 
Belravior, 31, 321-334. 

Gottlieb, G., & Lickliter, R. (2004). The vari­
ous roles of animal models in under­
standing human development. Socml 
Development, 13, 311-325. 

Gould, E., Reeves, A. J., Graziano, M. S. 
A., & Gross, C. G. (1999, October 15). 
Neurogenesis in the neocortex of adult 
primates. Sciellce, 548-552. 

Gould, R. L. (1978). Trallsforlllatimis. New 
York: Simon &. Schuster. 

Gowaty, r: A. (2003). Power asymmetri.-.s 
between the sexes, ma te pn:>fel(>nces, 
and components of fitness. In C. B. 
Travis (Ed.), Evolulioll, gellder, alld rape 
(p p. 61-86). Cambridge, MA: MIT. 

Gowing, L. R., Henry-Edwards, 5. M., 
Irvine, R. J., &. Ali, R L. (2002). The 
health effects of ecstasy: A Iiteratul(> 
review. Dmg and Alcohol Rroiew,11, 
53-63. 

Grady, D. (2002, November 26). Why we 
eJl (and eat and eal). Tire Nl!W York 
Times, pp. 01, [).L 

Grady, D., & Kolata, G. (2003, August, 29). 
Gene therapy used to treat patient with 
Parkinson's. Tire New York Times, pp. AI, 
A18. 

Graf, P. (1990). Life-span changes in implic­
it and explicit memory. BIII/elill of tire 
Psyc/,ollIJlllic Society, 18, 353-358. 

Graffin, N. E, Ray, W. j., & Lundy, R 
(1995). EEG concomitants of hypnosis 
and hypnotic susceptibility.lormlal of 
Almormnl Psychology, 1M, 123-131. 

Graham, J. R. (1999). MMPI-2: Assessing 
personality and psychol'ntllo/ogy (3rd cd.). 
New York: Oxford University Press. 

Graham,S. (1992). "Most of the subjects 
weI(> white and middle class": Tl(>nds 
in published research on African 
Americans in selecled APA journals, 
1970-1989. Americnn Psyc/rologisl, 47, 
629-{,;39. 

Graham, S. (2001, November 12). 9/11: Tire 
psydlOlogicn/ aftermatll. Retrieved from 
the Scim/ific Ameriml! Web site http:// 
www.sciam.rom/explorationsl2001/ 
11 1201anxiety /index.html 

Granic, I., Holienstein, T., &. Dishion, T. 
(2003). Longitudinal analys is of flex-

() The McGraw- Hili 
Companies. 2008 

ibility and reorganization in early 
adolescence: A dynamic sys tems study 
of family inte ractions. Droelapmelltal 
Psyclrology, 39, 606-617. 

Graswich, R. E. (2004, December 10). The 
bystander's dilemma: For light-rail 
attack victim, bystander apathy worse 
than thugs' blows. The Sacramento Bee, 
p. B1. 

Graugaard, P. K., Eide, H., & Finset, A. 
(2003). interaction analysis of physi­
cian-patient communication: The influ­
ence o f trait anxiety on communication 
and outcome. Patielll fdllcaliOIl alld 
COllllselillg, 49, 149-156. 

Gray, j. R., Chabris, C. E, &. Braver,1. 5. 
(2003, February 18). Neural mechanisms 
of general fluid intelligence. Natllre: 
Nrllroscimccs. Retrieved from http:// 
www.nature.comlcgitaf/Dynal.age.taf? 
file=/neuro/journal/vaopl ncurrentl 
absl nnl014,html 

Graziano , M.S., Taylor, C. 5., & Mool(>, T. 
(2002). Complex movements evolved by 
microstimulation of p recentral cortex. 
Nellroll, 34, 841-851. 

Green, B. G., & Pra l'in, G. (2004). Thermal 
taste pnxlicts higher n:>sponsiveness 
to chemical tasle and flavor. Chemical 
Sellses, 29, 617-{,;28. 

Green, J. 5., Henderson, E R, & Collinge, 
M. D. (2003). Pre!!<'utiou aud rontrol 
of wildlife dnmage: Coyotes. lincoln: 
University of Nebraska, Institute of 
Agricultul(> and Natural Resources. 
Retrieved from http:/ /wildlifedamage. 
unl.edu / handbook/handbookl car­
nivor I ca_e51.pdf 

Greenberg, R. L (2000). The creative 
dient in cognitive therapy [Special 
issue: Creativity in the context of cog­
nith'e therapy]. JOImrnl of Coglli/ive 
PSYc/lOlIlerapy, 14, 163-174. 

Greenberg, R. M., & Kellner, C. H. (2005). 
Electroconvulsive therapy: A selected 
review. Americnll /ollrllal of Geriatric 
PSYc/lia/ry, 13, 268-281. 

Greene, B., &. Herek, G. (1994). Lesbiall 
mrd gay psycllQlogy: Tlleary, research, and 
dinical applicatiolls. Newbury Park, CA: 
Sage. 

Greene, j. D., Sommerville, R. B., Nystrom, 
L. E., Darley, j. M., & Cohen, j. D. (2001. 
September 14). An fMRI investigation 
of emotional engagement in moral judg­
ment. Sciellce, 293, 2105-2108. 

Greene, M., Scholl, K" Takahaski, S., 
Bateman-House, A., Beauchamp, T., 
Bok, H., Cheney, D., Coyle, J., Deacon, 
1., Dennett, D., Donovan, P., Flanagan, 
0., Goldman,S., Greely, H ., Martin, L., 
Miller, E., Mueller, D., Siegel, A., Solter, 
D., Gearhart, McKhann, G., & Faden, R. 
(2005, July 15). Moral issues of human-



e I Feldman: hsemials of 
Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

non-human p rimate neural grafting. 
Sciellce, 309, 385-386. 

Greene, R. L, &. Clopton, J. R (2004). 
Minnesota Multiphasic Personality 
Invenlory-2 {MMPI-2).in M. E. Maruish 
(Ed.), US<' of psydr%gica/ lesting for 
trealm,',rl plmming mrd oulcom~'S assess­
me,rl: Instrumenls for adrlUs (Vol. 3, 3rd 
ed.). Mahwah, NJ: Lawrence Erlbaum 
Associates. 

Greenfield, P. M. (1997). You can't take it 
with you: Why ability assessments don't 
cross cultures. Americall Psychologist, 52, 
111S-1124. 

Greenlaw, P. 5., & Jensen, S. S. (1996). Race­
norming and the Civil Rights Act of 
1991. Public Persomrel Malragemenl, 25, 
13-24. 

Greenwald, A. G., lkmaji, M. R, Rudman, 
L A., Farnham, S. D., Nosek, B. A., &. 
Mellott, D. S. (2002). A unified theory 
of implicit at t itudes, stereotypes, self­
esteem, and self-concept. PsyChological 
R/"IJielO, 109,3-25. 

Greenwald, A. C., Draine S. C, &. 
Abrams, R. L. (1996, SeptembN 20). 
Three cognitive markers of uncon­
scious semantic activation. Scil'nCl', 
272. 1699-1702. 

Greenwald, A.C., Nosek, B. A., &. Banaji, 
M. R. (2003). Understanding and using 
the Implicit Association Test: 1. An 
improved scoring algorithm. Journal 
of Persollalily alld Sacia/ Psychology. 85, 
197-216. 

Greenwald, A. G, Nosek, 8. A., &. Sririam, 
N. (2006). Consequential validity of 
the implicit association test: Comment 
on Blanton and Jaccard. Americall 
Psyc/rologist, 61, 56-61. 

Greenwald, A. G., Spangenberg. E. R, 
Pralkanis, A. R., &. Eskenzai, J. (1991). 
Double-blind tests of subliminal self­
help audiotapes. Psychological Scielrce, 2, 
119-122. 

Greenwood, C R, Carta, J. J., Hart, B., 
Kamps, D., Terry, B., Arreaga-Mayer, 
e., Atwater, J., Walker, D., Risley, T., 
&. Dclquadri, J. C (1992). Out of Ihe 
laboralory and into the community: 26 
years of applied behavior analysis at 
the Juniper Gardens children's projed. 
Americall Psydw/ogist, 47, 1464-1474. 

Gregory, R. L (1978). Tile psychology of $1'('­

illg (3rd ed.). New York: McGraw-HilL 
Gregory, S. (1856). Facts for young 100mI'll. 

Boston. 
Gregory, S. S. (1994, March 21). At risk of 

mutilation. Tillie, pp. 4S-46. 
Greist-Bousquet, S., &. Schiffman, H. R. 

(1986). The basis of the Poggendorff 
efft..:l: An addi t ional clue for Day 
and Kasperczyk. PuCt'pliotr aud 
Psychoplrysics, 39, 447-448. 

Relerenc ts 

Crezes, j., Frith, C, Passingham, R. E. 
(2004). Inferring false beliefs from the 
actions of oneself and otheT$: An fMRI 
study. Neuroimage, 21, 744-750. 

Crigorenko, E. l. (2000). Heritability and 
intelligence. In R. J. Sternberg. et al. 
(Eds.), Haudbook of illtdligerrce. New 
York: Cambridge University Press. 

Grilo, C M., Sanislow, CA., Skodol, A E., 
Gunderson, J. C., Stout, R. l., Shea, M. 
T., Zanarini, M. C, Bencer, D. 5., Morey, 
L C, Dyck, 1. R, &. McClashan, T. H. 
(2003). Do eating disordeT$ co-occur 
with personality disorders? Comparison 
groups maUer.lulematiollal/oumal of 
Eatillg Disorders, 33, 155-164. 

Gron, G., Kirstein, M., Thielscher, A., 
Riepe, M. W., & Spitzer, M. (2005, 
july). CholinergiC enhancement of epi­
sodic memory in healthy young adults. 
PsydroplulTI,racology (Berlill), 1-10. 

Cronholm, P., Rinne, j. 0., Vorobyev, V., 
&. Laine, M. (2005). Naming of newly 
learned objects: A PET activation 
study. Braill Research and Cognitiw Braill 
Rl'$i'arc/., 14, 22-28. 

Grossi, G ., Semenza, C, Corazza, S., 
&. Volterra, V. (1996). Hemispheric 
specialization for sign language. 
Neuropsyclrologia, 34, 737-740. 

Groth-Marnat, G. (19%). Handbook ofpsy­
cllOlogical assessmenl (3rd ed.). Somerset, 
NJ:Wiley. 

Cruneberg, M. M., &. Pascoe, K. (1996). The 
effectiveness of the keyword method 
for receptive and productive foreign 
vocabulary learning in the elderly. 
COIIIl'mporary Educa,!ioua/ Psychology, 21, 
102-109. 

Grunwald, T., Boutros, N. N., Pezer, N., 
von Dertzen, j., Fernandez, G., Schaller, 
e., & Elger, e. E. (2m3). Neuronal 
subslrntes of sensory gating within the 
human brain. Biological Psychiatry, IS, 
511-519. 

Guadagno, R. E., &. Cinldini, R. B. (2002). 
Online persuasion: An e;<amination of 
gender differences in compuler-medi­
ated interpersonal influence [Special 
issue: Groups and In ternet]. Group 
DYlll1mics:, 6, 38-S1. 

Guadagno, R. E., Asher, T., Demaine, L. j., 
&. Cialdini, R. B. (2001). When saying 
yes leads to saying no: Pre ference for 
consistency and Ihe reverS(' foot-in-the­
door effect. Persouality aud Social alld 
Social Psychology Blllleli,r, 27, 859-867. 

Cualiiere, e. 1. (2003). Brnin injury 
and mental retardation: Psycho­
pharmacology and neuropsychiatry. 
Hrmralr I'sycl,ol,lrarlllllwlogy: c/i"ica/ aud 
Expt'rim,,"IIlI, 18, 151. 

Gueguen, N. (2002). Foot-in-the-door tech­
nique and computer-mt>diated commu-

() The McGraw- Hili 
Companies. 2008 

References R-15 

nicalion. Computers ill H,ulla,r Behavior, 
18,11-15. 

Cuilford, j. P. (1982). Cognitive psycholo­
gy's ambiguities: Some suggested rem­
edies. Psychological Review, 89, 4S-S9. 

Guilleminault, C, Kirisoglu, C, Bao, G., 
Arias, V., Chan, A, & l..i, K. K. (200S). 
Adult chronic sleepwalking and its 
treatment based on polysomnography. 
Brailr, 128(Pt . 5), 1062-1069. 

Cullotta, T., Adams, C., & Markstrom, 
C (1999). Tire adoll'S<elll expt'ril'nce. 
Orlando, Flo Academic Press. 

Cur, R C (19%, March). Paper presented 
at the annual meeting of the American 
Association for the Advancement of 
Science, Baltimore, Maryland. 

Gur, R. e., Gur, R. E., Obrist, W. D., 
Hungerbuhler, j. P., Younkin, D., Rosen, 
A. D., Skilnick, B. E., & Reh'ich, M. 
(1982). Sex and handedness differences 
in cerebral blood flow during rest and 
cognitive activity. 5ciI'IICI', 217, 659-661. 

Cur, R. C, Mozley, L. H., Mozley, 
P. D., Resnick, S. M., Karp,j. 5., Alavi, 
A., Arnold, S. E., & Cur, R. E. (1995, 
january 27). Sex differences in regional 
cerebral glucose metabolism during a 
resting state. SciellCt', 267, S2S-S31. 

Guralnick, M. j., Connor, R. T., Hammond, 
M., Gollman, J. M., el al. (1996). 
Immediate effects of main streamed 
sellings on the social interac tions and 
social integration of preschool children . 
American/oumaloll Metrlal Retardalioll, 
100,359-377. 

Cutek, B. A., Cohen, A. C., & Tsui, A. 
(1996). Reactions to perceived sex 
discrimination. HUlllall Relatiolls, 49, 
791-813. 

Guterl, F. (2002, November 11). What Freud 
gol right. Nl'ws!Vt'ek, pp. 5O-S1. 

Guthrie, R. V. (1998). EvCl' lire ral was while: 
A hislorical viI'!I' of psyclrology (2nd ed.). 
Needham Heights, MA: Allyn and 
Bacon. 

Gutierrez, P. M., Muehienkamp, j. l., 
Konick, L. C, & Osman, A (2005). What 
role does race play in adolescent suicid­
al ideation? Arellives of Srlicide Research, 
9,ln-192. 

Guttman, M. (1995, March 3-5). She had 
electroshock therapy. USA Weekelrd, p. 
16 

Cwynn, M. I., &. Spanos, N. P. (19%). 
Hypnotic responsiveness, nonhypnotic 
suggestibility, and responsiveness to 
social influence. In R. G Kunzendorf, 
N. P. Spahos, &. B. Wallace (Eds.), 
Hy;mosis mrd illlagi,lI1lioll. Amityville, 
NY: Baywood. 

Habcrstick, B. C, Schmilz, 5., Young. S. E., 
&. Hewitt, j. K. (201lS). Contributions of 
genes and environments to slilbility and 



feldman: hsemials of 

Understanding Ps~cholog~, 
Seve nth Ed ition 

R-16 References 

I Back Maner 

ch~nge in extern~lizing ~nd intern~l­
izing problems during elementary ~nd 
middle schooL &Imvior G""elics, 35, 
381-396. 

H~cketl, T. A., &. Kaas, j. H. (2003). 
Auditory processing in the primate 
brain. In M. GaUagher &. R. J. Nelson 
(Eds.), Handbook of psyclrology: Biological 
psychology (Vol. 3). New York: Wiley. 

H~djistavropoulos, T., Craig, K. D., &. 
Fuchs-Lacelle, S. (2004). Social i"fhle/lCes 
"nd lire com""",icaliou of 1"'i". Mahw~h, 
NJ: Lawrence Erlbaum Ass.cx:iates. 

H~ier, R. J. (2003). Sr~in im~ging studies 
of intelligence: Individu~1 differences 
and neurobiology. In R. J. Sternberg 
& j. Lautrey (Eds.), Models of inlel­
lige,ree: Inlemational perspecliws (pp. 
185-193). Washington, DC: American 
Psychological Ass.cx:i~tion. 

H~ley, W. E., Clair, J. M., & 5.1ulsberry, K. 
(1992). Family caregiver satisfaction 
with medical care of their demented 
relath·es. Germrl%gisl, 32, 219- 226. 

H~lgin , R. P., &. Whitbourne, S.K. (1994). 
Abnormal psychology. Fort Worth, TX: 
H~rcourt Brace. 

H~ll , G. C. N. (1996). Tlrl'Ory-baSl"d a$$l"$$­
m"nl, lrt'alme"I, and prt'wu/im. of Sl"x.wl 
aggresSion. New York: Oxford University 
Press. 

Hall, J., &. Bernieri, F. (Eds.). (2001). 
IlIlapersollal Sl"nsilivily. Mahwah, NJ: 
Lawrence Erlbaum Associates. 

H~ll, J. A., Roter, D. L., &. Katz, N. R. 
(1988). Task versus socioemotional 
behaviors in physicians. M<>tIical Cllrt', 

25,399--412. 
H~ll, R. E. (2(02). The &11 C'U"!Ie: 

Implications for the perform~nce of 
black/white athletes. Social Scil'IIce 
/orrmal,39,113-118. 

Hall , S. S. (2003, September). The quest 
for a sm~rt pill. SCieulific American, pp. 
54-<3. 

Halling, S., &. Goldfarb, M. (1996). The new 
generation of diagnostic manuals (05M­
Ill, DSM-III-R, and DSM-IV): An over­
view and a phenomenologically based 
critique. Joumal of PJretromellological 
PsycllOlogy, 27, 49-71. 

H~llschmid, M., Benedict, c., Born, 
j., Fehm, H., &. Kern, W. (2004). 
M~nipul~ting central nervous me.:ha­
nisms of food intake and body weigh t 
regulation by intranasal administration 
of neuropeptides in man. Physiology and 
Belravior, 83, 55-64. 

H~lpern, D. F. (1998). Teaching cri tical 
thinking for trJnsfer across domains. 
American Psyclrologisl, 53, 449--455. 

HJlpern, D. F. (2000). Sex difjemrCl's ilf cog­
lIiliVl' obililil'S (3rd I'd.). Mahwah, NJ: 
Erlbaum. 

Reter.ncts 

Halpern, D. F. (2005). Psychology at 
the intersection of work ~nd fam-
ily: Recommendations for employers, 
working families, and policymakers. 
American Psychologisl, 60, 397--409. 

Halpern, D., &. Riggio, H. (2002). Thilfkirrg 
crilically abOll1 cri/iclllliritrkilfg. Mahwah, 
NJ: Erlbaum. 

HJlpert, j. (2003, April 28). What do 
pJtients want? Newsweek. pp. 63-64. 

Hamann, S. (2001). Cognitive and neural 
mechanisms of emotional memory. 
Trt'nds ill Cognilive Sciences, 5, 394-400. 

Hamann, S. S., Ely, 1. D., Hoffman, 
J. M., &. Kilts, C. D. (2002). Ecstasy and 
agony: Activation of human amyg­
dala in positive and negative emotion. 
Psyclrological Scierree, 13, 135-141. 

Hamann,S., Herman, R. A., Nolan, C. L., 
&. Wallen, K. (2004). Men and women 
differ in amygdala response to visual 
se)(ual stimuli. NRlurt' NellTV$cimce, 7, 
411--416. 

Hamel,S., Leclerc, G., &. Lefrancois, R. 
(2003). A psychological outlook On the 
C(Incept o f transcendent actualiza tion. 
IlIlertraliolllll/ormral of lire Psychology of 
Religiot., 13, 3-15. 

Hamer, D. H., Hu, S., Magnuson, V. L., Hu, 
N., &; Pattatucei, A. M. L. (1993, July 
16). A linkage between DNA markers 
on the X chromosome and male sexual 
orientation. ScienCl', 261, 321-327. 

HJmilton, C. E. (2000). Continuity and dis­
continuity of attachment from inf~ncy 
through adolescence. Child lJt'vt'lopmet.l, 
71,690-694. 

HJnley, S. J.. & Abell, S. C. (2002). Maslow 
and relatedness: Creating an interper­
sonal model of self-actualization. Jormral 
of Hummrislic Psyclrology, 42, 37-56. 

HJnna, j. L. (1984). Black/white nonver­
bal differences, dance, and dissonance: 
Implications for desegregation. In A. 

Wolfgang (Ed. ), NonverballH:havior: 
Perspecliv(s, applicaliotrs, inlercultural 
illsig/rls. Lewiston, NY: Hogrefe. 

Hannon, E. E., &. Johnson, S. P. (2005). 
Infants use meter to categorize rhythms 
and melodies: Implications for musical 
structure learning. Cogrritiw Psydrology, 
5IJ, 354-377. 

HJrden, B. (2000, January 9). Very young, 
smart, and restless. New Yark Times 
Educ"Iio" Life, pp. 28-3l. 

Hardy, J., &. Selkoe, D. J. (2002, July 19). 
The amyloid hypothesis of Alzheimer's 
disease: Progress ~nd problems on 
the road to therapeutics. Sciellce. 297, 
353-356. 

Harlaar, N., Spin~th, F. M., D,lle, I'. 5., &. 
Plomin, R. (2005). Genetic influences 
on early word recognition abilities and 
disabili t il'S: A study of 7-year-old twins. 

() The McGraw- Hil i 
Companies. 2008 

Journal of Child Psyclrologyand Psyclrialry, 
46, 373-384. 

Harlow, H. F., & Zimmerman, R. R. (1959). 
Affec tional responses in the infant mon­
key. Science, 130, 421--432. 

Harlow, J. M. (1869). Re.:overy from the 
passage of an iron bar through the head. 
MassadwSl"lts Medical Sociely Prlblica/ioll, 
2,329-347. 

Harmon-Jones, E., Peterson, H ., &. Vaughn, 
K. (2003). The disson~nce-inducing 
effects of an inconsistency between 
experienced empathy ~nd knowledge 
of past failures to help: Support for the 
a<:tion-based model of dissonance. Basic 
alld Applied Social PsycJlOlogy, 25, 69-78. 

Harold, G. T., Fincham, F. D., Osborne, 
L. N., &. Conger, R. D. (1997). Mom and 
dad are at it again: Adolescent percep­
tions of marital conflict and adolescent 
psychological distress. Devc/opmrtr/al 
Psychology, 33, 333-350. 

H~rper, T. (1978, November 15). It's not 
true about people 65 or o,·er. Gree" Bay 
Press-Gaulle (Wisconsin), p. D-1. 

H~rris, C. R. , &. Christenfeld, N. (1996). 
Gender, jealousy; and reason. 
Psyc/.o1ogiclll Scie"ce, 7, 364-366. 

Harris, J. (2005). On c/,mi"g. New York: 
Routledge. 

HJrris Poll. (2000, February 2). TIre power 
of lobacco addielimr. New York: Harris 
[nteractive, Inc. 

Harrison, j. A., & Wells, R. B. (1991). 
Bystander effe.:ts on male helping 
behavior: Social comparison and dif­
fusion of responsibility. Rl'prl'Sl"ulalive 
Research ill Social Psyc/rology, 19, 53-63. 

Hart, B., & Risley, T. R. (1997). Use of 
languJge by three-year-old children. 
Courtesy of Drs. Betty Hart and Todd 
Risley, University of Kans.1S. 

Hartmann, E. (1967). Tire biology of dream­
ing. Springfield, IL: Thomas. 

Harton, H. c., & Lyons, P. C. (2003). 
Gender, empathy, and the choi<:e of 
the psychology major. Teac/,,'''g of 
Psychology, 30, 19-24. 

Hartung, C. M., & Widiger, 1. A. (1998). 
Gender differences in the diagnosis of 
mental disorders: Conclusions and con­
troversies of the DSM-ly' Psychological 
Brillelill, 123,260-278. 

Harvard Mental Health Letter (HMHL). 
(1994, March). Brief psychodynamic 
therapy-Part 1. Har1Jllrd MenIal Health 
LeUer, p. 10. 

Harvey, I. H., &. Weber, A. L. (2002). 
Odyssey of tire heart: Close rt'latiolfships ;,r 
Ihe 21st cerrlury (2nd ed.). MahwJh, NJ: 
Erlbaum. 

Harvey, J. H., &. Wenzel, A. (2004). The 
handbook of 5<'xualily ill close rl'laliollships. 
Mahwah. NJ: Lawrence Erlbaum. 



o I Feldman: hsemials of 

Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

H~SSQld, T. L &. P~tterson, D. (1999). Down 
sYlldrome: A promisi,rg futu"" toge/ller. 
New York, NY: Wiley-Liss. 

H~sson, U., Nir, Y., Levy, I., Fuhrm~nn, 
G., & Malach, R (2004, M~rch 12). 
Intersubjed synchronization of cortical 
activity during natural vision. Scimce, 
303,1634-1637. 

Hastings, R. P., &. Oa kford,S. (20(3). 
Student teachers' attitudes towards the 
inclusion of children with sp«ial needs. 
Edllcatiollal Psychology, 23, 87-94. 

H~ugtvedt, C. P., Petty, R. E., &. Cacioppo, 
J. T. (1992). Need fOT cognition and 
~dvertising: Underst~nding the mle 
of personality variables in consumer 
behavior. Jorrmal of Cmrsrmrer Psyclrology. 
1,239-260. 

Hauser, M. D. (2ooo). The sound and the 
fury: Primate vocalizations as rene<:­
tions of emotion and thought. In N. L. 
Wallin &. B. Merker (Eds.), The origins of 
music. Cambridge, MA: MIT. 

H~user, M. D., Chomsky, N., & Fitch, 
W. T. (2002, November, 22). The facul ty 
for language: What is it, who has it, 
and how did it evolve? ScieuCl', 298, 
1569-1579. 

Haviland-Jones, j., & Chen, D. (1999, 
April 17). Hrmrmr olfoctory perceptiml. 
Paper presented at the Association for 
Chemoreception Sciences, Sarasota, 
Florida. 

H~wke, J. M., Jainchill, N., & I)(, Leon, G. 
(2000). The prevalence of se;mal abuse 
and its impact On the onset of drug use 
among ~dolescents in therapeutic com­
munity drug treatment. Jorrmal of GriM 
& Adolesceut SrrbstmICe Abrrse, 9, 35-49. 

Haxby, J. v., Gobini, M. I., Furey, M. L., 
Ishai, A., Schouten, j. L., & Pietrini, P. 
(2001, September 28). Distributed and 
overlapp ing representations of faces 
and objects in ventral temporal cortex. 
Science, 293, 2425-2430. 

H~yes, J. R. (1966). Memory, goals, and 
problem solving. In B. Kleinmuntz 
(Ed.), Problem S<Jluing: Research, mel/loll, 
aud tlleory. New York: Wiley. 

Hayflick, L. (1994). Hmo aud wiry W<' age. 
New York: Ballatine. 

Health Pages. (2003, March 13). Just what 
the doctor ordered. Retrieved from 
http://www.thehealthpages.com/ 
articles/ ar-drord.html 

HeallllNews. (1999, November 20). Losing 
weight: A little goes a long way. 
HeallllNews, p. 1. 

Heath, A. c., &. Madden, P. A. F. (1995). 
Genetic influences on smoking behav­
ior. In j. R. Turner, L. R. Cardon, &. J. K. 
Hewitt (&Is.), Bellaviar gnretic approaclres 
ill brlrauioralmedicine: Prrspectil1t'S ml 
iudividlla/ differmces. New York: Plenum. 

Reler.ncts 

Hedgepeth, E. (2005). Different lenses, dif­
ferent vision. School Admi"istrator, 62, 
36-39. 

Hedges, L. V., &. Nowell, A. Ouly 7, 1995). 
Sex differences in mental test scores, 
variability, and numbers of high-scoring 
individuals. Sciellce, 269,41-45. 

Heider, F. (1958). Tire p"yelloJogy of illterper­
sollal relatiolls. New York: Wiley. 

Heikkinen, H., Nutt, j. G., & LeWitt, P. A. 
(2001). The effeds of different repeated 
doses of entacapon(~ on the pharma­
cokinetics o f L-dopa and on the clini­
cal response to L-dopa in Parkinson's 
dise~se. Cli"ical NeOlroplUlrmacology, 24, 
150-157. 

Helgeson, V. S., Snydel; P., & Sellman, 
H. (2004). Psychological and physi-
cal adjustment to breast cancer over 4 
years: Identifying distinct trajectories of 
change. Hrulth Psyellology, 23, 3-15. 

Heller, S. (2005). Freud A to Z. New York: 
Wiley. 

Helms, J. E. (1992). W hy is there no study 
of cullural equivalence in standard­
ized cognitive ability testing? Americall 
Psychologist, 47, 1083-1101. 

Helmuth, L. (2M:), August 25). Synapses 
shout to overcome distance. Sciellu, 289, 
1273. 

Helmuth, L. (2003, October 31). In sickness 
or in health? Science, 302, 808-810. 

Helps, S., Fuggle, P., Udwin, 0., & Dick M. 
(2003). Psychosocial and neurocognitive 
asp«ts of sickle cell disease. Child alld 
Adole$Cl"IIt Melltal Health, 8, \1 - 17. 

Henderlong, J., & Lepper, M. R. (2002). The 
effects of praise on children's intrinsic 
motivation: A review and synthesis. 
Psychological BII/letill, 128, 774-795. 

Henderson, N. D. (1982). Correlations in IQ 
for pairs of people with varying degrees 
of genetic rel~tedness and shared envi­
ronment. A.lIll1a/ Re(Ji",o of Psychology, 
33,219-243. 

Hendrick, c., & Hendrick, S. S. (2003). 
Romantic love: Measuring cupid's 
arrow. In S. J. Lopez &. c. R. Snyder 
(Eds.), Positive /JSyellOlogical assess­
mellt: A handbook of mooels alld mea­
sllres. Washington, DC: American 
Psychological Association. 

Hentschel, U., Smith, G " Draguns, J. G., & 
Elhers, W. (2004). Defense meellallisms: 
Tilet)retical, research alld clinical p",spec­
tives. Oxford, England: Elsevier Science 
Ltd. 

Hermann, D., Raybeck, D., & Grune~rg, 
M. M. (2002). Impr01lillg memory /!Ird 
stljdy skills: Ad(JRllces iI/theory alrd pmc­
tice. Cambridge, MA: Hogrefe &. Huber. 

Herrington, D. M., &. Howard, T. D. (2003). 
From presumed benefit to potential 
harm- Hormone therapy and heart 

() The McGraw- Hili 
Companies. 2008 

References R-17 

disease. NeIV Ellglalld JOllrllal of Medici"e, 
349,519-521. 

Hermstein, R. J., & Murray, D. (1994). TIre 
bell curve. New York: Free Press. 

Her~og, H . A. (2005). I)(,aling wi th the ani­
mal research controversy. In C. K. Akins 
& S. Panicker (Eds.), laboralory /!Ilimals 
ill research olld leaellillg: Elhics, care, /!Ird 
methods. Washington, lX: American 
Psychological Association. 

Heshka, S., Anderson, J. W., Atkinson, R. 
L., Greenway, F. L., Hill, J. 0., Phinney, 
S. D., Kolotkin, R. L., Miller-Kovach, K., 
&. Pi-Sunyer, F. X. (2000). Weight lo ss 
with self-help compared wi th a struc­
tured commercial program: A random­
ized trial. !oumal of IIII' AlIIl'riCIIII MediCII} 
AssociatiOlr, 289, 1792-1798. 

Hess, T. M., Hinson, J. T., & Statham, j. A. 
(20(4). Explicit and implicit stereotype 
activation effects on memory: Do age 
and awareness moderate the impact 
of priming? Psyc/wlogy and Agi"g, 19, 
495-505. 

Hetherington, E. M. (Ed.). (1999). Copi"g 
with di(!Orce, si"gle parellting, a,rd remar­
riage: A risk alld resiliellCY perspective. 
Mahwah, NJ: Erlbaum. 

Heward, W. L., &. Orlansky, M. D. (1988). 
EXCI'pliOlral children (3rd ed.). Columbus, 
OH: Merrill. 

Hewitt, B., Gose, S. G., &. Birkbeck, M. 
(2ooo, De<:ember 11). House divided. 
People Weekly, 54, 138-144. 

Heyman, G. D. , & Diesendruck, G. (2002). 
The Spanish ser/estar distinction in 
bilingual children's reasoning about 
human psychological characteristics. 
Devt'io/!II1Clltal Psycllology, 38, 407-417. 

Hiby, E. F. Rooney, N. J., & Bradshaw, 
J. W. S. (2004). Dog training methods: 
Their use, effectiveness and interaction 
with behaviour ~nd welf~re. Animal 
Welfare, 13, 63-69. 

Hicks, T. V., &. Leitenberg, H. (2001). Sexual 
fan tasies about one's p~rtner versus 
someone else: Gender differences in 
incidence and frequency. Jorm1l!/ of Sex 
Research. 38, 43-50. 

Hilgard, E. (1992). Dissassociation and 
theories of hypnosis. In E. Fromm & M. 
E. Nash (Eds.), COlrtemporary Ilypllosis 
r/'SCarch. New York: Guilford. 

Hilgard, E. R. (1975). Hypnosis. Amwal 
Revi",o of PSYChology, 26, 19-44. 

Hill, J. 0., &. Peters, J. C. (1998). 
Environmental contributions to the obe­
sity epidemic. SciellCi.", 280, 1371-1374. 

Hill, J. 0., Caten~cci, V., &. Wyatt, H. R. 
(2005). Obesity: Overview of an epidem­
ic. Psychiatric c/illics of Norlll Americl>, 
28, 1-23. 

Hill, j. 0., Wyatt, H. R, Reed., G. W., & 
Peters. J. C. (2003, February 7). Obesity 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

R-18 References 

I Back Maner 

and the environment: Where do we go 
from here? scimu, 299, 853-855. 

Hines, M. (2OQ.I) Braill Sellder. New York: 
Oxford University Press. 

Hines, M., Golombok, 5., Rust, J., Johnston, 
K. J., Golding,).. &. Avon Longitudinal 
Study of Parents and Children Study 
Team. (2002). Testosterone during 
pregnancy and gender role behavior 
of preschool children: A longitudinal. 
pop ulation study. Child (kvdopmellt, 73, 
1678-1687. 

Hinshaw, S. 1'., Zupan, B. A., Simmel, c., 
Nigg, J. T, &. Melnick, S. (1997). Pee. 
status in boys with and without atten­
tion-deficit hyperactivity disorder: 
Predictions from overt and covert anti­
social beha\'ior, social isolation, and 
authoritative parenting beliefs. Child 
Developnrl'lll, 68, 8~96. 

Hinterberger, T., Birbaumer, N., &. Flor, H. 
(2005). Assessment of cognitive func­
tion and communication ability in a 
completely locked-in patient. Neurology. 
64,1307. 

Hipkiss, R. A. (1995). Semanlics: Defining 
tlledisciplille. Mahwah, NJ: Erlbaum. 

Hirsh, I. j., &. Watson, C. S. (19%). 
Auditory psychophysics and percep­
tion. Amural Review of Psychology, 47, 
461-484. 

Ho, S. M. Y., Saltel, P .. Machavoine, L 
Rapoport-Hubs<::hman, N., &. Spiegel. 
D. (2004). Cross-cultural aspeds of 
cancer care. In National Institutes of 
Health and Stanford Un iversity School 
of Medicine, Can,..,r, wIlli"', and co"",,,,­
"icalioll. New York: Kluwer Academic/ 
Plenum Publishers. 

Ho, W. (2OQ.I). Using Kohonen neural net­
work and principle component analysis 
to charaderize divergent thinking. 
C",alivily Research lall",,,I, 16. 283--292. 

Hobfoll, S. E .• Freedy, J. R, Green B. L.. 
& Solomon, S. D. (1996). Coping in 
reaction to extreme stress: The roles of 
resource loss and resource availability. 
In M. Zeidner &. N. S. Endler (Eds.), 
Hmrdbock of copi"g: Tlreory, resenrelr, 
applicaliolls. New York: Wiley. 

Hobson, j . A. (1988). Tire dreaming braill. 
New York: Basic Books. 

Hobson, j . A. (1996, February). How the 
brain goes out of its mind. HaT(lard 
Mellial Health Leller, pp. 3-5. 

Hobson, J. A. (2005). In bed with Mark 
Solms? What a nightmare! A reply to 
Domhoff (2005). Dre"mins, 15. 21-29. 

Hobson, j . A., & Silverstri, L. (1999, 
February). Parasomnias. The Harvard 
Mental Healllr Leller, pp. 3-5. 

Hochschild, A. (2001. February). A genera­
tion withou t public passion. Allallti. 
MOIIl/lly. PI" 33-42. 

Reterencts 

Hochschild, A. R. (1990). The second shift: 
Employed women and pulling in anoth­
er day of work at home. U/lle Reader, 38, 
66-73. 

Hochschild, A. R .. &. Machung, A. (2001). 
Tire S<'colld slrifl: Workillg parenls mrd lire 
revo/rrlion atlrome. New York: Vik ing. 

Hoff, E. (2(03). Language development 
in childhood. In R. M. Lerner, M. A. 
Easterbrooks, et al. (Eds.), Hmrdbook 
of psyclloloSY: Dewlopmeu/al psycllolGSY 
(Vol. 6, pp. 171-193). Nev" York: Wiky. 

Hoffer, T B., et al. (2005, March 8). 
Doctorale recipie'l/S from Uniled Slates 
universilies: Summary reporl 2003. 
Chicago: NORC at the University o f 
Chicago. 

Hoffman, E. (2001). Psyclrologicalleslirrg al 
work: How 1o rrse, inlerprel, mrd gel IIII' 
most orll of lire lIewes/lesls ill persorral­
ily, leamilfg slyle, aplillides, illleresls, alld 
mo",1 New York: McCraw-Hill. 

Hoffman, H. G. (2OQ.I. August). Virtual­
reality therap y. ScientIfic American, pp. 
5I4S. 

Hoffman. J. P., Baldwin. S. A., & 
Cerbone, F. G. (2003). Onset of major 
depressive disorder among adoles­
cents. 10lmral of lire Americmr Academy 
of Clrild mrd Adolescetrl Psychialry, 42, 
217-224. 

Hogan, R .• Hogan. J., &. Roberts, B. W. 
(1996). Personality measurement and 
employment decisions: Questions and 
answers. American Psychologist. 51. 
469-477. 

Hoge, C. W., Castro, C. A., Messer, S. c., 
McGurk, D., COlling, D. I., &. Koffman, 
R. L. (2QO.:l). Comb~t duty in Iraq and 
Afghanistan, mental health problems 
and barriers to care. New Ellglalld 
/orrrnal oj Mrtiicille, 351, 13-22. 

Hogg, M. A.. &. Hains, S. C. (2001). 
Intergroup relations and group solidar­
ity: Effects of group identification and 
social beliefs on depersonalized attrac­
tion. In M. A. Hogg &. D. Abrams (Eds.), 
'"lergrollp rdatiolls: Esselllial readillgs. 
New York: Psychology Press. 

Holden, C. (2003, January 17). 
Deconstructing schizophrenia . Science, 
299,333-335. 

Holden, C. (2005,June 10). Sex and the suf­
fering brain. scien,.." 308, 1574-1577. 

Holden, G. W. (2002). Perspt:><:tives 
on the effects of corporal p unish­
ment: Comment on Gershoff (2002). 
Psydlological Bulle/itl. 128, 590-595. 

Holden, R. R. (2000). Are there promising 
MMPlsubstitutes for assessing psycho­
pathology and personality? Rev iew and 
prospect. In R. H. Dana, et al. (Eds.). 
Hmldbook of (ross-wlllm,1 RlId 1Il11/licrr/­
lural perSOlfali/y assessmell/. Personali/y 

() The McGraw- Hili 
Companies. 2008 

and elillical psy'hology series. Mahwah. 
NJ: Lawrence Erlbaum. 

Holland, J. c., &. Lewis, S. (2001). Tire 
Ifllm,," side of can,..,r: Living witll hope, 
,,,pillS witir ""'er/ai,,/y. New York: Quill. 

Hollingworth, H. L. (1943/1990). Leta 
Sidler Hollillgworllr: A biograplry. Boston: 
Anker. 

Hollis, K. L. (1997, September). Contem­
porary research on Pavlovian condition­
ing: A u new" functional analysis. 
Americalf PsycholoSisl, 52, 956-965. 

Hollon, S. D .• Thase, M. E., &. Markowitz, 
J. C (2002). Treatment and prevention 
of depression. Psychological Scimce in Ihe 
Prrblie IlIlerest, 3, 39-77. 

Holloway, L. (2000, December 16). Chief of 
New York City schools plans to revamp 
bilingual study. Tire New York Times, p. 
AI. 

Holmes, A., Yang, R. j., Lesch, K. P., 
Crawley, J. N., &. Murp hy, D. L. (2003). 
Mice lacking the Serotonin Transporter 
EKhibit 5-HT-sub(IA} m:ep tor-mediated 
abnormalities in tests for anKiety-like 
behavior. Ne"ropsycllOplrarmacoiogy. 28. 
2077-2088. 

Holmes, C. T., &. Keffer, R. L. (1995). A 
computer ized method to teach Latin 
and Greek root words: Effect on ver­
bal SAT scores./or,,"al of EdrreatiOlral 
Research. 89. 47- 50. 

Holowka, S., &. Pe!tito, L. A. (2002, August 
30). Left hemisphere cerebral specializa­
tion for babies while babbling. 5cie",.." 
297,1515. 

Holt, M., & Jahn, R. (2004, March, 26). 
Synaptic vesicles in the fast lane. 
Science, 303, 1986-1987. 

Holy, T E., Dulac, c., & Meister, M. (2000, 
September 1). Responses of \'omerona­
sal neurons to natural stimuli. Sciellce, 
289.1569-1572. 

Hong, E., Milgram. R. M., &. Gorsky, H. 
(1995). Original thinking as a predictor 
of crea t ive performam:i.> in young chil­
dren. Roeper Review, 18, 147-149. 

Hong, S. (2000). Exercise and psychoneu­
rOimmunology [Special issue: Exercise 
psychology].llItemaliollal 10lmral of 
SporlPsyclrology, 31,204-227. 

Hong, Y., Morris, M., Ch iu, c., &. Benet­
Martinez, V. (2000). Multicultural 
minds. American Psychologist, 55. 
709-720. 

HOO"er, E. (2004). More college students 
report diagnoses of depression, survey 
finds. Tire Cirronicle of Higher EdliCa/ion. 
Retrieved from hllp://chronicle.com/ 
daily /2004/11/2004113004n.htm 

Horgan, J. (1993, December). Fractured 
functions: Does the brain have a 
supreme integrator? Scimtific AmeriCa/I, 
Pl" 36--37. 



ell» I Feldman: hsemials of 

Und8lstanding Ps~e holog~, 

Sn e nth Edition 

Back Maner 

Horgan, J. (1995, November). Get smart, 
take a test. 5cietrtific Americall, pp. 
12-14. 

Horgan, J. (1996, ~mber). Why Freud 
isn't dead. 5cielrtific America,r, pp. 
106-111 . 

Horn, J. L. (2002). Selections of e\'idence, 
misleading assumptions, and o\'ersim­
plifications: The political message of Tire 
Bell Cllrot'. In J. M. Fish (Ed.), Race and 
illtelligetrce: 5eptlra/illg sciellce from myth, 
pp. 297-325. Mahwah, NJ: Erlbaum. 

Homey, K. (1937). Neurotic persollality of our 
tillles. New York: Norton. 

Horton, K. D., Wilson, D. E., Vonk, J.. 
Kirby, S. L., &. Nielsen, T. (2005). 
Measuring automatic retrieval: A com­
parison of implicit memory, process 
dissociation, and speeded response pro­
cedures. Acta Psyclrologica, 119, 235-263. 

Hovland, C, Janis, L, &. Kelly, H. H. (1953). 
COII/mu"icatiOlr alrd persuasiOl" New 
Haven, CT: Yale University P~s. 

HowaU, W. A. (2005). Cognitivl!-behav­
ioral models. In R H. Coombs (Ed.), 
Addictioll ca""selilrg review: Preparing for 
cOIIJprehetlsiVl', certification, mrd liCl'Irsing 
examinatiollS. Mahwah, NJ: Lawrence 
Erlbaum Associa tes. 

Howe, C J. (2002). The countering of over­
generalization. Jormwl of CI,ild Language, 
29, 875-895. 

Howells, J. G., &. Osborn, M. L. (1984). 
A reference compallioll to the Ilistory of 
abllormal psychology. Westport, CT: 
Greenwood Press. 

Howitt, D., &. Cramer, D. (2000). FirM 
stl'pS ill research and statistics: A practi­
cal workbook for psychology students. 
Philadelphia: Psychology Press. 

Hsu, B., Koing. A., Kessler, C, Knapke, K., 
et al (1994). Gender differences in sexual 
fantasy and behavior in a college popu­
lation: A ten-year replkation./oumal of 
Sex alld Marital Therapy, 20, 103-118. 

Hu, E B., Li, T. Y, Colditz, G. A., Willett, 
W. C, &. Manson, J. E. (2003). Television 
watching and other sedentary behaviors 
in relation to risk of obesity and type 
2 diabetes mellitus in women. 1011 mal 
of the Americall Medical Associalion, 189, 
1785-1791. 

Hubbard, K., O'Neill, A, &. Cheakalos, C 
(1999, April!2). Out of control. Prople, 
pp.52- n. 

Hubble, M. A., Duncan, B. L., &. Miller, 
S. D. (Eds.). (1999). Tile heart alld 
soul oj cllallge: What wlJru ill tlr"r­
apy. Washington, IX: American 
Psychological Association . 

Hubel, D. H., & Wiesel. T. N. (2004). 8rain 
alld Vi511al perceptiOlI: The 5tory of a 25-
yenrcollnooratioll. New York Oxford 
University Press. 

Relerenets 

Huber, E, Beckmann, S. C., & Herrmann, 
A. (2004). Means-en,d analysis: Does 
the affedive state influence informa­
tion processing styl,~? P$ycJrology alrd 
Maruting, 21, 715-737. 

Hudson, W. (1960). Pictorial depth percep­
tion in subcultural groups in Africa. 
Journal of Social Psydlology, 52, 183-208. 

Hudspeth, A J. (2000). Hearing. In E. R. 
Kandel, j . H. Schwartz, &. T. M. Jessell 
(Eds.), Prilrciples oj lIeurol $Cienc .. (4th 
ed.). New York: M<;1::;raw-HiIL 

Hu.-.smann, L. R., Moise-Titus, J.. Podolski, 
C L., &. Eron, L D. (2003). Longitudinal 
relations between childr~'s exposure 
to TV violence and their aggressive 
and violent behavior in young adult­
hood: 1977- 1992 [Special issue: Violent 
children]. Dewlopmental Psycllology, 39, 
201-221. 

Huff, C (2004, September). The bag­
gage SCTC{>ner's brain scan. MonitlJr Oil 

PsyChology, p p. 34-36. 
Huffman, C J., Matthews, T. D., & Gagne, 

P. E. (2001). The role of part-set cuing in 
the recall of chess positions: InfluenCi' 
of chunking in memory. North Aml'ricml 
10llmallJj Psychology, 3, 535-542. 

Hughes, J. 0., &. S<indler, B. R. (1987). 
III (as<' of S<'xrmllrnrassmelrt: A guide 
jor 100"11'" students . Washington, D.C: 
Associ~lion of Americ~n Colleges. 

Hull, C L. (1943). Princi"les of behavior. 
New York: Appleton-C~tury-Crofts. 

Humphreys, G. W., &. MUller, H. (2000). 
A search asymmetry reversed by fig­
ure-ground assignment. Psychological 
SciellCl', 11, 196-200. 

Humphreys, j. (2003). Resilience in shel­
tered battered women. Issues ill Menial 
Health Nllrsing, 14, :137-152. 

Hunt, E. (1994). Problem solving. In 
R J. Sternberg (Ed.), Tilillkillg and prob­
lem solvillg: Ha"dboo-k lJj perceplion alld 
cogllitioll (2nd cd.). 5an Diego, CA: 
Academic Press. 

Hunt, E. (2005).lnforrnation pr(><:essing 
and intelligence: Where we are and 
where we are going. In R. J. Sternberg 
&. J. E. Pretz, Cogllitioll alld illtelligence: 
IdI'IItifyi"S tire mcelwllisms of tire milld. 
New York: Cambridge Un iversity Press. 

Hunt, M. (1974). 5exlmf bdwviors ill tire 
1970$. New York: Dell. 

Huston, A. C, [)onner.;tcin, E., Fairchild, 
H. H. , Feshback, N. D., Katz, P., Murray, 
J. P., Rubinstein, E. A, Wilcox, B. L., 
&. Zu<;kerman, D. (1992). Big world, 
small screen: The role of television 
in American society. Omaha, NE: 
University of Nebraska Press. 

Hyde, J. (2004). Half lire Immmll'Xperi­
ellce: Tile psychology OjWfJllIl'li (6th cd.). 
BoSlon: Houghton Mifflin. 

() The McGraw- Hili 
Compan ies. 2008 

Referen<;es R-29 

Hyde, J. S. (1994). Uud£T$talld;IIg IlIlmall sexu­
ality (5th ed.). New York: M<eCraw-Hill. 

Hyde, j . S., &. Linn, M. C (1988). G~der 
differences in verbal ability: A mcia­
analysis. Psychological Bullet;", 104, 
53-69. 

Hyde,j. 5., DeLam~ter, j. D., &. Byers, 
E. S. (20Cl6). Ullderstm,di"g Immmi 
sexlmlity, (3rd cd). New York: McGraw­
Hill. 

Hyde,j. S., Fennema, E., & Lamon, 5.J. 
(1990). Gender differences in math­
emati<;s performance: A meta-analysis. 
Psycllolagical BIII/elin, 107, 139-\55. 

Hyman, R (1994). Anomaly or artifacl? 
Comments on Bern and Honorton. 
Psychological Blilletill, 115, 19-24. 

Hyman, S .. E. (2003, September). 
DiagnOSing disorders. Scientific 
Americall, pp. %-103. 

iachini, T., &. Giusberti, E (2004). Melric 
properties of spatial images generated 
from locomotion: The effect of abso­
lute s ize on mental scanning. Ellropean 
101lmal ojCogllilive Psychology, 16, 
573-596. 

levers-Landis, C E., Hoff. A L., Brez, C, 
Cancilliere, M. K., McConnell,J., & Kerr, 
D. (2005). 5itu~tional analysis of dietary 
challenges of the treatment regimen for 
children and adolescents with phenyl­
ketonuria ~nd their primary c~regivers. 
101lf/wl of Dt'VdoplIJl'lltal alld Behavioral 
Pediatrics, 26, 186-193. 

Iglesias, A. (2005). Awakl!-alert hypnosis 
in the treatment of panic disorder: A 
case report. Americall 101lmal of Clinical 
Hypnosis. 47, 249- 257. 

lhier, E. (2003). r~tient-physician commu­
nication. 10J/mal of tile Aml'ricall Medical 
Association, 189, 92. 

lkonomidou, C, Bittigau, P., Ishimaru, M. 
J., Wozniak, D. E, Koch, C, Genz, K., 
Price, M. T., 5tefovska, V., Horster, E, 
Tenkova, T., Dikranian, K., & Olney, J. 
W. (2000, February 11). Ethanol-induced 
apop totic neurodegeneration and fetal 
alcohol syndrome. Scieolce, 287, \056-
106<J. 

lsay, R. A (1994). Bei"sllOmosexlml: Gay 
mm alld their dt'Veiol'mellt. Lanham, MD: 
Jason Aronson. 

Isbell, L. M., &. Tyler, J. M. (20(3). Teaching 
students about in-group favoritism and 
the minimal groups paradigm. Teachillg 
oj Psychology, 30,1 27- 130. 

lshikura, R, & Tashiro, N. (2002). 
Frus tration and fulfillment of needs in 
dissociJtive and conversion disorders. 
Psychiatry mid Cliuical Neurosciences, 56, 
381-390. 

Iversen, L. L. (2ooo). Tile SCil'lICf oj marijl,a­
lIa. Oxford, England: Oxford University 
Press. 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

I Back Maner Reterencts 

R-lO References 

Iverson, P., Kuhl, P. K., Reiko, A. Y, Diesch, 
E., Tohkura, Y., Kctterm~n, A., & 
Sicl>ert, C (2003). A pcn:eptual inter fer­
en<:(> account of a<:quisition diffkullies 
for non-native phonemes. Cognition, 87, 
547- B57. 

Izard, C E. (1990). Fadal expressions and 
the regulation of emotions. /ormral of 
Personality and Social Psyc/rology, 58, 
487-498. 

Izard, C E. (1994). Innate and universal 
facial expressions: Evidence from devel­
opmental and cross-cultural reS(>ar<:h. 
PsycllOlogieal Bul/etill, 115, 288-299. 

Izard, C. E., & Abe, J. A. (2004). 
Developmental changes in fadal expres­
sions of emotions in the slrange situ­
ation during the second year of life. 
Emotioll, 4, 251-265. 

/ackson, T. L. (Ed.). (1996). Acqrmilllatrce 
mpi': Assessment, Ireatmelll, Rlld preven­
tiou. S~rasota, FL: Professional Re-soun:e 
Press/Pmfessional Resour<:e Exchange. 

Jacobs, j. A., & Cerson, K. (2004). TIre lime 
divide: Work, family, alld geuder inequalily. 
Cambridge, MA: Harvard University 
Press. 

jacobson, P. D., WasS(>rman, J., & 
Anderson, J. R. (1997). Historical over­
view of tobacco legislation and regula­
tion. jormral of Socia! Issues, 53, 75-95. 

Jaffe,S., & Hyde, J. S. (2000). Gender differ­
ences in mornl orientation: A meta-anal­
ysis. Psych%gical Bul/elill, 126, 703-n6. 

James, j. E. (1997). Ullderslaudiug caffeille: 
A biobeluwiora/ a,rolysis. Newbury Park, 
CA: Sage. 

james, H. 5., Jr. (2005). Why did you do 
that? An e<:onomic examination of the 
effect of ex trinsic compensation on 
intrinsic motivation and performance. 
jormral of Ecollomic Psyclrology, 26, 
549-566. 

James, W. (1890). The prillcip/es of psychol­
ogy. New York: Holt. 

Jamison, K. R. (1993). TouciJed will, fire; 
Mauic depressit>e i1/lless aud Il'e arlislic 
lemperament. New York: Free Press. 

jamison, K. R. (1995a). All ullquiel mind: A 

memoir of moods OIrd madlless. New York: 
Knopf. 

jamison, K. R. (1995b, February). Manic­
depressive illness and creJtivity. 
Scielllijic Americall, pp. 62-67. 

janis, I. L. (1989). Crr/cial decisiolls; 
Leadership ill policy-makillg numageR/e"l. 
New York: Free Press. 

jaret, P. (1992, November/~mber). 

Mind o\'er malady. Heallh, pp. 87-94. 
Javitt, D. C, & Coyle, J. T. Oanuary 2004). 

Decoding schizophrenia. Scielltific 
AmericoIJ. pp. 46-55. 

jefferson, D. J. (2005, August 8). 
American's most dangerous drug. 
Newsweek, pp. 41-47. 

jenike, M. A. (1998). Neurosurgical treat­
ment of obst:>ssivl!-<:ompulsive disorder. 
Brilish jormlOl of Psychialry, 173{Suppl. 
35),79-90. 

Jenkins, CD., Zyzanski, S. J., & Rosenman, 
R. H. (1978). Coronary-prone behavior: 
One pattern or S(>veral? PsycJrowmalic 
Medicille, 40, 25-43. 

Jenkins, L. 5., & Gortner, S. R. (1998). 
Correlates of S(>lf .. dficacy expe<:tation 
and predktion of walking behavior 
in cardia<: surgery elders. Am,als of 
Bellavioral Medicill/', 20, 99-103. 

jenkins, S. (2004, October 29). Mystics aU­
star cites depression for her abS(>nce. 
The Washillgtoll Posl, p. AI. 

jenkins, S. R. (1994). Need for power 
and women's careers over 14 years: 
Strudural power, job satisfac tion, and 
motive change. jou,.unl of Persollalily alld 
Social Psycllology, 66, \55-165. 

jensen, A. R. (2002). Calton's legacy to 
research on intellig.mce. jou",al of 
Biosocial Scirtlct, 34, 145- 172. 

JenS(>n, A. R. (2003). Do age-group differ­
ences on mental tests imitate radal dif­
ferences? IlIlelligellet, 31, 107-121. 

jenS(>n, A. R. (2005). Psychometric g and 
mental <:hronomdry. Corlex, 41, 230-231. 

Jequier, E. (2002). P~ thways to obe-
sity. [ulemaliOllnl jar""al of Obesily aud 
Relaled Metabolic Disorders, 26, SI2-SI7. 

Jhally, 5., Goldman, R, Cassidy, M., Katula, 
R, Seiter, E., PoUay, R. W., Lee,). S., Carter­
Whitney; D., Steinem, G., et al. (1995). 
Advertising. In G. Dines &j. M. Humez 
(Eds.), Gellder, met, arId class ill media: A 
Icxt-rmder. Thou5.md Oaks, CA: Sage. 

johns, M., Schmader, T., & Martens, A. 
(2005). Knowing is half the battle: 
Tea<:hing s tere(>type threat as a means of 
improving women's math performance. 
Psychological Scienet, 16, 175-179. 

Johnson, D. M., Parro tt, C. R., & Stratton, 
R. r. (1968). Production and judgment 
of solutions to five problems. /ouma! 
of Educaliolwl PSyc/lology MOllogmph 
Slwplemelll, 59 (6, pt. 2). 

johnson, G. B. (2000). Tile Livillg World, p. 
600. Boston: McGraw-Hill. 

Johnson, H. D. (2004). Gender, grade and 
relationship differences in emotional 
closeness within ~dolescent friendships. 
Adolescem:l', 39, 243-255. 

Johnson, J. G., Cohen, P., Smailes, E. M., 
Kasen, S., & Brook, J. S. (2002, March 
29). Television viewing and aggressive 
behavior during adolescence and adult ­
hood. Scieuce, 295, 2468-2471. 

() The McGraw- Hili 
Companies. 2008 

johnson, S. P. (2004). Development of 
pen:eptual <:ompletion in infan<:y. 
PsycllOlogical Scieuce, IS, 769-775. 

johnson, S. P., Bremner, j. G., Slater, A., 
Mason, U., Foster, K., & Cheshire, A. 
(2003). Infants' perception of object tra­
je<:tories. Child rJ.:vt'/op"ft'lIl, 74, 94-108. 

John-Steiner, v., & Mahn, H. (2003). 
Sociocultural contexts for teaching and 
learning. In W. M. Reynolds & G. E. 
Miller (Eds.), Haudbook of psycllology: 
EdllcaliOllal psychology (Vol. 7, pp. 125-
151). New York: Wiley. 

Johnston, L. D., O'Malley, P. M., & 
Bachman, J. G. (2003). Mm,ilorillg lire 
f"lrlre: Natiolla! resulls 0 11 adolescttrl 
drug use: Overview of key findings. 2002. 
Bethesda MD: National Institute on 
Drug Abuse. 

johnston, L. D., O'Malley, P. M., & 
Bachman. j. G. (2002, December 16). 
Ecstasy usc amollg Americal/ leeus drops 
for tI,e firsllime ill recCfl1 years, m,d operaJr 
drllg alld alcolrol use also declille in Ihe yetlr 
after 9/11. Ann Arbor, MI: University 
of Michigan News and Information 
Services. www.monitoringthefuture.org; 
accessed December 26, 2002. 

j ohnston, L. D., O'MaUey, P. M., Bachman, 
J. G., & Schulenberg, j . E. (2004, 
December 21). Owral/ leen drrlg rlst COIl­
lilllies gradual dedille; bul 'Ise of i"lra/allIS 
rises. University of Michigan News and 
Information Services: Ann Arbor, Ml. 
Retrieved August 23, 2005, from http:// 
www.monitoringthduture.org 

Johnston, M. V. (2004). Clinical disorders of 
brain plasticity. Bmin Rlld Developmellt, 
26,73-80. 

joiner, T. E., & Wagner, K. D. (1995). 
Attribution style and depression in chil­
dren and adolescents: A meta-analytic 
review. Clillical Psyclralagy Re(!iew, 15, 
777-798. 

Jones, A., & Crandall, R. (Eds.). (1991). 
Handbook of S(>lf-adualization. jou",al 
of Social Behavior alld Persollalily, 6, 
1-362. 

jones, J. C, & Barlow, D. H . (1990). Self­
reported frequency of sexual urges, 
fantasies, and masturbatory fantasies 
in heterosexual males and females. 
Archiws of Sexlw! Beiuwior, 19, 269- 279. 

Jones, J. E., & Corp, E. S. (2003). Effect of 
naltrexone on food intake and body 
weight in Syrian hams ters depends on 
metaboli<: s tatus. Physialagy alld Behavior, 
78,67-72. 

Jones, K. M., & Friman, P. C. (1999). A case 
s tudy of behavioral assessment and 
treatment of insect phobia. jouma! of 
AI'plied Bchat'ior A"alysi~, 32, 95-98. 



o I Feldman: hsemials of 
Und8lstanding Ps~cholog~, 

Sn enth Edition 

Back Maner 

jones, R. K., Darr(>Ch, j. E., Singh, S. (2005). 
Rdigious differentials in the sexual 
and reproductive behaviors of young 
women in the United States. Joumal of 
Adolescmt Healllr, 36, 279-288. 

jorgenson, L. M., &. Wahl, K. M. (2000). 
Psychiatrists as expert witnesses in sex­
ual harassment cases under Darlbert and 
KumllO. Psyciriatric Alllmls, 30, 390-396. 

joyce, j. (1934). Ulysses. New York: Random 
House. 

julesz, B. (1986). StereoiKopic vision. Visioll 
Research, 16, 1601-1612. 

juliano, L. M., &. Griffiths, R. R. (2004). A 
CTitical review of caffeine withdrawal: 
Empirical \'alidation of symptoms and 
signs, incidence, severity; and associ­
ated features. Psyciropirarmacology, 176, 
1-29. 

julien, R M (2001). A primer ofdrug action 
(9th ed.). New York: Freeman. 

jung, C G. (1961). Freud aud psycJr(xlI1alySiS. 
New York: Pantheon. 

jung, j. (2002). PSYc/lOlogy of alcohol alld 
o/l'er drugs; A research perspective. 
Thousand Oaks, CA: Sage. 

juster, F. T., Ono, H., &. Stafford, F. (2002). 
Report Oil hOliselVork MId divisioll of labor. 
Ann Arbor, Ml: Institute for Social 
Research. 

jylha, M. (2004). Old age and loneliness: 
Cross-sectional and longitudinal analy­
ses in the Tampere longitudinal study 
on aging. Calladiall /oll"ral on Agillg/Ln 
Revile cMlndielllle drl vieillissement, 23, 
157-168. 

Kaasinen, V., &. Rinne, j. O. (2002). 
Functional imaging studies of dopa­
mine system and cognition in nor-
mal aging and Parkinson's disease. 
Nellrosciellct & Biobdmvioral Reviews, 26, 
785-793. 

Kahn, J. P. (2()()4). Hostility, coronary risk, 
and alpha-adrenergic to beta-adrenergic 
receptor density ratio. Psydro$Omatic 
Medicille, 66, 289-297. 

Kahn, R. S., Davidson, M., &. Davis, K. L. 
(1996). Dopamine and iKh izophrenia 
revisited. In S. J. Watson (Ed.), Biology 
of sclliwpllrrtria alld affective: disease. 
Washington, DC: American Psychiatric 
Press. 

Kahneman, D., Diener, E., &. Schwarz, N. 
(1998). Well-being; Tire foulldatioll s of 
i,edo"ic psYc/HJlogy. New York: Russell 
Sage Foundation. 

Kahng, S. W., Iwata, B. A, &. Lewin, A B. 
(2002). Behavioral treatment of self­
injury, 1964 to 20<Xl. Aml'ricmr lorm,al or, 
Mental Retardatioll, 107,212- 221. 

Kalb, C (2001a, April 9). Playing with pain 
killers. Nervsweek, pp. 45-48. 

Reler.nets 

Kalb, C (2001b, February 26). DARE 
checks in to rehab. Newsweek, pp. 56. 

Kaller, C P., Unterraine r, J. M., Rahm, 
B. , &. Halsband, U. (2004). The impact 
of problem structurt:> on planning: 
Insights from the Tower of London task. 
Cogltitive Brai/t Research. 20, 462-472. 

Kallio,S., &. Revonsuo, A (2003). Hypnotic 
phenomena and altered states of 
coniKiousness: A multilevel frame­
work of deiKrip tion and explanation. 
COlltemporary Hypllosis, 10, 111-164. 

Kamieni/!Cki, G. W., &. Lynd-Stevenson, 
R. M. (2002). Is it appropriate to use 
United States norms to asSt:>SS the 
"intelligence" of Australian children? 
Austrnlian/orm,al of Psychology, 54, 
67- 78. 

Kaminski, P., Chapman, B. P, Haynt:>S, 
S. D., &. Own, L. (2005). Body image, 
eating behaviors, and attitudes toward 
exercise among gay and straight men. 
fatillg Belraviors, 6, 179-187. 

Kanddl, E. R., Schwartz, J. H., &. jessell, T. 
M. (Eds.) (2000). Prillciples of "eural sci­
ellce (4th ed.). New York: McGraw-Hill 

Kane, M. J., &. Engle, R. W. (2002). The role 
of prefrontal cortex in working-memory 
capacity, executive nttention, and gen­
eral fluid intelligence: An individual­
differences perspective. Psycltollomic 
BIll/eI;'1 Rlld Revit'lv, 9, 637- 671. 

Kaniasty, K., &. Norris, F. H. (1995, june). 
Mobilization and deterioration of 
social support following natural disas­
ters. Cu"mt Dirccliolls ill Psychological 
Scie/tce. 4. 94-98. 

Kanner, A. D., Coyne, J. c., Schaefer, C, &. 

Lazarus, R (1981). Comparison of two 
modes of stress measurement: Daily 
hassles and uplifts versus major life 
events. lormlill of Behavioral Medicil,r, 4, 
14. 

Kaplan, H . S. (1974). H'e rrew sex therapy. 
New York: Brunner-·Maze!' 

Kaplan,j. R, &. Manuck, S. B. (1989). The 
eff...:t of propranolol on behavioral 
interactions among adult male cyno­
molgus monkeys (Macaca fascicularis) 
housed in d isrupted social groupings. 
Psyc/,owmatic Medicitre, 51, 449-462. 

Kaplan, R. M., &. 5.1CCUZZO, D. P. (2001). 
Psyc/rologicaltestiltg: Pri/tciples, applica­
tio"s, alld issues (5th ed.). Belmont, CA: 
Wadsworth/Thomson Learning. 

Kapur, S., &. Remington, G. (1996). 
Serotonin-dopamin'? interaction and its 
rdevance to schizophrenia. Americall 
Joumal of Psychiatry, 153,466-476. 

Karni, A, Tanne, D., R'ubenstein, B. S., 
Askenasy,j. j. M., &: Sagi, D. (1994,july 
29). Dependence on REM sleep of over-

() The McGraw- Hili 
Companies. 2008 

References R-li 

night improvement of a perceptual skil!. 
Scimcc, 265, 679-682. 

Kami, A., Tanne, D., Rubenstein, B. S., 
Askenazy, j. j. M., &. Sagi, D. (1992, 
October). No dreams-no memory: 
The effect of REM sleep depri\'ation on 
learning a new perceptual skill. Sociely 
for Neuroscieuce Abstracts, 18, 387. 

Kassel. j. D., Stroud, L. R., &. Paronis, 
C A (2003). 5moking, stress, and 
negative affect Correlation, causation, 
and context across stages of smoking. 
Psychological Bulidi", 129, 270-304. 

Kassin, S., M. (2005). On the psychology of 
confessions: Does innOC(>nce put inno­
cents at risk? American Psycho/ogist, 60, 
215-228. 

Katigbak, M.S., Church, AT., Guanzon­
Lapena, M. A., Carlota, A j., &. del 
Pilar, G. H. (2002). Are indigenous per­
sonality dimensions culture specific? 
Philippine inventories and the five­
factor model. Joumal of Perso,lIIlity mId 
$ocial Psychology, 82, 89-101. 

Ka to, K., &. Pedersen, N. L. (2005). 
Personality and cop ing: A study of 
twins reared apart and twins reared 
together. Behavior Crtldics, 35, 147- 158. 

Katsiyannis, A., Zhnng, D., &. Archwamety, 
T. (2002). Pla«: and exit patterns for 
students with mental retJrdation: An 
analysis o f national trends. Education 
altd Training iI' Mrtrtal Retardation nnd 
Dev/'Iopmentnl Disabilities, 37, 134- 145. 

Katsiyannis, A., Zhang, D., &. Woodruff, N. 
(2005). Transition supports to students 
with mental retardation: An examina­
tion of data from the nationallongitu­
dinal transition study 2. Education altd 
Trai/tillg ill Devei0l,me/ttal Disabilities, 40, 
109-116. 

Katz, A N. (1989). Autobiographical 
memory as a r/!Constructive process: An 
extension of Ross's hypothesis. Owadiall 
Journal of Psychology, 43,512-517. 

KJtz, M. (2001). The implkations of revis­
ing Frt:>ud's empiricism for drive theory. 
Psyc/uxmalysis m,d COIrtempornry Tlrollgirl, 
14,253-2n. 

Katz, P. A (Ed.). (1976). Towards the e/illriltn­
tiOlI of racism. New York: Pergamon. 

Kaufman, A. 5., &. Lichtenberger, E. O. 
(2000). Essel,'inls of WISC-II/ and WPPSI­
R Rssess'wml. New York: Wiley. 

Kaufman, J. C (2005). The door that leads 
into madness: Eastern European poets 
and mental illness. Crcativity Research 
Journal, 17, 99-103. 

Kaufman, j. C, &. Baer, j. (2005). Creativity 
across dOl/wins; Fnces of lire llll/se. 
Mahwah, Nj: Lawrence Erlbaum 
Associates. 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

R-32 References 

I Back Maner 

Kaufman, L., &. Kaufman, J. H. (2000). 
From the cover: Explaining the mOOn 
illusion. Proceedi"gs of /I'e Nnlionol 
Academy of Scimu, 97,500-505. 

Kausler, D. H. (1994). ulmrilfg arrd mem­
ory ilf 110rmal agi11g. San Diego, CA: 
Academic Press. 

Kavale, K. A (2002). Mainstreaming to 
full inclusion: From orthogenesis to 
pathogenesis of an idea [Special issue: 
The slow learning child: 25 years 
on]./n/emotional/ou",ol of Disability, 
Development & Educa/ion, 49, 201-214. 

Kawasaki, c., Nugent, J. K., Miyashim, H., 
Miyahara, H., et al. (1994). The cultural 
organization of infants' sleep [Special 
issue: Environments of birth and infan­
cy). Cirildrrrr's Elfvirollmelf/, 11, 135-141. 

Kearns, K. P. (2005). Broca's aphaSia. In 
L. L. LaPointe (Ed.), Aplrasia arrd rdoled 
Ifeurogellic larrgrlllge disorders (3rd ed.). 
New York: Thieme New York. 

Keating, D. P., & Clark, L. V. (1980). 
Develop ment of physical and social 
reasoning in adolescence. Developmental 
PsyChology, 16,23-30. 

Keillor, J. M., Barrett, A. M., Crudan, 
G. P., Kortenkamp, S., &. Heilman, 
K. M. (2002). Emotional experience 
and perception in the absence of fadal 
feedback./o,mrnl of /Ire 1"leruoliollol 
Neuropsyc/rological Society, 8, 130-135. 

Kelley, H. (1950). The warm-cold variable 
in first impressions of persons. lor/mal 
of Pl'Tsorrnlily mrd Social Psyc/roJogy, 18, 
431-439. 

Kelly, E. S. (1997, January 22). The latest 
in take-at-home tests: I.Q. Tire New York 
Times, p. B7. 

Kelly, E D. (1997). Tire assessmellt of object 
relllliolls plrmomella ill adoJescmls: TAT 
mrd Rorscl"'c/r meas,/res. Mahwah, NJ: 
Erlbaum. 

Keltikangas-Jiirvinen, L., Riiikkonen, K., 
Ekelund, J., &. Pelton en, L. (2004). 
Nature and nurture in novelty seeking. 
Molecular Psyc/,ialry, 9, 308-311. 

Kemeny, M. E. (2003). The psychobiol­
ogy of stress. Cllrrelll Directiolls ill 
PSYC/lOlogical Sciellce, 12, 124-129. 

Kempermann, G., &. Gage, E H. (1999, 
May). New nerve cells for the adult 
brain. Scirtltific America", pp. 48-53. 

Kenndy, Q., Mather, M" &. Carstensen, L. 
L. (2004). The role of motivation in the 
age-related positivity effect in au tobio­
graphical memory. PsycilOlogicol Science, 
15,208-2/1. 

Kennedy, J. E. (2004). A proposal and 
challenge for proponents and skeptics 
of psi. 10llmal Qf l'oral'syc/wlogy, 68, 
157-167. 

Reterencts 

Ke nshalo, D. R. (1968). The $kill senses. 
Sp ringfield, 1L: Charles e Thomas. 

Ke nway, L., & Wilson, M. A. (2001). 
Temporally structured replay of awake 
hippo<:ampal ensemble activity during 
rapid eye movement sleep. Neuron, 29, 
145-156. 

Kersting, K. (2004, March). How do you 
test on the web? Responsibly. Monitormr 
PsycllOlogy. pp. 26-27. 

Kess, J. E, &. Miyamoto, T. (1994). 
JapaneSt' Psyc/wlinguislics. Amsterdam, 
Netherlands: John Benjamins. 

Kessler, R. e, Berglund, P., &. Demler, 
O. (2005). Lifetime prevalence and 
age-of-onset distributions of DSM-JV 
disorders in the National Comorbidity 
Survey replication. Arc/rives of Gmerai 
Psyc/liatry, 62, 593-602. 

Kettenmann, H., & Ransom, B. R. (200S). 
Ner/TOglia (2nd ed.). New York: Oxford 
Universi ty Pre$s. 

Ketterhargen, D., VandeVusse, L., & Berner, 
M. A. (2002). Self-hypnosis: Al ternative 
anesthesia for childbirth. American 
JQurnal of Motemai/Child Nursillg, 27, 
335-341. 

Kevenaar, T. A. M., Schrijen, G. j., van der 
Veen, M., Akkermans, A. H. M., & Zuo, 
F. (2005), Face recognition with renew­
able and privacy preserving binary tem­
plates. AlllQmalic Identification Advanced 
Teelurologil'S, 200S, 21- 26. 

Key, W. B. (2003). Subliminal sexuality: The 
fOlUltainhead for America's obsession. 
In T. Reichert & J. Lambaiase (Eds.), 
Sex in aduertising: Perspccliues on tile 
erotic appeal. LEA's commrmicalion series 
(pp. 195-212). Mahwah, NJ: Lawrence 
Erlbaum. 

Keyes, e L, & Shapiro, A D. (2004). 
Social well-being in the United States: 
A descriptive epidemiology. In O. G. 
Brim and e D. Ryff, How llealll,y are we? 
A IIatialla/ study of well-being 0/ midlife. 
Chicago: University of Chicago Press. 

Kiecolt, J. K. (2003). Satisfaction with work 
and family life: No evidence of a cul­
tural re\·ersal. jOlmml of Marriage mrd 
Family, 6S, 23-35. 

Kiesler, e A, &. Simpkins, e G. (1993). Tile 
mUlQticed majority in psyciliotric inpatient 
care. New York: Plenum. 

Kiesler, D. J. (2000). BeYOlld lI,e disease 
mQdel Qf mental disorders. Westport, CT: 
Greenwood Publishing Group. 

Kihlstrom, J. E (2005). Is hyp nosis an 
aUered state of consciousness or what? 
Comment. Cmrtempomry HYl'nQsis, 22, 
34-38. 

Kihlstrom, J. E, Schacter, D. L., Cork, 
R. c., Hurt, e A, &. Behr, S. E. (1990). 

() The McGraw- Hili 
Companies. 2008 

Implici t and explicit memory following 
surgical anesthesia. Psyclwlagicol Science, 
1,303-306. 

Kilpatrick, D. G., Edmunds, e S., &. 
Seymour, A. K. (1992, November 13). 
Rope in America: A report to lire nation. 
Arling ton, VA: National Victims Center 
and Medical University of South 
Carolina. 

Kim, H. S. (2002). We talk, therefore 
we think? A cultural analysis of the 
effect of talking on thinking. 10llmol 
Qf Personality and Social PsyclrQIQgy, 83, 
828-842. 

Kim, K. H., Relkin, N. R, Lee, K. M., &. 
Hirsch, J. (1997, July 10). Distinct corti­
cal areas associated with nalive and sec­
ond languages. Natllre, 388, 171-174. 

Kim, S. Y. H., &. Holloway, R. G. (2003). 
Burdens and benefits of placebos in 
antidepressant clinical trials: A dec ision 
and oost-effectiveness analysis. American 
/Qumol of Psychinlry, 160, 1272-1276. 

Kim-Cohen, J., Caspi, A., & Moffitt, 
T. E. (2003). Prior juvenile diagno­
ses in adults with mental disorder: 
Developmental follow-back of a pro­
spective-longitudinal mhort. Archives Df 
Gmera/ Psychiatry, 60, 709-717. 

Kim-Cohen, J., Moffitt, T. E., Taylor, 
A., l'awlby, S. J., & Caspi, A (2005). 
Maternal depression and children's 
antisocial behavior: Nature and nurture 
effects. Arc/riJJ<.'S Qf General Psychiatry, 62, 
173-181. 

Kimura, D. (1992, September). Sex di ffer­
ences in the brain. $cimlific Americall, 
pp.I19-125. 

Kimura, D. (1999). Sex mrd cognition. 
Cambridge, MA: MIT. 

Kinsey, A. e, Pomeroy, W. B., & Martin, C. 
E. (1948). Sexllal beilauior in the /lIIman 
male. Philadelphia, Saunders. 

Kinsey, A. e, Pomeroy, W. B., Martin, 
e E., & Gebhard, P. H. (1953). 
Sexual bel,avior in I/'e human female. 
Philadelphia: Saunders. 

Kirby, D. (1977). The methods and meth­
odological problems of sex research. In 
J. S. DeLora &. e A B. Warren (Eds.), 
Understmrding sexllal illternction. Boston: 
Houghton Mifflin. 

Kirk, K. M., Bailey,J. M., & Martin, N. G. 
(2000). Etiology of male sexual orien­
tation in an Australian twin sample. 
Psycl,oJogy, EvolutimJ & Geuder, 2, 
301-311. 

Kirsch, I. (Ed.). (1999). Howexpeclan-
cies shape experieuce. Washington, DC: 
American Psychological Assoc iJtion. 

Kirsch, l., &. Braffman, W. (2001). 
Imaginative suggestibili ty and hyp-



o I Feldman: hsemials of 

Und8lstanding Ps~eholog~, 

Sn enth Edition 

Back Maner 

notiZiJbili ly. Currellt DirectiOllS ill 
Psycilological5ciellce, 10, 57-6l. 

KiTS<: h, I., &. Lynn, S. J. (1995). The a ltered 
state of hypnosis: Changes in the theo­
reticallandscape. American Psycilologist, 
50, 846-858. 

KiTS<:h, I., &. Lynn,S. J. (1998). Social-cogni­
tive altt:>rnatives to dissociation th(>(Jries 
of hypnotic involuntariness. Review oj 
Gerreml Psyc/wlogy, 2, 66-80. 

KiTS<:h, I., Lynn, S. J., Vigorito, M., &. 
Miller, R R (2004). The role of cogni­
tion in classi<:al and operant condition­
ing. Jourllal ojeli,rical Psychology, 60, 
369-392. 

KiTS<:henbaum, H. (2004). Carl Rogers's 
life and work: An assessment on the 
looth anniversary of his birth. lormml of 
CormS<'ling mrd Devciopmerrt, 82, 116-124. 

KiTS<:henbaum, H., & jourdan, A. (2005). 
The current status of Carl Rogers 
and the person-<:entered approach. 
Psycilotileropy; Theory, Researe/r, Practice, 
Traillillg, 42, 37-5l. 

Kish, S. j. (2002). Effeds of dOS(>, sex, and 
long-term abstention from use on toxic 
effeds of MDMA (Ecstasy) on brain 
serotonin neurons: Commt:>nl. l..ilIU:eI, 
359,1616. 

Kiss, A. (200-1). Docs gender have an influ­
ence on the pa tient-physician com­
munication? loumal of Merr's Henltil arrd 
Gelldl'T, 1. 77-82. 

Kitterle, F. L. (Ed.). (1991). Cerebrallaternl­
ity: Tlreory ali<I researe/r. Hillsdale, NJ: 
Erlbaum. 

Klein, M. (1998, February). Family chats. 
Americarr Demograp/rics, p. 37. 

Kleinman, A. (1996). How is culture 
important for DSM-IV? In J. E Mezzich, 
A. Kleinman, H. Fabrega, Jr., &. D. 
L. Parron (Eds.), Culture arrd psycili­
atric diagnosis; A D5M-/V perspectit",. 
Washington, IX: American Psychiatric 
Press. 

Kleinman, A., &. Cohen, A. (1997, Man:h). 
Psychiatry's global challenge. SCie,rtijic 
Americarr, pp. 86-89. 

Kling. K. C, RyfC C D., Love, G. (20(3). 
Exploring Ihe influence of personal­
ity on depressive symptoms and self­
esteem across a significant life transi­
tion. Jormral of PersOlrality arrd Social 
Psyc/wlogy, 85, 922-932. 

Kling, K. C, Ryff, C D., Love, G. (2003). 
Exploring the influence of personal­
ity on depressive symptoms and self­
esteem across a significant life transi­
tion. Jormrnl of Persmrnlity and Social 
Psyc/wlogy. 85, 922-932. 

Klinke, R, Kral. A., Heid, S., Tillein, L &. 
Hartmann, R. (1m, September 10). 

Relerenets 

Re<;ruitment of the auditory cortex in 
congenita lly deaf c~ts by long-term 
cochlear eledrostimulation. Scie,rcr, 285, 
ln9-1733. 

KlinkenbQrg, V. (1997, January 5). 
Awakening to sleep. Tire New York Times, 
pp. 26-31, 41, 51, 55. 

Kluft, R P. (1999). An overview of the psy­
chotherapy of dissociative identity dis­
order. Americall Joumal of Psyclrotlrempy, 
53,289-319. 

Kluger, J. (2001, April 2). Fear not! Time, 
pp.51-62. 

Knight, G. P., jonson, L. G., Carlo, G., &. 
Eisenberg, N. (1994). A multiplicative 
model of the dispositional antecedents 
of a prosocial behavior: Predicting more 
of the people more of the time. Jorrrrmi 
of Persorrality arrd Social Psyclrology, 66, 
178-183. 

Knops, A., Nuerk, H. c., Fimm, B., Vohn, 
R, &. Willmes, K. (2005). A spt:><:ial role 
for numbers in wor'king memory? An 
fMRJ study. NerrroiMrage, 22, 125-132. 

Kobasa, S. CO., Maddi, S. R, Puccelti, M. 
C, & Zola, M. A. (1994). Effectiveness 
of hardiness, exercise and social sup­
port as resoun:cs against illness. In A. 
Steptoe & j. Wardle (Eds.), Psydros«illl 
procesS(S Mrd Irea/tlr; A read,',. Cambridge, 
England: Cambridge University Press. 

Kobayashi, F., Schallert, D. L., &. Ogren, H. 
A. (2003). J ~panese and American folk 
vocabularies for emotions.lol/Trral of 
Social Psyclrology, 143, 451-478. 

Koch, j. (2003). Gender issues in the class­
room. In W. M. Reynolds & 
G. E. Miller (Eds.), I-Imrdl>ook of psychol­
ogy; Edrrcatiorml psychology (Vol. 7, pp. 
259-281). New York: Wiley. 

Koenig, A. M., &. Eagly, A. H. (2005). 
Stereotype threat in men on a test 
of social sensitivity. Sex Roles, 52, 
489-496. 

Kohlberg, L. (1984). Tilr psyclrology of moral 
development; Essays "'r moral development 
(Vol. 2). San Francisco: Harper &. Row. 

Kohlberg, L. , & Ryncarz, R. A. (1990). 
Beyond justice reasoning: Moral devel­
opment and consideration of a seventh 
stage. In C N. Alexander & E. j. Langer 
(Eds.), Higlrer stages of Irrrmarr develop­
melll: Perspectives orr adrrlt growl/r. New 
York: Oxford University Press. 

Kohler, C G., Turner, T., Stolar, N. M" 
Bilker, W. B. , Brensinger, C M., Gur, 
R. E., & Gur, R. C (2004). Differences 
in facial expressions of four univer­
sal emotions. Psychiatry Rrsearelr, 128, 
235-244. 

KOhler, W. (1927). Tire mentality of apes. 
London: Routledge &. Kegan Paul. 

() The McGraw-Hili 
Companies. 2008 

References R-ll 

Kolata, G. (2002, De<;ember 2). With no 
answers on risks, steroid users still say 
"yes." Tire Nrw York Times, p. 1 A. 

Kolb, B., Gibb, R, &. Robinson, T. E. (2003). 
Brain plasticity and behavior. Cur,...IIt 
Directiolls ill Psychologicll15ciellu, 12, 
1- 5. 

Koocher, G. P., Norcross, J. C, &. Hilt s. 
S. (2005). Psychologists Desk Refemrc .. 
(2nd ed.). New York: Oxford University 
Pl\'ss. 

Kopelman, M. D., &. Fleminger, S. (2002). 
Experience and perspt:><:tives on the clas­
sification of organic mental disorders. 
Psyclropatlrology, 35, 76-81. 

Koplewicz, H. (2002). More tlrarr moody: 
Rerogllizillg mrd trrulillg adolescent depres­
sioll. New York: Putnam. 

Kosfeld, M., Heinrich, M., Zak, P. L 
Fischbacher, U., &. Fehr, E. (2005, june 
2). Oxytocin increases trust in humans. 
NatrlTe, 435, 673-676. 

Koss, M. P. (1993). Rape: Scope, impact, 
interventions, and public policy 
responses. Americmr Psyclrologist, 48, 
1062-1069. 

Kosslyn, S. M. (2005). Mental images and 
the brain. Cogtritive Nerrropsydrology, 22, 
333-347. 

Kosslyn, S. M" & Shin, L. M. (1994). Visual 
mental images in the brain: Current 
issues. In M. j. Farah & G. Ratcliff 
(Ecis.), Tire lIernopsyclrmogy oj Iriglr-lrod 
visiOlr: Collected trjtoria/ essays. Cnmt'gie 
Melloll symposia all cogllitiorr. Hillsdale, 
Nj: Erlbaum. 

Kosslyn, S. M., Cacioppo, j. T., Davidson, 
R L H ugdahl. K., Lovallo, W. R, 
Spiegel. D., & ROS(>, R. (2002). Bridging 
psychology and biology. Americarr 
Psyc/rologis/, 57, 341-351. 

Kotre, J., &. Hall, E. (1990). Sea;:Olls of life. 
Boston: Liltle, Brown. 

Koval, J. J., Pederson, L. L., Mills, CA., 
McGrady, G. A., & Carvajal, S. C (2000). 
Models of the relationship of stress, 
depression, and other psychosocial fac­
tors to smoking behal'ior: A comparison 
of a cohort of students in grades 6 and 
8. Prt'Velltive Medicine: all IlItematiOlral 
Devoted to Pradice & Tlreory, .30. 463-477. 

Koveces, Z. (1987). Tlrecolltairrer meta­
plror of fmotioll. Paper presented at the 
University of Massachusetts, Amherst. 

Kowert, P. A. (2002). Grorjptlrink or dead­
Ia(k; Whell do leaders learll from their 
odvi;:ors? SUNY Series all Ille Presidency. 
Albany: State University of New York 
Press. 

Kozaric-Kovacic, D., &. Borovccki, A. 
(2005). Prevalence of psychotic comor­
bidily in combat-related posHraum~tic 



feldman : hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

R-34 References 

I Back Maner 

st,...,ss disorder. Military Medicille, 170, 
223-226. 

Kozulin, A., Gindis, B., Ageyev, V. S., &. 
Miller, S. M. (2003). Vygotsky's edllcatioll­
al tlreory ill crlltrrral cOlltext. New York: 
Cambridge University Press. 

Kral, M. c., &. Brown, R. T. (2004). 
Transcranial Doppler ultrasonography 
and executive dysfunction in chil­
dren with sickle cell disease. Jormral of 
Pediotric Psychology, 29, 185-195. 

Kramer, P. (1993). Listening to Prozac New 
York: Viking. 

Kraus, S. J. (1995, January). AHitudes and 
the p rediction of behavior: A meta­
analysis of the empirical literature. 
Persollality and Social Psyc/rology Brrl/elill, 
21,58-75. 

Krause, S. 5. (2003). Aircraft safety: Accident 
illvestigations, mralyses, mrd applications 
(2nd cd.). New York: McGraw-Hill. 

Kremcr, J. M. D., &. Scully, D. M. (1994). 
Psychology ill sport. London, England: 
Taylor &. Francis. 

Krijn, M., Emmelkamp, P. M. c., Olafsson, 
R. P., &. Biemond, R. (2004). Virtual 
reality exposure therapy of anxiety 
disorders: A review. Clinical Psyclrology 
Rroiew, 24, 259-281. 

Krohne, H. W, (1996), Individual differ­
ences in coping. In M. Zeidner &. 
N. S. Endler (Eds.), Hatrdbook of cOI,illg: 
Tlreory, rt'Sl'arclr, applicatiolfs. New York: 
Wiley. 

Krueger, R. G., Hicks, B, M., &: McGue, M. 
(2001). Altruism and antisocial behav­
ior: Independent tendencies, unique 
personality correlates, distinct etiolo­
gies. Psyc/rologicnl Sciellce, 12,397-402. 

Krull, D. S., &: Anderson, C. A. (1997). 
The process of explanation. Crrrmlt 
Directions in PsycllOlogical Sci"lce, 6, 1-5. 

Ku, L, 51. Louis, M., Farshy, c., Aral, 
5., Turner, C. E, Lindberg, L. D., &. 
Sonensrcin, F. (2002). Risk Jx.haviors, 
medical care, and chlamydia I infection 
among young men in the Unitcd States. 
Amaimn Jorrrnal of Public Hrultlr, 92, 
1140-1143. 

Kubler-Ross, E. (1969). all deatll mId dying. 
New York: Macmillan. 

Kubovy, M., Epstein, W., &. Gepshtein, 
5. (2003). Foundations of visual 
perception. In A. F. Healy, &. R. W. 
PrO<:tor (Eds.). Ha"dbook of psycllOlogy: 
Experimental psychology (Vol. 4). New 
York: Wiley. 

Kulyny<:h, J. J., Vladar, K., Jones, D. W., &. 
WeinJx.rger, D. R. (1994). Gender differ­
ences in the normal lateralization of the 
supratemporal cortex: MRI surlace-ren­
dering morphometry of Heschl"s gyrus 

Reterencts 

and the planum temporale. Cerebral 
Cor/ex, 4, 107- 11 8. 

Kunda, Z. (2!XXl). The case for motivatcd 
reasoning. In D. T. Higgins &. A. W. 
Kruglanski (Eds.), Motit'atio"al sciellce; 
Social ulld pt'rsorlality pt'rspectives. Key 
readillgs ill social psyclrology (pp. 313-
335). Philadelphia: Psychology Press. 

Kuriyama, K., 5tickgold, R., &. Walker, M. 
P. (2004). Sleep-dependent learning and 
motor-skill complexity. Learlli"g alld 
Memory, 11,705-713. 

Kuther, T. L. (2003). Your career ill PSychol­
ogy: Psychology and t/'e law. New York: 
Wadsworth. 

Kwan, V. 5. Y., Bond, M . H., &: Singelis, 
T. M. (1997). Pancultural explanations 
for life satisfaction: Adding relation­
ship harmony to self-esteem. Joumal 
of Persormlity & Socinl Psychology, 73, 
1038-1051. 

Kwon, P., &. laurenceau, J. P. (2002). A 

longitudinal study of the hopelessness 
theory of depression: Testing the dia­
thesis-st,...,ss model w ithin a differential 
reactivity and exposure framework 
[Special issue: Reprioritizing the role 
of science in a realistic version of the 
scientist-practitioner model]. JOImral of 
Clinical Psyc/rology, 50, 1305-1321. 

lacerda, F., von Hofsten, C, &. Heimann, 
M. (lO(1). Emerging cogrlitire abilities in 
early irrfnncy. Mahwah, NJ: l awrence 
Erlbaum Associates. 

Lacey, M. {2002, January 6). In Kenyan 
family, ritual for girls still divides. TI,e 
New York Times, p. 6. 

laFrance, M., & Harris, J. L. (2~). Gender 
and verbal and nonverbal communica­
tion. In M. A. Paludi (Ed.), Praeger gIl ide 
to tire psychology of gender. Westport, 
Cf: Praeger Publishers/Greenwood 
Publishing Group. 

LaFromboise, T., Coleman, H. L. K., &. 

Certon, J. (1995). Psychological impad 
of biculturalism: EvidenC(> and theory. 
In N. R. Goldberger &. J. B. Veroff (Eds.), 
The cuI/uri' and pSYc/loIogy reader. New 
York: New York University Press. 

Lahti, J., Raikkonen, K. , Ekelund, J., 
Pelionen, L., Raitakari, O. T., &: 
Keltikangas-Jarvinen, L. (20(5). Novelty 
seeking: Interaction Jx.twecn parental 
aloohol use and dopamine 04 receptor 
gene exon III polymorphism over 17 
years. Psyc/,iatric ee"etics, 15, 133-139. 

Laird, J. D., &. Bressler, C (1990). William 
James and the me<:hanisms of emO­
tional experience. Persorlality mId Social 
PSyc/lOlogy Bulletin, 16, 636-651. 

Lal, S. (2002). Giving children security: 
Mamie I'hipps Clark and the racial-

() The McGraw- Hili 
Companies. 2008 

iza tion of child psy<:hology. American 
Psychologist,57,20-26. 

Lamal, P. A. (1979). College students' com­
mOn beliefs about psychology. Teaching 
of Psychology, 6, 155-158. 

Lamb, H. R., & Weinberger, L. E. (2005). 
One-year follow-up of persons dis­
charged from a Io<:ked intermediate 
care facility. Psyclriatric Seroices, 56, 
198-201. 

Lamb, M. E. (1996). Effects of nonparcntai 
<:hild care on child development: An 
upda te. Olnadian /ou",al of Psychiatry, 
41,330-342. 

Lamb, M. E., &. Garretson, M. E. (2003), 
The effects of interviewer gender and 
child gender on the informati\'eness 
of alleged child sexual abuse victims 
in forensic interviews. Law mId Hlllf1l!1I 

Belravior, 27, 157- 171. 
Lamb, R. J., Morral, A. R., Kirby, K. c., 

Iguchi, M. Y., &. Galbicka, C. (2004). 
Shaping smoking <:essation using per­
cenlile schedules. Drug Qlld Alcohol 
DependenCt:, 76, 247-259. 

LamJx.rt, M. J., Shapiro, D. A., &. Bergin, 
A. E. (1986). The effectiveness of psy­
chotherapy. In S. L. Garfield &. A. E. 
Bergin (Eds.), Hn"dbook of psyc/,o/l,erapy 
mId behavior c/rallge (3rd cd.). New York: 
Wiley. 

Lana, R. E. (2002). The cognitive approach 
to language and thought [Special issue: 
C hoice and chance in the formation of 
society: Behavior and cognition in social 
theory]./orr",al of Mi"d alld Be/,at,jor, 23, 
51-57. 

Landry, D. W. (1997, February). 
Immunotherapy for co<:aine addiction. 
Scientific Americall, pp. 41-45. 

Langdridge, D., &: HuH, T. (2(04). The 
fundamental attribution error: A phe­
nomenological critique. Brilis/, /Oll",al of 
SO(ial Psychology, 43, 357-369. 

Langer, E., &. Janis, L (1979). TI,e psychology 
of control. Beverly Hills, CA: Sage. 

Langreth, R. (2000, May 1). Every little bit 
helps: How even moderate exercise can 
have a big impact on your health. Tire 
Wall Street/olmwl, p. R5. 

Lankov, A. (2004). The dawn of mooern 
Korea: Changes for better or worse. Tire 
Korea Times, p. A 1. 

Lanza, S. T., &. Collins, L. M. (2002). 
Pubertal timing and the onset of sub­
stance use in females during early ado­
lescence. PrI:Wntio" Sciellce, 3, 69-82. 

Laqueur, T. W. (2003). Solitary $eX: A crrl­
tumlhistory of mastllrlmtioll. New York: 
Zone. 

Larsen, R. L &. Buss, D. M. (2006). 
PerSOllality psycl,ology: Domaim of hro!.'I-



o I Feldman: hsemials of 

Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

edge abQ"t 1"""011 lIatll!'C willi PowerWeb 
(2nd ed.). New York: McCraw-Hill. 

Larson, R. K. (1990). Semantics. In 
O. N. QsherSQn &. H . Lasnik (Eds.), 
Lrmguage. Cambridge, MA: MIT. 

Lasnik, H. ( 199O). Syntax. In D. N. 
Osherson &. H. Lasnik (Eds.), Lmrgrmgr. 
Cambridge, MA: MIT. 

Latane, B., &. Darley, J. M. (1970). Tire 
ImrespollsiVl' byslallder: Wiry doeslI'llre 
/Idp? New York: Appleton-Century­
Crofts. 

Latane, S., &. Nida, S. (1981). Ten years of 
research on group size and helping. 
Psycllological Bul/din, 89, 308-324. 

Laumann, E. 0., Paik, A, &. Rosen, R C. 
(1999, February 10). Sexual dysfunc­
tion in the United States: Prevalence 
and predictors. JOUr/wi of tire Americall 
Medical Ass«iatioll, 281, 537-544. 

LaveJli, M., &. Fogel, A. (2005). 
[kvelopmental changes in the relat ion­
ship between the infant's attention and 
emotion during early face-to-face com­
munic.:l!ion. Dewiopme"tal Psychology, 
41,265-280. 

Lazarus, A A. (1997). Brief bul compre/ICII­
siVt: psycholherapy: The m"ltimodal way. 
New York: Springer. 

Lazarus, R S. (1991a). Cognition and moti­
vation in emotion. Americall Psycirologist, 
46, 352-367. 

Lazarus, R S. (1991b). EllloliOlr atld adal'­
laliOlI. New York: Oxford University 
Press. 

Lazarus, R. S. (1994). Appraisal: The long 
and short of it. [n P. Ekman &. R. J. 
Davidson (Eds.), Ti,e ltatllre of emolioll: 
flmdamellial qllcstlims. New York: Oxford 
University Press. 

Lazarus, R S. (1995). Emotions express a 
social relationship, but it is an individu­
al mind that crea tes them. Psychological 
1II'I"i,!!, 6, 253-265. 

Lazarus, R. S. (20(0). Toward better 
research on stress and coping. Americall 
Psycllologisl, 55, 665-673. 

Leavitt, F. (2002). The reality of repressed 
memories revisitc<i and principles 
of science. Jormtal ofTmlmla alld 
Dissociatioll, 3, 19-35. 

Leblanc, D. C. (2()().l). Slatistics for sciellce 
stlldellls: Omupts alld al'plicaiiOlls Jor lire 
scie"c("5. Boston: jones and Bartlett. 

Lee, A. Y., &. Aaker, J. L. (2004). Bringing 
the frame into focus: The influence of 
regulatory fit on prcxessing fluency and 
persuasion. jOllTl/al of Per$<Jllalily alld 
Social Psychology, 86, 205-2 18. 

Lee, F., Hallahan, M., &. Herzog, T. (1996). 
Explaining real-life events: How cul­
ture and domain shape attribu tions. 

Relerencts 

Perwllality alld Social Psychology Blllletill, 
22,732- 741. 

Lee, H. J., &. Kwon, S. M. (2003). Two dif­
fe rent types of obsession: Autogenous 
obsessions and reac tive obsessions. 
&haviour ReSCllrdl & Therapy, 41, 11- 29. 

Lee, H. J., KWOIl, S. M ". Kwon, ). S., &. 
Teich, M. j. (2005). Testing the auto­
genous-reactive model of obsessions. 
Dl'prrss Allxiety, 21, 118-129. 

Lee, T. W., Wachtler, T. , &. Sejnowski, T. J. 
(2002). Color opponency is an efficient 
representation of spedral properties 
in natural scenes. Visioll Research, 42, 
2095-2103. 

Lee-Chai, A. Y., Bargh, J. A. (Eds.). (2001). 
The lise arId abllse of power: Mllitiple 
perspectives Oil the causes of corTllptioll. 
Philadelphia, PA: P,;ychology Press. 

Lehar, S. (2003). Ti,e !OOTld i" your Irmd: A 
geslall view of ti,e mee/,m,ism of collscious 
rxpt'rieuce. Mahwah,. NJ: Erlbaum. 

Lehman, D. R, &. Taylor, S. E. (1988). 
Date with an earthquake: Coping with 
a p robable, unpredictable disaster. 
Perwlmlily alld Social Psychology BIII/elill, 
13,546-555. 

Lehman, D., Chiu, c., and Schaller, M. 

(2004). Psychology and culture. Alllllmi 
Review of Psychology, 55, 689-714. 

Lehmann, E. L., &. Romano, J.P. (2004). 
Tes/illg slatislicaillypo/llescs. New York: 
Springer-Verlag. 

Lehrer, P. M. (1996). Re<:ent re5ear<;h 
findings on stress management 
techniques. In Edi torial Boord of 
Hatherleigh Press, The Hlliheririg/l 
guide to iSSlles ill moderll therapy: Tire 
Halherleigh gllid("5 series (Vol. 4). New 
York: Hatherleigh Press. 

Leib, J. R., Gollust, S. E., Hull, S. c., &. 

Wilfond, B. S. (2005). Carrier screening 
panels for Ashkenazi Jews: is more bet­
ter? Gelletic Medicill/', 7, 185-190. 

Leibel, R. L., Rosenbaum, M., Hirsch, J. 
(1995, March 9). Changes in energy 
expenditure resulting from altered body. 
New Ellglalld jOllTlla! of Medicille, 332, 
621-628. 

Leite r, S., &. Leiter, W. M. (2003). AffirmatiVt: 
aelioll ill alliidiscrimillatioll law alld policy: 
Alt overview alld sy"lll("5is. SUNY series ill 
Americall collstitutiollalism. Albany: State 
University of New York Press. 

Lemonick, M. D. (2000, December 11). 
Downey's downfall. Time, p. 97. 

Lengua, L. J., &. Kovacs, E. A. (2005). 
Bidirectional associations between 
temperament and parenting and the 
prediction of adjus tmen t prob lems in 
middle childhood. JOIITIIIII of Applird 
Developlllell/111 Psyclrology, 26. 21-38. 

() The McGraw- Hili 
Companies. 2008 

References R-35 

Lengua, L. J., &. Long, A. C (2002). The 
role of emotionality and self-regulation 
in the appraisal-coping process: Tests of 
direct and moderating effe<:ts. jOllmal 
of Applied Developme"tal Psychology, 23, 
471-493. 

Lenzenweger, M. F., &. Dworkin, R H. 
(Eds.). (1998). Tire origills arId develop­
meut of schiwl'lrreltia: AdvRrrcrs ill experi­
meutal J'Syc/ropal/loiogy. Washington, IX: 
American Psychological Association. 

Uonard, B. E. (2001). Changes in the 
immune system in depression and 
dementia: Causal or co-inciden-
tal effe<:ts? IIIteTllatiollal jo"rllal of 
Developmeutal Nellroscieuce, 19, 305-312. 

Lepore, S. J., Ragan, J. D., &. Jones, S. 
(2000). Talking facilities cognitive-emo­
tional processes of adaptation to an 
acute stressor. Jourltal of Pawllality alld 
Social Psychology, 78,499- 508. 

Lepper, M. R., Corpus, j. H. , &. Iyengar, S. 
S. (2005). Intrinsic and e;drinsic motiva­
tional orientations in the classroom: Age 
differences and academic correlates. 
jOllTllal of EdueatiOllal Psychology, 97, 
184- 196. 

Lerner, R. M., Fisher, C. S., &. Weinberg, 
R. A (2000). Toward a science for and 
of the people: Promoting civil society 
through the application of developmen­
tal science. Child Deve/opmeul, 71, 11- 20. 

Lester, D. (1990) , U"dl'TSllllldillg alld pfCll('tll ­
illg suicide: Nav I'erspl'clives . Springfield, 
IL: Thomas. 

Leuchter, A. F., Cook, I. A., Witte, 
E. Z., Morgan, M., &. Abrams, M. (2002). 
Changes in brain function of depressed 
subjects during treatment with placebo. 
AmaicQ/t JOllnwl of Psychialry, IS9, 
122- 129. 

Leung, F. K. S. (2002). Behind the high 
achievement of East Asian students 
[Spe<:ial issue: Achievements in math­
ematics and science in an in terna­
tional context]. Edllcalioll Research alld 
Et'aluatiOll, 8, 87-108. 

leVay, S. (1993). Ti,e sexrml braill. 
Cambridge, MA: MIT. 

Levenson, R. W. (1994). The search for 
autonomic specificity. In P. Ekman &. R. 
J. Davidson (Eds.), The lIalllre of emotiolt: 
Frmdanrerrlal 'I"CSIOIlS. New York: Oxford 
University Press. 

Leventhal, H., &. Cleary, P. O. (1980). The 
smoking problem: A review of the 
research and theory in behavioral risk 
modification. Psychological Bul/e/ill, 88, 
370-405. 

Levick, S. E. (2004). C/olle !>eirtg: Explorittg 
IIle J'Syclwlogical Mtd s«ial dinllmsiolls. 
Lanham, MO: Rowm~n and Lit t lefield. 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seve nth Ed ition 

Ft-36 References 

I Back Maner 

Levine, J. M. (1989). Rcaction to opin­
ion dcviance in small groups. In P. B. 
Paulus (Ed.), PsyChology of gro"p i"Jl"­
Cllce (2nd ed.). Hillsdale, NJ: Erlbaum. 

Levine, S. c., Huttenlocher, J., Taylor, A., 
& Langrock, A. (1999). Early sex dif­
ferences in spatial skill. Developllf<~rtal 
Psyclrology, 35, 940-949. 

Levinson, D. J. (1990). A theory of life 
structure development in adulthood. In 
C. N. Alexander & E. J. Langer, (Eds.), 
Higher stages of I",,,,all de1Jt:lop",ellt: 
Perspectives Oil ad,,/t growth. New York: 
Oxford University Press. 

Levy, B. (1 996). Improving memory in old 
age through implicit self-stereotyp­
ing. lorlmal of PersOIralily mrd Social 
Psyclrology. 71, 1092-1107. 

Levy, B., & Langer, E. (1994). Aging free 
from negative stereotypes: Successful 
memory in China and among the 
American deaf. /ollmal of PerSt;mality alld 
Sacial Psychology, 66, 989-997. 

Levy, B. R., & Myers, L M. (2004). 
Preventive health bt:haviors influ­
enero by self-per<:eptions of aging. 
Prew"tiue Medici"e: All IlIlernnliollal 
/ollrllal [kvoted to Practice alld Theory, 39, 
625-629. 

Levy, B. R., Slade, M, D" Kunkel, 
S. R., & Kasl. S. V. (2002). Longevity 
increased by positive self-perceptions 
of aging./ollmal of PcrsOIrality & Social 
Psychology, 83, 261- 270. 

Levy, D. A (1997). Tools of crilical thi"k­
illg: Me/nliiallghts for psychology. Boston: 
Allyn & Bacon. 

Levy, S. M., Lee, L Bagley, c., & Lippman, 
M. (1988). Survival hazards analysis in 
first recurrent breast cancer patienls: 
Seven-year follow-up. PsycJ'05()lIIalic 
Medicine, 50. 520-528. 

Levy, Y. S., StroomUl, M., Mdamed, E., & 
Offen, D. (2(04). Embryonic and adult 
stem cells as a source for cell therapy in 
Parkinson's disease./oll.,.al of MoI","lar 
Nellr(J$ciellce, 24, 353-386. 

Lewandowski, S., Stritzke, W. G. K, & 
Oberauer, K (2005). Memory for fact, 
fiction and misinformation: The Iraq 
War 2003. Psydrological Scierrce, 16. 
190-195. 

Lewin, T. (2003, December 22). For more 
people in their 20s and 3Os, going home 
is easier because they nevcr left. The 
New York Times, A27. 

Lewinsohn, P. M., & Essau, C. A. (2002). 
Depression in adoles<:cnts. In L H. 
Gotlib & c. L. H~mmen (Eds.), 
Harldbook of depresS;OIl, 541-559. New 
York: Guilford Press. 

Lewinsohn, P. M., Pdit, J. W., Joiner, 
T. E., Jr., & Seeley, J. R. (2003). The 
symptomatic expression of major 

Reler.ncts 

dep ressive disorder in adoles<:ents 
and young adulls. /ollrllal of Abllormal 
Psycllology, 112, 244-252. 

Lewis, M., & Haviland-Jones,J. M. (2<XXl). 
Halldbook of elllotiollS (2nd ed.). New 
York: Guilford Press. 

Li,J., Wang, L., & Fischer, K W. (2004). 
The organization of Chinese shame 
concepts. Cognitioll ami Emolioll, 18, 
767-797. 

Li, M. D., Cheng, R., Ma, J. Z., &. Swan, 
G. E. (2003). A mda-analysis of esti­
mated genetic and cnvironmental 
effe<:ts on smoking behavior in male 
and female adult twins. Addictioll, 98, 
23-31. 

Li, S. C. (2005). Neurocomputational per­
spectives linking neuromodulation, 
processing noise, representational dis­
tinctiveness, and cognitive aging. In R. 
Cabeza, L. Nyberg. & D. Park (Eds.), 
Cogllilive lIellrosciellC't: of ogillg: Lillkillg 
cogllitive alld cerebral ogillg. London: 
Oxford University Press. 

Libt:n, L. 5., & Bigler, R. S. (2002). The 
dcvelopment course of gender differ­
entiations: Conceptualizing, measur­
ing, and evaluation constructs and 
pathways. Mmlog raplls of the Society 
for RI'sctlrc/r ill C/liid Dew/opm" lIt, 67, 
148-167. 

Lichtenwalner, R. J., & Parent, J. M. (2005, 
June 15). Adult neurogenesis and the 
ischemic forebrain. 10lmral of Cerebral 
Blood Flow & MelabolisllI, advance online 
publication. 

Lidz, J., & Gleitman, L. R. (2004). 
Argument structure and the child's con­
tribution to language learning. Trruds ii, 
Cognilive 5cicllccs, 8, 157-161. 

Lie, D. c., Song, H., Colamarino, S. A, 
Ming. G., & Gage, F. H. (2004). 
Neurogeneis in the adult brain: New 
s trategies for central nervous system 
diseases. Amlllal Review of Pllarmacology 
alld Toxicology, 44, 399-421. 

Lilienfeld, S. 0., &. Lynn, S. J. (2003). 
Dissociative identity disorder: Multiple 
personalities, multiple controversies. 
In S. O. Lilienfeld & S. J. Lynn (Eds.), 
Scieuce and pst'lldoscience ill clinical 
psychology (pp. 109-142). New York: 
Guilford Press. 

Lilienfeld, S. 0., Lynn, S. J., & Lohr, J. M. 
(Eds.). (2003). Sciellce alld pSi'lIdoSCi­
ellce ill clillical psychology. New York: 
Guilford Press. 

Lindorf!. M. (2005). Determinants of 
received social support: Who gives 
what to managers? /olmral of Social mrd 
Persollal Rdaliollshi,lS, 22, 323-337. 

Lindsay, P. H., & Norman, D. A. (1977). 
Hllmall iliformatioll processing (2nd ed.). 
New York: Academic Press. 

() The McGraw- Hili 
Companies. 2008 

Lindsay, P., Maynard, L, & Thomas, O. 
(2005). Effects of hypnosis on flow 
states and cycling performance. Sport 
Psycllologisl, 19, 164-177. 

Lindsey, E., &. Colwell, M. (2003). 
Pres<:hoolers' emotional competence: 
Links to pretend and physical play. 
C/lild Siudy 101mral, 33, 39-52. 

Linehan, M., Davison, G., Lynch, T., & 
Sanderson, C. (in press). Principles of 
therapeutic change in the treatment of 
personality disorders. In L Beutler, & L. 
Castonguay (Eds.), /dell/ificalio" of prill­
ciples of t"erapelltic challge. New York: 
Oxford University Press. 

Linehan, M.M. (2001). Diale<:tical bt:havior 
therapy. In N. J. Smelser, & P. B. B.lltes, 
P.B. (Eds.), IlIlmraliOlwl ellcyclopedia of 
lire codal alld behavioral sciences. 
Elmsford, NY: Pergamon, Oxford. 

Linehan, M. M., Cochran, B., & Kehrer, 
C. A. (2oola). Borderline personality 
disorder. In D.H. B.lrlow (Ed .), Clillical 
halldbook of psychological disorder (3rd 
ed). New York: Guilford Press . 

Linehan, M. M., Cochran, B. N., & Hehrer, 
C. A. (2oo1b). Dialectical bt:havior ther­
apy for borderline personality disorder. 
In D. H. B.lrlow (Ed.), Clillicalhalldbook 
of psychological disorders; A step-by-st .. p 
trealmeut mall/lal (3rd ed., pp. 470-522). 
New York: Guilford Press. 

Linscheid, T. R., & Reichenbach, H. (2002). 
Multiple factors in the long-term effe<:­
tiveness of contingent electric shock 
treatment for self-injurious bt:havior: A 

case example. ReSi'arch ill Droe/oplllelltal 
Di;:abililies,23,161-177. 

Linszen, D. H., Dingemans, P. M., Nugter, 
M. A, Van der Does, A J. W., et al. 
(1997). Patient ~t1ributes and expressed 
emotion as risk factors for psychotic 
relapse. Sc/lizophrellia Bllllelill, 23, 
119-130. 

Lippa, R. A. (2005). Cellder, lIa/IITt', a"d "'''­
IIIre (2nd ed.). Mahwah, N J: Erlbaum. 

Lips, H. M. (2003). A lIeW psyclrology of 
wolllen: Geuder, clI/tlm', aIld ellmidly. 
New York: McGraw-HilI. 

Lipsey, M. W., & Wilson, D. B. (1993). The 
efficacy of psychological. educational, 
and bt:havioraltreatment: Confirmation 
from meta-analysis. American 
Psycllo1ogisl,48, 1181 - 1209. 

Lockrane, B., Bhatia, 1':, & Gore, R. (2005). 
Successful treatment of narcolepsy and 
cataplexy: a review. Calladiall Respiratory 
10llma/, 12,225-227. 

Loehlin, J. C. (2002). The IQ paradox: 
Resoh"ed? Still an open question. 
PSyc/lOlogical Revie!v, 109, 754-758. 

Loewenstein, G. (1994). The psychology of 
curiosity: A review ~nd reinterpretation. 
Psyclrological Bllllelill, 116, 75-98. 



e I Feldman: hsemials of 
Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

Lofholm, N. (2003, May 6). Climber's kin 
shm-e relief: Ralston saw 4 op tions, they 
say; de.:llh wasn't one of them. DmlJer 
Post, p. AI. 

Loftus, E. (1998, November). The memory 
police. AJ>A Observer, 3, 14 . 

Loftus, E. F. (1993). Psychologists in the 
eyewitness world. Americmr Psyc/rologist, 
48, 550-552. 

Loftus, E. F. (1997). Memory for a past 
that never was. Currellt Dim/ions ill 
PSyc/lOlogical Science, 6, 60-65. 

Loftus, E. F. (2003). The dangers of memo­
ry. In R. 1. Sternberg (Ed.), PSYc/lOlogis/s 
defying lire (rowci: Stories of tlrose wlro 
bait/cd lire esl~blislmretr/ mrd wmr (pp. 
105-117). Washington, DC: American 
Psychological Association. 

Loftus, E. F. (2004). Memories of 
things unseen. Crrrrerr! Dirl'Cliolls ill 
PSYc/lOlogicaIScierrce, 13, 145-147. 

Loftus, E. F., & Palmer, J. C. (1974). 
Rl!<:onstruction of automobile destruc­
tion: An example of the interface 
between language and memory. /oll",al 
of Verbal /.t'Ilming alld Verbal BeI,avior, 13, 
585-589. 

Long, G. M., & Beaton, R. J. (1982). The 
cas.e for peripheral persistence: Effects 
of target and background luminance 
on a partial-report task. Jormm/ of 
Expuim<'IIlal Psychology: HrmrMr 
J>eral'/ioll mrd J>erforrrumce, 8, 383-391. 

L6pez, S. R., & GUarnaccia, P. J. (2005). 
Cultural dimensions of psychopathol­
ogy: The social world's impact on 
mental illness. In J. E. Maddux & B. A. 
Winstead (Eds.), Formda/imrs for a COII­
/<'ml'orary rmdrrstmrdirrg. Mahwah, Nl : 
Lawrence Erlbaum Associates. 

L6pez, S. R., & GUarnaccia, P. J. j. (2000). 
Cultural psychopathology: Uncovering 
the social world o f mental illness. 
Amrllal R<'"IJi"", of Psychology, 51,571-598. 

Lorenz, K. (1966). 011 aggression. New York: 
Harcourt Brace Jovanovich. 

Lorenz, K. (1974). Civiliud mali'S eigM 
deadly sins. New York: Harcourt Brace 
jovanovich. 

Lothane, Z. (200S). Jung, A biography. 
Jormral of tlu: Americmr Psyc/roarralylic 
Associnlioll, 53, 317-324. 

Lowe, M. R (1993). The effects of diet­
ing on eating behavior; A thf(>(>-faC­
tor model. PsycllOlogirol Bulletilr, 114, 
100-121. 

Lowery, D., Fillingim, R B., & Wright, R 
A (2003). Sex differences and incentive 
effeds on perceptual and cardiovas­
cular responses to cold pressor pain. 
Psyc/wromalic Medicim.', 65, 284-29 1. 

Lubell, K. M., Swahn, M. H., Crosby, A 
E., & Kegler, S. R. (2(04). Methods of 
s uicide among per:;.ons aged 10-19 

Relerencts 

years-United Stah.'s, 1992- 2001. 
MMWR, 53, 471-47,3. Retrieved from 
http://www.cdc.gnv / mmwr/ PDF/ 
wk/ mm5322.pdf 

Lublin, H., Eberhard, J., & Levander,S. 
(2005). Current therapy issues and 
unmet clinical needs in the treatment 
of schizophrenia: A review of the new 
generation antipsychotics. Itr/ert/a/iolral 
Clinical Psychoplurrmacology, 20,183-198. 

Luborsky, L (1988). Wlro will b,,,,efi/from 
psycilOtl,erapy? New York: Basic Books. 

Luchins, A S. (1946). Classroom experi­
ments on mental s.et. American loumal of 
Psychology, 59, 295-298. 

Lucid, I., & O'Leary, O. F. (2004). 
Distinguishing roles for norepinephrine 
and serotonin in the behavioral effects 
of antidepressant drugs. lormral of 
Clilrical Psychiatry, 6S, 11- 24. 

Ludwig. A. M. (1969). Altered slates of 
consciousness. In C. T. Tart (Ed .), Altered 
states of CiJIIsciollS neSS. New York: Wiley. 

Ludwig, A. M. (1996, March). Mental dis­
turbance-s and creative achievement. Tire 
Harvard Mental Heafll, leiter, pp. 4--6. 

Luria, A. R (1968). Tire milrd ofa mllrnwllisl. 
Cambridge, MA: Basic Books. 

Lurie, K., Robin:;.on, A., & Pecsenye, M. 
(2005). Crockiug ti,e GRE 2006, New 
York: Random House. 

Luthar, 5. 5., Cicchetti, D., & Becker, B. 
(2ooo). The construct of resilience: A 
critical evaluation and guidelines for 
future work. Cllild Dewlolmren!, 71, 
543-562. 

Ly, D. H., Lockhart, D. )., Lerner, R. A., & 
Schultz, P. G. (2ooo, March 31). Mitotic 
misregulation and human aging. 
SciellCl', 287, 2486- 2492. 

Lykken, D. T. (1995). The alltisocial perrolra/i­
lies. Mahwah, NJ: Erlhaum. 

Lykken, D. , & Teliegen, A. (1996). 
Happiness is a s tochastic phenomenon. 
Psyclwlogirol Sciellce, 7, 181 - 185. 

Lymberis , S. C, Parhar, P. K., Kat:;.oulakis, 
E., & Formenti, S. C. (2004). 
Pharmacogcnomics and breast canccr. 
PJlRrmacogeilOmics, 5, 31-55. 

Lynam, D. R, Milich, Ft., Zimmerman, R, 
Novak, S. 1'., Logan, 1. K., Martin, C. 
Leukefeld, M. C, & Clayton, R (1999). 
Projed DARE: No effects at IO-year fol­
low-up. Jou",al OfCCII 511/t ing alld Cli" ical 
Psycitology, 67, 59o-S93. 

Lynn, S. J., & Rhue, J. W. (1988). Fantasy­
proneness: Hypnosi.s, developmental 
antecedents, and psychopathology. 
Americmr Psycllologist, 43. 35--44. 

Lynn, S. J., Fassler, 0., & Knox, j. (2005). 
Hypnosis and the a ltered statc debatc: 
Something more or nothing more? 
Comment. Cmlt"l1rl'orary HYI'nosis, 22, 
39-45. 

() The McGraw- Hili 
Compan ies. 2008 

References R-37 

Lynn, S. j., Neufeld, v., Green, J. P., 
Sandberg, D., eI a1. (1996). Day­
dreaming, fantasy, and psychopa th­
ology.ln R G. Kunzendorf, N. P. 
Spanos, & B. Wallace (Eds.), Hyp,rGsis 
mrd imagillaliml. Imagery Rlld IlImrml 
developmellt sen'es. Amityville, NY: 
Baywood. 

Macalu:;.o, E., Frith, C. D., & Driver,j. 
(2000, August 18). Modulation of 
human visual corte" by cross modal spa­
tial attention. Sciellce, 289, 1206-1208. 

Maccoby, E. E., & Jacklin, C N. (1974). The 
psychology of sex differences. Stanford, 
CA: Stanford Un iversity Press. 

Machado, R B., Suchl!<:ki, D., & Tufik, 
S. (2005). Sleep homeostasis in rats 
assessed by a long-term intermittent 
paradoxical sleep deprivation protocol. 
Bellauiorl",1 Braitr Researcll, 160, 356-364. 

Macintyre, 1., Moran, A, & jennings, 
D. J. (2002). [s controllability of imagery 
related to canoe-slalom performance? 
Percept,wl & Motor Skills, 94, 1245-1250. 

Mack, J. (2003). Tire ""' selllJl of lire mi,rd. 
London: British Museum Publications. 

Mackay, j., & Eriksen, M. (2002). Tilt tobacco 
atlas. Geneva, Switzerland: World 
Health Organizntion. 

MacKenzie, K. R, & GrJOOVac. A. D. 
(2001). lnterper:;.onal psychotherapy 
group (IPT-G) for depression. /ormlOlof 
Psyclroliteral'Y Practice mId Researcit, 10, 
46-51. 

Macmillan, M. (1996). Frerld roaillaled: Tire 
completed arC. Cambridge, MA: M[T. 

Macmillan, M. (2000). An odd ki,rd offame: 
Slories of Plritreas Gage. Cambridge, MA: 
MIT. 

MacPherson, K. (2002, March 17). Unfilled 
pink-collar jobs threaten service cuts. 
Pittsburgh Pos/-Gaultl', p. 7. 

Macrae, E. B., Monk, C S., Nelson, E. E., 
Zarahn, E., Leibenluft, E., Bilder, R. M., 
Charney, D. 5., Ernst, M., & Pine, D. S. 
(2004). A developmental e"amination of 
gender differences in brain engagement 
during evaluation of threat. Biological 
PSyc/li~lry, 55, 1047-1055;. 

Mader, S. 5. (2000). Bi%gy, p. 250. Boston: 
McGraw-HilL 

Madon, 5., Guyl!, M., Aboufadel, K., 
Montiel, E., Smith, A., Palumbo, P., & 
Jussim, L. (2001). Ethnic and national 
s tereoty peS: The Princeton Trilogy 
revis ited and revised. Persollality 
alrd Social Psychology Bulletill, 27, 
996-1010. 

Madon, S., jussim, 1.., & Eccles, j. (1997). 
[n search o f the powerful self-fulfilling 
prophecy. JOllnral of Personalily aud Socinl 
Psychology, 72, 791-809. 

Magley, V. j. (2002). Coping with sexual 
harassment: Reconceptualizing women's 



feldman : hsemials of 

Understanding Ps~eholog~, 

Seventh Ed ition 

I Back Maner Reterenets 

R-38 References 

resistance. /ou."al of PerSlmali/y alUI Social 
Psychology, 83, 930-946. 

Magoni, M., Bassani, L,Okong, P., 
Kituuka, P., Germinario, E. P., Giuliano, 
M., &. Vella, S. (2005). Mode of infant 
feeding and HIV infection in children in 
a program for prevention of mother-to-­
child transmission in Uganda. AIDS, 19, 
433-437. 

Mahmood, M., &. Black, j. (2005). 
Narcolepsy-cataplexy: How does TCttnt 
understanding help in evaluation and 
treatment. Currellt Trea/me"t Optiolls ill 
Neurology, 7,363-371. 

Maidment, I. (2000). The use of St John's 
Wort in the treatment of depression. 
Psyclrintric Brrlietill, 24, 232-234. 

Maier, S. F., &. Watkins, L R. (2000). 
Learned helplessness. In A. E. 
Kazdin, Eucyclopedia of psychology 
(Vol. 4). Washington, DC: American 
Psychological Assodation. 

Malamuth, N. M., Lim;, D., Heavey, C L, 
&. Barnes, G. (1995). Using the conflu­
ence model of sexual aggression to 
predict men's conflict with women: 
A 100year follow-up studY.lourual of 
Persollalily alld Social Psyc/lOlogy, 69, 
353-369. 

Maldonado, J. R., &. Spiegel, D. (2003). 
Dissociative disorders. In R. E. Hales &. 
S. C Yudofsky, The American Psychiatric 
Prlblishillg lextbook of c/illical psychiatry, 
4t1r editiolf. Washington, DC: American 
Psychiatric Publishing. 

Malle, B. F. (20<»). How tire mind explai"s 
behavior; Folk explmllliions, mem,i"g, alfd 
social interactioll. Cambridge, MA: MIT. 

Mamassis, G., &. Doganis, G. (2ClO4). The 
effe.::ts of a mental training program on 
juniors pre-competitive anxiety, self­
confidence, and tennis performance. 
/ourllal of Applied Sport Psychology, 16, 
118-137. 

Mangels, J. (2004). The i'rfluellce of ill/e/­
ligen,e beliefs "" atlellti"" and I"",..,illg a 
neuropl'ysiological approac/,. Presenmtion 
at the 16th Annual Convention of Social 
Cognitive Neuroscience. Washington, 
DC: American Psychological Society. 

Mangels, J., Dweck, C, &. Good, C (2005, 
May). Achil'Vemelrl motivatiou modrrlates 
tile 1II'llml dyllamics of ITror correctiolf. 
CASL M~ting, u.s. Department of 
Education. 

Manly, J. J. (2005). Advantages and disad­
vantages of separa te norms for Afr;';an 
Americans. C/illical Neuropsyc/,ologisl, 
19,270-275. 

Mann, D. (1997). Psyc/rol/rempy; An erotic 
relationship. New York: Routledge. 

Mann, K., Ackermann, K., Croissant, B., 
Mundie, G., Nakovics, H., Diehl, A 
(2005). Neuroimaging of gender di ffer­
ences in alcohol dependence: are wOmen 
more vulnerable? Alcol'olism; Clinical & 
Experimental Resrurc/r, 29, 896-901. 

Manning, S. Y. (2005). Dialectical behavior 
therapy of severe and chronic problems. 
In L. VandeCreek (Ed.), ImrovatiOlrs i" 
elillical practice; FoClis On adults. Sarasota, 
FL: Professional Resoun:e Press/ 
Professional Resource Exchange. 

Manstead, A. S. R. (1991). Expressiveness 
as an individual difference. In R. S. 
Feldman & B. Rime (Eds.), Fundamelltals 
of mmverbal belravior. Cambridge, 
England: Cambridge University Press. 

Manstead, A S. R, &. Wagner, H. L. (2004). 
Experie"ce emotiOlI . Cambridge, England: 
Cambridge University Press. 

Manstead, A S. R, Frijda, N., & Fischer, A 
H. (Eds.) (2003). Fee/illgs a"d emotions; 
TI,e Amsterdam Symposi,,,,,. Cambridge, 
England: Cambridge University Press. 

Marcaurelle, R, BClanger, c., &. Marchand, 
A. (2003). Marital relationship and 
the treatment of panic disorder with 
agoraphobia: A critical review. Clillical 
Psyc/rology Rroierr>, 23, 247-276. 

Milrcaurelle, R, B<:langer, C, &. Marchand, 
A. (2005). Mar it,11 predictors of symp­
tom sel'erity in panic disorder with ago­
raphobia. loumal of Allxiety Disorders, 
19,211-232. 

Marcus, G. F. (1996). Why do children 
say hbreaked"? errrrent Direcliolls ill 

Psyc/,ological Scierrce, 5, 81-85. 
Marcus-Newhall, A, Pedersen, W. c., & 

Carlson, M. (2000). Displaced aggres­
sion is alive and well: A meta-analytic 
review. lou mal of Personality mrd Social 
Psychology, 78, 670-689. 

Margoliash, D. (2005). Song learning and 
sleep. Nature Neur<lsciellce, 8, 546-548. 

Margolis, E., & Laurence, S. (Eds.). (1999). 
Concepts; Core readillgs. Cambridge, MA: 
MIT. 

Markey, P. M. (2ooo). Bystander interven­
tion in computer-mediated communica­
tion. Comprrters ill H,mrall Belurvior, 16, 
183-188. 

Markowitz, J. C. (2003). Controlled trials 
of psychotherapy. Americall lou,..,al of 
Psyd,ia/ry, 160, 186-187. 

Markowsitsch, H. J. (2000). Memory and 
amnesia. In M. M. Mesulam (Ed.), 
Principles of ~/,avioral and coglli/ive 
neurology (2nd ed.). London: Oxford 
University Press. 

Marks, I. M. (2004). The Nobel pr ize award 
in physiology to Ivan Petrovich Pavlov-

() The McGraw- Hil i 
Companies. 2008 

1904. A'is/ralian and New Z""lalld /o,mml 
of Psychialry, 38, 674-677. 

Markus, H. R., & Kitayama, S. (1991). 
Culture and the sel f: Implications for 
cogni tion, emotion, and motivation. 
Psyclrological Rl'View, 98, 224-253. 

Markus, H . R, &. Kitayama, S. (2003). 
Models of agency: Sociocultural diver­
sity in the construction of action. In V. 
Murphy-Berman & J. J. Berman (Eds.), 
Cross-cu/lural difjereu,es iu perspectives 
all tire self. Lincoln, NE: University o f 
Nebraska Press. 

Maroda, K. J. (2004). A relational per­
spective on women and power. 
Psyclromralytic Psyclrology, 21. 428-435. 

Marrero, H., &. Gamez, E. (2004). Content 
and strategy in syllogistic reason-
ing. Carradimr Jo,mral of Experimellial 
Psychology,58,168-180. 

Marsland, A L., Bachen, E. A, Cohen,S., 
Rabin, B., &. Manuck, S. B. (2002). Stress, 
immune reactivity and susceptibility 
to infe.::tious disease [Special issue: The 
Pittsburgh spe<:ial issue]. P/'ysiologyand 
Behavior, 77,711-716. 

Martelle, S., Hanley, c., &. Yoshino K. 
(2003, January 28). "Sop ranos" scenario 
in slaying? /.LJs Angeles Times, p. BI. 

Milrtin, A. J., &. Marsh, H. W. (2002). Fear 
of failure: Friend or foe? Allslmliarr 
Psyc/rologis/, 38, 31-38. 

Martin, C. L., Ruble, D. N., &. Szkrybalo, j. 
(2002). Cognitive theories of early gen­
der del'elopment. Psychological Bulletin, 
128,903-933. 

Martin, L., &. Pullum, G. K. (1991). Tire 
great Eskimo vocabulary JIOIIX. Chicago: 
University of Chicago Press. 

Martin, P. D., &. Brantley, P. j. (2004). Stress, 
coping, and social support in health 
and behavior. In J. M. Raczynski & L. C. 
Leviton (Eds.), Hurrdbook of clillicallrealth 
pSYChology; Vol. 2. Di$Orders of belravior 
alld Irealtlr. Washington, DC: American 
Psychological Association. 

Martin, S. (April 2002). Easing migraine 
pain. MOIrilorolf PsychO/ogy, pp. 71-73. 

Martindale, C. (1981). Coguition and can­
sciollS/'ess. Homewood, IL: Dorsey. 

Marx, j. (2004, July 16). Prolonging the 
agony. Sciellce, 305, 326-328. 

Maslow, A. H. (1987). Motivalion mrd per­
$Oualily (3rd ed.). New York: Harper &. 
Row. 

Mason, M. (1995). T/'e makillg of Victoriall 
$l:x'iali/y. New York: Oxford University 
Press. 

Mast, F. W., & Kosslyn, S. M. (2002). 
Visual mental images can be ambigu­
ous: Insights from individual differ-



e I Feldman: hsemials of 
Und8lstanding Ps~cholog~, 

Sn enth Edition 

Back Maner 

ences in spaliallransfQTmation ab ilities. 
Cognitioll, 86,57-70. 

Masters, W. H., &. johnson, V. E. (1966). 
Hu"um serual response. Boston: lillIe, 
Brown. 

Masters, W. H., &. johnson, V. E. (1979). 
HOllloserrmii/y ill perspective. Boston: 
Little, Brown. 

Masters, W., &. Johnson, V. (1994). 
Hetuoserualily. New York: Harper 
Collins. 

MaSlropieri, M. A., &. Scruggs, T. E. (2000). 
Teac/rillg sll,d",rls ways 10 remem""'r; 
Strategies for ieamillg "",emollically. 
Cambridge, MA: Brookline. 

Masuda, M. (2003). Meta-analyses of love 
<;r<"lles: 00 v<"lriou" love <;ral..,; mea"u .... 
the same psychological constructs? 
Japmrese Psyclrological RI'S<'Mcil, 45, 25-37. 

Mntaix-Cols, D., &. Bart~s-Fax, D. (2002). 
[s the use of the wooden and com­
puterized versions of the Tower of 
Hanoi Puzzle equivalent? Applied 
Neuropsychology, 9, 117-120. 

Matlin, M. W. (20(0). The psydrol-
ogy ofwolllell (4th ed.). Ft. Worth, TX: 
Harcourt. 

Malsumoto, D. (2002). Melhodological 
requi~ments to test a possible in­
group advantage in judging emotions 
aCross cultures: Comment on Elfenbcin 
and Ambady (2002) and evidence. 
Psychologicnl Bulletirr, 128, 236-242. 

Matsumoto, D. (Ed.). (2001). Tire ilmrdbook 
of culture mrd f'sychology. New York: 
Oxford University Press. 

Matsumoto, D. (2004). Reflections on 
culture and competence. In R J. 
Sternberg &. E. L. Grigo~nko (Eds.), 
Cul/rm"! mrd rolllpeietrce; COIl/erls of lifo 
success. Washington, DC: American 
Psychological Association. 

Malsumoto, D., Yoo, S. H., Hirayama, S., 
&. Perrova, G. (2005). Develop ment 
and valida tion of a measure of display 
rule knowledge: The Display Rule 
Assessment [nvenlory. EmoliOIl, 5, 
2>-4<). 

Matthews, G., Zeidner, M., &. Roberts, 
R. D. (20(3). Elllo/iomri i"tdligellu; 
Sciellce alld myth. Cambridge, MA: MIT. 

Maurer, D., Lewis, T. L., Brent, H. P., &. 
Levin, A. V. (1999, October 1). Rapid 
improvement in Ihe acuity of infanlS 
afler visual input. SciellCC, 286, 108-110. 

Mayer, J. D., Salovey, P., &. Caruso, 
D. R. (2004). EmOlional in telligence: 
Theory, findings, and implications. 
Psydrologicalltrquiry, 15, 197-215. 

Mayer, J. D., 5alovey, P., Caruso, D, R, & 
5ita~nios, G. (2003). Measuring emo-

Relerencts 

lional in telligence wilh the MSCE[T 
V2.0. Emolioll, 3, 97--105. 

Maynard, A. E., &. Martini, M. L (2005). 
Learnillg ill cu/tllral COli text; Family, 
peers, alld school. New York: Kluwer 
Academic/Plenum Publishers. 

Mayne, T. J., &. Bonanno, G. A (Eds.). 
(2001). Emo/iolls; Cr'l'"mrt issr'~ alld fllll,re 
directiolls. New York: Guilford Press. 

Mays, V. M., Rubin, L Sabourin, M., & 
Walker, L. (19%). Moving loward a 
global psychology: Changing theories 
and practice 10 meel Ihe needs of a 
changing world. Americall Psycllolagist, 
51,485-487. 

Mazard, A, Laou, L., joliot, M., &. Mellet, 
E_ (200<;). N .. ural ;mp<"l~t of the sem<"ln_ 

tic content of visual mental images 
and visual percepts. Brairr Research mrd 
Cognitiw Brain Rl'5earch, 24, 423-35. 

McAdams, D. P., Diamond, A., de SI. 
Aubin, E., &. Mansfield, E, (1997). 
Siories of commitment: The psy­
chosocial construction of generative 
lives. Journal of Persarra/ily alld Social 
Psychology, 72, 678-694. 

McAuillen, A., Nicastro, R., Guenot, E, 
Girard, M., Lissner, c., & Ferrero, E 
(2005). Intensive dinlectical behavior 
therapy for outpatients with borderline 
personality disorde:r who are in crisis. 
Psyclrialric Seroices, ,56, 193-197. 

McCabe, P. M., Schneiderman, N., Field, 
T., &. Wellens, A. R. (Eds). (20(0). 

Stress, ropirrg, alld cardiOVl1scular disease. 
Mahwah, NJ: Lawrenee Erlbaum. 

McCarthy, J. (2005). [ndividualism and 
collectivism: What do they have to do 
with counseling? /ouTIlal of Mr,lliwitural 
CorwS<'lirrg mrd Developmellt, 33, 108-117. 

McCaul, K. D., Johnson, R. J., & Rothman, 
A J. (2003). The effects of framing 
and ac tion instructions on whether 
older adults obtain flu shots. Heallh 
Psycllology. 

McClelland , D. C. (198.5). How motives, 
skills, and values ddermine whal 
people do. Americmj Psyc/rologis/, 40, 
812--825. 

McClelland, D. C. (199:3). Intelligence is not 
the best predictor oJ job performance. 
Currerrl Directiolls ir. Psychological 
Researc/l, 2, 5-8. 

McClelland, D. c., Alkinson, J. W., Clark, 
R A., &. Lowell, E. L. (1953). TIle achieve­
me"t mot it'''' New York: Appleton­
C<mtury-Crofts. 

McClintock, M. K., &. Herdl, G. (1996). 
Rethinking puberty: The development 
of sexual attraction. Curre/rl Directiolls itr 
Psyclwlogical Sciet1C1', 5, 178-183. 

() The McGraw- Hili 
Companies. 2008 

References R-19 

McClin tock, M. K., Jacob, S., Zelano, B., 
&. Hayreh, D. j. S. (2001). Pheromones 
and vasanas: The functions of social 
chemosignals. [n J. A. French &. A. C. 
Kamil (Eds.), Evalutiorrary psyc/rology 
mrd moliva/ioll. Vol. 47 of the Nebraska 
symposium on motivation. Lincoln, NB: 
Uni\'ersity of Nebraska P~ss. 

McCormick, C. G. (2003). Metacognition 
and learning. In W. M. Reynolds & 
G. E. Miller (Eds.), Ha"dbook of psychol­
ogy; Educatimral psycllology (Vol. 7. pp. 
79-102). New York: Wiley. 

McCoy, N.L., &. Pilino, L. (2002). 
Pheromonal influences on sociosexual 
beha\'ior in young women. Physiological 
lkhavior 7.S, 367_.17.'>. 

McCrae R.R, Terracciano A, &. 78 
Members of the Personality Profiles 
of Cultures Project: Universal fea­
tures of personality traits from the 
observer's perspective: Data from 50 
cultures. Joumal of PerSOllality a"d Social 
Psychology, 88: 547-561, 2005. 

McCrae, R. R, & Costa, P. T., Jr. (1986). 
A five-factor theory of personality. [n L. 
A. Pervin &. O. P. John (Eds.), Ha"dbook 
of persa,rolity; Theory MId research (2nd 
cd.). New York: Guilford. 

McCullough, J, p" Jr, (1999), Treatmenl for 
chrollic depressiOlr: Cogllitive behavioral 
Mralysis system of psyc/rology (CBA5P). 
New York: Guilford P~ss. 

McDaniel. M. A., Maier,S. E, &. Einstein, 
G. O. (2002). "Brain specific" nutrients: 
A memory cure? Psychological Scie"ce in 
Ihe Public Illterest, 3, 12- 18. 

McDonald, c., &. Murray, R M. (2004). Can 
structural magnetic ~sonance imag-
ing provide an alternative phenotype 
for genetic studies of schizophrenia? 
In M.S. Keshavan, J. L. Kennedy, &. R. 
M. Murray (Eds.), N"..,rodevelopmetrt a"d 
scilizoplrrellia. New York: Cambridge 
University Press. 

McDonald, H. E., &. H irl, E. R (1997). 
When expectancy meelS desire: 
Motivational effects in reconstructive 
memory. /ollmal of Personality and Social 
Psyc/roiogy, 72, 5-23. 

McDonald, J. W. (1999, September). 
Repairing the damaged spinal cord. 
Scierr/iftc America/r, pp. 65-73. 

McDougall, W. (1908).ltrlroduction 10 SQ(ial 
p$ycllology. London: Methuen. 

McDowell, D. M., &. Spitz, H. I. (1999). 
Substance abuse. New York: Brunner/ 
Mazel. 

McEwen, B.S. (1998, january 15). 
Protective and damaging effects of 
stress mediators [Review article]. 



feldman: hsemials of 

Understanding Ps~eholog~, 

Seventh Ed ition 

I Back Maner Reter.nets 

R-40 References 

New Engla"d laumal af Medici"e, 338, 
171- 179. 

McG~ugh, j. L. (2003). Memary a"d ema­
tia,,: Tire making af lasting memories. New 
York: Columbia University Press. 

McGee, G., Caplan, A., & Malhotra, R 
(Eds.). (2O(4). Tire lumrl1lr c/mrillg debale. 
Berkeley, CA: Hills Books. 

McGilvray, j. (Ed.). (2004). The Calli bridge 
cOlIIl'l1Iliou 10 CIrOIllSky. Oxford, England: 
Cambridge University Press. 

McGinn, D. (2003, June 9). Testing, testing: 
The new job search. Tillie, pp. 36-38. 

McGlynn, E D., Smitherman, T. A., & 
Gothard, K. D. (2004). Comment on the 
status of systematic desensitization. 
Belravior Modificalioll, 28, 194-205. 

McGregor, K. K., & Capone, N. C. (21"JO.t). 
Genetic and environmental interac­
tions in determining the early lexicon: 
Evidence from a set of tri-zygotic qua­
druplets.lollrnlll ojClrild umguage, 31, 
311-337. 

McGue, M. (1999). The behavioral genet­
ics of alcoholism. CUrTi'"t Dimtions ill 
PsycliologiclIlSciellce, 8, 109-J15. 

McGuire, S. (2003). The heritability of par­
enting. Parelltillg: Science & Practice, 3, 
73-94. 

McGuire, W. J. (1997). Creative hypothesis 
generating in psychology: Some useful 
heuristics. AI1/ffml Rl'Viell! of Psyc/wlogy, 
48,1-30. 

McHale, S. M., Crouter, A. c., & Tucker, 
C. J. (1999). Family context and gender 
role sociali?.ation in middle childhood: 
Comparing girls to boys and sisters 
to brothers. C/lild Dewlopment, 70, 
990-1004. 

McKeever, V. M., & Huff, M. E. (2003). A 
diathesis-stress model of posttraumatic 
stress disorder: Ecological, biological, 
and residual stress pathways. Revi"'" oj 
General Psychology, 7, 237-250. 

McKinley, M. j., Cairns, M. J., [Nnton, 
D. A., Egan, C., Mathai, M. L., 
Usch~kov, A., Wade, J. D., Weisinger, R 
5., & Oldfield, B. J. (2004). Physiological 
and pathophysiological innuences 
on thirst. Physiology mId Behavior, 81, 
795-803. 

McManus, C. (2004). Riglrt Ilmld, lefl/ralld: 
The origills of aSYlllmelry ill braills, bod­
ies, Moms alld cll/lures. Cambridge, MA: 
H~rv~rd University Press. 

McManus, E, & Waller, C. (1995). A func­
tion~l ~nalysis of binge-eating. C/illical 
PSyc/lology Rrviell!, 15, 845-863. 

McMillan, D. E., & Katz, J. L. (2002). 
Continuing implications of the early 
evidence aga inst the drive-reduction 
hypothesis of the behavioral effects of 
drugs. Psychopharmacology, J63, 251-264. 

McMullin, R. E. (2000). Tile ueW lralldbook of 
coguitivt' Iherapy lecillli,/ues. New York: 
Norton. 

McN~lly, R J. (2003). Recovering memories 
of trauma: A view from the labora-
tory. Current Direcliolls ill Psyclrological 
SCi<~lce, 12, 32-35. 

McNamara, P. (2004). All evoluliollary psy­
chology of sleep mId dTi'mrrs. Westport, 
CT: Praeger Publishers/Greenwood 
Publishing Group. 

McNeil, D. G, Jr. (2005, August 24). 
Obesity rate is nearly 25 percent, group 
says. TI,e Nell! York Times, p. A3. 

McQuillan, A., Nicastro, R., Guenot, F., 
Girard, M., Lissner, c., & Ferrero, E 
(2005).lntensi\'e dialectical behavior 
therapy for outpatients with borderline 
personality disorder who arc in crisis. 
Psychiatric Sendcrs, 56, 193-197. 

Mead, M. (1949). Ma/eal1dfemale. New 
York: Morrow. 

Mealy, L. (2000). Sex diffem!ces: 
Deuc/opmeutal alld l!Vollllio"ary strMegies. 
San Diego, CA: Academic Press. 

Meeter, M., & Murre, J. M. j. (2004). 
Consolidation of long-term memory: 
Evidence and alternatives. Psychological 
Bill/eli", 130, 843-857. 

Mehl-Madrona, L. E. (2004). Hypnosis to 
facilitate unoomplicated birth. Americall 
1011 mal of Clil/kal Hypnosis, 46, 299-312. 

Meier, R. P., & Willerman, R. (1995). 
Prelinguistic gesture in deaf and hear­
ing infants. In K. Emmorey & J. S. Reilly 
(Eds.), UlI/guage, ges ture, lind space. 
Hillsdale, NJ: Erlbaum. 

Mel, B. W. (2002, March 8). lNhat the 
synapse tells the neuron. Scimce, 295, 
1845-1846. 

Mel'niko\', K. S. (1993, October-December). 
On some aspects of the mechanistic 
approach to the study of processes 
of forgetting. Vesl"ik MosJco(1$kogo 
Ulliversiteta Seriy~ 14 Psik/rologiya, pp. 
64-07. 

Melton, G B., & Carrison, E. C. 
(1987). Fear, prejudice, and neglect: 
Discrimination against mentally dis­
abled persons. Americall Psychologist, 42, 
1007- 1026. 

Meltzer, H. Y. (2000). Genetics and etiology 
of schizophrenia and bipolar disorder. 
Biological Psychiatry, 47, 171-173. 

Meltzoff, A. N. (1996). The human infant as 
imit~tive generalist A 20-year progress 
report on infant imitation with implica­
tions for comparative psychology. In C 
M. Heyes & B. G. Galef, Jr. (Eds.), Social 
learuillg ilr animals: Tire rools of wlll/re. 
San Diego, CA: Academic Press. 

Melzack, R., &. Katz, J. (2004). TI'e gale 
coutro/lheory: Reachi"g for lire brai". 

() The McGraw- Hili 
Companies. 2008 

Mahwah, NJ: Lawrence Erlbaum 
Associates . 

Mendelsohn, J. (2003, November 7-9). 
Wh~t we know about sex. USA Weeke"d, 
pp.6-9. 

Mendelsohn, M. E., & Ros.lno, C. M. C. 
(2003). Hormonal regulation of nor­
mal vascular tone in males. Ciccl/latioll 
Researcll. 93, 1142. 

Merai, A. (Ed.). (1985). 011 terrorism mId 
cOlI/batillg /rrrorism. College Park, MD: 
University Publications of America. 

Merari, A. (2005). Israel facing terrorism. 
Israel Affairs, 11, 223-237. 

Merari, A. (2005). Suicide terrorists. In 
R. I. YuHt & D. Lester, Assessment, lreal­
melll and prevenlion of suicidal behavior. 
New York: Wiley. 

Merlin, D. (1993). Origins of the modern 
m ind: Three stages in the evolution of 
culture and cognition. Be/ravioral and 
Brllill Sciences, 16, 737-791. 

Mesquita, B., & Frijda, N. H. (1992). 
Cultural variations in emotions: A 
review. Psychological Bul/etill, 112, 
179-204. 

Messer, S. B., & McWilliams, N. (2003). 
The impact of Sigmund Freud and 
Tile Ilftapretalio" of DreIlIllS. In R. j. 

Sternberg (Ed,), The IIIlalomy of imp;!ct: 
Whal makes IIII.' gTi'al works of />sycllol­
ogy gTl'al (pp. 71-88). Washington, IX: 
American Psychological Assoc iation. 

Meston, C. M. (2003). Validation of the 
female sexual function index (FSFI) 
in women with female orgasmic dis­
order and in women with hypoactive 
sexual desire disorder. Journal of Sex and 
Marilal Them/,y, 29, 39-46. 

Metcalfe, J. (1986). Premonitions of insight 
predict impending error. Journal of 
Experimental Psyclrology: Learnillg, 
Memory, and Cogllilio", 12, 623-634. 

Metee, D. R, & Aronson, E. (1974). 
Affec tive reactions to appraisal from 
others. In T. L. Huston (Ed.), FOIllldatiO!I$ 
of ilfterpersOlral al/rae/iOIl (pp. 235-283). 
New York: Academic Press. 

Meyer, C. J. (2000). Incremental \'alidity of 
the Rorschach Prognostic Rating scale 
over the MMPI Ego Strength Sca le and 
IQ. Jormla/ of Persolwlity Assessment, 74, 
356-370. 

Meyer, R G, &. Osborne, Y. V. H. (1987). 
Case sludies ill abllorlllal bellavior (2nd 
cd.). Boston: Allyn & Bacon. 

Meyer-Bahlburg, H. (1997). The role of 
prenata l estrogens in se)(ual orientation. 
In L. Ellis & L. Ebertz (Eds.), Sexual ori­
el1lalioll: Toward biologicallmderstmrdilrg. 
Westport, CT: Praeger. 

Meyerowitz, J. (2004). Haw sex cI,mrged: 
t\ Irislory of transsexrmlily ill /I'e U"ited 



e I Feldman: hsemials of 

Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

Siaies. Cambridgc, MA: H~TV~rd 
Univcrsi ty Press. 

Michael, R. T., G~gnon, J. H., Laum~nn, E. 
0., &. Ko]~ t~, G. (1994). Sex ill America; A 
deftllilive srrll!<'y. Boston: Litlle, Brown. 

Middlebrooks,J. C, Furukawa, S., Stecker, 
G. C, &. Mickey, B. J. (2005). Distributed 
representation of sound-source location 
in the auditory cortex. In R. Konig, P. 
Heil, E. Budinger, &. H. Scheich (Eds.), 
Auditory corlex; A synlhcsis of I,,,mall alld 
animal researclr. M~hw~h, NJ: Lawrencc 
ETlb~um Associ~tes. 

Midc, F. (2002).IIIIelligcllce, racc, alld genet­
ics; Collversolimrs wilh Arl/,ur R. Jensen. 
Boulder, CO: Westview Press. 

Mifflin, L. (1998, January 14). Study finds 
a dedine in TV network violence. The 
New York Times, p. A14. 

Mignon, A., &. Mollaret, P. (2002). Applying 
the affordance conception of traits: A 
p"rson pcrception study. Per${)nalilyand 
Social Psyclrology Bul/etill, 18, 1327-\334. 

Miklowitz, O. J., &. Thompson, M. C 
(2003). Family vari~blcs and in terven­
tions in schizophrenia . In G. Sholev~ r 

&. G. Pirooz (Eds.), Texlbook of family mrd 
cm'ples Ilrerapy; Clinical applicaliolls (pp. 
585-{i17). Washington, DC: Amcrican 
Psychiatric Publishing. 

Mikulincer, M., &. Shaver, P. R. (2005). 
Attachment security, compassion, 
and altruism. Crrffe/rl Direcliolls ill 
Psychological Sciellce, 14, 34-38. 

Miletic, M. P. (2002). The introduction of a 
feminine psychology to psychoanalysis: 
Karen Homcy's Icgacy ]Spe<:ial issue: 
Interpersonal psychoanalysis and femi­
nism). Conlemporary Psydrommlysis, 38, 
287-299. 

Milgram, S. (1974). Obediellce 10 arrllwrily. 
New York: Harper & Row. 

Millar, M. (2002). Effects of guilt indudion 
and guilt reduction On door-in-the-f~ce. 
Com""",icalimr Research, 29, 666-680. 

Millcr, A. G. (1999). Harming other P"<>plc: 
Perspcctives on evil and violence. 
Persollalily alld Social Psychology Rl'flil'1l!, 
3,176-178. 

Miller, A G., Collins, B. E., &. Brief. O. E. 
(1995). Perspectives on obedience to 
authority: The legacy of the Milgram 
experiments. }ormml of Sociallssrres, 51, 
1-19. 

Millcr, A. M., & Gross, R. (2005). Hcalth 
and dcpression in women from the for­
mcr Soviet Union living in the United 
States and Israd. Jou",al of Immigrarrt 
Healtlr, 6, 187-196. 

Miller, O. W. (2000, February 25). Looking 
askance at eyewitness testimony. Tire 
Chrouic/e of Higher Edrrcalhm, pp. A]9-
A2O. 

Relerencts 

Millcr, G. (2004, April :~). Learning to for­
gc!. Science, 304, 34-·36. 

Millcr, G., &. Cohcn, S. (2001). 
Psy<:hological intervcntions and the 
immune systcm: A mc!a-analystic 
review and critique. Heallir Psychology, 
20,47-63. 

Miller, G. A (1956). The magical num­
ber seven, plus or minus two: Some 
limits on our capacity for processing 
information. Psyc/rology Review, 63, 
81-97. 

Millc r, J. G. (1984). Cul turc and the devd­
opmcnt of everyday social explana­
tion./ourllal of Persorrality and Social 
Psychology, 46, 961-978. 

Miller, L. A, Taber. K. H., Gabbard, G. 0., 
Hurley, R A. (2005). Neural underpin­
nings of fear and its modulation: 
Implications for anxiety disorders. 
lormlnl of Nerrropsychiatry and Clinical 
Nellrosciences, 17, 1-6. 

Millcr, L. T., &. Vernon, P. A. (1997). 
Developmental changcs in speed of 
information proccs~; ing in young chil­
drcn. DI'I-'Clop11lellial Psyclrology, 33, 
549-554. 

Millcr, M. N., &. Pumar'icga, A. J. (2001). 
Culture and eating disorders: A h istori­
cal and cross-cultural review. Psychiatry: 
IIIterpersorralOlrd Biological Processes. 64. 
93-110. 

Miller, M. W. (1994, December I ). Brain 
surgery is back in a limited way to treat 
mental ills. The Walt Sireel lormln/. pp. 
AI,AI2. 

Miller, N. E., &. Magruder, K. M. (Eds.). 
(1999). Cosl-effectiveness of psyclrollrerapy; 
A grride for praclilioners. researe/rers, 
alld policymakers. New York: Oxford 
University Press. 

Miller-Jones, D. (1991). Informal reasoning 
in inner-city <:hildren. In J. F. Voss & 
D. N. Perkins (Eds.), III/or11lal """SOlling 
and education. Hillsdale, NJ: Lawrence 
Erlbaum. 

Millon, T., & Davis, R. O. (1996). Disorders 
of personalily; DSM-.iV aud beyoud (2nd 
ed.). New York: Wiley. 

Millon, T., Davis, R, & Millon, C (2<XXl). 
Pusollalily disorders ill modUli lifo. New 
York: Wiley. 

Mills, J. L. (1999). Cocaine, smoking.. and 
spontaneous abortion. New Eng/and 
/ou",al of Medicinc, 340, 380-381. 

Mills, J. 5., Polivy, J., Hc rman, C P., &. 
Tiggcmann, M. (2002). Effe<:ts of expo­
surc to thin mcdia imagcs: Evidena. 
of self-enhancement among restrained 
eaters. Persmlnlily arrd Social Psyclrology 
Brrl/e/ilr, 28, 1687-1699. 

Milner. B. (1966). Amnesia following oper­
ation on temporal lobes. In C W. M. 

() The McGraw-Hili 
Companies. 2008 

References R-41 

Whi tty & P. Zangwill (Eds.), Amrresia. 
London: Butterworth. 

Milner, B. (2005). Thc mcdialtemporal-Iobe 
~mncsic syndromc. Psyc/,iatric Clinics of 
Nor/Ir America, 28, 599-61 1. 

Milton, J., &. Wiseman, R. (1999). Does psi 
exist? Lack of replication of an anoma­
lous process of information transfer. 
Psychological Brrl/elill, 115, 387-391. 

Miner-Rubino, K., Winter, O. G., &. Stewart, 
A. J. (2004). Gendcr, social class, and 
the subjective cxperience of aging: Self­
pcrceived pcrsonality changc from early 
adulthood to late midlife. PerSOllalily 
alld Social Psychology B"I/elin, 30, 1599-
1610. 

Mingo, c., Herman C J., & Jasperse, M. 
(2000). Women's storics: Ethnic varia­
tions in women's attitudes and experi­
ences of menopause, hysterectomy, and 
hormone replacement therapy. lormrol 
of Women's Health and Gender Based 
Medicille, 9(Suppl. 2), S27-538. 

Minuchin, 5., &. Nichols, M. P. (1992). 
Family Irea1ing. New York: Free Press. 

Mischcl. W. (2004). Toward ~n integrative 
science of the person. Amrrral Revil'1l! of 
Psyc/,ology, 55, 1-22. 

Mischoulon, D. (2000, Junc). Anli­
dep ressants: Choices and controversy, 
HeoltlrNervs, p. 4. 

Miserand o, M. (1991). Memory and the 
se\'en dwarfs. Y"ncirillg of Psychology, 18, 
169-171. 

Mitchell, T. (2<XXl, November 3-5). 
Extinguish your habit for good. USA 
W .... kerrd, p. 4. 

Mitchener, B. (2001, March 14). ControUing 
a computer by the power of thought. 
Wall Streel }ormml, pp. Bl, 84. 

Mittleman, M. A., Maclure, M., Sherwood, 
J. B., Mulry, R. P" Tofler, 
G. H., Jacobs, S. C, Friedman, R, 
Benson, H., & Mul]cr, J. E. (1995, 
October I). Triggcring of acute myo­
cardial infarction onset by cpisodes of 
anger. Circulaliou, 92, Ina-InS. 

Miyake, K.,Chen, S" &; Campos, J. J. 
(1985). Infant temperament, mother's 
mode of interaction, and attachment in 
Japan: An interim report. Morrogroplrs 
of lire Society for Research i" Child 
Developmlmt, 50, 276-297. 

MLA (200s). MLA Language Map; All lan­
gu~gcs othcr than English combined. 
Retricved from http://www.mla.org/ 
ccnsus_map&source=county (based on 
2000 U.s. Census Bureau figures) 

Moghaddam, B., &. Adams, B. W. (1998, 
August 28). Reversal of phencyclidine 
effects by a group II metabotropic glu­
tamate receptor agonist in rats. Science, 
281, 1349-1352. 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

I Back Maner Reterenc ts 

R-42 References 

Moghaddam, E M. (2005). The stairc.:lse to 
terrorism: A psychological e"planation. 
America" Psychologist, 60, 161-169. 

Mohapd, P., Leanza, G., Kokaia, M., &. 
Lindvall, O. (2005). Forebrain acetyl­
choline regulates adult hippocampal 
neurogenesis and learning. Neurobiology 
of Agi,lg, 26. 939-946. 

Moifese, V. j., &. Moifese, D. L. (2000). 
Telllperalllenilmd persomrlity de!1l'lop­
ment across Ihe life Spall. Mahwah, NJ: 
Erlbaum. 

Monaghan, P. (2004, Odober 14). Real fear, 
virtually overcoml:'. The Chrollicle of 
Higher Educatio", p. AU. 

Monnier, J., Resnick, H. S., Kilpatrick, 
D. G., &. Seals, B. (2002). The relation­
ship between distress and resoun::e loss 
following rape. Vio/euce and Victims. 17, 
85-92. 

Montague, D. P. E, &. Walker-Andrews, S. 
(2002). Mothers, fathers, and infants: 
The roll:' of person familiarity and 
parental involvement in infants' per­
C/:'ption of emotion e"pressions. Child 
Developme"t, 73, 1339-1352. 

Montgomery, c., Fisk, J. E., Newcombe, R., 
Warl:'ing, M., &. Murphy, P: N. (2005). 
Syllogistic reasoning performance in 
MDMA (Ecstasy) users, Expt'rimelflai 
mrd Clillical PsyclHlplmmracology, 13, 
137-145. 

Montgomery, G. M., &. Bovbjerg, D. H. 
(2003). Expectations of chemotherapy­
related nausea: Emotional and experi­
mental prooidors. Amrnls of Be/laviorul 
Medici,re, 25, 48-54. 

Monti, J. M. (2004). Primary and second­
ary insomnia: Prevalence, causes and 
current therapeutics. Currellt Medicillal 
Chelllistry-Crniral Nervous System 
Agents, 4, 119-137. 

Moody, H. R. (2000). Agillg: Concepts a,rd 
corrtroversies. Thousand Oaks, CA: 5.lge. 

Moore, M. M. (2002). Ikhavioral obser­
vation. In M. W. Wiooerman & B. E. 
Whitley (Eds.), Handbook jor COlldliC/i"g 
research ollhumall sexualily. Mahwah, 
NJ: Lawrence Erlbaum. 

Moore-Ede, M. (1993). The I!Vlmly-jour IlOllT 
sociely. Boston: Addison-Wesley. 

Mora-Giral, M., Raich-Escursell, R M., 
Segues, C. V., Torras-Claras6, L & 
Huon, G. (2()(J4). Bulimia symptoms 
and risk factors in university students. 
fa/illg alld Weight Disorders, 9, 163-169. 

Moretti, M. M., &. Higgins, E. T. (1990). 
The development of self-system vulner­
abilities: Socia l and cognitive factors 
in developmental psychopathology. In 
R. J. Sternberg &. J. Kolligian, Jr. (Eds.), 
Co"'/>elellce cOllsidered. New H~ven, CT: 
Y~le University Press. 

Morgan, R (2002, September 27). The men 
in the mirror. The C/rrollide of Hig/ler 
Educatioll, pp. A53-A54. 

Morin, C. M. (2004). Cognitive-behavioral 
approaches to the trl:'atment of insom­
nia. /011Tl1tI/ of Ciillical PSYc/lintry. 65, 
l3-4<J. 

Morris, j. E, Waldo, C. R, & Rothblum, 
E. D. (2(01). A model of prooictors and 
outcomes of outness among lesbian and 
bise"ual women. Ameria", JOllmal of 
Ortiropsyc1liatry, 71, 61-71. 

Morrow, J., &. Wolff, R. (1991, May). Wired 
for a miradl:'. Health, pp. 64-84. 

Moskowitz, G. B. (2004). Social oogl1ilioll: 
Understmldillg self alld alhers. New York: 
Guilford Press. 

Motley, M. T. (1987, February). What I 
meant to say. Psychology Today, pp. 
25-28. 

Muehlenhard, C. L., &. Hollabaugh, L. C. 
(1988). Do woml:'n sometimes say no 
when they mean yes? The p revalence 
and corrl:'lat/:'$ of women's token resis­
tance to se". jOlImal of Persollality alfd 
Social Psychology, 54, 872-879. 

Mukerjee, M. (1997, February). Trends in 
animal research. SCierrtijic Americalf, 276, 
pp.86-93. 

Mullen, B., & RiC(!, D. R, (2003). 
Ethnoph~u!isms and exclusion: The 
behavioral consequences of cognitive 
representation of ethnic immigrant 
groups. Prrsollalily alld Socinl Psychology 
Bllilelill, 29, 1056-1067. 

Mulligan, c., MOrl:'<lu, K., Brandolini, M., 
Livingstone, B., Ikaufrere, 6., &. Boice, 
Y. (2002). Alterations 01 sensory percep­
tions in healthy elderly subjects during 
fasting and refeeding: A pilot study. 
Gerolllology, 48, 39-43. 

Mumenthaler, M. S. Yesavage, j. A., Taylor, 
J. L., O'Hara, R., Friooman, L., Lee, H., 
&. Kraemer, H. C. (2003). Psychoactive 
drugs and pilot performancl:': a com­
parison of nicotine, donepezil, and alco­
hol effects. Nellropsyclwp/rarlllaoology, 28, 
1366-1373. 

Munroe, R L., Hulefeld, R, Rodgers, 
J. M., Tomeo, D. L., & Yamazaki, S. K. 
(2000). Aggression among children in 
four cultures. Cross-Cullurnl Researc/I: 
The Jourllal of Comparalive Social ScierlCe, 
34,3-25. 

Munson, L. J., Hulin, c., &. Drasgow, E 
(2000). longitudinal analysis of dispo­
sitional influences and sexual harass­
ment: Effects on job and psychological 
outcomes. Persomlei Psychology, 53. 
21-46. 

Murphy, G. L Glickfield, L. L., Balsen, Z., 
& Isaacson, J. S. (2004). Sensory neuron 
sign~ling to the brain: Properties of 

() The McGraw- Hili 
Companies. 2008 

transmittl:'r rl:'lease from olfactory nl:'rve 
terminals. joumal of Neuroscierrce, 24, 
3023-3030. 

Murphy, G. L. (2005). The study of con­
cepts inside and outside the laboratory: 
Medin versus Medin. In W. Ahn, R. L. 
Goldstone, B. C. love, A. B. Markman, 
& P. Wolff (Eds.), Categorizalioll illside 
mId oUlside the laboratory: Essays ill hOllor 
of Douglas L. Meditl. Washington, DC: 
American Psychological Association. 

Murphy, R T., Wismar, K., & Freeman, K. 
(2003). Stress symptoms among African­
American colkgl:' students after thl:' 
September 11, 2001 terrorist attacks. 
Journal of Nervous alld Melltnl Disease, 
191,108-114. 

Murphy, S. T., & Zajonc, R. B. (1993). 
Affect, cognition, and awareness: 
Affecli\'e priming with optimal and 
suboptimal stimulus exposures. journal 
of Persollality and Social Psyclrology, 64, 
723-739. 

Murphy, S., et al. (1998). Interference under 
the influence. PersOilality alld Social 
Psyclrology Bul/elin, 24, 517-528. 

Murray, B. (June 2002). Good news for 
bachelor's grads. MOllitor 011 Psychology, 
pp.30-32. 

MUTrJY, J. B. (1990), Nicotine JS a psycho­
active drug. Journal of Psycllology. T 25, 
5-25. 

Murray, S. L., Holmes, j. G., &. Griffin, D. 
W. (2004). The benefits of positive illu­
sions: Idealization and the construction 
of satisfaction in close rl:'lationships.ln 
H. T. Reis &. c. E. Rusbull (Eds.), Close 
rrla/iolls/lips: Key readillgs. Philadelphia, 
PA: Taylor &. Fr~ncis. 

Murugasu, E. (2005). Recent advances in 
the treatment of sensorineural deaf­
ness. Amltlls of Ihe Acndemy of Medicille, 
SilfgapnTe, 34, 313-9. 

Myerhoff, B. (1982). Rites of passagl:': 
PI"OC/:'SS and paradox. In V. Turner 
(Ed.), Celebratiorr: Studies ill festiVity and 
ritllal. Washington, DC: Smithsonian 
Institution Press. 

Myers, D. G., & Diener, E. (1996, May). 
The pursuit of happ iness: New 
resean::h uncovers some anti-intuitive 
insights into how many people are 
happy-and why. Scienlific Americall, 
pp.70-72-

Myers, D. G. (2000). The funds, fril:'nds, 
and faith of happy people. American 
Psychologist, 55, 56-67. 

Myerson,j., Adams, D. R., Hall:', S., &. 
Jenkins, L. (2003). Analysis of group 
differences in processing speed: Brinley 
plots, Q -Q plots, and other conspira­
cies. PSYC/lolwmic Bu/leti,r a,rd Revie.v, 10, 
224-237. 



e I Feldman: hsemials of 
Und8lstanding Ps~cholog~, 
Sn e nth Edition 

Back Maner 

Mytinger, C. (2001). He~dlrrmtillg ill IIle 
Solomoll 1$/~IId$: Aroulld lI,e Cor~1 Se~. 
S~nt~ Barb~r~, CA: Narrative Press. 

Nadcem, E., &. Graham,S. (2005). Early 
puberty, peer victimization, and inter­
nalizing symptoms in ethnic minority 
adolescen ts. Jormral of Early Adolesctnce, 
25,197-222. 

Nagai, Y., Goldstein, L. H., Fenwick, 
P. B. c., &. Trimble, M. R. (2QO.t). Clinical 
efficacy of galvanic skin response bio­
feedback training in reducing seizures 
in ~dult epilepsy: A preliminary ran­
domized controlled study. Epilepsyalld 
Bellavior, 5, 216-223. 

Naik, G. (2004, December 29). New obesity 
boom in Arab countries has old ances­
try. Tire Wall Streel JOImm/, p. AI. 

Najman, J. M., Aird, R., Bor, W., 
O'Callaghan, M., Williams, G. M., &: 
Shuttlewood, G. J. (2004). The genera­
tional transmission of so<:ioe<::onomic 
inequalities in child cognith'e devel­
opment and emotional health. Social 
Sciellcear,d Medicille, 58, 1147- 1158. 

Nakamura, Y., Ando, 5., Nagahara, A., 
Sano, T., Ochiya, 5., Maeda, T., Kawaji, 
M., Ogawa, A, Hirata, H., Terazaki, K., 
Haraoka, H., Tanihara, M., Veda, M., 
Vchino, M., &: Yamamura, K. (2004). 
Targeted conversion of the transthyretin 
gene ill vilro and ill vivo. Celie Therapy, 
11 , 838-846. 

Nakamura, M., Kyo,S. , Kanaya, T., Y~tabe, 
N., M~ida, Y., Tanaka, M., Ishid~, 

Y., Fujii, c., Kondo, T., Inoue, M., &: 
Mukaida, N. (2004). hTERT-promoter­
based tumor-specific expression of 
MCP-l effectively sensitizes cervical 
cancer cells to a low dose of cisplatin. 
Carre..,. Gene Thcral'y, 2, 1-7. 

Narrow, W. E., Rae, D. 5., Robins, L. N., &. 
Regier, D. A (2002). Revised prevalence 
estim~tcs of mental disorders in the 
United States: Using a clinical signifi­
canC(' cri terion to reconcile 2 surveys' 
estim~tcs. Arc/,ives af Celleral PSYC/iialry, 
S9, 11 5--123. 

Nash, M. R. Ouly 2001). The truth and 
hype of hypnosis. Scientific Americall, 
pp.47-55. 

Nathan, P. E., &: Gorman, J. M. (Eds.). 
(1997). A guide 10 Ireatmellls llrat work, 
New York: Oxford University Press. 

Nathan, P. E., Stuart, S. P., &. Dolan, 
S. L. (2000). Research on psychotherapy 
efficacy and effectiveness: Between 
5<:yl1~ ~nd Charybdis? Psychological 
Brlllelill,126,964-981. 

Nathans, J., Davenport, C. M., Maumencc, 
L H., Lewis, R. A, Hejtmancik,). F., Litt, 
M., Lovrien, E., Weleber, R., Bachynski, 
B., Zwas, F., Klingaman, R., &. Fishman, 

Relerenets 

G. (1989, August 25). Molecular genet­
ics of human blue cone monochromacy. 
Sciellce, 245, 831-838. 

Nation~l Academy of Sciences (1999). 
Marijllalla alld medicille; A$$C$sillg II,e 
science base. Washington, IX: National 
Academy Press. 

National Association for the Education of 
Young Children. (2005). Posilion stllte­
ments of Ihe NIIEYc.. http://www.naeyc. 
org/ about/ position.s.asp#where. 

Nation~l Depression 5<:reening Day. (2003, 
March 26). Questionnaire on Web site. 
Retrieved from http://www.mental­
healthscreening.org / dep/ dep-sample. 
htmltsampletest 

National Institute of Child Health and 
Human Development (NICHD) Early 
Child Care Research Network. (1997). 
The effects of infant' care on infant­
mother attachment sc<:urity: Results of 
the NICHO study of early child Care. 
Child [)roelopmelll, 68, 860-879. 

National Institute of Child Health and 
Human Development (NICHO). (2002). 
Child-care structur(~process-out­

come: Direct and indirect effects of 
child-care quality on young children's 
development. Psyclrologiclli Science, 13, 
199-206. 

National Institute of Mental Health 
(NIMH). (2000). PrelJellti"" of ealillg 
disorders; Clrallenges alld opp<>rtrmilies. 
Bethesda, MD: National Ins titute of 
Mental Health. 

National Institute on Drug Abuse. (2000). 
Prillciples of drug addiclioll Ireatmelll : A 
research-based grride. Washington, DC: 
National Institute on Drug Abuse. 

National Mental Health Information 
Center, U.S. Department of Health and 
Human Services. Reprinted in Scietrlific 
Americall, December: 2002, p. 38. 

Natvig, G. K. , Albrektsen, G., &. 
Ovarnstrom, U. (2003). Methods of 
teaching and class participation in ,...,Ia­
tion to perceived social support and 
stress: Modifiable f;:,ctors for improving 
health and wellbeing among students. 
Educiltiollill Psychology, 23, 261-274. 

Navon, R., &. Proia, R. L (1989, March 17). 
The mutations in Ashkenazi Jews with 
adult G(M2) gangliOSidosis, the adult 
form of Tay-Sachs disease. SciellCe, 243, 
1471- 1474. 

Neber, H., & Heller, K. A (2002). 
Evaluation of ~ summer-school program 
for highly gifted secondary-school s tu­
dents: The German Pupils Academy. 
EI/ropemr /ol/rtrlll of Psyclr%gica/ 
Assessmellt, 18, 214-228. 

Neisser, V. (1982). Memory observed. San 
Francisco: Freeman. 

() The McGraw- Hili 
Companies. 2008 

References R-43 

Neisser, U. (1996, ApriL) Illtelligellce Oil the 
rise: Sec"lar challges ill IQ alld relaled mea­
sures. Conference at Emory University. 
Atl~nta: Emory University Press. 

Neisser, U., Boodoo, G., Bouchard, T. 
L Jr., Boykin, A. W., Brody, N., Ceci, 
S. J., Halpern, D. F., Loehlin, J. C., 
Perloff. R., Sternberg, R. L &: Urbina, 
S. (1996). Intelligence: Knowns and 
unknowns. Americall Psychologist, Sl, 
77- 101. 

Neitz, L Nei tz, M., & Kainz, P. M. (1996, 
November 1). Visual p igment gene 
structure and the severity of color 
vision defects. Sciellce, 274, 801-804. 

Nelson, D. L., &: Simmons, B. L. (2003). 
Health psychology and work stress: A 
more positive approach. In J. C. Quick 
&: L. E. Tetrick (Eds.), Halldbook of <XCI/­
patiollal heillth psyclr%gy. Washington, 
IX: American Psychological 
Asso<:ia tion. 

Nelson, W. M., III, &. Finch, A. J., Jr. (2000). 
Managing anger in youth: A cognitive­
behavioral intervention approach. In P. 
C. Kendall, Child & adolescellt t"erapy: 
Cogllilive-bdraviom/ procedures (2nd ed.). 
New York: Guilford Press. 

Nesdale, D., Maass, A, &. Durkin, K. 
(2005). Group norms, threat, and 
children's racial prejudice. Clrild 
De1.>elopmellt, 76, 652-663. 

Nesheim, S., Henderson, S., Lindsay, 
M., Zuberi, J. , Grimes, v., Buehler,J., 
U ndegren, M. L., &. Bultcrys, M. (2004). 
Prmalal HIV leslillg alld IIlItirdroviral 
prop/'ylasix lit 1111 "rball hospital- Allallta, 
Georgin, 1997-2000. Atlanta, GA: Centers 
for Disease Control. 

Ness, R. B., Grisso, J. A., Hirschinger, N., 
Markovic, N., Shaw, L. M., Day, N. L., &: 
Kline, J. (1999). Cocaine and tobacco use 
and the risk of spontaneous abortion. 
New Ellglalld /oumal of Medicille, 340, 
333-339. 

Nesse, R. M. (2000). Is depression an adap­
tation? Archives ofGelleral Psychiatry, 57, 
14-20. 

Nestler, E. J. (2001, June 22). Total recall­
the memory of addiction. Science, 292, 
2266-2267. 

Nestler, E. J., &. Malenka, R. C. (2004, 
March). The addicted brain. Scietrlific 
American, pp. 78-83. 

Neubauer, A c., &. Fink, A. (2005). Basic 
information processing and the psy­
chophysiology of intelligence. In R. J. 
Sternberg &. J. E. Pretz, Cbg!,itiOl' alld 
itrlelligerrce: Iderrtifyirrg lire mlX/rarrisms 
of lire mitrd. New York: Cambridge 
University Press, 2005. 

Newby-Clark, L R., &. Ross, M. (2003). 
Conceiving the past and future. 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seve nth Ed ition 

I Back Maner Reterencts 

R-44 References 

Persollalily alld Social Psyc/rology Brrlletill, 
29,807-818. 

Newcombe, N. S., Drummey, A. B., Fox, 
N. A., lie, E., &. Ottinger-Alberts, W. 
(2000). Remembering t:>arly childhood: 
How much, how, and why (or why 
not). Currelll Direclions in PsydlOlogical 
Science, 9, 55-58. 

Newell, A., &. Simon, H. (19n). Hrmrmr 
problem solvillg. Englewood Cliffs, Nj: 
Prentice Hall. 

Newman, A. W., &. Thompson, ) . W.,jr. 
(2001). The r ise and fall of forensic hyp­
nosis in criminal inv/:'Stigation. /ollr"al of 
II'e Americall Academy of Psycl,ialry & lire 
lAw, 29, 75-84. 

Newman, C. E, Leahy, R L., Bt:>ck, A. T., 
Rt:>illy-HaTrington, N. A., &. Gyulai, L. 
(2002). Bipolar disorder: A cognilive I/,ero­
py approoc/r. Washington, lX: American 
Psychological Association. 

Newport, E. L., Bavelier, D., &. Neville, H. 
j. (2001). Cr itical thinking about criti­
cal periods: Perspectives on a critical 
period for language acquisition. In 
E. Oupoux (Ed.), umgrrage, brain, arrd 
cognilive d"pelopmerrl: Essays in l,mlOr of 
lac,/lies Melrler. Cambridgt:>, MA: MIT. 

Newport, E, &. Carroll, j. (2002, November 
27). Battle of the bulge: Majority of 
Americans want to lose weight. Gal/lip 
New~ Service, pp. 1-9. 

Nicholson, I. A. M. (2003).im}(,IIfillg per­
s()f,ality: Gordon AllfXJrl m,d lire sciellel 
of selflrood. Washington, DC: American 
Psychological Association. 

Nickt:> rson, R S., &. Adams, M. J. (1979). 
Cogrrilive Psyclrology, 11, Nl. 

NielS{>n, S. L., Smart, O. W., Isakson, R L., 
Wortht:>n, V. E., Grt:>gt:> rsen, A. T., & 
Lambert, M. j. (2004). The Co'rsrwrer 
R"POrls effectiveness score: What did 
consumers report? 10llrnal of Corwselirrg 
Psyclrology. 51, 25-37. 

Nierenberg, A. A. (1998, February 17). The 
physician's pcrspt:>ctive. HealllrNews, pp. 
3-4 

Nigg, I. T., &. Goldsmith, H. H. (1994). 
Genetics of personality disordt:>rs: 
Pt:>rspt:>cti\"es from pt:>rsonality and psy­
chopathology reS{>arch. Psycl,ological 
BlIlIl'lill, 115, 346-380. 

Nikles, C. D., II, Brecht, D. L., Klinger, E., 
&. Bursell, A. L. (1998). The effects of 
current concern- and nonconcern-relat­
ed waking suggestions on nocturnal 
drt:>am content. /o"mal of Personalily olld 
So.;iai Psyclrology, 75, 242- 255. 

Nisbett, R. (1994, October 31). Blue gt:>n{>S. 
New Rqmblic, 211, 15. 

Nisbett, R. (2003). The geography of Ilrorlsh!. 
New York: Free Press. 

Nissle, 5., &. Bschor, T. (2002). Winning the 
jackpot and dt:>p rt:>ssion: Mont:>y cannot 
buy happin/:'Ss. Inlerrraliorral /ormral of 
Psyc/rialry irr Clinical Practice, 6, 183-186. 

Niu, W., & Stt:>rnberg, R I. (2003). Societal 
and school influences on student cre­
ativity: The case of China [Special issue: 
Psychoeducational and psychosocial 
functioning of Chinese ch ildrenJ. 
Psyc/rology ill Ihe Schools, 40, 103-114. 

Noble, H. B. (1999, March 12). New from 
the smoking wars: Success. Tire New 
York Times, pp. 01 - 02. 

Nolen-HOt:>ksema, S. (2004a). Abrrormal p$y­
cJ,ology (3rd ro.). Boston: McGraw-Hill. 

Nolen-HOt:>ksema, S. (2004b). Gender dif­
ferences in risk factors and consequenc­
es for alcohol use and p roblems. Clinical 
Psychology Review, 24, 981-1010. 

Noonan, D. (2005, june 6). A little bit loud­
er, please. Newswuk. pp. 42-50. 

Norcia, A. M., Pei, E, Bonneh, Y., Hou, 
e, Sampath, V., & Petl{>t, M. W. (2005). 
Development of S{>nsi ti vity to texture 
and contour information in tht:> human 
infant. /oumal of Cognilive NeuroscielrC(, 
17,569-579. 

Norlander, T., Von Schedvin, H., &. Archer, 
T. (2005). Thriving as a function of affec­
tive pt:>rsonality: Relation to personality 
factors, coping str'ltegies and stress. 
Auxiety, SIreS5 & Copiug: Au hrlnllaliollal 
lou mal, 18, 105-116. 

NOS{>k, B. A., Banaji, M. R., & Greenwald, A. 
G. (2002). Math=malt:>, me=femalt:>, thert:>­
fort:> ma th ~ me. /oumal of Personalily m,d 
Social Psychology, 83, 44-59. 

Novak, M. A., &. Petto, A. j. (1991). ThrOJIgh 
tire lookill8 glass: Issfll~s of psyc/rologi-
cal well-willg ill caplive ,ronlrrlllrmr pri­
males. Washington, DC: American 
Psychological Association. 

Noyes, R, Ir., Stuart, S. 1':, Langbehn, O. R., 
Hap pel, R L., Longley, S. L., Muller, B. 
A., &. Yagla, S. I. (2003). T/:'St of an inter­
personal modd of hypochondriasis. 
Psyc/rosamalic Medicirre, 65, 292-300. 

Noyes, R., Jr., Stuart, S., Longley, S. L., 
Langbehn, D. R., &. Happel, R. L. (2002). 
Hypochondriasis and fear of death. 
JOII",al of Nervous alld Merrlal Disease, 
190,503-509. 

Noyes, R., Kathol, R. G., Fisher, M. M., 
Phillips, B. M., et al. (1993). Tht:> validity 
of DSM-lIl-R hypochondriasis. Arclriues 
of Gcrreral P,ycJ,ialry, so, 961-970. 

Nucci, L. P. (2002). The development of 
moral reasoning. In U. Goswami (Ed.), 
Blackwrlllrmrdbook of elrildlrood coglli­
live devdopmetrl. Bl/lCkTvell Halldbooks of 
d"pelopmellial psyelrology (pp. 303-325). 
M,llden, MA: Blackwell. 

() The McGraw- Hili 
Companies. 2008 

Nyberg, L., &. Tulving, E. (1996). 
Classifying human long-krm memory: 
Evidt:>nce from converging dissociations. 
Europearr /o"mol 0fCosrrilive Psychology, 
8, 163-183. 

Oatley, K., &. jenkins, j. M. (1996). 
Ullders/anding emolimrs. Oxford, 
England: Blackwell Publishers. 

Obermeyer, e M. (2001, May 18). 
Complexities of a controversial practice. 
Scierrce, 292, 1305-1304. 

O'Brit:>n, C. P., Childr/:'Ss, A. R., Mclellan, 
A. T., & Ehrman, R. (1992). Classical 
condi tioning in drug-dependt:>nt 
humans. In P. W. Kalivas &. H. H. 
Samson (Eds.), Tire lIeurobiology of dmg 
and alcolrol addictwn. AnnAls of Ille New 
York Academy ofSciellces (Vol. 654). New 
York: New York Academy of Sciences. 

Occhionero, M. (2004). Mental processes 
and the brain during drt:>ams. Drramillg, 
14,54-64. 

O'Connor, D. B., &. O'Connor, R. e (2004). 
Pt:>rceived changes in food intake in 
response to stress: The rolt:> of conscit:>n­
tiousness. Siress Aud Heallh: Jorm,al of lire 
Ill/emational Sociely for lire illvesligalioll 
of Stress, 20, 279-291. 

O'Connor, S. e, &. Rosenblood, L K. 
(1996). Affiliation motivation in every· 
day experience: A theo retical com­
parison.Journal of Perso,ralily mrd Social 
Psyc/rology, 70, 513-522. 

O'Donohut:>, W. (Ed.). (1997). Sexrmllrarass­
merrl: l1reory, research, arrd lrealmerrl. 
Boston: Allyn &. Bacon. 

Qt:>hman, A., &. Minch, S. (2003). The mali­
cious serpent: Snakes as a prototypical 
stimulus for an evolved module of 
fear. Curmrl Direcliolls i'r Psyc/rological 
Scierrce, 12, 5-9. 

Qt:>zgen, E., & Davies I. R L (2002). 
Acquisi tion of categorical color percep­
tion: A pt:>rceptual It:>arning approach 
to the linguistic rt:>lati\"ity hypothesis. 
/o"mal of Experimenlal P,ycJ,oloSY: 
Gerreral, 131, 477-493. 

Offer, D., Kaiz, M., Howard, K. I., &. 
Bennett, E. S. (2000). The alter ing of 
rt:>ported experienct:>S. lormral of /Ire 
Americall Academy of Clrild & AdolescclIl 
Psychialry, 39, 735-742. 

Ogbu, j. (1992). Understanding cultural 
diversity and learning. EdricaliOl,al 
Researcher, 21, 5-1 4. 

Oglelrel:', S. M., Martinez, eN., &. Turner, 
T. R. (2004). Pok~mon: Exploring the 
mit:> of gendt:>r. Sex Role5, SO, 851--859. 

O'Grady, W. D., &. Dobrovolsky, M. (Eds.). 
(1996). COIf/empomrylillgrlisticanalysis: 
All ill/rodrlclioll (3rd ed.). Toronto: Copp 
Clark Pitman. 



e I Feldman: hsemials of 
Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

Oishi, S., &. Diener, E. (2001). Goals, 
culture, and subjective well-being. 
P.,.sollalily alld Social Psyclwlogy Bul/elill, 
27,1674-1682. 

O'Keefe, T., &. Fox, K. (Eds.). (2003). Firlding 
Ille real me: Trrle lales of sex (/Ild gellder 
diversily. 5.ln Francisco: Jossey-Bass. 

Okun, B. F. (1996). Underslarrdirlgdiwrse 
families: Wlral practiliOlICr5 IIeed 10 kllow. 
New York: Guilford Press. 

Olds, j., &. Milner, P. (1954). Positive rein­
forcement produ<X>ri by electrical stimu­
lation of septal area and other regions 
of rat brain. loumal of Comparalive alld 
PII!f$iological Psychology, 47, 411-427. 

Olds, M. E., &. Fobes, J. L. (1981). The cen­
tral basis of motivation: Intracranial 
self-stimulation studies. A111/Ual Review 
of Psyclrology, 32, 123-129. 

Oliver, M. B., &. Hyde, J. 5. (1993). Gender 
differences in sexuality: A meta-analy­
sis. Psyclrologieal Bul/elin, 114, 29-51. 

Olshansky, S. J., Carnes, B. A, &. Cassel, 
C. (1990, November 2). In search of 
Methuselah: Estimating the upfX'r limits 
to human longevity. 5ciell~, 250, 634-{;39. 

Olson, D. H., &. DeFrain, J. (2005). 
MMriilges and families: IIIlimacy, diversily, 
Dud strnlgllrs wilh POWt'rWrb. New York: 
McGraw-Hill. 

Olson, M. A., &. Fazio, R. H. (2001). Implicit 
attitude formation through classical 
conditioning. PsydlologicalSciel1u, 12, 
413-417. 

Oppenheimer, D. M. (2004). Spontaneous 
discounting of availability in frequency 
judgment tasks. Psycllological Scinla, 15, 
100-105. 

Oren, D. A, &. Terman, M. (1998, January 
16). Tweaking the human circadian 
clock with light. Sciel1u, 279, 333-334. 

Orenstein, P. (2001). Unbalanced equations: 
Girls, math, and the confidence gap. 
In R Satow (Ed.), Gelid.,. alld social life. 
N"'t:'dham Heights, MA: Allyn &. Bacon. 

Ornat, S. L., &. Gallo, P. (2004). Acquisition, 
learning, or development of language? 
Skinner's "Verbal behavior" re\'isited. 
Spallislr lorlr1101 of Psyclrology, 7, 161-170. 

Orr,S. P., Metzger, L. L &. Pitman, R. K. 
(2002). Psychophysiology of post-trau­
matic stress disorder [Special issue: 
Recent ad\'ances in the study of biologi­
cal alterations in post-traumatic stress 
disorders]. Psydlialric C/illies of Norlh 
America, 25, 271-293. 

Orth-Gomcr, K., Chesney, M. A., &. Wenger, 
N. K. (Eds.). (1996). Womell, slress alld 
Ilearl disease. Mahwah, NJ: Erlbaum. 

Ortony, A, &. Turner, T. J. (1990). 
Wh~t's basic about basic emotions? 
Psycl,ological Revie!v, 97, 315-331. 

Relerenc ts 

Orwin, R. G., &. Condray, D. S. (1984). 
Smith and Glass' psychotherapy con­
clusions need further probing: On 
Landman and Dawes' re-analysis. 
Amerieall Psychologisl, 39, 71-n. 

Oskamp, S. (Ed.). (2000) Redllcing prejll­
dice arrd discrimhmlion. Mahwah, NJ: 
Erlbaum. 

Owens, R. E., Jr. (2001) /.angl/age develop­
mel1l: AI1 illlrodllCliol1 (5th ed.). Boston: 
Allyn &. Bacon. 

Our, E. j., &. Weiss, O. S. (2004). Who 
develops posstraumatic stress disor­
der? Cllrrel1l Direcliolls i,r Psychological 
SciellCe, 13, 169-1n. 

Ozer, E. J., Best, S. R, &. Lipsey, T. L. (2003). 
Predictors of post traumatic stress 
disorder and symptoms in adults: A 
meta-analysis. PSyc/IOJogical BII/lelil1, 129, 
52-73. 

Paabo, S. (2001, February 16). The human 
genome and our view of ourselves. 
SciellCe, 291, 1219-1220. 

Paivio, A (1971). Imagery a"d verbal process­
es. New York: Holt, Rinehart &. Winston. 

Paivio, A (1975). Perceptual comparison 
through the mind's eye. Memory arId 
Cog"ilioll, 3, 635~7. 

Pajares, E (2003). Self-efficacy beliefs, moti­
vation, and achievement in w riting: 
A review of the litera ture. Readillg OIld 
Wrilil1g Qlmrlerly: av..,comil1g uamil1g 
Dijfiwllies, 19, 139-158. 

Palankcr, D., Vankov, A, Huie, P., &. 
BJccus, S. (2005). Design of J high­
r(><lOlution optoelectronic retinal pros­
thesis. lormlal of Nerlral Eughreerillg, 2, 
5105-120. 

Paludi, M. A (Ed.). (1996). SrxrmllUlmss­
melll 011 co/lege compllses: Abrlsillg Ihe 
ivory pow..,. Albany: State University of 
New York Press. 

Paniagua, E A. (2000). Diogllosis ill a ,,1111-
lieuliliral co'rlexl: A casebook for me,rlal 
Ireallll professiollals. Thousand Oaks, CA: 
Sage. 

Papero, A. L. (2005). Is early, high-qual­
ity daycare an asset for the children 
of low-income, depressed mothers? 
DevelopmCIIlal Review, 25, 181- 211. 

Paquette, D., Carbonn(~au, R, &. Dubeau, 
D. (2003). Prevalence of father-child 
rough-and-tumble play and physi­
cal aggression in preschool children. 
Europeall loumal of Psyc/,ology of 
Edllcalioll,18,171-1 ,89. 

Paquier, P. E, &. Marien, P. (2005). A syn­
thesis of the role of the cerebellum in 
cognition. Al'hasiolosy, 19,3-19. 

Parasuraman, R, &. Rizzo, M. (200S). 
Nerlroergollomics: Tile brail1 at work. New 
York: Oxford University Press. 

() The McGraw- Hili 
Companies. 2008 

References R-45 

Park, C. L., &. Grant, C. (2005). 
Determinants of positive and negative 
consequen(ti of akohol oonsumption 
in college students: Akohol use, gen­
der, and psychological characteristics. 
Addictive BdlOViors, 30, 755-765. 

Park, W. W. (20(0). A comprehensive 
empirical investigation of the relation­
ships among variables of the group­
think model. /ollr1ml of Orgallizaliol1al 
Behavior, 21, 873-887. 

Parke, B. N. (2003). Diseoverillg programs for 
lale'rl developmelll. Thousand Oaks, CA: 
Corwin Press. 

Parke, R O. (2002). Punishment revis­
ited-Science, values, and the right 
question: Comment on Gershoff (2002). 
Psychological Bljl/elill, 128, 596-601. 

Parke, R D. (2004). Development in the 
family. Amuml Review of J>sYC/lOlogy, 55, 
365-399. 

Parke, R S., Coltrane, S. Duffy, S., Buriel, 
R. Dennis, j., Powers, j. French, S., 
&. Widaman, K. E (2004). Economic 
stress, parenting, and chi ld adjustment 
in Mexican American and European 
American children. Child Dt'Veiopmeul, 
75,1632- 1656. 

Parker- Pope, T. (2003, April 22). The diet 
that works, Tire W~II Street lormlal, pp. 
RI, R5. 

Parlee, M. B. (1979, October). The friend­
ship bond. Psychology Today, pp. 43-45. 

Parrott, A C. (2002). Re.::rea tional Ecstasy I 
MDMA, the serotonin syndrome, and 
serotonergic neurotoxicity [Special 
issue: Serotonin]. Pharmacology, 
Biochemislry & Bdmvior, 71, 837--844. 

Pascual, A, &. GUCguen, N. (2005). Foot­
in-the-door and door-in-the-face: A 
comparative meta-analytic study. 
PSyc/lologirol Re/lOrls, 96, 122-128. 

Pascual-Leone, A, et al. (1995). Modulation 
of muscle responses e voked by tran­
scranial magnetic stimulation during 
the acquisition of new fine motor skills. 
loumal of Neuroph!f$iology 74, 1037-1045. 

Patel, D. R, Pratt, H. D., &. Greydanus, D. 
E. (2003). Treatment of adolescents with 
anorexia nervosa [Special issue: Editing 
disorders in adolescents]. /ollmal of 
Adolescelll Researe/I, 18, 244-260. 

Patterson, D. R. (2004). Treating pain 
with hypnosis. Curreul Direcliolls i,r 
Psychological Scie"ce, 13, 252-255. 

Paukert, A., Stagner, S., &. Hope, K. (2004). 
The assessment of active listening skills 
in helpline volunte.::rs. Slress, TrOlmla, a"d 
Crisis: Au ilrlemaliotral /ollrllal, 7. 61- 76. 

Paul. A M. (2004). CIlII ofpersollalily: How 
perslJllalily les ts are /eadillg us 10 misedllcnlc 
orlT c/,ildrell. mismal1age or" romp' lIIies iIIrd 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seve nth Ed ition 

R-46 References 

I Back Maner 

misunderslalld oursc/!Jf'$. New York: Free 
I'n>~. 

Paunonen, S. V. (2003). Big Five factors of 
personali ty and replicated predictions 
of beha\'ior. !oumal of Personality alld 
Social Psychology, 84, 411-422. 

Pavlides, c., &. Winson,!. (1989). Influences 
of hippocampal place cell firing in the 
awake state on the activity of these 
cells during subsequent sleep episodes. 
/oumal of Neuroscience, 9, 2907-2918. 

Pavlidis, 1. , Eberhardt, N. L, &. Levine,J. 
A. (2002). Seeing through the face of 
de.:eption. NatuTe, 415, 35. 

Pavlov,1. P. (1927). Omditiolll:d reflexes. 
London: Oxford University Press. 

Pawlik, K., &. d'Ydewalle, G. (199ft). 
Psychology and the global commons: 
Perspecth'es of international psychol­
ogy. Americall Psydrologist, 51, 488--495. 

Payne, D. G. ( \ 986). Hyperamnesia for 
pictures and words: Testing the re.:all 
level hypothesis. journal of Experimelltal 
Psychology; /..Ramillg, Memory, alld 
Cogllit;,m, 11, 16-29. 

Pearson, L &. Clifford, C. W. G. (2005). 
When your brain decides what you see: 
Grouping across monocular, binocu­
lar, and stimulus rivalry. Psyc/rological 
Scil'lIce, 16, 516-519. 

Pedersen, D. M. (2002), lnt rinsic-extrinsic 
factors in sport motivation. Percel'lual & 
Motor Skills, 95, 459-476. 

Pedersen, P. B., Draguns, J. G., Lonner, 
W. J., &. Trimble,J. E. (Eds.). (2002). 
COImselillg across cu/lures (5th cd.). 
Thousand Oaks, CA Sage. 

Pellegrini,S., Muzio, R. N., Mustaca, 
A E., &. Papini, M. R. (2004). Successh'e 
negative contrast after partial reinforce­
ment in the consummatory behavior 
of rats. /..Ramillg alld Motivation, 35, 
303-321. 

Penley, J. A., Tomaka, J., &. Wiebe, J. S. 
(2002). The association of coping to 
physical and psychological health out­
comes: A meta-analytic review. jou",al 
of &Irnviornl Medicilfe, lS, 551--M3. 

Penn, D. L., Corrigan, r. W., BentalJ, 
R. P., Racenstein, j. M., &. Newman, L. 
(1997). Social cognition in schizophre­
nia. Psyclro/08ical Bul/etill, 111, 114-132. 

Penney, J. 8., Jr. (2000). Neurochemistry. In 
B. S. Fogel, R. B. 5<:hiffer, et aL (Eds.), 
Sy"opsis of Ileuropsyclriatry. New York: 
Lippincott Williams & Wilkins. 

Pennington, B. F. (2002). Tire developmellt of 
psyc/ropallrology; N~ture ~Ild IlUrlllre. N(!w 
York: Guilford Press. 

Pennington, 5., Moon, J., & Edgin, J. (2003). 
The neuropsychology of Down syn­
drome: Evidence for hippocampal dys­
fu nction. Child Dn'Clopmeill, 74,75-93. 

Reterencts 

Pennisi, E. (1997, Odober 24). Enzyme 
linked to alcohol sensitivity in mice. 
Sci~rce, 278, 573. 

Pennisi, E., &. Vogel, G. (2000, June 9). 
Animal cloning. Clonl'!S: A hard act to 
follow. Scirnce, 188, 1722- 1727. 

Penzel, F. (2000). Obsessive-comprrlsiw dis­
ordl'rs; A complele guide to gelting well 
mrd stRying well. New York: Oxford 
University Press. 

People Weekly. (2003, June 23). Kid Doc: 
He's no brain surgeon-yet. But Sho 
Yano, 12, is about to s tart med schooL 
Prople Wukly, 125. 

People Weekly. (2004, March 15). Who am I? 
And who are you? Amnesia victim John 
Prigs struggles to regain his memory, 
his family, his life [Interview]. PropTe 
Weekly, 61. p. 136. 

Peplau, L. A (2003). Human sexuality: 
how do men and women differ? Curmrt 
DirectiollS ill Psyclrological Research, 11, 
37. 

Peretz, I. (2001). Brain specialization for 
music: New evidence from congeni­
tal amusia. In R. J. Zatorre &. I. Peretz 
(Eds.), Tire biological forrtrdalions of 
music. Amrals of tire New York Academy 
of Scierrces (Vol. 930, pp. 153-165). New 
York: New York Academy of Sciences. 

Perez, R. M., DeBord, K. A, &. Bieschke, 
K. J. (Eds). (2000). Handbook of counsel­
ing and I,sychotlrempy witlr lesbian, gay, 
mrd bisexrral clients. Washington, DC: 
American Psychological Association. 

Perkins, D. N. (1983). Why the human 
perceiver is a bad machine. In J. Beck, 
8. Hope, &. A Rosenfeld (Eds.), Hummr 
alrd machine visialr , New York: Academic 

"""'. 
Perloff, R. M. (2003). Tire dynamics of Pl'r-

suasion: Corrmrrmicatioll and altitudes in 
the 11st cerrtury (2nd cd.). Mahwah, NJ: 
Erlbaum. 

Peds, F. S. (1970). Geslaillherapy noW; 
Tlrer~py, teclrrriqlles, applicalimrs. Palo 
Alto, CA: Scien<:e and Behavior Books. 

Perls, F., Hefferline, R., &. Goodman, P. 
(1994). Geslalltlrempy; Excitemrtrt alrd 
growtlr ill tire Irrmrmr persmmlily (lnd I'd.). 
New York: New York journal Press. 

Pert, C. B. (2002). The wisdom of the recep­
tors: Neuropeptides, the emotions, 
and bodymind. AdwIlces ill Mirrd-Body 
Medicine, 18, 30-35. 

Pervin, L. A. (2003). Tire sci~rce of persorrali­
ty (2nd I'd.). London: Oxford University 
Press. 

Petersen,S. E., &. Fiez, J. A. (1993). The 
processing of single words studied 
with positron emission tomography. 
Am",al Review of Nellroscie>rce, 16, 
509-530. 

() The McGraw- Hili 
Companies. 2008 

Peterson, A (1985). Pubertal develop­
ment as a cauS{' of disturbance: Myths, 
realities, and unanswered questions. 
Gene/ie, Soc ial arrd Gerreral Psychology 
Morrographs, 111, 205-232. 

Peterson, C. (2000). The future of opti­
mism. Americmr Psyclrologist, 55, 44-55. 

Peterson, c., Maier,S. F., & Seligman, 
M. E. P. (1993). /..Ramed Irelplesslless; A 
tlreory for Jlre age of personal cOlrtrol. New 
York: Oxfo rd University Prcss. 

Peterson, L. R., &. Peterson, M. J. (1959). 
Short- term retention of individual 
items. jOll ... al of Experimental PSYChology, 
58,193-198. 

Peterson, R. A., & Brown,S. P. (2005). On 
the use of beta coefficients in meta­
analysis. jounral of Applied Psyc/rology, 
90,175-181. 

Peterson,S. E. (2001). PET Scarrs. 
Washington University. 

Petri, H. L. (1996). Motivation; Theory, 
research, and applicatiolls (4th cd.). Padfic 
Grove, CA: Brooks/Cole. 

Petrill, 5. A. (2005). Introduction to this 
spedal issue: Genes, environment, 
and the development of reading skills. 
Scierrlific Studies of Readillg, 9, 189- 196. 

Pclrill, S. A., &. Denter-Deckard, K. (2004). 
The heritability of general cognitive 
abili ty: A within-family adop tion 
design. llltelligrrrce, 32, 403-409. 

Pettigrew, T. F. (2004). justice deferred: 
A half century after Brow" v. Boord of 
Edr/calioll. America" Psyc/rologisl, 59, 
521-529. 

Pettigrew, T., &. Tropp, L. (2000). RedUCing 
pre;rrdict alld discriminatiolf. Mahwah, 
NJ: Erlbaum. 

Pettijohn, T. E, & Jungebers. B. J. (2004). 
Playboy playmate curves: Changes in 
facial and body feature preferences 
across social and economic conditions. 
Persmrality arrd Social Psychology BIll/etirr, 
30, 1186-1197. 

Pettingale, K. W., Morris, To, Gr~r, 5., &. 
Haybittle, J. L. (1985). Mental attitudes 
to cancer: An additional prognostic fac­
tor. Lollcel, p. 750. 

Pettito, L. A. (1993) , On the ontogenetic 
requirements for early language acqui­
sition. In B. de Boysson-Bardies, 5. de 
Schonen, P. W. Jusczyk, P. McNeilage, 
&. J. Morton (Eds.), [Jevdopme"tal "1'11-

rOC08llilio"; Speech ~nd f~ce proccssi"g 
i" tire firsl year of life. NATO ASl series 
D; Behavioural ~rrd S<J(i~1 sciences (Vol. 
69). Dordrecht, Netherlands: Kluwer 
Academic. 

Pettito, L. A, & Marentette, P. F. (1991, 
March 22). Babbling in the manual 
mode: Evidenre for the ontogeny of lan­
guage. Science, 151 ,1493-1496_ 



CIt I Feldman: hsemials of 
Und8lstanding Ps~c holog~, 
Sn e nth Edition 

Back Maner 

Pdty, R E., Cacioppo, I. To , Strathman, A. 

I., & Priester, I. R. (2005). To think Or not 
to think: Exploring two routes to per­
suasion. In T. C. Brock & M. C. Green 
(Eds.), PiTSrmsioll: PsyciroJogica/ illsig/rls 
mrd perspectives (2nd ed.). Thou5.1nd 
Oaks, CA: Sage Publications. 

Phelps, R P. (2005). Defetrditrg stmrdardized 
testing. Mahwah, NI: Lawrence Erlbaum 
Associates. 

Philip, P., Sagaspe, P., Moore, N., Taillard, 
I., Charles, A., Guilleminault, c., & 
Bioulac, B. (2005). Fatigue, sleep restric­
tion and driving performance. Accidellt 
Allalysis a"d Prevelltioll, 37, 473-478. 

Phillips, E. L, Greyd;mus, D. E., Pratt, 
H. D. , & Patd, D. R (2003). Treatment of 
bulimia nervosa: Psychological and psy­
chopharmacologic considerations [Special 
issue: Eating disorders in adolescents]. 
jOlmral oj Adoiescnrt Reserlrc/r, 18, 261-279. 

Phinney, I. S. (2003). Ethic identi ty and 
accultura tion. [n K. M. Chun, O. Balls, 
& P. Organista (Eds.), Accultu.atiOlr; 
AdV<lnas i,r Ilreory, measuremellt, arrd 
applied researclr. Washington, OC: 
American Psychological Association. 

Piagd, J. (1970). Piagd'S theory. In P. H. 
Mussen (Ed.), Carm;drad's marlllal of 
clrild psyclrology (3rd ed" VoL I). New 
York: Wiley. 

Piaget, J., &; [nhelder, B. (1958). Til .. growlir 
of logica/tlrinking fronr clrildlrood 10 ndoles­
arrce (A. Parsons & 5. Seagrin, Trans.). 
New York: Basic Books. 

Piasecki, T. M., Kenford , S. L, Smith, 
S. 5., Fiore, M. c., & Baker, T. B. (1997). 
Listening to nicotine: Negative affect 
and the smoking withdrawal conun­
drum. PsyclroJogical Sciena, 8, 184-189. 

Picchioni, D., Goeltzenleucher, B., Green, 
O. N., Convento, M. I., Crittenden, 
R, Hallgnm, M., & Hick, R A. (2002). 
Nightmares as a coping mechanism for 
stress. Dmmring; loumal of lire Associalioll 
fortJreSludyojDreams, 12, 155-169. 

Pich, E. M., Pagliusi, S. R., Tessari, 
M., Talabot-Ayer, D., Hooft van 
Huijsduijnen, R, &; Chiamulera, C. 
(1997, January 3). Common neural sub­
strates for the addictive properties of 
nicotine and cocaine. Scieua, 275,~. 

Piechowski, M. M. (2003). From William 
lames 10 Maslow and Dabrowski: 
E)(cilabili ty of characte r and self-actu­
alization.ln O. Ambrose, L M. Cohen, 
et aL (Eds.), CrealitlC ;lIlel/igellce; Toward 
IIreo.dic i"legralioll; Perspeclives 011 

creativity (pp. 283-322). Cresskill, NJ: 
H~mpton Press. 

Pihlgren, E. M., Gidycz, C. A., & Lynn, S. 
J. (1993). Impact of adulthood and ~do­
lescent r~pe (')(periences on subsequent 

Relerenc ts 

se)(ual fantasies. [,IIl1girraliorr, Cog,riliorr 
arrd Persollalily, 12, 321-339. 

Piliavin, J. A., & Piliavin, I. M. (1972). 
Effect of blood on n!actions to a vic­
tim. lor,mal of Pers<JIralily mrd Social 
Psyclrology, 23, 353--362. 

Pilling. M., & O,wies, I. R. L. (2004). 
Linguistic relativism and colour cogni­
tion. Britislr jorrrnal oj Psyclrology, 95, 
429-455. 

Pincus, T., & Morley, S. (2001). Cognitive­
processing bias in chronic pain: A 
review and integration. Psychological 
BIll/elill, 127, 599-617. 

Pinel, I. P. I., Assanand, 5., & ~hman, D. 
R (2OlXJ). Hunger, eating and ill health. 
Anrericnn Psyclrologis/,55, 1105--1116. 

Pinker, S. (1994). Tire larrgllage irrstinc/. New 
York: William Morrow. 

Pinker, S. (2002). Tire bJmrk siate; Tile mod­
ern denial of Irrmrnrr rratr,re. New York: 
Viking. 

Pinker, S. (2004). How I/,r mind roorks. New 
York: Gardner Books. 

Pinkerton, S. D., Bogart, L. M., Ce.::il, H., & 
Abramson, P. R. (2002). Factors associ­
ated with masturbation in a collegiate 
sample. JOImral of P,;yclrology arrd HIlmall 

Sexuality, 14, 103- 11.1. 
Pinkerton,S, D., Cecil, H " Bogart, 

L. M., & Abramson, l~ R. (20C(3). The 
pleasures of sex: An e mpirical im'esliga­
lion. Cognilion and EnrotiOlr, 17, 341-353. 

Pipe, M. E., Lamb, M. E., & Orb.1ch, Y. (2004) 
Recent research on children's testimony 
about e)(perienced and witnessed events. 
Drodopmentnl Ra'iew, 24, 440-468. 

Pi-Sunyer, X. (2003). A clinical view of the 
obesi ty problem. 5cierrce, 299, 859-860. 

Plomin, R. (2003a) . .50 ye~rs of DNA: What 
it has meant to psychological science. 
Americmr Psyclrologi,;nl Society, 16, 7--8. 

Plomin, R. (2003b). Gener~1 cognitive abil­
ity. In R Pomin, I. C. DeFries, e t al. 
(Eds.), BelraVioral 8"orelics irr lire poslge­
IIomic ",a. ~Vashingt"'n, OC: American 
Psychological Assodation. 

Plomin, R., & Caspi, R. (1999). Behavioral 
genetics and person.ality. In L A. Pervin 
& O. P. John (Eds.), Hmrdbook of perwnnl­
ity; Tlreorymrd resrun:lr. (2nd ed.). New 
York: Guilford. 

Plomin, R., & Kovas, Y. (2005). Generalist 
genes and learning disabilities. 
Psyclrological Bul/elior, 131, 592-617. 

Plomin, R. , & McClearn, G. E. (Eds.) 
(1993). NalrH'e, lI1lrlu.e alld psyc/'oJ­
ogy. Washington, DC American 
Psychological Association. 

Plomin, R., & McGuffin, P. (2003). 
Psychop~thology in the postgenomic 
era. Amrrml Review oj Psyclrology, 54, 
205-228. 

() The McGraw- Hili 
Companies. 2008 

References R-47 

Plomin, R., & Nciderhiser, I. M. (1992). 
Genetics and experien~. Currelll 
Diree/iollS in PsychologiC'll1 Sciellce, 1, 
160-163. 

Plomin, R., & Walker, S. O. (20(3). Genetics 
and educational psychology. British 
jormral of Edrlen/iorml Psyclrology, 73, 
3--14. 

Plomin, R, DeFries, I. c., Craig, I. W., & 
McGuffin, P. (2003). Bellaviom/genelics 
i,r /I,,, poslgellomic erg. Washington, DC: 
American Psychological Association. 

PIous, S. (1996a). Altitudes toward the usc 
of animals in psychological research 
and education: Results from a national 
survey of psychologists. Americmr 
PS!ldlO/ogist, 51, 1167- 1180. 

Pious, S. (1996b). Attitudes toward 
the use of animals in psychological 
research and educ~lion: Results from a 
national survey of psychology majors. 
PsycllOlogical Sciellce, 7, 352-358. 

Pious,S., & Herzog, H. A. (2000, October 
27). Poll shows researchers favor lab 
animal protection. Scierrce, 290, 711. 

Pious, S. L., & Zimbardo, P. G. (2004, 
September 10). How social science c~n 
reduce terrorism. Tlr" Clrrr:mic/e of Higher 
EdrlCatiorr, pp. B9- B1O. 

Plunket t, K., & Wood, c. (2004). The devel­
opment of children's understanding of 
grammar. In j. Oates and A. Grayson 
(Eds.), Cognitive mrd Imrgrrage develop­
meut ill clrildre/r (pp. 163--204). Malden, 
MA: Blackwell Publishers Open 
University Press. 

Plulchik, R (1980). Emoliorr, a psychorrvolrr ­
tionary synllresis. New York: Harper & 
Row. 

Pogarsky, G., & Piquero, A. R. (2003). 
Can punishment encourage offend­
ing? Investigating the "resetting" 
effec t. lo".,ral of Researcl! ill Cr;,,,,, and 
Ddinqr,ency, 40, 95-120. 

Polivy, J., & Herman, C P. (20(2). Causes 
of eating disorders. Amlllal Rf1]iewoj 
Psyd,ology, 53, 187- 213. 

Polivy, j ., Herman, C. P., & Boivin, M. 
(2005). Ea ting disorders. In j. E. Maddux 
and B. A. Winstead, Psyclropatlrology: 
ForwdatiOlrs for a cOlrtemporary rwder­
starrdillg (pp. 229-254). Mahwah, Nj: 
Lawrence Erlbaum Associates. 

Polk, N. (1997, March 30). The trouble with 
school testing systems. Tire New York 
Times, p. CN3. 

Pollack, A. (2000, May 30). Neural cells, 
grown in labs, raise hopes on brain dis­
ease. Tire Nelli York Times, pp. 01, 06. 

Pollack, M. H., & Marzol, I'. C. (2000). 
Panic: Course, complica tions and 
treatment of panic disorder. lormral of 
Psycl!oplramracology, 14, S25-530, 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

I Back Maner Reterencts 

R-48 References 

Polyakov, A., & Pratt, H. (2003). 
El!!drophysiologic cor~lat!!s of di~c­
tion and elevation cures for sound 
localization in the human brainstem. 
Ilflemn/iollal Jorrmal of Arrdiology, 42, 
140-151. 

Pomerlau, O. F. (1995). Individual dif­
ferences in sensitivity to nicoline: 
Implications of genetic research on nico­
line dependence [Special issue: Genelic, 
environmental, and situational fac-
tors medialing the effects of nicolinel. 
Behavior Gelletics, 25, 161-177. 

Pomponio, A. T. (2002). PsycilOlogical COllSt'­
quenccs of terrorism. New York: Wiley. 

Poniewozik, James (2002, June 17). 
Hollywood, the mob and John Gotti. 
Time, p. 37. 

Ponterotto, J. G., Grelchen, D., Chauhan, 
R. V. (2001). Cullural identity and mul­
ticultural assessment: Quantitative and 
qualita tive tools for th!! clinician. In 
L. A. Suzuki, &. J. G. Pont!!rotlo (Eds.), 
Handbook of mu/ticul/ural aS$e$$Rlellt: 
Clinical, psychological, alld educatiollal 
applicatiolls (2nd ed.). San Francisco: 
Jossey-Bass/ Pfeiffer. 

Popp, D., [)Qnovan, R. A., &. Crawford, M. 
(2003). Gender, race, and spee.:h style 
stereotypes. Sex Roles, 48, 317-325. 

Porkka-Heiskanen, 1., Strecker, R. E., 
Thakkar, M., Bjorkum, A. A., Greene, R. 
W., &. M<Carley, R. W. (1997, May 23). 
Adensosine: A mediator of the sleep­
inducing effects of prolonged wakeful­
ness. Sciella, 276, 1265-1268. 

Porte, H. 5., &. Hobson, J. A. (1996). 
Physical motion in dreams: One 
meaSUre of three theories. Jormral of 
Abllormal Psyclrology, 105, 329-335. 

Porter, C L., &. Hsu, H. C (2003). First-time 
mothers' perceptions of efficacy during 
the transition to motherhood: Links to 
infant temperament./ourllal of Family 
Psycilology, 17,54-64. 

Posner, M.I., & DiGirolamo, G. j. (2lXlO). 
Cognitiv!! n!!uroscience: Origins and 
promise. Psyclrological Bul/etin, 126, 
873--889. 

Potheraju, A., &. Soper, B. (1995). A com­
parison of self-reported dream themes 
for high school and college students. 
College Slrrdenl/orrmal, 29, 417-420. 

Poundstone, W. (2003). How would you move 
Moullt Fuji?: MiCro5<Jf!'s cull of the puzz/e. 
Boston: li ll Ie, Brown. 

Povinelli, D. J., &. Vonk, J. (2004). We 
don't n~ a microscope to !!"plore the 
chimpanzee's mind. Mind mrd ulIIgrmgr, 
19,1-28. 

Praisner, C L. (2003). Attitudes of elemen­
tary school principals toward the 

inclusion of students wi th disabilities. 
Exceplio,,~1 Childrell, 69, 135-145. 

Pratt, H. D., Phillips, E. L., Greydanus, 
D. E., & Patel, D. R. (2003). Eating dis­
orders in the adole~nt population: 
Future directions [Special issue: Eating 
disorders in adolescents]. Jorrmal of 
Adoli'SCfllt Resrorclr, 18,297-317. 

Pressley, M. (1987). Are keyword method 
effects limited to slow presentation 
rates? An !!mpirkally based reply 
to Hall and Fuson (1986)./oumal of 
Edllcaliollol Psychology, 79, 333-335. 

P~ssman, S. D., Cohen, S., Miller, G. E., 
Barkin, A., Rabin, B. S., & Treanor, J. J. 
(2005). Loneliness, social nelwork s ize, 
and immune response to influenza vac­
cination in college freshman. Healtlr 
Psyc/rology. 24, 297-306. 

Pretzer, j. L., &. Beck, A. T. (2O(5). A cogni­
tive theory of personality disorders. 
In M. E Lenzenwl!ger &. j. F. Clarkin 
(Eds.), Major theories of persollalily disor­
der (2nd <?d.). New York: Guilford Press. 

Price, D. D. (2000, June 9). Psychological 
and neural mechanisms of the affec­
tive dimension of pain. Scierrce, 288, 
1769-17n. 

Pri~, CV. (2005). Homosexuality, trnosvC$­
tism and transsexUi"llity: Rcflcctioos on thcir 
etymology and diffen.'flt~ltion. /lrlenratiorral 
Jormral ojTmlfsgmderism, 8, 15 -18. 

Prislin, R., Brewer, M., &. Wilson, D. j. 
(2002). Changing majority and minor­
ity positions within a group versus 
an aggrl!gate. Persollality and Social 
Psychology Brrlletin, 28, 65()-647. 

Prohovnik, L, Skudlarski, 1~, Fulbright, 
R. K., Gore, j. C, &. Wexler, B. E. (2004). 
Function.,1 MRI changes before and after 
onset of reporicd emotions. Psyclriatry 
Rescare/r: Nerrroinwging, 132, 239--250. 

Prokasy, W. E, Jr., &. Hall, j. F. (1963). 
Primary stimulus generalization. 
Psydrological Review, 70, 310-322. 

Puca, R. M. (2005). The influence of the 
achievement motive on probability esti­
mates in pre- and post-decisional action 
phases. /ournal of Researclr ilf Persolfality, 
39, 245-262. 

Purves, D., Augustine, G. J., Fitzpatrick, D., 
Katz, L. C, LaMantia, A., & McNamara, 
J. O. (Eds.). (1997). Neuroscience. 
Sunderland, MA: Sinau!! r. 

Putnam, E W. (2000). Oissociatiw disor­
ders. In A. J. Sameroff, M. Lewis (Eds.), 
Handbook of developmental psyc/ropatlrol­
ogy (2nd ed.). Dordr=ht, Netherlands: 
Kluwer Academic Publish{'TS. 

Quenot, J.I'., Boichot, C, Petit, A., Falcon­
Eicher, S., d'Athis, 1'., Bonnet, C, Wolf, 
J. E., Louis, 1'., &. Brunotte, F. (2005). 

() The McGraw- Hili 
Companies. 2008 

Usefulness of MRI in the follow-up of 
pa ti!!nts with repaired aortic coarctation 
and bicuspid aortic valve.lllterllatimral 
ja.mral of CArdiology, 103,312-6. 

Quinn, D. M., Kahng, 5. K., &. Crocker, J. 
(2(04). Discreditable: Stigma effects of 
revealing a mental illness history on 
test performance. Personalilyand Social 
Psydrology Bul/elirr, 30, 803-815. 

Quinn, T. C, &. Overbaugh, j. (2005, June 
10). HIV / AIDS in women: An expand­
ing epid!!mk. Science, J08, 1582-1583. 

Rabin, j. (2004). Quantification of color 
vision with cone contrast sensitivity. 
Visual Neurosciellce, 21, 483-485. 

Rachman, S., &. deSilva, P. (2004). Pmric 
disorders: Tire faCIS. Oxford, England: 
Oxford University Press. 

Rahman, Q., Kumari, V., &. Wilson, G. D. 
(2003). Sexual orientation-related differ­
ences in prepulse inhibition of the 
human startle response. Behavioral 
Neurosciellce, 117, 1096-1102. 

Rakoff, V. M. (1995). Trauma and adoles­
cent ritl!S of initiation. In R. C Marohn 
&. S. C F!!instein (Eds.), Adolescent psy­
drialry: DI'Ve/opmerrlal and c/inirol sludies 
(Vol. 20). A"'wls of tire American Society 
f'" Adolesallt Psyc/riMry. Hillsdale, NJ' 
Analytic Press. 

Ramachandran, V. S. (1995). Filling in 
gaps in logic: Reply to Durgin et al. 
Percrplia.r, 24, 841-845. 

Ramachandran, V. S. (2004). A brirftorrr 
of Irrmrmr colfsciorrsrress: From ilfftxJSlor 
poodles to purple mmrbers , New York: Pi 
Press. 

Rambaud, C, & Guilleminauit, C (2004). 
"Back to sleep" and unexplain<?d death 
in infants./oumal of Sleep ami Sleep 
Diwrdus, 27,1359-1366. 

Rampon, C, Jiang. C. H., Dong. H., Tang. 
Y., Lockhart, D. J., Schult:lz, P. G., et al. 
(2lXlO). Effects of environmental enrich­
ment on gene expression in th!! brain. 
Proceedillgs of the Natiollal Academy of 
Sciellces, 97, 12880-12884. 

Ramsay, M. C, Reynolds, C R., &. 
Kamphaus, R. W. (2002). Essentials of 
behavioral assessmerrt. New York: Wiley. 

Raskin, N. J., &. Rogers, C R. (1989). 
Person-centcr<?d therapy. In R. J. 
Corsini, & D. W<?dding (Eds.), Crrrrerri 
psyclrotlrerapies (4th <?d.). Itasca, IL: E E. 
Peacock. 

Ratcliff, R., &. McKoon, G. (1989). Memory 
models, t!!xt processing, and cu!!­
d!!p!!ndent retrieval. In H. L. Roediger 
Ill&. F. 1. M. Craik (Eds.), Varieties of 
memory alld colfsciorrslless: Essays ilr 
lrotfoflr of Elfdrl Trrlvillg. Hillsdale, NJ: 
Erlbaum. 



e I Feldman: hsemials of 

Und8lstanding Ps~cholog~, 

Sn enth Edition 

Back Maner 

Rattani, M. C, LaFu(i, G., & Brown, W. T. 
(2004). Prospe<:ts fOT gene therapy in the 
Fragile X Syndrome. Mellial Relardaliotr 
alld Developme.rlal DisabiJjli~ ReSi'Orch 
Reviews, 10, 75-81. 

Rauschecker, J. P., & Shannon, R V. (200S, 
February 8). Sending sound to the brain. 
Science, 295, 1025-9. 

Ravindran, A V., Matheson, K., Griffiths, 
J., Merali, Z., & Anisman, H. (2002). 
Str(>ss, coping, uplifts, and quality of life 
in subtypes of depr(>ssion: A mnceptual 
hamework and emerging data. JOliTl/a/ 
of Affective DiSl)rders, 71, 121-130. 

Rawsthome, L. J., & Elliot, A. J. (1999). 
Achievement goals and intrinsic 
motivation: A meta-analytic review. 
Persona/ily mrd Social Psyclrology RroieIV, 
3,326-344. 

Ray, W. J. (2000). Mellrods: Toward a sei­
Ima of bdravior and experilma (6th ed.). 
&Imont, CA: Wadsworth. 

Raymond, J. (20t)3, March 24.). Now for a 
br(>ath of fresh air. Newsweek, p. 67. 

Redding, G. M. (2002). A test of size­
scaling and relative-size hypotheses 
for the moon illusion. Perception mrd 
Psychophysies, 64, 1281-1289. 

Redding, G. M., & Hawley, E. (1993). 
~ngth illusion in fractional Muller-Lyer 
stimuli: An obje<:t-perception approach. 
PercepliOlr, 22, 819-828. 

Redish, A D. (20(4). Addiction as a com­
putational process gone awry. Science, 
306,1944-1947. 

Re&:I, S. K. (1996). Cog"itioll: TI,eory alld 
applicat;olls (4th 00.). Pacific Grove, CA: 
Brooks/Cole. 

Reese, R. J., Conoley, C W., & Brossart, 
D. F. (2002). Effectiveness of telephone 
counseling: A field-based investiga­
tion. Jormral of COlllrseiing Psyc/rology, 49, 
233-242. 

Re/inetti, R. (200S). Circadia" p/,ysiology. 
New York: C RC Press. 

Reichman, W. E., & Rabins, P. V. (1996). 
Schizophrenia and other psychotic dis­
orders. In W. E. Reichman, & P. R Katz 
(Eds.), Psyc/rintric care in tire mmillg /rome. 
New York: Oxford University Press. 

Reif, A, & Lesch, K. P. (2003). Toward a 
molecular architecture of personality. 
Belraviorlral Brain Researclr, 139, 1-20. 

Re ijonen, J. H., PraU, H. D., Patel, D. R, 
& Greydanu$, D. E. (2000). Eating dis­
orders in the adolescent population: 
An overview [Spe<:ial issue: Eating 
disorders in adolescents1. Joumol 0/ 
Adoleseenl Resenrclr, 18,209-222. 

Reisberg, D. (1997). Cognilimr: Exploring 
II'e $cier,ce of Ihe milld. New York: W. W. 
Norton. 

Relerencts 

Reiss,S., & Havercamp, S. M. (2OOS). 
Motivation in developmental context: A 
new method for studying self-adualiza­
tion. /o,m,a/ of H,,,,,m,i$lic Psyd,oIogy, 45, 
41-53. 

Reitman, J. S. (1965). Cognition ami tlwl/glrt. 
New York: Wiley. 

Relier, J. P. (2001). Infl~lence of maternal 
stress on fetal behavior and brain 
development. Biology of lire Neonate, 79, 
168-171. 

Remington, G. (2003). Understanding anti­
psychotic 'atypicality': A clinical and 
pharmamlogical m,)ving target.lorrrllal 
of Psyc/,ialry & NeuTOsciellce, 28, 275-284. 

Rescorla, R. A. (1988). :ravlovian condi­
tioning: It's not what you think it is. 
Americm, Psyc/rologist, 43, 151-160. 

Reyna, V. F. (1997). Conceptions of memory 
development with implications for 
reasoning and decision making. In R. 
Vasta (Ed.), Am,ais "f d,i/d developme"t: 
A researcl, om"ral (Vol. 12, pp. 87-118). 
London: Jessica Kingsley. 

Reynolds, C. R., & Ramsay, M. C (2003). Bias 
in psychological aSSt~ment: An empiri­
cal review and recommendations. In J. R 
Graham & J. A Naglieri (Eds.), HOlldbook 
of psyd,ology: A~mml psychology (Vol. 
10, pp. 67-93). New York: Wiley, 

Reynolds, R. I., & Takooshian, H. (1988, 
January). Where were you August 8, 
1985? B'llIelill of tire Psyclrotromic Society, 
26,23- 2S. 

Rhue, J. W., Lynn, S. J., & Kirsch, L 
(Eds.). (1993). Harrdbook of c/i"ienl 
Irypllosis. Washington, IX: American 
Psychological Association. 

Ricciuti, H. N. (1993). Nutrition and men­
tal development. Currelrt Direc/iolls in 
Psydwlogicnl Science, 2, 43-46. 

Rice, M. L., Tomblin, J. B., Hoffman, L., 
Richman, W. A., & Marquis, J. (2004). 
Grammatical tense deficits in childr(>n 
with SU and nonSpo?Cific language 
impairment: Relationships with non­
verbal IQ over time. lorrmal of Speech, 
Lmrgunge. alld Hearill8 Resrnrch, 47. 
816-834. 

Rice, V. H. (Ed.). (2000). Hmrdbook of stress, 
coping alld /realllr. Thous.lnd Oaks, CA: 
Sage. 

Richard, M. (2OOS). Eff,~ctive treatment of 
eating disorders in :Europe: Tn:>a tment 
outcome and its predictors. Errropeo" 
Eati"g Disorders Review, 13, 169-179. 

Richardson, A. S., lkrgen, H. A., Martin, 
G., Rocger, L., & Allison, S. (2OOS). 
Percei\'ed academic performance as an 
indicator of risk of attempted suicide in 
young adolescents. Arc/,ives 0/ S'licidc 
Resrnrd',9, 163-176" 

() The McGraw- Hili 
Companies. 2008 

References R-49 

Richgels, D. J. (2004). Paying attention to 
language. Readi"g Research Q'lorlerly, 39, 
470-477. 

Riedel, G., Platt, B., & Micheau, J. (2003). 
Glutamate receptor function in learning 
and memory. Belrnvioural Brain Researclr, 
140,1-47. 

Rieder, R. 0., Kaufmann, C. A, & Knowles, 
J. A (1996). Genetics. In 
R. E. Hales & S. C. Yudofsky (Eds.), Tire 
Americall Psyd,i~lric Pr~s $y"opsis of 
psyd,iatry. Washington, IX: American 
Psychiatric Press. 

Rierdan, J. (1996). AdolesCt'IIt srricide: 
OllC resp,;mse to adlH:T$ity. In R S. 
Feldman (Ed.)., Tire psyclrology of 
adlH:rsity. Amherst, MA: Unh'ersity of 
Massachusetts Press. 

Ringold, D. J. (1996). Social criticisms of 
target marketing: Process or product? In 
R. P. Hill (Ed.), Marketing aud cmrsum" 
researcl, in tire public i"IeTt'$/. Thousand 
Oaks, CA: Sage. 

Riniolo,1. c., Kolooin, M., Drakulic, 
G. M., & Payne, R. A. (2003). An archi­
val study of eyewitness memory of the 
Titanic's final plunge. lorm,nl of Gmeral 
Psychology, 130, 89-9S. 

Rinn, W. E. (1984). The neuropsychol-
ogy of facial expression: A review of 
neurological and psychological mecha­
nisms for producing facial expressions. 
Psychologic~1 B,lIlelill, 95, S2- 77. 

Rinn, W. E. (1991). Neuropsychology of 
facial expression. In R. S. Feldman & 
B. Rime (Eds.), F,urda,,,,,,,lols af "01'­
t""bni behavior. Cambridge, England: 
Cambridge University Press. 

Rioult-Poootti, M. S., Friooman, D., & 
Donoghue, j. P. (2()()), October 20). 
Learning-induced LTP in neocortex. 
Scimce, 290, 533-536. 

Ripley, A (2005, March 7). Who says a 
wOman can't be Einstein. Time, SI-60. 

Rivera-Gaxiola, M., Klarman, L., Garcia­
Sierra, A., & Kuhl, P. K. (2005). Neural 
patterns to speech and vocabu-
lary growth in American infants. 
Neuroreport: For Rapid Commrmicnlioll of 
Neuroscumce Resea"I" 16,495-498. 

Rizley, R. c., & Rescorla, R. A (1972). 
Associations in higher order condi­
tioning and sensory pre-conditioning. 
Jar""al of Co"'p~rative alld Physiological 
P$yd,ology, 81,1-11. 

Rizza, M. G, & Morrison, W. F. (2003). 
Uncovering stereotypes and identifying 
characteristics of gifted students and 
students with emotional/behavioral 
disabili ties. Roeper Review, 25, 73-77. 

Robert-McComb, J. J. (2001). Physiology 
of stress. In J. J. Robert-McComb (Ed.), 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

A.-SO References 

I Back Maner 

EMillg diSQrders ill loomell ~lId cilildrell: 
PreWllliOIl, slress mall~gemelll, alld ,,,,,,,­
mellI, pp. 119-146. Boca Raton, FL: C RC 
Pn:>ss. 

Roberts, S. M. (1995). Applicability of the 
goodness-of-fit hypothesis to coping 
with daily hassles. PSyc/loiogical Reports, 
77,943-954. 

Robinson, N. M. (2003). Two wrongs do 
not make a right: 5;)crificing the needs 
of gifted students does not solve soci­
dy's unsolved problems. jOllrllal for the 
Edllcolioll of the Gifted, 26, 251-273. 

Rock, A. (1999, January). Quitting time for 
smokers. Mmrey, pp. 139-141. 

Rodd, Z. A., Bell, R. L., Sable, H. J. K., 
Murphy,J. M., & McBride, W. J. (2CJO.l). 
Recent ad\'ances in animal mod-
els of alrohol craving and relapse. 
Plumrracology. Biochemistry mId Behavior, 
79,439-450. 

Roediger, H. (1990). Implicit memory: 
Retention wi thout remembering. 
Americall PSyc/lQlagi$l, 45, 1043-1056. 

Roediger, H. L. , 1lI, &. McDermott, K. B. 
(20<Xl). Tricks of memory. Currellt 
Direclions in Psychological Sci/mCl', 9, 123-
127. 

Roediger, H. L. , & McDermott, K. B. (1995). 
Creating false memories: Remembering 
words not presented in lists. jormrnl 
of Experimelllol Psychology: Lcarllillg, 
Memory, alld Cogllitioll, 21,803-814. 

Roehricht, E, &. Priebe, S. (2002). Do cmes­
thesias and body image aberration 
characterize a subgroup in s<:hizophre­
nia? Acta Psychialrica Scallditlavic~, 105, 
276-282. 

Roesch, S. C, Adams, L., Hines, A., 
Palmores, A., Vyas, P., Tran, C, Pekin, 
S., & Vaughn, A. A. (2005). Coping 
with prostate cancer: A meta-analytic 
n:>view. jOll",al oj Behavioral Medicille, 28, 
281-293. 

Rogers, C R. (1951). Clielll...:"elliered Iherapy. 
Boston: Houghton-Mifflin. 

Rogers, C R. (1971). A theory of personal­
ity. In S. Maddi (Ed.), Perspt'Cliws on 
personalily. Boston: Little, Brown. 

Rogers, C R (1995). A way ofheillg. Boston: 
Houghton Mifflin. 

Rogers, M. (1988, February 15). The return 
of 3-D movies-on TV. Newsweek, pp. 
60-<2. 

Rogers, P. (2002, August 2). Too much, too 
soon. People, pp. 79-82. 

Rogers, P., &. Eftimiades, M. (1995,July 
24). Bearing witness. People Weekly, pp. 
42-43. 

RogIer, L. H. (1999). Methodological sourc­
es of cultural insensitivity in mental 
health research. America" Psydrologist, 
54,424-433. 

Reterene ts 

Rohm, W. G. (20t)3). Test-tube family 
n:>union: Louise Brown turns 25. Happy 
birthday, IVE Wired. 

Roisman, G. 1., Collins, W. A. Sroufe, L. A., 
&. Egeland, B. (2005). Predictors of 
young adults' representations of and 
behavior in their current romantic rela­
tionship: Prospective tests of the proto­
type hypothesis. Atlacimrelll and Hlmlrlll 
Developmml, 7, 105-121. 

Roizen, N. J., &. Patterson, D. (2003). 
Down's syndrome. umcel, 361,1281-
1289. 

Rolland,J. 5., &. Walsh, E (19%). Family 
therapy: Systems appr(l,lches to assess­
ment and treatment. In R E. Hales & 
S. C Yudofsky (Eds.), The Americarl 
Psychiatric Press synopsis of psyclliatry. 
Washington, lX: American Psychiatric 
rre,,;. 

Rollman, G. B. (2004). Ellmocuitural ooria­
liollS in Ille experie"CI' of poill. Mahwah, 
NJ: Lawrence Erlbaum Associates. 

Romano, E., Tremblay, R. E, Vitaro, E., 
Zexcolillo, M., &. Pagani, L. (2001.) 
Prevalence of psychia tric diagnoses 
and the role of perceived impairment: 
Findings (rom an adolescent commu­
nity sample. jor/rnal of Child Psychology 
rIIld Psycllialry and Allied Diseiplhres, 42, 
451-461. 

Rorschach, H. (1924). Psychadiagllosis: A 
diagnoslic lesl based 011 perceplion. New 
York: Grune &. Stratton. 

Rosch, E. &. Mervis, C B. (1975). Family 
resemblances: Studies in the internal 
structure of categories. Cognitive­
Psycirology. 7,573-605. 

Rose, N., & Blackmore,S. (2002). Horses 
for courses: Tests of a psychic claim­
ant. /olmllli oj /Ill' Sociely for Psychical 
Researcll, 66, 29-40. 

Rose, S. A, Feldman, J. E, &. Jankowski, 
J. J. (2002). Pro<:essing speed in the 
1s t year of life: A longitudinal study 
of preterm and full-term infants. 
Developmelllal PSYChology, 38, 895-902. 

Rosen, D. (1999, May 10). Dieting disor­
der: A physician's perspective. Harvard 
MenIal Heallh Newsleller, p. 4. 

Rosen, H. (2000). The creative e\'olu-
tion of the theoretical foundations for 
cognitive therapy. jOlmwl of Cognitive 
Psycilotllerapy, 14, Special i$$lIe: Creativily 
ill tire C011lexl of cogllitive Ilrerapy, 123-
134 

Rosen, J. (2005, August 28.) The future v. 
Roberts. The NI'UJ York Times Magazille, 
pp. 24-29, 44, 50-51. 

Rosenberg, D., &: Bai, M. (1997, October 13). 
Drinking and dying. Newsweek, p. 69. 

Rosenberg, L., &: P~rk, S. (2002). Verbal and 
spatial functions across the menstrual 

() The McGraw- Hili 
Companies. 2008 

cycle in healthy young women. Psyclroll 
ellroe"docrillOlogy, 27, 834-841. 

Rosenbloom, T., &. Wolf, Y. (2002). Sensation 
seeking and detection of risky road signals: 
A developmental perspective. Acdde,,' 
A"alysis arrd Prevenlion, 34, 569-580. 

Rosenhan, D. L. (1973). On being sane in 
ins.lne places. Seielrce, 179,250-258. 

Rosenkranz, M. A., Jackson, D. C, Dalton, 
K. M., Dokski, 1., Ryff, C D., Singer, B. 
H., Muller, D., Kalin, N. H., Davidson, 
R. J. (2003). Affective style and in vivo 
immune response: neurobehavioral 
mechanisms. Proceedillgs of tile NaliOllal 
Academy of Scie"ces, 100, 48-52. 

Rosenkranz, M. A., Jackson, D. C, Dalton, 
K. M., Dolski, I., Ryff, C D., Singer, 
B. H., Muller, D., Kalin, N. H., &: 
Davidson, R. J. (2003, September 16). 
Affective style and in vi\'o immune 
response: neurobehavioral mechanisms. 
Prrxeedillgs of Ille National Academy 
afScie"ces, USA, 100, 11148-11152. 
Retrieved from http:/ /www.pnas.org/ 
cgi / reprint / I 00 / 19/ 11148?maxtoshow= 
&.HITS=10&hits= 10&.RESULTFORMAT 
=& fulltext=da vidson+ 2003&searchid= 
1125413201748_ 4140&stored_search= 
&FIRSTINDEX=O&'journalcode=pnas 

Rosenman, R H., Brand, RJ., Sholtz, RI., &: 
Friedman, M. (1976). Multh'ariate pre­
diction of coronary heart disease during 
8.5 year follow-up in the Western col­
laborative group study. Americall/aufllal 
of Cardiology, 37, 903-910. 

Rosenstein, D. S., &. Horowitz, H. A. (1996). 
AdoleS<:ent attachment and psychopa­
thology./olmraf ojCo/1slllting and Clinical 
Psyclrology, 64, 244-253. 

Rosenthal. E. (2005, June 3). For fruit 
flies, gene shift tilts sex orientation. 
/IIlemaliollal Herald Tribrme, p. C1. 

Rosenthal, J. (1997, March 9). The age 
boom. The New York Times Magazille, pp. 
39-43. 

Rosenthal, R. (2002). Covert communica­
tion in classrooms, clinics, courtrooms 
and cubicles. American Psyclrologist, 57, 
838-849. 

Rosenthal. R. (2003). Covert communica­
tion in laboratories, classrooms, and the 
truly real world. Curmll DirecliOlls hr 
Psyclrological Sciellce, 12, 151-154. 

Rosner, H. (2001, April 30). The s<:ienc(> of 
O. New York, pp. 25-31. 

Ross, H. E. (2000). Sensation and percep­
tion. In D. S. Gupta, S. Deepa, &. R. M. 
Gupta, ct a!. (Eds.), Psycllology for psy­
cllialrisls (pp. 20-40). London: Whurr 
l'ublishers. 

Ross, H. E., &. Plul;- C (2002). Ti,e mystery 
of lite mOOIf illlISioll: Explorilfg she percep­
lio". Oxford: University Press. 



e I Feldman: hsemials of 

Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

Ross, L, &. Nisbett, R. E. (1991). TIre perSOll 
alld lire silllaliim. New York: McGraw­
Hill. 

Ross, M., &. Newby, I. R. (1996). 
Distinguishing memory from fantasy. 
Psyc/rologicallllqrriry, 7, 173-177. 

Ross, P. (2003, September). Mind readers. 
ScielltiJic Americall, pp. 74-77. 

Ross, P. E. (2004, April). Draining the lan­
guage out of color. Scielltific Aml'rican, 
pp.46-51. 

ROSSt:ll, S. L, Bullmore, E. T., Williams, S. 
C. R., & David, A S. (2002). 5<;>" differ­
ences in fundional brain activation dur­
ing a le"ical visual field task. Brail' "lid 
umguage, 00, 97-105. 

R<K~ier L O,~ho"mu 0._ MrCra .. , R. R. 
(2005). Structural and mean level 
analyses of the Five-Factor Model 
and locus of control: Further evidence 
from Africa. Jormlnl of Cross-Cultuml 
Psyc/rology, 36, 227-246. 

Roter, D. L, Hall, J. A., & Aoki, Y. (2002). 
Physician gender effects in medi-
cal communication: A meta-analytic 
review. /oumal of lire Americall Medical 
Association, 288, 756-764. 

Roth, A., &. Fonagy, P. (1996). What works 
for whom? A criliclIl rt'view of psycholhulI­
py re5tllrclr. New York: Guilford Press. 

Rothblum, E, D. (1990). Women and 
weight: Fad and fiction. /ournlll of 
Psychology, 124,5-24. 

Rothman, A L &. Salovey, P. (1997). 
Shaping perceptions to motivate healthy 
behavior: The role of message framing. 
Psychological BIIllelill, 121, 3-19. 

Roughton, R. E. (2002). Rethinking homo­
sexuality: What it teaches us about 
psychoanalysis. jOlmml of the Amuican 
PSYc/loonlllytic Associlltioll, SO, 733-763. 

Roush, W. (1995, September 1). Can "reset­
ting" hormonal rhythms ttt:at illness? 
Sciellce, 269, 122D-1221. 

Routtenberg, A., & Lindy, J. (1965). Effects 
of the availability of rewarding septal 
and hypothalamk stimulation on bar 
pressing for food under conditions of 
deprivation. jourlml 0fComparalif!/' and 
Physiological Psydrology, 60, 158-161. 

Rovee-Collier, C. (1993) , The capacity for 
long-term memory in infancy. Crrrrrtrl 
Directions ill PsychologiclIl Scirtrce, 2, 
130-135. 

Rowe, J. B., Toni, I., Josephs, 0., 
Frackowiak, R. 5. J., & Passingham, 
R. E. (2000, June 2). The ptt:frontal cor­
tex: Response selection or maintenance 
within working memory? Scielree, 288, 
1656-1660. 

Rowley, S. L Sellers, R. M., Chavous, T. M., 
&. Smith, M. A (1998). The relationship 
between racial identity and self-esk>em 

Relerencts 

in African American college and high 
school students. jorrmal of Persollalily 
alld Social Psychology, 74, 715-724. 

Roysirc~r, G. (2005). Culturally sensitive 
assessment, diagn<:>'lis, and guidelines. 
In M. G. Constantine & D. W. Sue 
(Eds.), Strat,'gies for vrrilding mU/licII{(ural 
competelree ill melltallrmllh and edllclI­
liolllli st>lIillgs. New York: Wiley. 

Royzman, E. B., Cassidy, K. W., & Baron, J. 
(2003). "I know, you know": Epistemic 
egocentrism in children and adults. 
Review of Gelleral Psyclrology, 7, 38-65. 

Rozencwajg, P., Cherfi, M., Ferrandez, A. 
M., Lautrey, L Lemoine, c., & Loarer, 
E. (2005). Age-tt:lated differences in 
Ih .. slrat"gies usoo by middl .. 3goo 
Jdults to solve J block design task. 
Inlematiollal Jormlnl of Agillg and Hrmrmr 
Devrlopm,."t, 60, 159-182. 

Rozin, P. (1990). The importance of social 
factors in understanding theacquisi­
lion of food habits. In E. D. Capaldi &. 
T. L. Powley (Eds.), Tasle, experiellcc, 
alldfccdillg. WaShington, DC: American 
Psychological AssociJtion. 

Rozin, P., Kabnick, K., Pde, E., Fischler, c., 
&. Shield s, C. (2003). Th" ecology of eat­
ing: Smaller portiof'l sizes in France than 
in the Unitoo States help explnin the 
French paradox. PSJlchological Sciellce, 
14,450-454. 

Rubenstein, C. (1982, July). Psychology'S 
fruit flies. Psychology Today, pp. 83-84. 

Rubichi, 5., Ricci, E, Padovani, R., &. 
Seaglietti, L. (2005). Hypnotic suscepti­
bility, baseline atten.tional functioning. 
and the Stroop task. COllsciousness //lId 
Cognilioll: An/ntemational/oumal, 14, 
296-303. 

Rubin, D. C. (1985, September). The subtle 
dcceiver: Recalling our past. Psychology 
Today, pp. 39-46. 

Rubin, D. C. (1995). Memory ill orallradi­
tiolls. New York: Oxford University 
Press. 

Rubin, D. C. (1999). Remembering Ollr pasl: 
Studies illllutoviogmpilicol memory. New 
York: Cambridge University Press. 

Rubin, B. D., &. Katz, L. C. (1999). Optical 
imaging of odorant representations in 
the mammalian olfactory bulb. Neuroll 
23, 499-511. 

Ruby, C. L. (2002). Are terrorists mentally 
deranged? Allalyscs of SociallSSlles alld 
P"blic PoliCY, 2, 15-26. 

Rudman, L. A., & Glick, P. (2001). 
Prescriptive gender st"rcotypes and 
backlash toward agentic women. JOllmal 
of Sociallssrres, 57, 743-762. 

Runco, M. A, & 5.1kamoto, S. O. (\993). 
Reaching creatively gifted students 
through their learning styles. In R. M. 

() The McGraw- Hili 
Companies. 2008 

References R-51 

Milgram, R. 5. Dunn, &. G. E. Price 
(Eds.), Teac/'ing alld cormselit'g gifted 
alld lalenled adolesn:rrls: All ill"'maliorral 
learlling slyle perspectiw. Westport, CT: 
Praeger /Greenwood. 

Ruscher, J. B., Fiske, S, T., &. Schnake, 
S. B. (2()(x)). The motivated tactician's 
juggling act: Compatible vs. incompat­
ible impression go.11s. Brilislr jOlmlll1 of 
Social Psyclrology, 39, 241- 256. 

Russell, J. A (1991). Culture and the cat­
egorization of emotion. Psyclrological 
Blrl/elin, 110,426-450. 

Russell, J. A, & Sato, K. (1995). Comparing 
emotion words between languages. 
/olmlai of Cross CII/trrral Psychology, 26, 
384~191 

Russo, N. (1981) ,Women in psychology. 
In L. T. Iknjamin, Jr. &. K. D. 1.owman 
(Eds.), Activities /rolldbook for lire teach­
illg of psychology. Washington, oc: 
American Psychological Association. 

Russo, R., & Parkin, A J. (1993). Age differ­
ences in implicit memory: More appar­
ent than reaL Memory & Cognilioll, 21, 
73-80. 

Rut ter, M. (2002). Nature, nurture, and 
d"velopment: From evangelism through 
science toward policy and practice. 
Clrild De-!..:lopmClrt, 73, 1- 21. 

Ryan, R. M., & Deci, E. L. (2000). In trinsic 
and extrinsic motivations: Classic 
definitions and new directions. 
COlltemporary EduclltiOllal Psyclrology, 2S, 
54-67. 

Rychlak, J. (1997). III drfrllse of IlIm,,,,r COn­

sciollsness. Washington, DC: American 
Psychological Association. 

Ryff, C. D., & Singer, B. (2003). Flourishing 
under fitt:: Resilience as a prototype 
of challenged thriving. In C. L. Keyes 
&. J. Haidt (Eds.). F/orrris/lillg: Positive 
psyclrologya"d Ihe life well-lived, pp. 
15-36. Washington, DC: Amerkan 
Psychological Association. 

Rymer, L Wilson, R., & B~llard, K. (2003). 
Making decisions about honnone 
replacement therapy. British Medical 
joumal, 326, 322- 326. 

Rymer, R. (\994). Genic: A scienlific tmgedy. 
New York: PengUin. 

Saab, C. Y., & Willis, W. D. (2003). The cer­
ebellum: Organization, functions and 
its role in nociception. Brain Research 
Rl'Views, 42, 85-95. 

Sa~riluoma, P., Karlsson, H., l yytinen, 
H., Teras, M., & Geisl"r, F. (2004). 
Visuospatial represent~tions used by 
chess experts: A preliminary study. 
Europearr /arr",al of Cognitive Psychology, 
16,753-766. 

Saariluoma, P., & Laine, T. (2001). 
Novice construction of chess memory, 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seve nth Ed ition 

I Back Maner Reterencts 

A.-52 References 

Scalldiml(Jiall !,,,,mal of Psyclwlogy, 42, 
137-146. 

Saarni, C (1999). [)we/opillg emoliOllal com­
pelem:e. New York: Guilford. 

Sabater, j., &. Sierra, C (2005). Review on 
computational trust and reputation 
models. Artificinl Ilftellige,rce Review, 24, 
33-<0. 

Sachs-Ericsson, N., joiner, T., Plant, E. A., 
&. Blazer, D. G. (2005). The influence 
of depression on cognitive decline in 
community-dwelling elderly ~rsons. 
American !aumal of Gerialric Psychiatry, 
13,402-408. 

Sackeim, H. A., Haskett, R. E, Mulsant, 
B. H., Thase, M. E., Mann, J. j., Pettinati, 
H. M., Greenberg, R. M., Crowe, 
R. R, Cooper, T. B., &. Prudic, j. (2001). 
Continuation pharmacotherapy in the 
prevention of relapse following ele.:­
troconvulsive therapy: A randomized 
controlled trial. !oumal of II,e American 
Medical Associalim" 285, 1299-1307. 

Sackheim, H. A, Luber, B., Katzman, 
G. P., d al. (1996, September). The effects 
of electroconvulsive therapy on quanti ta­
tive electroencephalograms. Arc/rives of 
Gelleral Psydu'alry, 53, 814-824. 

S.lcks, O. (2003, luly 28). The mind's eye. 
Tire New Yorker, pp, 48-59. 

s.lczynski, L Willis, S., and Schaie, K. 
(2002). Stra tegy use in reasoning 
training with older adults. Agilfg, 
Neurol,sydwlogy. &Coglfilimr, 9, 48-60. 

S.ldker, M., &. Sadker, D. (1994). Fnililfg at 
ftimess: How America's schools cileal girls. 
New York: Scribners. 

S.lffran, E. M., &. Schwartz, M. F. (2003). 
Language. In M. Gallagher &. R j. 
Nelson (Eds.), Hmrdbook of psyclrology: 
Biological psychology (Vol. 3, pp. 595-
636). New York: Wiley. 

Sagi, A., Koren-Karie, N., Gini, M., Ziv, 
Y., &. loels, T. (2002). Shedding further 
light on the effeds of various types and 
quality of early child care on infant­
mother attachment relationship: The 
Haifa Study of Early Child Care. Child 
Developrrreut, 73, 1166-1186. 

Saks, M. J., &. Koehler, j. j. (2005, August 
5). The coming paradigm shift in foren­
sic identification science. Scielfu, 309, 
892-895. 

Salovey, P., Rothman, A. I., [ktweiler, J. S., 
&. Steward, W. T. (2000). Emotional 
states and physical health. American 
Psydwlogist, 55, 110-121. 

Salthouse, T. A. (1996, July). The pr<X(>ss­
ing-speed theory of adult age differ­
ences in cognition. I'sycl,ological Review, 
103,403-428. 

Salvy, S. L Mulick, J. A., &. Butter, E, 
(2C104). Contingent ek'Ctric shock (SlUIS) 

and a conditione<! punisher eliminate 
severt> head banging in a preschool 
child. BeirafJiorallnlerventio"s, 19, 59-n. 

Samantaray, S. K., Srivastava, M., &. 
Mishra, P. K. (2002). Fostering self 
concept and self actualization as bases 
for empowering women in national 
development: A challenge for the new 
millennium. Social Scielfce Irrtemaliorral, 
18,5Ik:>3. 

Sams, M. Hari, R., Rif, I., &. Knuutila, 
J. (1993). The human auditory 
memory trace persists about 10 sec: 
Neuromagnetic evidence. !oumal of 
u.gnitive NeurO$cie"ce, 5, 363-370. 

Samuda, R. j. (1998). Psyc/rologicailesting 
of American minorities: Issues and rorrse­
qr,errces. Thou5.1nd Oaks, CA: Sage. 

Samuda, R. J., &. Lewis, j. E. (1999). 
Multicultural assessment for the 
twenty-first century. In W. j. Lonner &. 
D. L. Dinnel (Eds.), Merging pasl, pres­
e"l, alld fUlu"" ill cross-e,,/tural psyclrol­
ogy: Selecled papers from lire Fourleelllil 
",/erualiollal COI'gress of lire /nlemaliollal 
Associalioll for Cross-Cultural Psyclrology 
(pp. 137-145). Lisse, Netherlands: Swets 
&. Zeitlinger. 

Sandoval, I., Frisby, C. L., Geisinger, 
K, F., Scheuneman, J. D., &. Grenier, 
J. R. (Eds.). (1998). Tesl inlerpre/aliOIf 
and diversily: Acirieving eqllity in aSS<'SS­

menl. Washington, OC: American 
Psychological Assoc iation. 

s',nsone, c., &. Harackiewicz, I. M. (Eds.). 
(20<Xl). Inlrillsic aud extrinsic moli!J<llioll. 
Orlando, FL: Academic Press. 

s',nz, C. (20<Xl). Implementing LIBRA for 
the design of experimental research in 
SLA urtrgrrage Leamilfg mrd Teclrrro/ogy 
Millennial issue 13, 27-31. 

s.'per, C. B., Lu, J., Chou, T. c., & Gooley, 
J. (2005). The hypothalamic integra­
tor for circadian rhythms. T",."ds i" 
Neurosciellce, 28, 152-157. 

Sapolsky, R M. (2003). Gene therapy for 
psychiatric disorders. America" /ourllal 
of Psyclrinlry, 160, 208-220. 

S.,udino, K. j., &. Plomin, R (1996). 
Personality and behavioral genetics: 
Where have we been and where are we 
going? Journal of Research in Persorrnlity, 
30, 335-347. 

Savage-Rumbaugh, E. S., Murphy, J., 
Sevcik, R A., Williams, S., Brakke, K., 
&. Rumbaugh, D. M. (1993). Language 
comprehension in ape and child. 
MOlrograpl's of /I,e Society for Researd, ill 
a,iId Developm<'"l1/, 58(3, 4). 

Savage-Rumbaugh, 5., &. Brakke, 
K. E. (1996). Animal language: 
Methodological and interpretive issues. 
In M. Bekoff &. D. Jamieson (Eds.), 

() The McGraw- Hili 
Companies. 2008 

Readings ill a"imal cogllilion. Cambridge. 
MA: M IT. 

Sawa, A, &. Snyder, S. H. (2002, April 26). 
Schizophrenia: Diverse approaches to a 
complex disease. Sciellce, 296, 692-695. 

S.lxe, R, Carey; 5., & Kanwisher, N. (2004). 
Understanding other minds: A linking 
de\'elopmental psychology and func­
tional neuroimaging. Ammnl Review of 
Psycirology, 55, 87-124. 

SayeHe, M. A. (1993). An appraisal dis­
ruption model of alcohol's effects on 
stress l\'sponses in social drinkers. 
Psycllo/ogical Bul/eti", 114, 459-476. 

Saywitz, K., &. Goodman, G. (1990). 
Unpublished study reported in 
Goleman, D. (1990, November 6). 
Doubts rise on children as witnesses. 
Tire New York Times, pp. C-l, C-6. 

Scarr, S. (1993). Genes, ex~rience, and 
development. In D. Magnusson, P. 
lules, &. M. Casa"r (Eds.), Longitudillal 
researclr 0" illdividual developme"t: 
Presenl slalus alld fUlure perspeclives. 
European IIetwork Oil lo"giludinal 
studies 0>, ;"dividual developmenl, 8. 
Cambridge, England: Cambridge 
University Press. 

Scarr, S. (1998). American child Care today. 
Arrrericmr Psyclrologist, 53, 95-108. 

Scarr, S., &. Weinberg, R. A. (1976).I.Q. test 
performance of black children adopted 
by white families. American Psyc/rologisl, 
31, n6-739. 

Seaturo, D. J. (2004). Fundamental clinical 
dilemmas in contemporary group psy­
chotheupy. Group Allalysis, 37, 201-217. 

Schaaf, J. M., Alexander, K. W., Goodman, 
G. S., Ghetti, 5., Edelstein, R S., & 
Castelli, P. (2002). Children's eyewit­
ness memory: True disclosures and 
false reports . In B. L. Bottoms, M. Bull 
Kovera, et a1. (Eds.), Cllildm" social sci­
ellce, and I/,e law (pp. 342-377). New 
York: Cambridge Universi ty Press. 

Schab, E R., &. Crowder, R G. (Eds.). 
(1995). Memory for odors. Mahwah, NI: 
Erlbaum. 

Schachter,S., & Singer, J. E. (1%2). 
Cognitive, social, and physiologi­
cal determinants of emotional state. 
Psyclro/ogica/ Review, 69, 379-399. 

Schacter, D. L., &. Badgaiyan, R. D. (2001). 
Neuroimaging of priming: New per­
spectives on implicit and explicit mem­
ory. Cur",.,,1 Di",.cliolls ill Psychological 
Science, 10, 1-4. 

Schacter, D. L. &. Scarry, E. (Eds.) (20<Xl). 
Memory, brain, mrd wlief. Cambridge, 
MA: Harvard University Press. 

Schacter, D. L., Wagner, A. D., &. Buckner, 
R. L. (2000). Memory systems of 1999. 
In E. Tulving. F.1. Craik, 1. M_ Fergus . et 



e I Feldman: hsemials of 
Und8lstanding Ps~cholog~, 

Sn enth Edition 

Back Maner 

al. (Eds.), The Oxford I,andbook of merllfJry. 
N..,w York: Oxford Univ..,rsity Pn:>ss. 

Schader, R. T. (2000). $o<:iology; A brief 
illlroducliOl' (3rd ed.). Boston: MeCraw­
Hill. 

Schafer, M., &. Crichlow, S. (1996). 
Ante.::edents of groupthink: A quantita­
tive study. lormral of COIrj/icl Resolrllioll, 
40,415-435. 

Schaie, K. W. (1991). Developmental 
d..,signs revisited. In S. H. Cohen &. H. 
W. Reese (Eds.), Life-s",,11 d<"Ve/opmelllal 
psychology; Melhodological illnovalions. 
Hillsdale, NJ: Erlbaum. 

Schai.." K. W. (1994). The course of adult 
intellectual development. Americall 
PsycllfJlogisl. 49, 304-313. 

Schaie, K. W. (1996).lntelledual develop­
ment in adulthood. In I. E. Birn:>n &. K. 
W. Schaie (Eds.), Hlllldbook of Ihe psychol­
ogy of aging (4th ed., pp. 266-286). San 
Diego, CA: Academic Press. 

Schaller, M., &. Crandall, C. S. (Eds.) (2004). 
The Psych%gical fo,,"dolio"s oj c"/­
I"",.. Mahwah, NJ: Lawr..,nC(> Erlbaum 
Associates. 

Schaller, M., Asp, C. H., Rosell, M. c., &. 
H..,im, S. J. (1996). Training in statistical 
reasoning inhibits the formation of erm­
ncous group stereotypes. Perwll,,/ity "nd 
Social Psychology Sul/e/in, 22, 829--844. 

Schapira, A. H. V. (1999). Clinical review: 
Parkinson's disease. Bri/isll Medical 
lo,mml, 318, 3\1-314. 

Sche.::hter, T., Finkelstein, Y., Koren, G. 
(2005). Pregnant "DES daught..,rs" 
and their offspring. Gmadim, Family 
Physician, 51. 493-494. 

Schedlowski, M., &. Tewes, U. (Eds.) (1999). 
PsycllfJlleliroimnrrlllology; All illterdisci­
plillary illtrotirlC/ioll. New York: Plenum. 

Scheff, T. J. (1m). Beillg mellially il/; A 
socioiogica/lI,rory (3rd ed.). Hawthn:me, 
NY: Aldine de Gmyter. 

Sch..,ier, M. E, Carver, C. S., & Bridges, M. 
W. (1994). Distinguishing optimism 
from neuroticism (and trait anxiety, 
self-mastery, and self-esteem): A revi­
sion of the Life Orientation Test. 10llmal 
of Personality alld Social Psycllology, 67, 
1063-1078. 

Schiffer, A. A, Pedersen, S. S., 
Widdershoven, I. W., Hendriks, E. H., 
Winter, J. B., & [)enollet, J. (2005). The 
distn:>ssed (type 0) personality is ind ...... 
pendenlly associated with impaired 
h..,alth status and inc n:>ased d"'pres-
sive symptoms in chronic heart fail-
ure. Ellroperm loumal of Cardiovascular 
I'revell,ioll m,d Rehabili'a,ioll, 12, 341- 346. 

Schiffman, S. S., Graham, B. G., Sattely­
Miller, E. A, &: Zervakis, J. (2002). Taste, 
smell and neuropsychological perfor-

Relerencts 

mance of individuals at familial risk 
for Alzheimer's dis<~ase. NI!urobi%gy of 
Agillg, 23,397-404. 

Schillinger, D., Bindman, A., Wang, 
E, Stewa rt, A., &: Pidt.." 1. (2004). 
Functional health li teracy and the qual­
ity of physician-patient communica­
tion among diabetes patients. Pa/iell/ 
Educa,ioll alld COllnselillg. 52, 315-323. 

Schmidt, N. B., Kotov, R, &. loiner, 
T. E., Jr. (2{)()4). Taxomelrics; TOW<lrd 
a IIeW diagnas'ic sc/'eme for psyc/'opa-
1/,0/ogy. Washington, DC: American 
Psychological Association. 

Schneider, D. J. (2003). TI'e PSYChology of sk­
reolypillg. New York: Guilford Press. 

Schnurr, P. P., & Cozza, S. J. (Eds.). (2004). 
Iraq war clilliciOlI guide (2nd ed.). 
Washington, DC: National Center for 
Post-Traumatic Stre,55 Disorder. 

Schoen, L. M. (1996). Mnemopoly: Boord 
games and mnemonics. Tenc/,ing of 
Psycl,ology, 23, 30-3:2. 

Schoenpflug, U. (2003). The handbook of 
cullun:> and psychology. lorm",1 of Cross­
Culiliral Psychology, 34,481-483. 

Schofield, W., &. Vaughan-Jackson, P. 
(1913). WIlli I a boy sholiid h,ow. New 
York: Cassell. 

Schorr, A. (2001). Appraisa l: The evolution 
of an idea. In K. R. Scherer, A. Schorr, "t 
al. (Eds.), Appraisal processes ill emoliml; 
Theory, melhods, research. Series ill affec­
tiw scierrce, pp. 20-34. London: Oxford 
University Press. 

Schredl, M" &: Piel, E. (2005). Gender dif­
ferences in dreaming: Are they stable 
over time? Persollalily IIIld h,diuidllal 
Dijferellces, 39, 309-316. 

Schretlen, D., Pea rison, G. D., Anthony, I. 
c., Aylward, E. H., Augustine, AM., 
Davis, A, &. Barta, P. (2000). Elucidating 
the contributions of processing speed, 
..,,,ecutive ability, and frontal lobe 
volume to normal age-n:>lated differ­
..,nces in fluid intelligenC(>./oumal oj Ihe 
Inlemaliolla/ Neurop.>ycl,ological $o<:ie/y, 
6, 52~1. 

Schupp, H. T., Ohman, A., lunghofer, M., 
Weike, A., Stockburger, I., &. Hamm, 
A. O. (2004). The facilitated processing 
of threatening faces: An ERP analysis. 
Emolioll, 4, 189-200. 

Schult, R. K. (2001). IIIvI'S/igali"g II,e social 
world: TI,e process alld praclia of T"/!SeIIrc/,. 
Thousand Oaks, CA: Sage. 

Schwartz, B. L. (2001). The re lation of tip­
of-the-tongue states and retrieval time. 
Memory & Cogllitioll,29, 11 7- 126. 

Schwartz, B. L. (2002). The phenomenology 
of natura lly-occurring tip-of-the-tongue 
states: A diary study. In S. P. Shohov 
(Ed.), Aduall't'S ill f15:ycl,ology research 

() The McGraw- Hili 
Companies. 2008 

References R-Sl 

(Vol. 8, pp. 73-84). Huntington, NY: 
Nova. 

Schwartz, B. L., Travis, D. M., Castro, 
A. M., &: Smith, S. M. (2000). The phe­
nomenology of real and illusory tip-of­
the-tongue states. Memory & Coglli/iol', 
28. 18- 27. 

Schwartz, I., &. Wald, M. L. (2003). NASA's 
CUfS('?: "Groupthink" is 30 years old, 
a nd still going strong. Ti,e New York 
Timl'S, p. Cl. 

Schwartz,S., &: Maquet, P. (2002). Sleep 
imaging and the neum-psychologi­
cal assessment of dreams. T",.nds ill 
Coglliliue Scie."':, 6, 23-30. 

Schwarz, N., Bless, H., Strack, E, Klumpp, 
G.,et al. (1991). Ease of retrieval as 
information: Another look at the avail­
ability heuristic.lollrllal of Persollality 
IIIld Social Psychology, 61. 195-202. 

Scullin, M. H., Kanaya, T., &; Ced, S. I. 
(2002). Measurement of individual dif­
fen:>nces in children's suggestibi lity 
across situations. 10llmal of Experimelltol 
Psycl,ology; App/il!d, 8, 233-246. 

Sears, D. O. (1986). Coll"'Se sophomori'$ in 
the laboratory: Influences of a narrow 
data base On social psychology's view 
of human natun:>. lo, ... ,al of Personality 
"lid Social PSyciIO/Ogy, 51, 515-530. 

Sears, R. R. (1977). Soun::es of life satisf,lC­
tion of the Terman gifted men. Americall 
Psychologist,32,119-128. 

Sebel. P. S., Bonke, B., &; Winograd, E. 
(Eds.). (1993). Memory alld aWarelll:ss 
i" anes/hl'Sia. Englewood Cliffs, Nl: 
Prcntice-Hall , 

Seeley, R., Stephens, T., &: Tate, 1'. (2000). 
Alla/omy & Physiology (5th cd., p. 384). 
Boston: McGraw-Hill. 

Segal. N. L. (1993). Twin, Sibling, and 
adoption methods: Tests of evolutionary 
hypotheses. Americ"n Psycl,ologisl, 48, 
943-956. 

Segall, M. H., Campbell, D. T., & 
Herskovits, M. J. (1966). The irrf/'Ier,(e of 
,ul/ure on m'sual perceplion , New York: 
Bobbs-Merrill. 

Segerstrom, S. c., &. Miller, G. E. (2{)()4). 
Psychological stress and the human 
immune system: A meta-analy tic study 
of 30 years if inquiry. Psychological 
Blil/elin, 130, 601-630. 

Seibt, B., &: Forster, J. (2005). Stereotype 
threat and performance: How self-ste­
reotypes influence prOC<.'ssing by induc­
ing regulatory foci./ourrra/ of Personality 
arrd Social Psychology, 87, 38-56. 

Seidenberg, M. S., & Petillo, L. A. (1987). 
Communication, symbolic commu­
nica tion, and langu~ge: Comment on 
5.wage-Rumbaugh, McDonald, Sevcik, 
Hopkins, &: Rupert (1986)·lo, ... ,al of 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seve nth Ed ition 

I Back Maner Reterencts 

A.-54 References 

Experimenlal Psychology: General. 116, 
279-287. 

Seligman, M. E. P. (1975). Helplf'$s"ess: 0" 
depre$$icm, development, and death. San 
Francisco: Freeman. 

Seligman, M. E. P. (1988, Odober). Baby 
boomer blues. Psydrology Today, p. 54. 

Seligman, M. E. P. (1995, December). 
The effediveness of psychotherapy: 
The Consrrmer Reports study. American 
Psyclrologisl, SO, 965-974. 

Seligman, M. E. P. (1996, o<:tober). 
Scienc(> as an ally of practic(>. Americall 
Psyclrologisl, 51, lon-I079. 

Selikowitz, M. (2003). Down syndrome 
across the lifespan. jormwl of'"tel/ee/rml 
mrd DevelopllfClltal Disability, 28, 312-313. 

Selkoe, D. J. (1997, January 31). 
Alzheimer's disease: Genotypes, phe­
notype, and treatments. Scielfce, 275, 
630-631. 

Selkoe, D. J. (2002). Alzheimer's disease is 
a synnptic failure. Scie"Ct:, 298, 789-791. 

Sells, R. (1994, August). HOllfoscifiolity 
study. Paper presented at the annual 
meeting of the American Statistical 
Assocation, Toronto. 

Selsky, A. (1997, February 16). African 
males face circumcision rite. Tire 8osto" 
Globe, p. C7. 

Selt7.cr, L. ( 1986). Paradoxical strategies ill 
psyclrot!rerapy. New York Wiley. 

Selye, H. (1976). Tire stress of life· New York: 
McGraw-Hill. 

Selye, H. (1993). History of the stress con­
~pt. In L. Goldberger & S. Breznitz 
(Eds.), Ha"dbook of stress: TI,eoreticol a"d 
cli"ical aspects (2nd ed.). New York: Free 
Press. 

Semler, C. N., & Harvey, A. G. (2005). 
Misperception of sleep can adversely 
affect daytime functioning in insom­
nia. Be/roviorrr Re$l'Qrclr arrd TI,erapy, 43, 
843-856. 

Seroczynski, A D., Jacquez, F. M., & Cole, 
D. A. (20t)3). rNpression and suicide 
during adol(>scenc(>. In G. R. Adams, M. 
D. Berzonsky (Eds.), Blad'lWl/ handbook 
of adolescence. Malden, MA: Blackwell 
Publishers. 

Serok, S. (2ooo). Imrovative applica/imrs of 
gestalttlrerapy. New York Krieger. 

Serpell, R. (2000). Intelligence and culture. 
In R. St(>rnb(>rg (Ed.), Harrdbook of illtelli­
gellce. Cambridg(>, England: Cambridg(> 
University Press. 

Seventh U.s. Circuit Court of Appeals. 
(2001). Chicago Firefiglrters /..o(al2, eI al. 
v. City of Chicago, etal. Nos. 00-1272, 
00-1312,00-1313,00-131 4, and 00-1330. 
Chicago,lL. 

Seyf~rth, R. M., & Cheney, D. L. (1992, 
De.:ember). Meaning ~nd mind in mon-

keys (vocaliza tions and inten t). SCientific 
America", 267, pp. 122-\28. 

Seyfarth, R., & Chenl:'y, D. (1996). Inside 
the mind of a monkl:'y. In M. B/:'koff & 
D. Jamieson (Eds.), Re<ldings i" a"imal 
cog"itiOlr. Cambridge, MA: MIT. 

Shadish, W. R., Cook, T. D., & Campbell, D. 
T. (2002). EXpt'riwmtal alrd qrrasi-experi­
me"tal desig"s for grtleralized ca, jsal i"fer­
ellce. Boston: Houghton Mifflin. 

Shapiro, A. P. (1996). HyperlensiOl' a"d 
stress: A unified co"cept. Mahwah, NJ: 
Erlbaum. 

Shapiro, Y., & Gabbard, G. O. (1994). A 
reconsideration of altruism from an evo­
lutionary and psychodynamic perspe.:­
live. Ellries & Be/ravior, 4, 23-42. 

Shappell, S., & Wiegmann, D. A. (2003). A 
Inrmmr error approaclr to avialioll accide"t 
analysis: Tire IlIwrm, factors mralysis arrd 
classification system. Ald(>rshot, England: 
Ashgatl:'. 

Sharma, J., Angelucci, A., & Sur, M. (2000). 
Induction of visua l orientation modules 
in auditory cor te". Nat,jre, 404, 841-847. 

Sharma, S., Ghosh, S. N., & Spielberger, 
C. D. (1995). Anxiety, anger expression 
and chronic gas tric ulC/:'r. Psyclrological 
Studies, 40, 187-19\. 

Shaughnessy, J. J., Zechmeis1er, E, 5" & 
Zechmeiste r, J. S. (2000). Researclr mellr­
ods i" psyclrology (5th ed.). New York: 
McGrJw-Hill. 

Shaywitz, B. A., Shaywitz, S. E., Pugh, 
K. R., Constable, R. T., Skudlarski, P., 
Fulbright, R. K., Bronen, R. A., Fletcher, 
J. M., Shankweller, D. P., KJl z, L., & 
Gore, J. C. (1995, February 16). Sex dif­
ferences in the functional organization 
of the brain for language. Nat, jre, 373, 
607-609. 

Shelton, R. c., Keller, M. B., Gelenberg. 
A., Dunner, D. L., Hi rschfeld, R. M. A., 
Thase, M. E., Russell, J. , Lydiard, R. B., 
Crits-Cristoph, P., Gallop, R., Todd, L., 
Hellerstein, D., Goodnick, P., Keirner, 
G., Stahl, S. M., & Halbreich, R. U. 
(2002). The effectiveness of SI. John's 
wort in major depression: A multi­
center, randomized piacebo<ontrolled 
tri~L jo,mral of tire Americarr Medical 
Associalimr, 285, 1978-1986. 

Shepard, R. , & Metzler, J. (1971). Mental 
rotation of three dimensional objects. 
Scierrce, 171, 701-703. 

Shepard, R. N., Metzler,J., Bisiach, E., 
Luzzati, c., Kosslyn, S. M., Thompson, 
W. L., Kim, I., & Alpert, N. M. (2ooo). 
Part IV: Imagery. In M. S. Gazzaniga et 
a!. (Eds.), Coglfilive ,rerrroscielfce: A reader. 
Malden, MA: Blackwell. 

Sheth, B. R., & Bhatl<Kh<lrya, D. W. (lOW). 
On the neural track of eureka. Program 

() The McGraw- Hil i 
Companies. 2008 

No. 138.4. Washington, lX: Society for 
N(>uroscience, 2004. 

Shi, P. , Huang, J. F. , & Zhang, Y. P. (2005). 
Bitter and sweet j umami mst(> receptors 
with d ifferently evolutionary pathways. 
Yi Clnrmr Xue Bao, 32, 346-353. 

Shier, D., Butler, J., & Lewis, R. (2000). 
HoIe's esserrtials of Ifllllrall OI,alomy alrd 
plrysiology (7th ed., p. 283). Boston: 
McGraw-Hill. 

Shimono, K. , & Wade N. J. (2002). 
Monocular alignment in different 
depth planes. Vision Researclr, 42, 
1127- 1135. 

Shnek, Z. M., Foley, F. W, laRocca, N. G., 
Smith, C. R., et al. (1995). Psychological 
predictors of depression in mul-
tiple sclerosis. /orjrual of Nerjrologic 
Rehabi/ilatiolf, 9, 15-23. 

Shotland, R. L. (1985, June). When bystand­
ers just stand by. Psydrology Today, pp. 
50-55. 

Shoul(>f, K. (1992, August). Th(> empire 
f(>turns. Sky, pp. 40-44. 

Shriqui, C. L., & Annable, L. (1995). 
Tardiv(> dyskinesia. In C. L. Shriqui & 
H. A. Nasrallah (Eds.), COlltemporary 
issrres i" tl,e treatment of scl,iwphre"ia. 
Washington, OC: American Psychia tric 
Press. 

Shuchter, S. R., Downs, N., & Zisook, S. 
(1 996). Biologically i,rJormed I>sydrotlr"rapy 
for depfCSsiolf. New York: Guilford Press. 

Shul tz, S. K., Scherman, A., & Marshall, 
L. J. (2000). Evaluation of a univer­
si ty -ba!;l:'d date rape prevention pro­
gram: Effect on a ttitudes and behavior 
related to r~pe. /orjrual of Col/rge Slrrderrl 
Deveiol""elft, 41. 193-201. 

Shurkin, J. N. (1992). Tamall's kids: Tire 
grourrdbrroking study of Irow lire gifled 
grow rrp. Boston: Little, Brown. 

Shweder, R. (2003). Why da mel' oorbe­
c"e? Recipes for cu/tural psyc/,ology. 
Cambridge, MA: Ha rvard University 
Pr(>Ss. 

Shweder, R. A. (1994). "You're not sick, 
you're just in love": Emotion as an 
interpretive system. In P. Ekman & 
R. J. Davidson (Eds.), Tire IlI1trjre of emo­
lioll: Frrlfdawelftl11 questiolls . New York: 
Oxford. 

Siddle, R., Haddock, G., Tarrier, N., & 
Faragher, E. B. (2002). R(>ligious delu­
s ions in patients admitted to hospiml 
with schizophrenia. Social Psychiatrya"d 
Psyclriatric Epidemiology, 37, 130-138. 

Siderowf, A., & Stern, M. (2003). Upda te 
on Parkinson disease. Amrilis ofltrterual 
Medicille. 138, 651-658. 

Siegel, J. M. (1990). Stressful life events 
~nd use of physici~n services among 
the elderly: The moder~ting role of pet 



e I Feldman: hsemials of 
Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

ownership. JrJllmal of Pers<mality alld 
Social Psychology, 58,1081-1086. 

Siegel, J. M. (1993). Companion animals: In 
sickness and in health.lourllal of Social 
Issues, 49, 157-167. 

Siegel, J. M. (2003, November). Why we 
sleep. Scielllific Americalr, pp. 92-97. 

Siegert, R. J., &. Ward, T. (2002). Clinical 
psychology and evolutionary psycholo­
gy: Toward a dialogue. Review of Gelleral 
PsycllOlogy, 6, 235- 259. 

Siegler, R S. (1998). Childrell's lI'illking. (3rd 
ed.). Upper Saddle River, NJ: Pnmtice 
Hall. 

Sigman, M. (1995). Nutrition and child 
development: More food for thought. 
C"rrrnl Directiolls ill Psycllological 
Science, 4, 52-55. 

Silverman, J. (2001, August 1). Dating 
violence against adolescent girls linked 
with teen pregnancy, suicide at tempts, 
and other health risk behaviors. JOImral 
of tile Americall Medical Associalirm, 186, 
15-20. 

Silverman, K., Evans, S. M., Strain, 
E. C, &. Criffiths, R. R (1992, October 
15). Withdrawal syndrome after the 
double-blind cessation of caffeine 
consumption. New ElIglalld JOImlR1 of 
Medicil/e, 317. 1109-1114. 

Simcock, C., &. Hayne, H. (2002). Breaking 
the barrier? Children fail to translate 
their p reverba l memories into language. 
PsycilologicalSciellcc, 13, 225-23l. 

Simmons, D. C, Kameenui, E. J., &. Chard, 
D. J. (1998). General education teach­
ers' assumptions about learning and 
students with learning disabilities: 
Design-of-instruction analysis. Learnillg 
Disabilily Quarterly, 21. 6-21. 

Simmons, R, &. Blyth, D. (1987). Movillg 
illlo adolescellce. New York: Aldine de 
Gruykr. 

Simons, W., &. Dierick, M. (2005). Trans­
cranial magnetic stimulation as a thera­
peutic tool in psychiatry. World Jorrrllal 
of Biological Psychiatry, 6, 6-25. 

Simonton, D. K. (2oooa). Archival 
research. In A. E. Karoin (Ed.), 
EI/cyclopedia of psychology (Vol. 
1). Washington, DC: American 
Psychological Association. 

Simonton, D. K. (2ooob). Creativity: 
Cognitive, personal, developmen­
tal, and social aspects. American 
PsycllOlogisl,55, 151-158. 

Simonton, D. K. (2003). Scientific creativity 
as constrained stochastic behavior: the 
integra tion of product, person, and pro­
cess perspectives. Psychological Bul/etill, 
129,475-494. 

Singer, J. L. (1975). nle i'lIIer world of day­
dreaming. New York: Harper &. Row. 

Relerencts 

Singh, S., Wulf, D., Samara, R, &. Cuca, Y. P. 
(2000). Gender differences in the time­
ing of first intercourse: Data from 14 
countries. Illtemaliollal Family Pla.ming 
Perspecliws, 16, 21-28+43. 

Sizemore, C C (1989). A milld of my Oroll: 
TIle tromllll wlro roas kllOfVlI as Eve t.-IIs Ihe 
story of Iler Irirrmpll UV/'r mrr/tiple persO/ral­
ily disorder. New York: Morrow. 

Skinner, B. F. (1957). Verbal behavior. New 
York: Appleton-Century-Crofts. 

Skinner, B. F. (1975). The steep and thorny 
road to a science of behavior. Americall 
Psyc1rologisl, 30, 42-49. 

Slater, A. (1996). The organization of 
visual perception in early infancy. 
In F. Vital-Durand, j. Atkinson, &: 
O. j. Braddick (Eds.), II/falll visioll. Tlu: 
Europeall brail/ al/d beltnviorrr sociely prrb­
licalioll st'ries (VoL 2). Oxford, England: 
Oxford University Press. 

Slater, E., &. Meyer, A. (1959). Contr i­
butions to a pathography of the musi­
cians. COflfi"ia Psycl,iatrica. Reprinted in 
K. R Jamison, Touched roilh fire; Mallic­
depre$sive ill IIess QI,d I/!.- arl is/ic lempera­
melll. New York: Fn!e Press. 

Sleek, S. (1997 june). Can "emotional intel­
ligence" be taugh t in today's schools? 
APA MOllilor, p. 25. 

Sloan, E. P., Hauri, P., Bootzin, R, Morin, 
C, et al. (1993). The nuts and bolts of 
behavioral therapy for insomnia. 'ourllal 
of Psyclrosomalic Research, 37 (Supp!.), 
19-37. 

Smetana, J. G. (2005). Adolescent-parent 
conflict: Resistance and subversion as 
developmental process. In L. Nucci 
(Ed.), COItjlicl, cOlllradiclioll, OIld eo.l/rar­
ial/ eiemellts ill moral dcveiopmellt al/d 
educalioll. (pp. 69-91). Mahwah, NJ: 
Lawrence Erlbaum Assoc iates. 

Smetana, J., Daddis, C, and Chuang, S. 
(2003). "Clean your room!" A longitu­
dinal investigation of adolescent-par­
ent conflict and conflict resolution in 
middle-class African American fami­
lies.lourl/al of Adolescellt Rcsearcil, 18, 
631--650. 

Smith, C A., &. Lazarus, R S. (2001). 
Appraisal componmts, core relational 
themes, and the emotions. In W. G. 
Parrott (Ed.), Emoliolls ill social psyclloJ­
ogy; ES$l'IItial readillgs (pp. 94-114). 
Philadelphia: Psychology Press. 

Smith, D. (October 2001). Can't get your 40 
winks? Here's what the sleep experts 
advise. MOI,ilor all psychology, 37. 

Smith, D. V., &. Margolskee, R. F. (March 
2001). Making senS(~ of taste. Scie.rli/ic 
American, pp. 32-39. 

Smith, E. (1988. May). :Fighting cancerous 
k'Clings. Psychology Today, pp. 22-23. 

() The McGraw- Hili 
Companies. 2008 

References R-SS 

Smith, E. E. (2CXXl). Neural bases of human 
working memory. Crrrren/ Diree/ion$ in 
Psyclrological Sciellce, 9, 45-49. 

Smith, G. B. (2005, July 17). ~cret mob cop 
tapes: Talk about deaths key to reds's 
case. 'Tve known John (Gotti) since 
I was a kid, how do I disrespect this 
guy?" accused cop S.lyS. Daily News 
(New York). p. 6. 

Smith, K. A., Williams, C, &. Cowen, 
P. j. (2CXXl). Impaired regulation of brain 
serotonin function during dieting in 
women recovered from depression. 
Britislt lou mal of Psychiatry, 176, 72-75. 

Smith, K. R. (2004). Gene therapy: The 
potmtial applicability of gme transfer 
technology to the human germline. 
IIIImlRliOllR1 JOlmral of Medical Scierrce, 
1,76-91. 

Smith, L. C, Friedman, S., & Paradis, C 
(2002). Panic disorder with agorapho­
bia: Women's issues. In F. Lewis-Hall &. 
T. S. Williams (Eds.), PsyC/,ialri.- illness ill 
lU(}mell; Emergillg treatmellts and research 
(pp. 31-55). Washington, DC: American 
Psychia tr ic Publishing. 

Smith, M., &. Lin, K. M. (1996). Gender 
and ethnic differences in the pharma­
cogenetics of psychotropics.ln M. F. 
jensvold, U. Halbreich, & J. A. Hamilton 
(Eds.), Psychoplramlacology alld roomell; 
Sex, gmder, alld lrormones. Washington, 
DC: American Psychiatric PN$s. 

Smith, M. B. (2003). Moral found ations 
in research with human participants. 
In A. E. Kazdin (Ed.), Methodological 
issues & strategies ill clillical rescorch 
(3rd ed.). Washington, DC: American 
Psychological Association. 

Smith, M. L., Glass, G. V., & Miller, T. j. 
(1980). Tile belrefils of psycllOlllempy. 
Baltimore: johns Hopkins University 
Press. 

Smith, M. V. (1996). Linguistic relativ-
ity: On hypotheses and confusions. 
Co",mullicalioll alld Cogllilioll, 19, 65-90. 

Snieder, H ., Harshfield, G. A., Barbeau, P., 
Pollock, D. M., Pollock, J. S., &. Treiber, 
F. A. (2002). Dissecting the genetic archi­
tecture of the cardiovascular and renal 
stress response. Biological PsycllOlogy, 61, 
73-95. 

Snyder, CR. (1999). Copitlg: Tile psycllOl­
agy of roltal works. New York: Oxford 
University Press. 

Snyder, D. J., Fast, K., &. Bartoshuk, 
L. M. (2004). Valid comparisons of 
suprathreshold sensations. /orr ... al of 
COlIsciouSllesS Strrdies, 11. 96-112. 

Snyder, J.. Cramer, A., &. Afrank, J. (2005). 
The contributions of ineffective disc i­
pline and parental hostile attributions 
of child misbehavior to the develop-



feldman: hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

I Back Maner Reterenets 

A.-56 References 

ment of conduct problems at home and 
schooL rkf.Jelopmmtal Psychology, 41, 
30-41. 

Snyd",r, M. (2002). Applkations of Carl 
Rogers' theory and practic", to couple 
and family therapy: A response 10 
Harlene Anderson and D,wid Boll. 
lou mal of Family Tlrerapy, 24, 317-325. 

Sohn, D. (19%). Publication bias and the 
evaluation of psychotherapy efficacy 
in reviews of the rescarch literature. 
Clinical Psychology Re!Jiew, 16, 147-156. 

Sokolove, M. (2003, November 16). Should 
John Hinckley go free? The Nl!W York 
Times Mngazille, pp. 52-54, 92. 

Solms, M. (2005). Neuroscience. In E. S. 
Person, A. M. Cooper, & G. O. Gabbard, 
Tire Americl!Il psyclrialric publishing text­
book of psyclroonalysis. Washington, DC: 
American Psychiatric Publishing. 

Solso, R L. (1991). Cognitive psyclrology (3rd 
ro.). Boston: Allyn &. Bacon. 

Sommer, R, &. Sommer, B. (2001). A practi­
cal guide to belw!Jiaral researelr: Tools and 
tedmiques (5th ed.). New York: Oxford 
University Press. 

SommerhoC G. (2000). Underslmrding con­
SCiOllSllesS; 115 fUlleliot, MId braill processes. 
Thousand O .. ks, CA Sage. 

Soussignan, R. (2002). Duchenne smile, 
emotional experience, and automatic 
reactivity: A test of the facial feedback 
hypothesis. Emotion, 2, 52-74. 

Spangler, W. D. (1992). Validity of ques­
tionnaire and TAT measures of need 
for achievement: Two meta-analyses. 
Psychological Bulletill, 112, 140-154. 

Spanos, N. P., Burgess, C. A., Roncon, 
V., Wallace-Caprella, 5., et al. (1993). 
Surreptitiously observed hypnotic 
responding in simulators and in skill­
trained and untrained high hypnotiz­
abIes. Journal of PersoHality alld Social 
Psye/lOlogy, 65,391-398. 

Spearman, C. (1927). The abilities oj man, 
London: Macmillan. 

Spence, M. j., &. DeCasper, A. j. (1982, 
March). HrmrOlr felrlses perceive matemal 
speee/r. Paper presented at the meet­
ing of the International Conference on 
Infant Studies, Austin, TX. 

Spencer, S. J., Fein,S., Zanna, M. P., &. 
Olson, j. M. (Eds.) (2003). Motivated 
SOCilll percepti",,, The Olltario Symposium 
(Vol. 9). Mahwah, NJ: Erlbaum. 

Spencer-Rodgers,j., Peng, K., Wang, L., &. 
Hou, Y. (2004). Dialectical self-esteem 
and East-West differences in psycho­
logical well-being. Persmwlity mrd Social 
Psyclrology BIll/dill, 30, 1416-1432. 

Sperry, R. (1982). Some effects of discon­
necting the cerebrill hemispheres. 
Sci/mce, 217, 1223-1226, 

Spiegel, D. (1993). Social support: How 
friends, family, and grQups Can help. 
In D. Goleman & j. Gurin (Eds.), Mi"d­
body mdicine. Yonkers, NY: Consumer 
Reports Books. 

Spiegel, D. (1996). Hypnosis. In R E. Hales 
&. S. C. Yudofsky (Eds.), Tire Americmr 
Psyclriatric Press syllopsis of psyciriatry. 
Washington, DC: American Psychiatric 
Press. 

Spi'1;el, D. (Ed.). (1999). Efficacy alld cost­
ifjectivelless of psycirol/lertlpy. New York: 
American Psychiatric Pn:>ss. 

Spi'1;el, D., &. Cardena, E. (1991). 
Disin tegrilted experience: The disso­
ciath'e disorders revisited. lormral of 
AblrorrrlRI Psyclrology, 100, 366-378. 

Spiller, L. D., &. Wymer, W. W.,Jr. (2001). 
PhYSicians' perceptions and use of com­
mercial drug information sources: An 
examination of pharmaceutical mar­
keting to physicians. Health Marlcetillg 
Quarterly, 19, 91-1()6. 

Spillmann, L, &. Werner, J. (Eds.). (1990). 
Visual pereeplioll; TIre IIellTOphysiologiCtlI 
fou"daliolls. San Diego: Academic Press. 

Spira, J. (Ed.). (1997). GrOl'I' tirerapy for 
medically ill poliellts. New York: Guilford 
Press. 

Spitz, H. H. (1987). Problem-solving pro­
cesses in special populations. In J. G. 
Borkowski &. j. D. Day (Eds.), Cognition 
ill sl'ecial cirildretr: Comparative approacires 
to retardation, leamillg disabilities, mrd 
giftedlless. Norwood, Nj: Ablex. 

Spitzer, R. L., Skodol, A. E., Gibbon, 
M., &. Williams, J. B. W. (\983). 
Psyclrol'nllrology: A caSl' book. New York: 
McGraw-Hili. 

Spre<:her, 5., &. Hatfield, E. (1996). 
Premarital sexual standards among 
U.s. college students: Comparison with 
Russian and Japanese students. Arellives 
ojSexual Bellavior, 25, 261-288. 

Sprenkle, D. H., & Moon, S. M. (Eds.). 
(1996). Rescorell me/hods ill jamily I/Ierapy. 
New York: Guilford Press. 

Springen, K. (2004, August 9). Sweet, elu­
sive sleep. News!Vt'l'k, p. 47. 

Squire, L. R, Clark, R. E., &. Bayley, P. J. 
(2004). Medial temporal lobe function 
and memory. In M. S. Gazzaniga (Ed.), 
CognitiVl' Ifeurosciellces (3rd ed., pp. 
691-708). Cambridge, MA: MIT. 

Srivastava, A., Locke, E. A., & Bartol, 
K. M. (2001). Money and subjective 
well-being: It's not the money, it's the 
motives. Jau..,al of Pers(",,,lity alld Social 
Psycirology, 80, 959-971. 

St. Onge, S. (1995a). Modeling and role­
playing. In M. Ballou (Ed.), Psycl,ological 
illieroelllio"s; A guide to strategies. 
Westport, CT: Praeger /Greenwood. 

() The McGraw-Hili 
Companies. 2008 

St. Onge, S. (1995b). Systematic desensiti­
zation. In M. Ballou (Ed.), Psychological 
ill/eroelliiolls; A guide 10 slralegies. 
Westport, CT: Praeger/Greenwood. 

Staddon,j. E. R, &. Cerutti, D. T. (2003). 
Operant conditioning. Annual Revil!W oj 
Psyclrology, 54, 115-144. 

StankoI', L. (2003). Complexity in human 
intelligence. In R J. Sternberg, I. 
Lautrey, et al. (Eds.), Models of inlel­
ligellce; III/r..,aliollal peT$peclives (pp. 
27-42). Washington, DC: American 
Psychological Association. 

Stanton, A. L., Danoff-Burg, S., Cameron, 
C L. , Bishop, M., Collins, C A., Kirk, 
S. B., Sworowski, L. A., &. Twillman, R 
(2000). Emotionally expressive coping 
predicts psychological and physical 
adjustment to breast cancer. lormlal of 
Cmrsullillg /!lId C/illical Psyclrology, 68, 
875-882. 

Steblay, N., Dysart, J., Fulero, 5., &. Lindsay, 
R. C. L. (2003). Eyewitness ac<;:urilcy 
rates in poliet' showup and lineup pre­
sentations: A meta-analytic comparison. 
Law & H",,,,m &11II(lior, 27, 523-540. 

Steele, C. M. (1992, April). Race and the 
schooling of black America. Allalltic 
MOil/Illy, pp. 37-53. 

Steele, C. M, (1997). A threat in the air: 
How stereotypes shape intellecutal 
identi ty and performance. America" 
Psyclrologisl, 52, 613-629. 

Steele, C. M., &. ArQnson, J. (1995). 
Stereotype threat and the in tellectual 
test performance of African Americans. 
Journal of Perscmality and Social 
PsycllOlogy, 69, 797-811 . 

Steele, C. M., & Josephs, R. A. (1990). 
Alcohol myopia: lis prized and danger­
ous effects. American PsycJlologis/, 45, 
921-933. 

Steele, C. M., Spenet'r, S. J., & Aronson, J. 
(2002). Contending with group image. 
The psychology of sterootype and social 
identity threat. In M. P. Zanna (Ed.), 
Adt'all<'eS ill nperimellial social psychol­
ogy (Vol. 34, pp. 379-440). San Diego: 
Academic Press. 

Steen, R. G. (1996). DNA mrd destiny: Nalure 
mrd 'IIlrtllre ill Iwmall bellavior. New 
York: Plenum Press. 

Stegerwald, F., &. Janson, G. R. (2003). 
Conversion therapy: Ethical consid­
erations in family counseling. Family 
Joumal-Coulfsc/i"g and T/lerapy jar 
COllples alld Families, 11,55-59. 

Stein, L. A. R, &. Graham, j . R. (2005). 
Ability of substance abusers to escape 
detection on the Minnesota Multiphasic 
Personality Inventory-Adolescent 
(MMPI-A) in a juvenile correctional 
facility. Assessn",,', 12, 2S-39. 



CIt I Feldman: hsemials of 
Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

Ste in, N. L, Ornstein, P. A., Tversky, B., &. 
Br~inerd, C. (Eds.). (1997). Memory for 
everyday alld ematiollal elle"ts. M~hwah, 
NJ: Erlbaum. 

Stein, R. (2004, October 19). Is every 
memory worth keeping? Tire Was/rirlSloll 
Posl, p. AI. 

Steinberg. L, &. Dornbusch, S. (1991). 
Negative correlates of part-time 
employment during adolescence: 
Rep lication and elaboration. 
Dl"t¥:lopmmlal Psychology, 27, 304. 

Steinhausen, H. c., &. Spohr, H. L 
(1998). Long-term outcome of chil­
dren with fetal alcohol syndrome: 
Psychopathology, behavior, and 
intelligence. Alcolwlism: CIi"ieal & 
Experiml'lllal Researcir, 22, 44-51. 

Steinmetz, J. E., Kim, J., &. Thompson, 
R. F. (2003). Biological models of asso­
ciative learning. In M. Gallagher & 
R J. Nelson (Eds.), Halldbookofpsyclrol­
ogy: Biological psychology (Vol. 3, pp. 
499-541). New York: Wiley. 

Stenklev, N. c., &. LauklL E. (2004). Cortical 
cognitive potentials in elderly pt:'r-
sons. JOlmral of tire American Academy of 
Audiology, 15,401-413. 

Skrn, E., &. Silbersweig, D. A. (2001). 
Advances in functional neuroimaging 
methodology for the study of brain 
systems underlying human neuropsy­
chological function and dysfunction. 
In D.A. Silbersweig &. E. Stern (Eds.), 
Neuropsyc/wloSY and fmrdionailleura­
imogillS: COIwergnrce, odvallces alld "eW 
direcliolls. Amsterdam, Ndherlands: 
Swets and Zeitlinger. 

Stern, P. (2001, November 2). Sweet dreams 
are made of this. Sciellet', 294, 1047. 

Stern, R M., & Koch, K. L (1996). Motion 
sickness and differential susceptibil­
ity. Currellt Direc/i<ms i" Psyclwlogicol 
Sciellce,5,115-120. 

Sternberg. R. j. (1982). Reasoning, prob­
lem solving, and intelligence. In R. j. 
Skrnberg (Ed.), Halldbookofluwlall illle/­
lisener, pp. 225-307. Cambridge, MA: 
Cambridge University Press. 

Sternberg. R. J. (1990). Metal'irors of mi"d: 
Conceptions of Ihe Iralrrre of illlellise/ret'. 
New York: Cambridge University 
Press. 

Sternberg. R. j. (1998). Successful illtelli­
gem:e: How I'ractical alld creatiw illtelli­
gem:e determille success i" life. New York: 
Plume. 

Sternberg. R. j. (2000). Intelligence ~nd 
wisdom. In R. J. Sternberg et al. (Eds.), 
Harrdbook of intelligmce. New York: 
Cambridge University Press. 

Sternberg, R. J. (2001). What is the com­
mon thread of creativity? Its dialedical 

Relerenc ts 

rdation to inklligence and wisdom. 
AmericaIJ Psychologist, 56, 360-362. 

Sternberg, R. J. (2002~). Individual differ­
ences in cognitive devdopment. In U. 
Goswami (Ed.), Blackwell/umdbookof 
clrildirood cos/ritive developmetrt. BlackTvell 
Irmrdbooks of dl"t¥:lol'me/rtal psychology, pp. 
6~19 Malden, M_A: Blackwell . 

Sternberg, R. J. (Ed.). (2002b). Wiry smart 
people am be 50 s/rrpid. New Haven, CT: 
Yale University Pre,;s. 

Skrnberg, R. J. (2004a). A tri~ngular theory 
of love. In H. T. Rei:> &. c. E. Rusbult 
(Eds.), Close relatioll"lrips: Key readiugs. 
Philadelphia, PA: T:.ylor &. Francis. 

Sternberg, R. J. (2004b). Culture and intel­
ligence. American Psychologist, 59, 
325-338. 

Sternberg, R. J. (2004c). Theory-based uni­
versity admissions testing for a new 
millennium. EdrrealiOlral Psychologist, 39, 
185-198. 

Sternberg, R. J., &. Be~ll, A. E. (1991). How 
can we know wh~t love is? An episte­
mological analysis. In G. J. O. FINcher 
&. E O. Fincham (Eds.), Cos,ritiOlI iu close 
relalionslrips. Hillsdale, Nj: Erlbaum. 

Skrnberg, R. J.. &. Grigorenko, E. (1997). 
Are cognitive styles still in style? 
American Psycir%si:;!, 52, 700-712. 

Sternberg, R. J.. &. Grigorenko, E. L (2005). 
Cultural explorations of the na ture 
of intelligence. In A. E Healy (Ed.), 
£xperimerrlal cogllitim~ psychology arrd ils 
applications (pp. 225-235). Washington, 
DC: American Psyc:hological 
Associa tion. 

Sternberg, R. J.. & Hedlund, J. (2002). 
Practical intelligence, "g", and work 
psychology. Hlmrmr Perfomrmret>, 15, 
143-160. 

Sternberg, R. J., & Jarvin, L (2003). Alfred 
Bind's contributions as a paradigm for 
impact in psychology. In R. J. Sternberg 
(Ed.), Tire allatolllY of imJ'<'cl: What makes 
Ihe grmt works of psychology great (pp. 
89-107). Washington, DC: American 
Psychological Association. 

Sternberg, R. J., & O'Hara, L. A. (2CXXl). 
Intelligence and creativity. In R 
Sternberg et al. (Eds.), Hmrdbook of 
itltel/igerrce. New York: Cambridge 
University Press. 

Sternberg, R. J., &. Pretz, j. E. (2005). 
Coguitioll alld iIJtelligellce; idelltifyiug 
Ihe mec/rauiSIlIS of ti,e mi"d. New York: 
Cambridge University Prcss, 2005. 

Sternberg, R., &. The Rainbow Proi<:><:t 
Collaborators. (200S). Augmenting 
the SAT Through Assessments of 
Analytical. Practical, and Creative 
Skills. In W. J. Cam"ra, &. E. W. 
Kimmel, Choosi"g shldellts; Hig/'er edll-

() The McGraw- Hili 
Companies. 2008 

References R-S7 

caliorr admissions tools for tire 21s1 cerr­
Irrry. Mahwah, NJ: Llwrence Erlbaum 
Associates. 

Sternberg, R. j., Hojjat, M., &. Barnes, 
M. L. (2001). Empirical ~sp<:><:ts of a the­
ory of love as a story. Europeall Joumal of 
PerSOIJaJily, 15, 1-20. 

Skrnberg, R. J.. Wagner, R. K., Williams, 
W. M., &. Horvath, J. A. (1995). Testing 
common sense. American Psychologist, 
50,912-927. 

Stetsenko, A., Little, T. D., Gordeeva, T., 
Grasshof, M., &. Oettingen, G. (2000). 
Gender eff<:><:ts in children's beliefs 
abou t school performance: A cross 
cultural study. Child Dewlopment, 71, 
517-527. 

Stettl er, N., Stallings, V. A., Troxel, A. B., 
Zhao. J., Z., Schinnar, R., Nelson, S. E., 
Ziegler, E. E., Strom, B. L. (ZOO5). Weight 
gain in the first week of life and over­
weight in adulthood. Circulation, 111, 
1897-1903. 

Ste\'ens, C. F. (1979, September). The neu­
ron. Scieutific Americau, p. 56. 

Stevens, G., &. Gardner, S. (1982). The 
Wome" of psychology: Piolleers alrd 
illllOootors (Vol. 1). Cambridge, MA: 
Schenkman. 

Stevenson, H. W., Lee,S., &. Mu, X. (2CXXl). 
Successful achievement in mathematics: 
China and the United States. In 
C. F. M. Van Lieshout &. I'. G. Heymans 
(Eds.), Det't'lopillg talellt UCT(lss /lle life 
Spall. New York: Psychology Press. 

Stevenson, R. J., &. Case, T. I. (2005). 
Olfac tory imagery; A review. 
Psyc/'olromic Bullelill alld Ret'iew, 12, 
244-264. 

Steward, E. P. (1995). BegiIJIJiIJ8 writ-
ers irr lire zone of proximal dewlol'merrt. 
Hillsdale, NJ: Erlbaum. 

Stewart, D. W., &. Kamins, M. A. (1993). 
Secorrdary research: I/rfomratioll 50urces 
arrd mellrods. (2nd 00.). Newbury Park, 
CA: Sage. 

Stewart-Williams,S., &. Podd, j. (2004). 
The placebo effect: Dissolving the 
expectancy versus conditioning debate. 
Psychological Bul/elill, 130, 324-340. 

Stickgold, R. A., Winkelm~n, j. W., &. 
Wehrwein, P. (2004, January \9). You 
w ill start to feel very sleepy. 
NCIVSfVCCk, pp. 58-60. 

Stkkgold, R., Hobson, J. A., Fosse, R, 
& Fosse, M. (2001, November 2). 
Sleep, learning, and dreams: Off-line 
memory reprocessing. Scielrce, 294, 
1052-1057. 

Stier, H., &. Lewin-Epstein, N. (2000). 
Women's part-time employment and 
gender inC<:[uality in the family. Jormral 
of Family Issues, 21, 390-410. 



feldman : hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

I Back Maner Reler.ncts 

R-S8 References 

Stix, G. (19%, January). Listening to cul­
lur",. 5ci",,'ific Americall, pp. 16-17. 

Stix, G. (2003, September). Ultimate self­
improvement. Scimlific Americall, pp. 
4445. 

Stockton, R., Morran, D. K., & Krieger, 
K. M. (2004). An overview of current 
research and best practices for train­
ing beginning group leaders. In J. L. 
DeLucia-Waack, D. A. Gerrity, C. R. 
Kalodner, &. M. T. Riva (Eds.), Halldbook 
of group COlmselillg alld psydrolilerapy. 
Thousand Oaks, CA Sage Publications. 

Stompe, T., Ortwein-Swoboda, G., Ritter, 
K., &. Schanda, H. (2003). Old wine in 
new bottles? Stability and plasticity of 
the contents of schizophrenic delusions. 
Psychopiltlwlogy, 36, 6-12. 

Stone, J. (2002). Battling doubt by avoiding 
practice: The effects of stereotype threat 
on self-handicapping in white athletes. 
Pers(malily alld Social Psychology Bllllelill, 
28,1667-1678. 

Storm, L., & Ertel, S. (2001). Does psi exist? 
Comments on Milton and Wiseman's 
(1999) meta-analysis of Ganzf",ld's 
research. Psyclrological Brrllelill, 127, 
424--433. 

Strathem, A., & Stewart, P. j. (2003). 
lAlldscape, memory mId history: 
Allilrro/1O/ogica/ per:;pectiu~. London: 
Pluto Press. 

Strauss, E. (1998, May 8). Writing, speech 
separa ted in split brain. Sciellce, 280, 
2il7. 

Streissguth, A. (1997). Fetal a/colrol spec­
trum disorder. A guide for families aud 
commrrllilies. Baltimore, MD: Brookes 
Publishing Co. 

Streissguth, A. P., Barr, H. M., Bookstein, 
F. L., 5.1mpson, P. D., &. Olson, H. C. 
(1999). The long-term neurocogni-
live consequences of prenalal almhol 
exposun:>: A 14-year study. Psydro/ogica/ 
Sciellce, 10, 186-190. 

Strickland , B. R. (1992). Wome n and 
depression. Cllrrellt DirectiollS ill 
Psyclrological Scimce, 1. 132-135. 

Striegel-Moore, R. H., &. Smolak, L. (Eds.) 
(2001). Ealillg disorders: IUlromtive direc­
tiolls i/f research a/fd pracli(/'. Washington, 
DC: American Psychological 
Association. 

Stroebe, M. S., Strocbe, W., & Hansson, 
R. O. (Eds.). (1993). Haudbook of ""'reave­
m1'II1: Theory, research, alld illtervell-
lioll. Cambridge, England: Cambridge 
University Press. 

Stronski, S. M., Ireland, M., &. Michaud, P. 
(2000). Protective correlates of stages 
in adolescent substance use: A Swiss 
national study.lorll/lal of Adolesce"t 
Healtlr, 26,420--427. 

Strube, M. (Ed.). (1990). Type A behavior 
[Special issue]. lormral of Socia/ Behavior 
alld Persollality, 5. 

Strupp, H. H. (1996, October). The tripar­
tite mod",l and the Co"sumer Rep<Jrts 
study. Americarr Psychologist, 51, 1017-
1024. 

Strupp, H. H., & Binder, J. L. (1992). 
Current developments in psycho­
therapy. The /trdc/lelfdelfl Practitiolfer, 12, 
119-124. 

Sue, D. (1979). Erotic fantasies of college 
students during coitus.loII,."al of Sex 
Reseilrdl, 15, 299-305. 

Sue, D. W., &. Sue, O. (1999). COllllseliug tire 
errltl/rally differell/: Theory Rlrd practice 
(3rd cd.). New York: Wiley. 

Sue, D. W., Sue, D., &. Sue, S. (1990). 
Ullder:;tmrdilfg ablfonrral belravior (3rd 
cd.). Boston: Houghton-Mifflin. 

Suh, E. M. (2002). Culture, identity consis­
tency, and subjedive well-being. lormlal 
of Persollality & Social Psychology, 83, 
1378-1391. 

Suhail, K., &. Chaudhry, H. R. (21)()4). 
Prediclors of subjective well-being in an 
Eastern Muslim culture. Jormral of Social 
alld Cliuical Psychology, 23, 359-376. 

Suhr.cr-Azaroff, B., &. Mayer, R. (1991). 
Be/ravior allalysis alld laslilfg clrmrge. New 
York: Holt. 

Sun, T., Patoine, c., Abu-Khalil, A., 
Vlsvader, J., Sum, E., Cherry, T. J., 
Orkink, S. H., Geschwind, D. H., &. 
Walsh, C. A. (2005, June 17). Early 
asymmetry of gene transcriptions in 
embryonic human left and righ t cere­
bral cortex. Scie,,(/', 3{)8, 1794-1796. 

Super, C. M. (1980). Cognitive develop­
ment: Looking across at growing up. 
In C. M. Super & S. Harakness (Eds.), 
New direeliOirs Jor clrild dl'fle/opmerr/: 
Alllllrop<Jlogical perspedives Oil child 
dwdopmellt (pp. 59-69). s..n Francisco: 
Jossey-Bass. 

Surette, R. (2002). Sdf-n:>ported mpycat 
crime among a population of serious 
and violent ju\'enile offenders. CrimI' & 
Ddilfqlletrcy, 48, 46--69. 

Susser, E. S., Herman, D. B., & Aaron, B. 
(2002, August). Combating the terror 
of terrorism. Scietltific Amaicall, pp. 
70-77. 

Suzuki, L., &. Aronson, J. (2005). The cul­
turJl malleability of intelligence and its 
impact on the racial/ethnic hierarchy. 
Psydlology, P"blic Policy, alld Lmp, 11, 
320-327. 

Svarstad, B. (1976). Physician-patient com­
munication and patient conformity with 
medical advice. In O. Mechanic (Ed.), 
Tile growth of brrrearrcra/ic medicilfe. New 
York: Wiley. 

() The McGraw- Hili 
Companies. 2008 

Svartdal, E (2003). Extinction after partial 
reinforcement: Predicted \'s. judged 
persistence. Scalldillaviall 10llTl/ai of 
PsychO/ogy, 44, 554. 

Swanson, H. L, Harris, K. R., &. Graham, 
S. (Eds.). (2003). Hmrdbook of leamirrg dis­
abilitirs. New York: Guilford Press. 

Swets, J. A., &. Bjork, R.A. (1990). 
Enhancing human performance: 
An e\'aluation of "new age" tech­
niques considered by the U.s. Army. 
Psydlo/ogical SCil'lIC(", 1, 85-96. 

Szasz, T. (1982). The psychiatric will: A 

new mechanism for protecting persons 
against "psychosis" and psychiatry. 
Amaicall Psyclrologisl, 37, 762-770. 

Szasz, T. (2004). "Knowing what ain't 
so": R. D. Laing and Thomas Szasz. 
Psyclroorralylic Review, 91. 331--346. 

Szasz, T. S. (1994). Crtlel conrpassiorr: 
Psychiatric corr/rol of society's IlIfuv!tfleti. 
New York: Wiley. 

Szegedy-MaSUlk, M. (2003, January 13). 
The sound of unsound minds. U.S. 
News & World Report, pp. 45-46. 

SZurman, P., Warga, M., Rolers, S., Grisanti, 
S., Heimann, U., Aisenbrey, S., Rohrbach, 
J. M., 5o?lJhaus, B" Ziemsscn, E, &. Bartz­
Schmidt, K. U. (2005). Experimental 
implantation and long-term testing of an 
intrJocular vision aid in rabbi ts. Arclriws 
of Ophlhalmology, 123,964-969. 

Tabakoff, B., & Hoffman, P. L. (1996). 
Effect of alcohol on neurotransmitters 
and their receptors and enzymes. In H. 
Beglei ter, &. B. Kissin (Eds.), The pirarma­
cology of alcohol alld a/Col",1 dqH'lrdmu. 
A/co1rol altd a/coirolism, No.2. New York: 
Oxford University Press. 

Tajfd, H., &. Turner, j. C. (20(4). The social 
identity thoory of intergroup Behavior. 
In J. T. lost & J. Sidanius (Eds.), Political 
psychology: Key readillgs. New York: 
Psychology Press. 

Takahashi, M., Nakata, A., Haratani, T., 
Ogawa, Y, & Arilo, H. (21)()4). Post­
lunch nap as a worksite interven­
tion to promote .derlness on the job. 
Ergonomics, 47, 1003-1013. 

Talarico, J. M., &. Rubin, D. C. (2003). 
Confidence, not consistency, character­
izes flashbulb memories. Psyclrological 
Scieuce, 14, 455-461. 

Tan, V. L., &. Hicks, R. A. (1995). Type A-B 
behavior and nightmare types among 
college students. Perceptllill alld Molor 
Skills, 81, 15-19. 

Tangney, J.. &. Dearing, R. (2002). Gender 
differences in morality. In R. Bornstein 
&. J. Masling (Eds.), The psyclrodymrmics 
of gellder «ltd gClfder role. Washington, 
DC: American Psychological 
Association. 



o I Feldman: hsemials of 
Und8lstanding Ps~cholog~, 
Sn enth Edition 

Back Maner 

Tanner, J. M. (1978). Educatioll nlld 
plrysical growth (2nd ed.). New York: 
Interna tional Universities Press. 

Tanner, J. M. (1990). Foetus ill to mall: 
Physical growth from co/lcel'timl to matu­
rity (Re\'. ed.). Cambridge, MA: Harvard 
University Press. 

Taras, H., &. Potts-Datema, W. (20(5). 
C h ronic health ronditions and student 
performance at school. Journal of School 
Health, 75, 255-266. 

Tasker, F. (2005). Lesbian mothers, gay 
fathers, and their childrtm: A review. 
lou mal of [)evelopmeutal alld BeilillJioral 
Pediatrics, 26, 224-240. 

Tattersall, I. (2002). Ti,e mOIl"ey i/l II,e mir­
ror: Essays Oil Ihe seima of what makes uS 

IrumRrI . New York: Harcourt. 
Tavris, C. (1992). The mismensure of womRrI. 

New York: Simon &. Schuster. 
Taylor, C. (2004, November 29). The sky's 

th ... limit. Time, pp. 15-17. 
Taylor, C. e., &. Luct!, K. H . (2003). 

Comp uter- and Internet-based psycho­
th ... rapy in terventions. Currellt Directimrs 
ill Psychological Sciellce, 12, 18-22. 

Taylor, C. B., Jobson, K. 0., Winzelberg, 
A., &. Abascal, L. (2002). The use of the 
Internet to provide evidence-based inte­
grated treatment programs for mental 
health. Psychiatric Ali/mis, 32, 671-6n. 

Taylor, J., &. Turner, R. J. (2002). Perceived 
discrimination, social st""ss and depre$­
sion in the transition to adulthood: 
Racial contrasts. Social Psycholngy 
Quarl",ly, 65, 213-225. 

Taylor, M. (1996). A theory of mind per­
spedive on social cognitive develop­
ment.ln R. Gelman &. T. K. F. Au (Eds.), 
Percel,lrIQlalld cogllitive develol,mellt: 
Halldbook of perct'ptiOlI mId cogllitioll (2nd 
ed.). San Diego: Academic Press. 

Taylor, S. E. (1995). Quandary at the cross­
roads: Pa ternalism ve rsus advocacy 
surround ing end-of-treatment dedsions. 
Americall Joumal of Hospital Pnllialory 
Care, 12, 43-46. 

Taylor, S. E., &. Aspinwall, L. G. (1996). 
Mediating and moderating processes 
in psychosocial stress: Apprais.ll, 
roping, resistance, and vulnerability. 
In H. B. Kaplan (Ed.), Psydlosocial 
stress: Perspectives Oil stmc/lrre, lllCOry, 
life-cour$C, olld mellrods. San Diego: 
Academic Press. 

Taylor, S. E., Kemeny, M. E., Reed, 
G. M., Bower, J. E., &. Gruenewald, 
T. L (2000). Psychological resources, 
positive illusions, and health. Amaicall 
I'syc/lOlogist, 55. 99-109. 

Tekcan, A. I. (200\). I'lashbulb memories 
for ~ neg~tive and a positive event: 
News of Desert Storm and ~creptance 

Relerencts 

to college. I'syc/rological Reports, 88, 
323-331. 

Tellegen, A., Lykken, D. T. , Bouchard, T. J., 
Jr. , Wilcox, K. J., Segal, N. L, &. Rich, S. 
(1968). Personality !;imilarity in twins 
reared apart and together. jourt1al of 
Pasollality Qlld Social Psycllology, 54, 
1031- 1039. 

Tenenbaum, H. R., & Leaper, C. (2(02). Are 
parents' gender schemas related to their 
children's gender-rdated rogni tios? A 
meta-analysis. Developmculnl PSYChology, 
38, 615-630. 

Tenopyr, M. L (2002). Thl!Ory versus real­
ity: Evaluation o f 'g' in the workplace. 
Humall Performmlet, 15,107- 122. 

Teodoro\', E., Salzgerb<:r, S. A., Felicio, 
L. F., Varolli, F. M. P., &. Bernardi, M. M. 
(2002). Effects of perinatal picrotoxin 
and sexual experierLre on heterosexual 
and homosexual behavior in male 
rats. Nl!lrrotrnicology aud Terntology, 24, 
235-245. 

Tepperman, L., &. Curt.is, J. (1995). A life 
satisfaction scale foJ!' use with na tional 
adult samples from th ... USA, Canada 
and Mexico. Social hldicRtors Research, 
35, 255-270. 

Terman, L. M., & Oden, M. H. (1947). 
Gl'lIelic silldies of ge'lius: IV. Ti,e gifted 
c/,ild grows lip. Stanford, CA: Stanford 
Un iversity Press. 

Terry, W. S. (2003). Learuiug aud memory: 
Basic principles, proc.~ses, aud procedllre$ 
(2nd ed.). Boston: Allyn &. Baron. 

Tetlock, P. E. (1997). Psychological perspec­
tives on international conflict and coop­
eration. In D. F. Halpern &. A. E. 
Voiskounsky (Eds.), Stales of milld: 
Americall Qlld post-Soviet perspectives 
011 cOlltl'mporary issues ill psychology. 
London: O xford University Press. 

Tharp, R. G. (1969). Ps)'chocultural vari­
ables and constants: Effects on leach­
ing and learning in schools [Special 
issue: Children and their development: 
Knowledge base, ""search agenda, and 
social policy application). AllleriCtlIl 
Psychologist, 44, 349-359. 

Thiffault, P., & Bergeron, J. (2003). 
Fatigue and individual differences 
in monotonous simulated driving. 
Persollality alld Individual Differellces, 
34, 159-176. 

Thombs, O. L. (I 999).llIlroduction to addic­
tive belralliors (2nd ed.). New York: 
Guilford Press. 

Thompson, B. (2002). Score reliability: 
COlltemporary thillkillg 011 reliability issul'S. 
Thousand Oaks, CA: Sage. 

Thompson, J. (2000, June 16). "I was rer· 
til in, but I was wrong:' The Nl!lv York 
Times, p. E14_ 

() The McGraw- Hili 
Compan ies. 2008 

References R-59 

Thompson, J. K., &. Smola k, L. (Eds.). 
(2001). Body image, eating disorders aud 
obesity ill youth: Assessml'lIl, pr""ell­
linn, and treatmeut. Washington, DC: 
American Psychological Association. 

Thompson, K. M., & Hanninger, K. (2001). 
Violence in e-rated video games. jOllmal 
of the Amaicall Medical Associalioll, 286, 
591-598. 

Thompson, P. M., Hayaski, K. M., Simon, 
S. L., Geaga, J. A., Hong, M. S., Sui, 
Y., Lee, J. Y., Toga, A. W., Ling, W., &. 
London, E. D. (2004, June 30). Structural 
abnormalities in th ... brains of human 
subjects who use methamphetamine. 
The 10lmllli of Nellrosciellet, 24(26), 
6028-6036. 

Thompson, R. A., & Nelson, C. A. (2001). 
Developmental scienre and the mooia. 
AmericQlI Psychologist, 56, 5- 15. 

Thorndike, E. L. (1932). Tire frmdamell/als of 
Icarllillg. New York: Teachers College. 

Thornton, A., &. Young-DeMarco, L. (2001). 
Four decades o f trends in a ttitudes 
toward family issues in the Uni too 
States: The 1960s th rough the 19905. 
jouTIIRI of Marriage mId II,e Family, 63, 
1009-101 7. 

Thrash, T. M., &. Elliot, A. J. (20(2). Implicit 
and self-attributed achievement 
motives: Concordance and predic-
tive validity.lo"m,,1 of Persollality, 70, 
729-755. 

Thurstone, L. L. (1938). Prilllary lIIe"tal 
abilities . Chicago: Universi ty of Chicago 
P""ss. 

Tillie. (1982, October 4). "We're sony: A 
case of mistaken identity." Time. p. 45. 

Titone, D. A. (2002). Memories bound: 
The neuroscience of dreams. Trerrds ill 
Cogllitive Sciellce, 6, 4-5. 

Tkachuk, G. A., & Martin, C. L. (1999). 
Exercise therapy for patients wi th psy­
chiatric disorders: Research and clinical 
implications. Professiollal Psychology: 
Researdl alld Practice, 33,275-282. 

Tolman, E. c., &. Ho nzik, C. H. (1930). 
Introduc tion and removal of reward 
a nd maze performance in rats. 
Ulliversity of Cnli(oTllia Publicaliolls ill 
Psychology, 4, 257- 275. 

Tomasello, M. (2000). Culture and cogni­
tive development. Currelll Directiolls ill 
Psychological Scicllce, 9, 37-40. 

Tomlinson-Keascy, C (1985). Child dewlop­
IIImt: Psychological, SOCiological, alld bio­
logical factors. Homewood, IL: Dorsey. 

Tonidand ... l, S., Quinones, M. A., & Adams. 
A. A. (2002). Computer-adaptive test­
ing: The impact of test characteristics on 
perceived performance ~nd test takers' 
reactions. JOIlr>1al of AI'plied Psychology, 
87, 320--332. 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seventh Ed ition 

I Back Maner Reterenets 

R-60 References 

Toole, L. M., [NLeon, I. G., Kahng, 
5., Ruffin, G. E., Pletcher, CA., & 
Bowman, L. G. (2004). Re-evaluation of 
constant versus varied punishers using 
empirically derived consequences. 
Researclr in DCfN'lopmcnlal DiSllbililies, 25, 
577-586. 

Torrey, E. F. (1997, June 13). The release 
of the mentally ill from institutions: A 
well-intentioned disaster. Tire Clrronicie 
of Higller Edllcatioll, pp. 84-85. 

Toth, J. P., &. Daniels, K. A. (2002). Effe<:ts 
of prior experience on judgments of 
normative word frequency: Automatic 
bias and correction./ourllal of Memory 
mrd lAngrmge, 46, 84~74. 

Tracy, J. L., & Robins, R. W. (200·n Show 
your pride: Evidence for a discrete emo­
tion expression. Psydrological Scie,rce, 15, 
194--197. 

Trehub, S. E. (2001). Musical predisposi­
tions in infancy. In R. J. z"torrt:> &. I. 
Pert:>iZ (Eds)., The biological fOlmdalions oj 
music. Amrals of t/re NI'W York Academy of 
Sciences (Vol. 930, pp. 1-16). New York: 
New York Academy of Sciences. 

Trehub, S. E., &. Nakata, T. (2OO1...(l2). 
Emotion and music in infancy [Special 
issue: Musicae scientiae]. Clirrent Trards 
in lI,e Study oj Musicm,d Emotion, pp. 
37-4:i1. 

Treisman, A. (1988). Featurt:>s and objox:ts: 
The fourteenth Bartlett memorial le<:­
ture. Quarterly lOUr/wi of Experimental 
PsyChology, 40, 201-237. 

Treisman, A. (1993). The perccp tion of fea­
tures and objects. In A. D. Baddeley &. 
L. Weiskrantz (Eds.), Alteution: Selection, 
aware/,ess, and amlrol: A Iribute 10 Donald 
Broadwnl. Oxford, England: Oxford 
University Press. 

Trcisman, A. (2004). Psychological issues in 
sele<:tive at tention. In M. S. Gazzaniga 
(Ed.), Cognili(lf! "eurosciellces (3rd ed.). 
Cambridge, MA: MIT. 

Tremblay, A. (2004). Dietary fat and body 
weight set point. Nulrilioll Re(Jil'U', 62(7 
Pt 2), 575--577. 

Trigo, M., Sih'a, D., &. Rocha, E. (2005). 
Psychosocial risk factors in coronary 
heart disease: Beyond type A behavior. 
Revista Portllguesa de Cardi%gia, 24, 
261-281. 

Tropp, L. R., & Pettigrew, T. E (2005). 
Differential relationships behv"",,n 
intergroup contact and affe<:tive and 
cognitive dimensions of prejudice. 
Persollalily and Social Psyclw/ogy Bulletin, 
31, 1145-1158. 

Troxel, W. M., Matthews, K. A., 
Bromberger, J. T., &. Sutton-Tyrell, K. 
(2003). Chronic stress burden, dis­
criminntion, and subdinicJI Cilrotid 

artery disease in African American and 
Caucasian women. Health Psychology, 
22, 300-309. 

Trudel, G. (2002). Sexuality and marital life: 
Results of a survey. Journal of Sex aud 
Marilal Therapy, 28, 229-249. 

Trull, T. J., & Widiger, T. A. (2003). 
Personality disorders. In. G. Stricker, T. 
A. Wldiger, et al. (Eds.), Hm,dbook ofpsy­
c/w/ogy: C/i"ical psyd,oIogy (Vol. 8, pp. 
149-ln). New York: Wiley. 

Trull, T. J.. Stepp, S. D., &. Durret t, C A. 

(2003). Research on borderline personal­
ity disorder: An update. Current Opiuim, 
in Psychiatry, 16, 77-82. 

Tryon, W. W. (2005). Possible me.::hanisms 
for why desensitization and expo­
sure therapy work. Cli"ical Psyd,oIogy 
Review, 25, 67-95. 

Tryon, W. W., & Bernstein, D. (2003). 
Understanding measurement. In 
J. C Thomas & M. Hersen (Eds.), 
Uudersla"di"g researc/r iu cli"ical and 
cormseling psychology. Mahwah, NJ: 
Erlbaum. 

Tseng, W. S. (2003). Cliuicia,,'s guide 10 cul-
111m/ psychialry. San Diego, CA: Elsevier 
Publishing. 

Tsukasaki, T., &. Ishii, K. (2004). Linguistic­
cultural relativity of cognition: 
Rethinking the Snpir-Whorf hypoth­
esis.Japanese Psychological Re(Jil'U', 47, 
173-186. 

Tsunoda, T. (1985). The /apauese !>rai,,: 
Uuiqlleness and rmiversalily. Tokyo: 
Taishukan Publishing. 

Tucker, eM., &. Herman, K. C (2002). 
Using culturally sensitive theories and 
research to meet the academic needs 
of low-income African American 
children. America" Psych%gisl, 57, 
762-773. 

Tucker, J. A., Donovan, D. M., & Marlatt, 
G. A. (Eds.). (1999). Chm'gi"gaddic­
liVt: beham'or: Bridgi"g cli"ica/ aud publiC 
Ilealt/, slrategies. New York: Guilford 
Press. 

Tuerlinckx, E, [N Bocck, P., & Lens, W. 
(2002). Measuring needs with the 
Themntic Apperception Test: A psycho­
metric study. /olmlQ/ of Perw"alily aud 
Social Psychology, 82, 448--461. 

Tulving, E. (1993). What is episodic mem­
ory? Current Diredious ill Psychologica/ 
Science, 2, 67-70. 

Tulving, E. (2000). Concepts of memory. In 
E. Tulving, E L M. Craik, et OIL (Eds.). 
The Oxford haudbook of memory. New 
York: Oxford University Press. 

Tulving, E. (2002). Episodic memory and 
common sense: How far aP.lrt? In 
A. Bnddcley &. J. P. Aggleton (Eds.), 
Episodic memory: Ne!v dirediollS in 

() The McGraw- Hili 
Companies. 2008 

research (pp. 269-287). London: Oxford 
University Press. 

Tulving, E., & Psotka, J. (1971). Retroactive 
inhibition in free recall: Inaccessibility 
of information available in the memory 
store. lou mal of Experimenlal Psychology, 
87,1-8. 

Tulving, E., & Thompson, D. M. (1983). 
Encoding specificity and retrieval pro­
cesses in episodiC memory. Psydwlogical 
Review, 80, 352-373. 

Turali, C (2004). Why faces are not special 
to newborns: An altematiave account of 
the face preference. Current Direc/ious iu 
Psycl,01ogical Scieuet:, 13, 5--8. 

Turk, D. C (1994). Perspectives on chronic 
pain: The role of psychological fac­
tors. Cllrre/II Direclim,s in Psychological 
Science, 3, 45-49. 

Turkel. R. A. (2002). From victim to 
heroine: Children's stories revisited. 
J,mr"a/ of Ihe Americm, Academy oj 
Psyclw.malysis, 30, 71-81. 

Turkewitz, G. (1993). The origins of differ­
en tial hemispheric strategies for infor­
mation processing in the rela tionships 
between voice and face perception. In 
S. de Boysson-Sardies, S. de Schonen, P. 
W. Jusczyk, P. McNeilage, &. J. Morton 
(Eds.), DevelopmeulalnermJCog"ilio,,: 
Speech a"d face processi"g h, tl,e firsl year 
of hfe. NATO ASI series D: Belwvioural 
a"d social scie"ces (Vol. 69). Dordrecht, 
Netherlands: Kluwer ACJdemic. 

Turner, W. J. (1995). Homose;mality, Type 
I: An Xq28 phenomenon. Archives of 
Sexual Be/ravior, 24, 109-134. 

Tuvblad, C, Eley, T. C, &. Lichtenstein, P. 
(2005). The development of antisocial 
beha\'iour from childhood to ado­
lescence: A longitudinal twin study. 
European Child & Adolescer,1 Psychiatry, 
14,216-225. 

Tversky, A., &. Kahneman, D. (1987). 
Rational choice and the framing of deci­
sions. In R. Hogarth &. M. Reder (Eds.), 
Ralional clroice: Tire coulrastbetwee" 
economics aud psyc/r%gy. Chicago: 
University of Chicago Press. 

Twenge, J. M., & Crocker, J. (2002). Race 
and self-esteem revisited: Reply to 
Hafdahl and Gray-lillIe. Psyc/wlogical 
Blilleli", 128,41 7-420. 

Twenge, J. M., Catanese, K. R., & 
Baumeister, R. E (2002). Social exclusion 
causes self-defcJting behavior. Joumal 
of Per$lmalily and Social Psycl,ology, 83, 
606-615. 

Ubell, E. (1993,Janunry 10). Could you use 
more sleep? Parade, pp. 16-18. 

Ullman, S. (1996). Higl,-Ievel vision: 
Objecl recognition and viSlml cognition. 
Cambridge, MA: MIT. 



e I Feldman: hsemials of 

Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

UNA IDS. (2002). AIDS "pidemic "pda/e, 
2002. Ceneva, SwitzeTiand: World 
Health Organization. 

Unsworth, N., &. Engle, R. W. (2005). 
Individual differences in working mem­
ory capacity and learning: Evidence 
from the serial reaction time task. 
Memory mrd CoglliliOlr, 33, 213-220. 

Updegraff, K. A, Helms, H. M., McHale, 
S. M., Crouter, A. c., Thayer, S. M., &. 
Sales, l. H. (2004). Who's the boss? 
Patterns of perceived control in ado­
lescents' friendships. /ournal of Youlh & 
Adolt'$Co,ce, 33, 403-420. 

U.s. Bureau of the Census. (2000). C""$IlS 
2000. Retrieved from American Fact 
Finder http:// factfinder.census.gov/ 
serv let /BasicFacts5crvlet 

U.S. Bureau of Labor Statistics. (2003). 
Women's weekly earnings as a percent­
age of men's earnings. Washington, DC: 
U.s. Bureau of Labor Statistics. 

Utll, B., Graf, P., &. Cosentino, S. (2003). 
Implici t memory for new associa tions: 
Types of conceptual representations. 
In J. S. Bowers &. C. J. Marsolek (Eds.), 
Relhillkillg implicit memory (pp. 302-323). 
London: Oxford University Press. 

Uylings, H. B. M., &. Vrije, U. (2002). About 
assumptions in estimation of density 
of neurons and glial cells. Biological 
Psychiatry, 51, 840-842. 

Vaillant, G. E., &. Vaillant, C. O. (1990). 
Natural history of male psychological 
health: XII. A 46-year study of pre­
dictors of successful aging at age 65. 
America" Jo,,,,ral of Psychinlry, 147, 
31-37. 

Vaitl, D., Schienle, A., &. Stark, R. (2005). 
Neurobiology of fear and disgust. 
IlIlernnliollnl Jormral of Psychophysiology, 
S7,1-4. 

Valencia, R. R., &. Suzuki, l. A (2003). 
Irrlelligmc" /e$/illg alld mitlOrily $Ir,dmls; 
FOImdaliorrs, performance faclors, m.d 
assessm,,"1 iss""s. Thousand Oaks, CA: 
Sage. 

Valente, S. M. (1991). Electroconvulsive 
therapy. Arclrives of Psychiatric Nursillg, 
S,223-228. 

Valsiner, J., Diriw3chter, R., &. Sauck, C. 
(2005). Diversity in unity: Standard 
questions and nonstandard interpreta­
tions. In Science and medicine ill dilllogue; 
TI.illkillg /I,ro"gh parliclllars and "niver­
SIlls (pp. 289-307). Westport, Cf: Praeger 
Publishers/Greenwood Publishing 
Group. 

Van Beckum, S. (2005). The therapist as 
a new object. TrmrsacliOlwl Analysis 
/oumal, 35. 187-191. 

Van De Graaff, K. (2000). HUmall nrra/omy 
(5th cd.). Boston: McGrnw-HilL 

Relerencts 

van den Bosch, L. M., Keeter, M. W., 
Stijnen, T., Verheul, R., &. van den Brink, 
W. (2005). Sustained efficacy of dialecti­
cal behaviour therapy for borderline 
personality disorder. Behavioral Research 
Thempy, 43, 1231-12.41. 

Van den Wildenberg, W. P. M., & Van der 
Molen, M. W. (2004). Developmental 
trends in simple and selective inhibi­
tion of compatible and incompatible 
responses. /ournal of Experimenlal Child 
PsyChology, 87, 201-220. 

van Eck, M., Nicolson, N. A., &. Berkhof, J. 
(1998). Effects of stressful daily events 
on mood states: Relationship to global 
perceived stress. 10llmlll of Pemmillily 
mrd Social Psychology, 75, ISn-I5S5. 

Van Knippenberg, D. ("1999). Social identity 
and persuasion: Re<::onsidering the role 
of group membership. In D. Abrams &. 
M. A. Hogs (Eds.), .social idenlily lllld 
srxial ('OglliliOl'. Malden, MA: Blackwell. 

van Leeuwen, M. L., &. Macrae, C. N. 
(2004). Is beautiful:olways good? 
Implici t benefits of facial attractiveness. 
Social Coglli/ion, 22, 637-Q49. 

van WeI, E, Linssen, H., & Abma, R. (2000). 
The parental bond and the well-being of 
adolescents and young adults. /ournal of 
Youth & Adolescence, 29, 307-318, 

Vanasse, A., Niyonsenga, T., &. Courteau, 
J. (2004). Smoking cess.1lion within 
the context of family medicine: Which 
smokers take action? Prl'Vl'lllive 
Medicille: A,r Irrlema/imral /o'mral 
Devoled 10 Practice and Tlreory, 38, 
330-337. 

Vance, E. B., &. Wagner, N. W. (1976). 
Written descriptions of orgasm: A study 
of sex differences. Archives of Sexual 
&hllv;or, 5, 87-98. 

Vandell, D. L., Burchinal, M. R., Belsky, 
J., Owen, M. T., Frierlman, S. L., 
Clarke-Stewart, A., McCartney, K., 
&. Weinraub, M. (2005). Early clrild 
car" and child",rr's dct'Clop",enl ill /I,,, 
primary grades; Follow-"p r<'SIllts from 
lire NICHD Slr,dy of Ellrly Child Care. 
Paper presenterl at the biennial meet­
ing of the Society for Research in Child 
Development, Atlan ta , GA. 

VanLchn, K. (1996). Cognitive skill acquisi­
tion. Annual Review of PSYChology, 47, 
513-539. 

Varela, J. G., Boccaccini, M. T., Scogin, 
F., Stump, J., &. Caputo, A. (2004). 
Personality testing in law enforcement 
employment settings: A meta-analytic 
review. Crimillill J,jslice alld Bclurvior, 31, 
649-675. 

Vargha·Khadem, E, C",dian, D. C., Copp, 
A, &. Mishkin, M. (2005). FOXP2 and 
the neuroanatomy of speech and lan-

() The McGraw-Hili 
Companies. 2008 

References R-61 

guage. Naillre Reviews Neuroscierrce, 6, 
131-138. 

Vaughn, L. A., &. Weary, G. (2002). Roles of 
the avai lability of explanations, feelings 
of ease, and dysphoria in judgments 
about the future. loumal of Science alld 
Cliuicill Psychology, 21, 686-704. 

Veasey,S., Rosen, R., Barzansky, B., Rosen, 
I., &. Owens, J. (2002). Sleep loss and 
fatigue in residency training: A reap­
praisal. JOll",al of /I,e Am .... icarr Medical 
Associa/ioll, 288, 1116-1124. 

Vedantam, S. (2005, January 23). See no 
bias. The Waslrillglm' Posl, p. W12. 

Veltman, M. W. M., & Browne, K. O. (2001). 
Three decades of child maltreatment 
research: Implications for the school 
years. Trlll'mil Violc,rce mrd Abuse. 2, 
215-239. 

Veniegas, R. C. (2000). Biological research 
on women's sexual orientations: 
Evaluating the scientific evidence. 
/ournal of SO(iallssues, 56, 267-282. 

Verdejo, A., Toribio, I., & Orozco, C. (2005). 
Neuropsychological functioning in 
methadone maintenance patients ver­
sus abstinent heroin abusers. Vmg mrd 
Alcohol DepelldN.N, 78, 283-288. 

Verfaellie, M., &. Keane, M. M. (2002). 
Impaired and preserved memory pro­
cesses in amnesia. In L. R. Squire &. 
O. L. Schacter (Eds.), Neuropsychology of 
memory (3rd cd.). New York: Guilford 
Press. 

Verhaeghen, P., Marcoen, A, &. Goossens, 
L. (1992). Improving memory per­
formance in the aged through mne­
monic training: A meta-analytic study. 
Psychology aud Agillg, 7, 242-251. 

Vernon, P. A., Jang, K. L., Harris, J. A, &. 
McCarthy,J. M. (1997). Em ' ironmental 
predictors of personality differences: 
A twin and sibling study. Journal of 
Pers,malily alld Social Psydrology, 72, 
177-183. 

Victor, S. B., & Fish, M. C. (1995). Lesbian 
mothers and the children: A review for 
school psychologists. School Psydwlogy 
Revit-w, 24, 456-479. 

Viding. E., Blair, R. J., Moffitt, T. E., &. 
Plomin, R. (2005). Evidence for substan­
tial genetic risk for psychopathy in 7-
year-olds./oumal of Griid Psychology mrd 
Psychialry, 46, 592-597. 

Vihman, M. M. (19%). P/,orrologica/ dct",lop­
",,,,,I; The origillS of larrguage in I/.e child. 
London, England: Blackwell. 

Villarosa, L. (2002, December 3). To prevent 
sexual abuse, abusers step forward. The 
New York Times, p . 51. 

Vil1emure, c., Slotnick, B. M., &. Bushnell, 
M. C. (2003). Effects of odors on pain 
pero:eption: Deciphering the roles 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seve nth Ed ition 

R-62 References 

I Back Maner 

of emotion and attention. Paill, 106, 
101-108. 

Violani, C, &. Lombardo, C (2003). 
Peripheral temperature changes during 
rest and gender differences in thermal 
biofeedback. Jrnmral of Psyclroscmatic 
Researclr, 54, 391-397. 

Vital-Durand, E, Atkinson, J., & Braddick, 
O. J. (Eds.). (19%). IlIfl1lrt visioll . Tlu: 
European braill I1Ird belmviour society pub­
licatiOll Si?ries. (VoL 2). Oxford, England: 
Oxford University Press. 

Vleioras, G, &. Bosma, H. A. (2005). Are 
id,mtity styles important for psychologi­
cal well-being? joumal of AdolescCllce, 28, 
397-409. 

Vogel, G. W., Feng. P., &. Kinney, G. G. 
(2000). Ontogeny of REM sleep in rats: 
Possible implications for endogenous 
depression. Physiology & &llIIvior, 68, 
453-461. 

Voicu, H. , &. Schmajuk, N. (2002). Latent 
learning, shortcuts and detours: A com­
putational model. Behavioural Pro(es.ses, 
59,67-86. 

Volterra, v., Caselli, M. C, Capird, 0., 
Tonucci, F. , &. Vicari, S. (2003). Early 
linguistic abilities of Italian children 
with Williams syndrome [Special issue: 
Williams syndrome). D,,!Jt'/opmnrtal 
Mmropsyc/wlogy. 23, 33-S8. 

von Restorff, H. (1933). Uber die Wirking 
von Bereichsbildungen im Spurenfeld. 
In W. Kohler &. H. von Restorff, 
Analyse VOII Vorgl1lrgell ilf Sl'urellfdd: /. 
Psyclwlogise/re forse/"IIIg, 18, 299-342. 

Vrij, A (2001). Detecting the liars. 
Psyclwlogisl, 14, S96-598. 

Vygotsky, L. S. (1926/1997). Educatirnml 
psychology. Delray Beach, FL: St. Lucie 
Press. 

Wachs, T. D., Pollitt, E., Cueto, S., &. Jacoby, 
E. (2004). Structure and cross-oontex­
tual stability of noonatal temperament. 
'"fa"l Belravior a"d D<"IIe/op""ml, 27, 
382-396. 

Wachtel, P. L., &. Messer, S. B. (Eds.). (1997). 
Tlreories of psycirol/reral'Y: Origins arid 
evolulioll . Washington, DC: American 
Psychological Association. 

Wadden, T. A, Crerand, C E., & Brock, J. 
(2005). Behavioral treatment of obesity. 
Psyclrinlric Ciilries of Norllr Amaiea, 28, 
151-170. 

Wagner, B. M. (1997). Family risk factors 
for child and adoles<:ent suicidal behav­
ior. Psyclrological Bul/eti", 121, 246-298. 

Wagner, E. E, & Atkins, J. H . (2CXXl). 
Smoking among teenage girls. /Oimral 
of Child & AdoJescml SubstmICe Almse, 9, 
93-110. 

Wagner, H. j., Bollard, eM., Vigouroux, 
S., Huls, M. H., Anderson, R., Prentice, 

Reterencts 

H. G, Brenner, M. K., Heslop, H. E., 
& Rooney, C M. (2004). A strategy for 
treatment of Epstein Barr virus-positive 
Hodgkin's disease by targeting in terleu­
kin 12 to the tumor environment using 
tumor antigen-specific T cells. Cancer 
C..'Ife Tlrempy, 2, 81-91. 

Wagner, R K. (2002). Smart people doing 
dumb things: The case of managerial 
incompetence. In R. J. Sternberg (Ed.), 
Wiry snrartl'eol"e Call be SQ sillpid (pp. 
42-63). New Haven, CT: Yale University 
Press. 

Wainer, H., [)orans, N. J., Eignor, D., 
Raugher, R, G~n, B. E., Mislevy, 
R J., Steinberg. L., & Thissen D. (2CXXl). 
COlllplllerized adaptive lestilrg: A prillu:r 
(2nd ed.). Mahwah, NJ: Erlbaum. 

Walcott, D. M. (2000). Repressed memory 
still lacks scientific reliability. /olmral of 
tile Ameri<:l1Ir Academy of Psychiatry & tire 
/..Aw, 28, 243-244. 

Waldrep, D., &. Waits, W. (2002). Rclurning 
to the Pentagon: The use of mass desen­
sitization following the s.:-plember 11, 
2001 attack [Spe<:ial issue: The mental 
health response to the 9-1 1 attack on the 
Pentagon]. Military Medicirre, 167, 58-59. 

Walker, M. P., & Stickgold, R. (2004). Sleep­
dependent learning and memory con­
solidation. Neuron, 44.121-133. 

Walker, M. P., & Stickgold, R (2005). It's 
practice, with sleep, tha t makes perfeoct: 
implications of sleep-dependent learn­
ing and plasticity for skill performance. 
Ciill;clllSports Medicirre, 24, 301-311. 

Walker, M. P., Brakefield, T., Morgan, A., 
Hobson, J. A, &. Stickgold R (2002). 
Practice with sleep makes perfect: 
Sleep-dependent motor skill learning. 
Nellroll, 35, 205-211. 

Walker, W. R, Skowronski, J. J., &. 
Thompson, C. P. (2003). Consolidation 
of long-term memory: Evidence 
and alternatives. RevieW of Gerreral 
Psydrology, 7, 203-210. 

Wallerstein, J. S., Lewis, J., Blakeslee, S., & 
Lewis, J. (2000). Tire llIfexl'ccted legacy of 
divorce. New York: Hyperion. 

Wallis, c., & Willwerth, J. (1992, July 6). 
Schizophrenia: A new drug brings 
patients back to life. Time, pp. 52-57. 

Walt, V. (2005, March 7). A land where girls 
rule in math. Tinre, pp. 56-57. 

Walter, J. H., White E J., Hall, S. K. 
MacDonald, A., Rylance, G., Boneh, A., 
Francis, D. E., Shortland, G. J., Schmidt, 
M., & Vail, A. (2002). How practical are 
recommendations for dietary control in 
phenylketonuria? LII/reel, 360, 55-57. 

Wang, A, & Clark, D. A. (2002). Haunting 
thoughts: The problem of obses-
sive mental intrusions [Special issue: 

() The McGraw-Hili 
Companies. 2008 

Intrusions in cognitive behavioral the r­
apy]. jmmral of Cognitive Psychotherapy, 
16,193-208. 

Wang, O. (2003). Infantile amnesia recon­
sidered: A cross-cultural annlysis. 
Memory, 11, 6~. 

Wang. Q. (2004). The emergence of cultural 
self-constructs: autobiographical mem­
ory and self-description in European 
American and Chinese children. 
D/?lX'lopmmtal Psyclrology, 40, 3-15. 

Wang, V. 0., & Sue, S. (2005). In the 
eye of the storm: Race and genom­
ics in research and practice. Americalr 
Psyc/roJogist, 60, 37-45. 

Wang. X., Lu, T., Snider, R K., & Liang. L. 
(2005). Sustained firing in auditory cor­
tex evoked by preferred stimuli. Nature, 
435,341-346. 

Warburton, E. C, Glover, C. P., Massey, 
P. Y., Wan, H., Johnson, B., Bienemann, 
A., Deuschle, U., Kew, J. N., Aggleton, 
J. P., Bashir, Z. L, Uney, J., & Brownj, M. 
W. (2005). cAMP responsive element­
binding protein phosphoryla tion is ne<:­
essary for perirhinallong-tenn potentia­
tion and recognition memory. /oumal of 
Nerrroscie"ce, 25, 62%-6303. 

Ward, L. M. (2004). Wading through the 
stereotypes: Positive and negative 
associations between media use and 
Black adolescents' conceptions of self. 
Del!I'lol'mental Psychology, 40, 284-294. 

Ward, W. c., Kogan, N., & Pankove, E. 
(1972). Incentive effects in children's 
creativity. Clrild /Jt've/opnrerrt, 43, 669-
677. 

Wark, G. R, &. Krebs, D. L. (1996). Gender 
and dilemma differences in real-
life moral judgement. Developmental 
Psyclrology, 32, 220-230. 

Wass, T. S., Mattson, S. N., & Riley, 
E. P. (2004). Neuroanatomical and neu­
robehavioral effects of heavy prenatal 
alcohol exposure. In J. Brick (Ed.), 
Halldbook of lire medical corrSi?'1'lerrces. of 
alcohol alld drug abuSi? (pp. 139-169). 
New York: Haworth Press. 

Wasserman, E. A., & Miller, R. R (1997). 
What's elementary about assoc iative 
learning? Amrual R<"IIiew of Psyclwlogy, 
48, 573-607. 

Waters, E., & Beauchaine, T. P. (2003). Are 
there really patterns of aHachment? 
Comment on Fraley and Spieker (2003). 
De!Jt'lol'mental Psyclrology, 39, 417-422. 

Waters, E., Hamilton, C E., &. Weinfield, 
N. S. (2000). The stability of attachment 
security from infancy to adolescence 
and early adulthood: General introduc­
tion. Clrild Develol>lllelll, 7T. 678-683. 

Watson, D., Hubbard, 8., & Wiese, D. 
(2000). Self-other agreement in per-



e I Feldman: hsemials of 

Und8lstanding Ps~cholog~, 

Sn enth Edition 

Back Maner 

sonality and affe<::tivity: The role of 
acquaintanceship, trait visibility, and 
assumed similarity.lourtml of Persollality 
alld Social Psychology, 78, 546-558. 

Watson, J. B. (1924). Belrnlliorism. New York: 
Norton. 

Watson, J. B., & Rayner, R. (1920). 
Conditioned emotional reactions. 
Jorrmal of Experimental Psyc/wlogy, 3, 
1-14. 

Watson, J. M., &Iota, D. A., & R(>e(!iger, 
H. l. (1995). Creating false memories 
with hybrid lists of semantic and pho­
nological associates: Over-additive false 
memories produced by converging 
associath'e networks. Jormrnl of Memory 
mrd lAlIgrmge, 49, 95-118. 

Watson, J. M., &Iota, D. A., & Roediger, 
H. l., (2(03). Creating false memories 
with hybrid lists of semantic and pho­
nological assoc iates: Over-additive false 
memories produced by converging 
associa tive networks. jorrmal of Memory 
alld /..Jlllglloge, 49, 95-118. 

Watson, M., Haviland, J. S., Greer, S., 
Davidson, L & Bliss, J. M. (1W9). 
Innuence of psychological response on 
survival in breast CanCer: a population­
based cohort study. LanCt't, 354,1331-
1336. 

W,lugh, C E., & Larkin, G. R. (2003). What 
good are positive emotions in crises? 
A prospecth'e study of resilience and 
emotions following the terrorist attacks 
on the Uni ted States on September 11th, 
2001.101"'101 of Personolily ~lId Sociol 
Psychology, 84, 365-376. 

Webb, W. B. (1992). Sleep: Tire gortle tyrallt 
(2nd ed.). Boston: Anker. 

Wechsler, H., Davenport, A, Dowdall, 
G., Moeykens, B., & Castillo, S. (1994). 
Health and behavioral consequences 
of binge drinking in college. A 
national survey of students at 140 cam­
puses. JOIlTllal of Ihe Americall Medicol 
AssocialiOIl, 272, 1672-1677. 

We<::hsler, H., Kuo, M., Lee, H., & 
Dowdall, G. W. (2000). £lIl1irOIlIll<'lIlal 
correlales of rwdemge alcolrol rrse alld 
relaled problems of college slrldenls. 
Cambridge, MA: Harvard School of 
Public Health. 

Wechsler, H., Lee, J. E., Nelson, T. F., & 
Kuo, M. (2002). Underage college stu­
dents' drinking behavior, access to 
alcohol, and the innuence of deterrence 
policies. jOllTllal of Americall Co/lege 
Health, 50, 223--236. 

Weeks, M., & Lupfer, M. B. (2004). 
Complicating race: The relationship 
between prejudice, race, and social class 
categorizations. PerSOllality alld Soci,,1 
Psyc/'ology Bill/eli", 30, 972-984. 

Relerencts 

Wegener, D. T., Petty, R. E., Smoak, N. D., 
& Fabrigar, L. R. (2004). Multiple routes 
to resisting attitude change. In E. S. 
Knowles & J. A. Linn (Eds.), ResislallCC 
aud persuasifm. Mahwah, NJ: Lawrence 
Erlbaum Associates. 

Wegner, D. M., Wenzlaff, R. M., & Kozak, 
M. (20().1). Dream rebound: The return 
of suppressed thoughts in dreams. 
Psyc/rologicnl Science, IS, 232-236. 

Weinberg, M. S., Williams, C. J., & Pryor, 
D. W. (1991, February 27). Personal 
communication. Indiana University, 
Bloomington. 

Weiner, B. A, & Wettstein, R. (1993). Legal 
issues ill lIIental health care. New York: 
Plenum Press. 

Weiner, G. J. (2000). The immunobiol­
ogy and clinical potential of immuno­
stimulatory CpG oligodeoxynudeo­
tides. /OImml of Lell/wcyle Biology, 68, 
455-463. 

Weiner, 1. B. (2004a). Monitoring psycho­
therapy with performance-based mea­
sures of personality functioning.lorm,al 
of Pcrs",mlity Assessmelll, 83, 323--331. 

Weiner, L B. (2004b). Rorschach Inkblot 
method. In M. E. Maruish (Ed.), USl' of 
psydwlogicol lesti"g for lreotmelll plntl­
lIillg alld orlt(Omes aSSfssml'1!t: Vol. J: 
III stn,mellts foradlllls (3rd cd.). Mahwah, 
NJ: L1wrence Erlbaum Associates. 

Weinstein, M., Glei, D. A., YamazJki, A, 
& Ming-Cheng, C (2(04). The role of 
intergenerational relations in the associ­
ation between life stressors and depres­
sive symptoms. Re5i'0rclr Oil Agillg, 26, 
Sl1-S30. 

Weintraub, M. (1976). Intelligent noncom­
pliance and capricious compliance. In 
L. Lasagna (Ed.), Patielll complil!lrcc. Mt. 
Kisco, NY: Futura. 

Weis, R., Crockett, T. E., & Vieth, S. (2004). 
Using MMPI-A profiles to predict 
success in a mili tary-style residential 
treatment program for adolescents 
with academic and conduct problems. 
Psychology itt Ihe ScilOOis, 41, 563---574. 

Weissman, M. M., Bland, R. C, Canino, G. 
J., Faravelli, C, Gre<enwald, 5., Hwu, 
H. G., Joyce, P. R., Karam, E. G., Lee, C 
K., Lellouch, J., Lepine, J. P., Newman, 
S. C, Rubio-Stipe<::, M., Wells, J. E., 
Wickramarante, P. J., Wittchen, H., & 
Yeh, E. K. (1997, July 24-31). Cross­
national emidemiology of major depres­
sion and bipolar dis:order. Journal af 
I/'e American Medical Associolia", 276, 
293- 299. 

Weissman, M. w., & Olfson, M. (I99S, 
August II). Depression in women: 
Implications for health care research. 
Science, 269. 799-SO\. 

() The McGraw- Hili 
Companies. 2008 

References R-6l 

Weisz, A., & Black, B. (2002). Gender and 
moral reasoning: African American 
youth respond to dating dilemmas. 
loumal of H,mmll /JdmlJior ill tire Social 
£lIl1irolllller,t, S, 35--S2. 

Welch, K. C (2002). Ti,e &11 Curve and the 
politics of Negrophobia. In J. M. Fish 
(Ed.), Race alld intelligellce: Sepamtir'g sci­
e,tceJrom myth (pp. 177-198). Mahwah, 
NJ: Erlbaum. 

Welkowitz, L. A., Struening, E. L., Pittman, 
J., Guardino, M., & Welkowi tz, J. (2000). 
Obsessive-compulsive disorder and 
comorbid anxiety problems in a nation­
al anxicly screening sample. journal <1 
Allxiely Disorders, 14, 471-482. 

Wells, G. L., Olson, E. A, & Charman, S. 
D. (2002). The confidence of eyewit­
nesses in their identifications from line­
ups. Cllrrent Directiolls ill Psyclrological 
Scirnc", 11, 151-154. 

Wenar, C (1994). Developmelltol psydropa­
Ilrology: From iI'fallcy Ilrrouglr odo/esCt'IIce 
(Jrd ed.). New York: M<eCraw-Hill. 

Werker, J. F., & Tees, R. C. (2005). Speech 
perception as a window for under­
standing plasticity and commitment 
in language systems of the brain. 
D,"lJeiopmelllol Psydrobiology, 46, 233-234. 

Werner, E. E. (1995), Resilience in develop­
ment. CUffellt DirecliOtts in Psycltologicol 
Scirnee, 4, 81-85. 

Wertheimer, M. (1923). Untersuchungen 
zur Lehre von der Gestalt. II . PsychO/. 
Forsch., S, 301-350. In R. Beardsley and 
M. Wertheimer (Eds.). (1958), R£odiugs 
ill pereepliOlI. New York: Van Nostrand. 

West, D. 5., Harvey-Berino, J., & Raczynski, 
J. M. (2004). Behavioral aspects of 
obesity, dietary intake, and chronic 
diseJse.ln J. M. Raczynski and L. C 
Leviton (Eds.), Hmtdbook of ciirricalhealth 
psyclrology: Vol. 2. Disorders of belrat'ior 
alld Irea/tlr. (pp. 9-41). Washington, DC: 
American Psychological Association. 

West, J. R., & Blake, C A. (2005). Fetal 
alcohol syndrome: An assessment of the 
field. Experimenlal Biological Medicine, 6, 
354-356. 

West, R. L. (1995). Compensatory s trategies 
for age-associated memory impairment. 
In A D. Baddeley, B. A Wilson, & F. N. 
Walts (Eds.), Hl!lldbook of memory disor­
ders. Chichester, England: Wiley. 

West, R. L., Thorn, R. M., Bagwell, D. K. 
(2003). Memory performance and beliefs 
as a function of goal setting and aging. 
Psychology & Agiug, 18, 111-125. 

Westen, D., & Gabbard, G. O. (1999). 
I'sychoanalytic approaches to personal­
ity. In L. A Pen'in & O. P. John (Eds.), 
Hmrdbook of persollolity: Theory mtd 
research (2nd cd.). New York: Guilford. 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seve nth Ed ition 

I Back Maner Reterencts 

R-64 References 

Westen, D., Novotny, eM., & Thompson­
Brenner, H. (2004). The empirical status 
of empiric.:!lly supported psycho­
therapies: Assumptions, findings, and 
reporting in controlled dinicaltrials. 
Psyclrological Brillelitr, 130, 631~63. 

Weller, D. W., Fiore, M. C, Gritz, E. R., 
Lando, H. A., Stitzer, M. L., Hasselblad, 
V., &; Baker, T. B. (1998). The Agency for 
Health Care Policy and Research. 
Smoking cessation dinical practice 
guideline: Findings and implications for 
psychologists. Americall Psyclrologisl, 53, 
657~69. 

Whaley, B. B. (Ed.). (2000). Explailljllg iII­
"ess: Resrorc/r, Iheory, mrd slrategies. 
Mahwah, NJ: Erlbaum. 

Wheeler, M. E., Petersen, S. E., &; Buckner, 
R. L. (2000). Memory's echo: Vivid 
remembering reactivates sensory-spe­
cific cortex. Proceetii"gs of tire Natimral 
Academy of Sciellces, 97, 11\25-11129. 

Whisenant, W. A., Pedersen, P. M., &; 

Qbenour, B. L. (2002). Success and gen­
der: Determining the rate of advance­
ment for in ter(ollegiate athletic direc­
tors. So: Roles, 47, 485-491. 

Whitbourne, S. K. (2000). The normal aging 
pr~ss. In S. K. Whitbourne &; 

S. Krauss (Eds.), Psyciropl1l/r%gy ill lat.'r 
adulthood. New York: Wiley. 

Whitbourne, S. K., &; Wills, K. (1993). 
Psychological issues in institutional 
care of the aged. In S. B. Goldsmith 
(Ed.), LO/rg-Ierm care. Gaithersburg, MD: 
Aspen Pre-ss. 

Whitbourne, S. K., Zuschlag, M. K., 
Elliot, L. 8., &; Waterman, A. S. 
(1992). Psychosocial development 
in adulthood: A 22-year sequential 
study. lormral of PasO/wlity alfd Social 
Psydrology, 63, 260-271. 

Whitehouse, W. C., Orne, E. C, Dinges, 
D. E, Bates, B. L., Nadon, R, &; Orne, 
M. T. (2005). The cognitive interview: 
Does it successfully avoid the dangers 
of forensic hypnosis? America" jOllmal of 
Psyclrology, 118,213-234. 

Whitfield, J. B., Zhu, C., Madden, P. A., 
Neale, M. c., Heath, A. C, &; Martin, N. 
G. (2(04). The genetics of alcohol intake 
and of alcohol dependence. Alcolrolism: 
c/i"icalalf<i Experimelftal Researclr, 28, 
1153-1160. 

WHO World Mental Health Survey 
Consortium. (2004). Prevalence, sever­
ity, and unmet nct'd for treatment of 
mental disorders in the World Health 
Organization World Mental Health 
Surveys. 10llmal of lire Americalf Medical 
Associatiolf, 291, 2581-2590. 

Whorf, B. L. (1956). /JIIlgllage, tlrollglrl, alld 
reality. New York: Wiley. 

Wickelgren, E. A. (2004). Perspective dis­
tortion of trajectory forms and percep­
tual constancy in visual event identifi­
cation. Perception mrd PsyclrOj!lrysics, 66, 
629-641. 

Wickelgren, I. (1998, june 26). Teaching 
the brain to take drugs. Scielfce, 280, 
2Q.l5-2047. 

Wickelgren, I. (2001, March, 2). Working 
memory helps the mind focus. Sciellcc, 
291, 1684--1685. 

Wickens, C D. (1984). E"gillurillg psychol­
ogy alld I,umall performmrce. Columbus, 
OH: Merrill. 

Widiger, T. A., &; Clark, L. A. (2000). 
Toward DSM-V and the classification of 
psychopathology. Psyc/wlogirol Blllletilf, 
126,946-963. 

Widmeyer, W. N., &; Loy,j. W. (1988). 
When you're hot, you're hot! Warm­
cold effects in first impre-ssions of per­
sons and teaching effectiveness. jo"",al 
of Ed"calim,al Psychology, 80, 118-121. 

Wiederhold, B. K., & Wiederhold, M. D. 
(2005.1). Specifk phob ias and social 
phobia. In B. K. Wiederhold & M. D. 
Wiederhold (Eds.), Virt"al reIllily Iherapy 
for M,xiety diwrdas; Adt>ar,((s ill ewlrr­
aliOIl alfd lrea/mm/. Washington, DC: 
American Psychological Association. 

Wiederhold, B. K., &; Wiederhold, M. D. 
(2OO5b). Virtual reality Ilrerapy for arrxi­
ety diwrders: Advalfces ilf roalrlatiollmrd 
lreIltme"l. Washington, DC: American 
Psychological AssociJlion. 

Wiehe, V. R, & Richards, A. L. (1995). 
Ilflimate belmyal: Ulrderslmrdirrg mrd rel!­
sondilfg to lire /rarmw of acqrrailflmrce rape. 
Thous.1nd Oaks, CA: Sage Publications. 

Wielgosz, A. T., &; Nolan, R. P. (2000). 
Biobehavioral factors in the context of 
ischemic cardiovascular disease. /o"",al 
of Psychosomalic Res"",.lr, 48,339-345. 

Wigfield, A., & Eccles, J. S. (2000). 
Expectancy-value theory of achievement 
motivation. COlflemporary EdrrcaliOlral 
Psyc/rology, 25, 68-81. 

Wiggins, j. S. (1997). In defense of traits. 
In R. Hogan, j. johnson, & S. Briggs 
(Eds.), Halldbook of persmralily psyc/wlogy. 
Orlando, FL: Academic Press. 

Wiggins, J. S. (2003). Paradigms of persollali­
ty Qss<:ssnllml. New York: Guilford Press. 

Wildavsky, B. (2000, September 4). A blow 
to bilingual education. U.S. News & 
World Report, pp. 22-28. 

Wilgoren, J. (1999, Cktober 22). Quality day 
care, early, is tied to achievements as an 
adult. Tire New York Times. p. A16. 

() The McGraw- Hili 
Companies. 2008 

Williams, j. E., &; &st, D. L. (1990). 
Meas"rillg sex slereolypes; A "",llillaliOllal 
slrldy. Newbury Park, CA: Sage. 

Williams, j. E., Paton, C. c., Siegler, I. C, 
Eigenbrodt, M. L., Nieto, F. J.. &; Tyroler, 
H. A. (2000). Anger p roneness predicts 
coronary heart disease risk: Prospective 
a nalysis from the Atherosclerosis 
Risk in Communities (ARIC) Study. 
Circrrlalioll, 101,2034-2039. 

Williams, j. W., Mulrow, C. D., Chiquette, 
E., Nod, P. H., Aguilar, C, & Cornell, 
J. (20CXl). A systematic review of newer 
pharmacotherapies for depression 
in adults: Evidence report summary. 
Allnals of Ilflerrral Medicine, 132, 743-756. 

Willis, G. L. (2005). The therapeu tic effects 
of dopamine replacement therapy and 
its psychiatric side effects are mediated 
by pineal function. Behaviorrml Bmilf 
Researclr, 160, 148-160. 

Willis, S. L., &; Schaie, K. W. (1994). In 
C. B. Fisher &; R M. Lerner (Eds.), 
Applied deIJeiopmemal psydlalagy. New 
York: McGraw-HilL 

Wilson, G. 1., &; Agras, W. S. (1992). 
The future of behavior therapy. 
Psydlall,erapy, 29, 39-43. 

Wilson, C. T., &; Fairburn, C. G. (2002). 
Treatments for eating disorders. In P. 
E. Nathan, & J. M. Corman (Eds.), A 
gr/ide 10 trealments Ilral work (2nd ed.), 
pp. 559-592. London: Oxford University 
Press. 

Wilson, j. P., &; Keane, T. M. (Eds.). (1996). 
Assessi"g psychological Irarmw alfd PTSD. 
N.".,v York: Guilford . 

Wilson, M. A. (2002). H ippocampal 
memory formation, plasticity and the 
role of sleep. Neurobiology of Leaming & 
Memory, 78,565-569. 

Wilson. T. D. (2IXJ.I). Slmlfgers to orloof!l"S: 
Disroverillg theatiapliVf: rmcmlseiollS. 
Cambridge, MA: Harvard University Press. 

Windholz, G. (1997, September). Ivan P. 
Pavlov: An overview of his life and psy­
chologic.:!1 work. Americall Psyclla/agist, 
52, 94 1-946. 

Windholz, G., &; Lamal, P. A. (2002). 
Koehler's insight revisited. In R. A. 
Criggs (Ed.), Halfdbook for teadrilfg itrlro­
dr/clary psyclrology, Vol. 3: Wilh all emp/Uf­
sis 011 assessmClrl, pp. 80--81. Mahwah, 
NJ: Erlbaum. 

Winerman, L. (2005, June). ACTing up. 
Mallilor all PSYChology, pp. 44-45. 

Wines, M. (2004, March 18). For sniffing 
out land mines, a platoon of twitching 
noses. Tire New York Times, pp. AI, A4. 

Winkler, K. j. (1997, July 11 ). Scholars 
explore the blurred lines of race, gender, 



e I Feldman: hsemials of 
Und8lstanding Ps~c holog~, 

Sn e nth Edition 

Back Maner 

and dhnici ty. The Chrollic/e of High" 
Edllcatioll, pp. AIl-AI2. 

Winner, E. (2000). The origins and ends of 
giftedness. Americall Psycholog;st, 55, 
159-169. 

Winner, E. (2003). Creativity and talent. In 
M. H. Bornstein & L. Davidson (&is.), 
Well-bt>illg: Positive development across tire 
life corrrse (pp. 371-380). Mahwah, NJ: 
Lawrence Erlbaum. 

Winningham, R. C., Hyman, I. E., Jr., & 
Dinnel, D. L. (2000). Flashbulb memo­
ries? The effects of when the initial 
memory report was obtained. MenUJry, 
8,209-216. 

Winsler, A., Madigan, A. L., & Aquilino, 
5. A. (2005). Correspondence between 
maternal and paternal parenting styles 
in early childhood. Early Childlrood 
Researclr Qrrarterly, 20, 1-12. 

Winson, J. (1990, November). The mean­
ing of dreams. SCielltific A",,,ricmr, pp. 
86-96. 

Winstead, B. A., & Sanchez, A. (2005). 
Gender and psychopathology. In 
J. E. Maddux & B. A. Winstead, 
PsyclropatJroiogy: Formdatiolls Jor a co •• -
t"mporary rmd",stalldillg. Mahwah, NJ: 
Lawrence Erlbaum Ass.ociates. 

Winston, A. S. (2001), Dejillillg diffemrce: 
Race alld racism ill tI.e ,.istory of psy­
cllology. Washington, oc: American 
Psychological Ass.ociation. 

Winter, D. G. (1973). Tire powt'r lIIotiVl'. New 
York: Free Press. 

Winter, D. C. (1987). Leade r appeal, 
leader performance, and the motive 
profile of leaders and followers: A 
study of American presidents and elec­
tions. lormral of Persollality alld Social 
Psychology, 52.196-202. 

Winter, D. G. (1988). The power motive in 
women-and men. Journal of Perso.wlily 
and Social Psychology, 54, 510-519. 

Winter, D. C. (1995). Pcrs<mality: Allaly$is 
and ;IIterprelalioll ofliws. New York: 
McCraw-Hill. 

Winters, B. D., & Bussey, 1. J. (2005). 
Glutamate receptors in perihinal cortex 
mediate encoding, retrieval, and con­
solidation of object recognition memory. 
10llmal of Nerrrosciellce, 25, 4243-4251. 

Wiseman, R., &; Greening. E. (20(2). The 
mind machine: A mass participat ion 
experiment into the possible existence 
of extra-sensory perception. British 
fOUmill of Psychology, 93, 487-499. 

Witelson, S. (1989, Man::h). Sex diffcrellces. 
Paper presented at the annual meeting 
of the New York Academy of Sciences, 
New York. 

Relerenc ts 

Wixted, J. T., & Ebbesen, E. B. (1991). On 
the form of forge tting. Psychologic~1 
Scil'IIce, 2, 409-415. 

Woldt, A. L., & Toman, S. M. (2005). Gest~1t 
Iherapy: History, theory, alld practice. 
Thousand Oaks, CA: S.'ge Publications. 

Wolfe, D. A. (1999). Cllild aImS<': Implicatiolls 
for child developmell/ alld IlSyel.opothology. 
Thousand Oaks, CA: Sage. 

Wolpe, J. (1990). T'le practice of beluwior 
t/'erapy. Boston: Allyn & Bacon. 

Wong, M. M., & Csiksuntmihalyi, M. 
(1991). Affiliation motivation and daily 
experience: Some issues on gender dif­
fcrences.foumal of Pcrsollalily alld Social 
PsycllOlogy. 60, 154-164. 

Wood, E., Desmarais, S., &; Gugula, S. 
(2002). The impact of parenting experi­
ence on gender stereotyped toy play of 
children. Sex Roles, ,,;, 39-49. 

Wood, J. M., &; Bootzin, R. (1990). The 
prevalence of nighh.nal\'S and their 
independence from anxiety.follTllill of 
Abnormal Psychology, 99, 64-68. 

Wood, J. M., Nezworski, M. T., Lilienfeld, 
S. 0., & Garb, H. N. (2003). Whal's 
wro/lg with the Rorsclmel.? Science COli­

front s tI,,, cOlltro!Jer$ifll inkblol test. New 
York: Wiley. 

Wood, W. (2000), Attitude change: 
Persuasion and s.ocial innuence. AlUwal 
Rel,i..:/) of Psychology', 51, 539-570. 

Wood, W., &; Eagly, A. H. (2002). A cross­
cultural analysis of the behavior o f 
women and men: Implications for the 
origins of sex differences. Psychological 
Bllllelill, J 28, 699-72.7. 

Wood, W., &; Stagner, B. (1994). Why are 
some people easier to innuence than 
others? In 5. Savit t & T. C Brock (Eds.), 
Persuasim.: PsyellOlogical illsiglrts alld pcr­
spectives. Boston: Allyn & Bacon. 

Woodruff-Pak, D. S. (1999). New directions 
for a classical paradigm: Human eye­
blink conditioning. Psychological Sciellce, 
TO, 1-7. 

Woods, S. C, & Seeley, R. J. (2002). Hunger 
and energy homcosta5is. In H. Pashler 
& R. Gallistel (Eds.). Strol'/I'S lumdbook 
of experimerrtal psyclrology (3rd ed.), Vol. 
3: Lfflmillg, mo/im/iOl', mId I'lIIolioll. pp. 
6~68. New York: Wiley. 

Woods, S. C, Schwartz., M. W., Baskin, D. 
G., & Seeley, R. J. (2000). Food intake 
and the regulation of body weight. 
A.",,,~I Rroiew of PS.'fCllOlogy, 51, 255-277. 

Woods, S. C, Seeley, R.. J., Porte, D., Jr., 
& Schwartz, M. W. (1998, May 29). 
Signals that regulate food intake and 
energy homeostasis. Sciellce, 280, 
1378-1383. 

() The McGraw- Hili 
Companies. 2008 

References R-65 

..... 'ortman, C, Loftus, E., & Waver, C 
(1999). PsyChology (Stir ed.). Boston: 
McCraw-HilI. 

Wozniak, R. H., & Fischer, K. W. (Eds.). 
(1993). Dewlopllll'IIt ill colltext: Acling 
m.d tI.illkillg ill specific I'/lvirollmerr/s. 
Hillsdale, NJ: Erlbaum. 

Wright, K. (September 2002). Times of our 
lives. Scientific Americall, pp. 59~5. 

Wuethrich, B. (2001, March 16). Does alco­
hol damage female brains more? Science, 
291, 2077- 2079. 

Wurtz, R. H., & Kandel, E. R. (2000). 
Central visual pathways. In E. R. 
Kandel, J. H. Schwartz, & T. M. Jcsscll 
(Eds.), Pri'lCiples of lIeural scieuce (4th 
ed.). New York: McGraw-Hill. 

Wyatt, E. (2005, July 22). Cycling world 
looks to life after Armstrong. The New 
York Times, p. C1. 

Wyatt, G. E. (1992). The s.ociocuitural con­
tex t of African American and white 
American women's rape·fOllTllal of 
50ciill Iss lies, 48, 77- 92. 

Wynn, K. (1995). Infants possess a sys­
tem of numerical knowledge. Cu"ent 
Direcliolls ill Psyclrological Sciellu, 4, 
172.- 177. 

Wynn, K. (2000). Findings of addition and 
subtract ion in infants are robust and 
consistent: Reply to Wakeley, Rivera, 
and Langer. Glild OI.'Ve/opmerrl, 71, 
1535-1536. 

Wynn, K., Bloom, 1'., & Chiang. W. C 
(2002). Enumeration of collective enti­
ties by 5-month-old infants. Cognition, 
83, B55-862. 

Wynne, C D. L. (2004). Do allimals lI.illk? 
Princeton, NJ: Princeton University 
Press. 

Yaiom, I. D. (1997). Tire Yalom reader: 011 
wri/illg, livillg, alld praclicillg psydwlllera­
py. New York: Basic Books. 

Yee, A. H., Fairchild, H. H., Weizmann, E, 
& Wyatt, G. E. (1993). Addl\'ssing psy­
chology's problem with raa>. American 
Psychologist, 48, 1132- 1140. 

Ycncrall, J. D. (1995). College socialization 
and attitudes of college students toward 
the elderly. Gerolltology alld Geriatrics 
Edr/calioll. 15,37-48. 

Yost, W. A. (2000). FUI/dammtais of lwarillg 
(4th cd.). New York: Academic Press. 

Young, M. W. (2000, March). The tick­
tock of the biological dock. SCierrlific 
Americarr, pp. 64-71. 

Yuskauskas, A. (1992). Connict in the 
developmental disabilities profession: 
Perspectives on treatment approaches, 
ethics, and paradigms. DisS<'rta/ioll 
Abstracts Il/teTlla/iolla/' 53. 1870. 



feldman: hsemials of 

Understanding Ps~cholog~, 

Seve nth Ed ition 

R-66 References 

I Back Maner 

Zajonc, R. B. (1985). Emotion and facial 
df",renc(>: A th(>(lry reclaim",d. $cima, 
228, 15-21. 

Zajonc, R. B. (2001). Me N' ",xposure: A 
gateway to the subliminaL Curmrt 
Directiolls ill PsydrologiclIl Sci/ma, 10, 
224-228. 

Zajonc, R. B., &. Mcintosh, D. N. (1992). 
Emotions research: Some promising 
questions and some questionable prom­
is(>s. PsychologiclIl Scierru, 3, 70-74. 

Zalsman, G, &. Apter, A. (2002). 
Seroton(>rgic metabolism and vio­
lenc(>/aggression. In J. Glicksohn (Ed.), 
Tile rreurobiology <if crimirralbel,avior; 
Neurooiologiml fOll/rdll/imr of llberrmlt 
behllviors (pp. 231-250). Dordrech t, 
Netherlands: Kluwer Academic. 

Zamarra, J. W., Schneider, R. H., 
Besseghini, L, Robinson, D. K., &. 
Salerno, J. W. (1996). Usefulness of the 
transcend(>n tal meditation program 
in the treatment of patients with coro­
nary artery diS(>ase. Americarr jOllrllal of 
Cardiology, 77, 867-870. 

ZarN'n, J. L, & Eim(>r, B. N. (2002). Brief 
cog"itive hypllosis; FllcilillllirrK tire drmlge 
of dysf,mcliorralbelravio •. New York: 
Spring(>r. 

Zaslow, J. (2003, May 1). Going on after the 
unthinkable: A rape victim shares her 
story. Tile WI/II 5tffl'/ 10lmllll, p. A2. 

Zatorre, R. J., Belin, P., &. Penhune, V. B. 
(2002). Structure and function of audi­
tory cortex: Music and spee<:h. Trends ill 
Cogrritive $ciellus, 6, 37-46. 

Zautra, A. J., Reich, J. W., &. Guarnaccia, 
C. A. (1990). Some everyday life conse­
quences of dis.,bility and bereavement 
for older adults.lolmllli of Persmllliity 
mId Socilll Psydrology, 59, 550-561. 

Zebrowitz, L. A., &. Montepare, J. M. (2005, 
June 10). Appearance DOES matter. 
Scierrce, 308, 1565-1566. 

Zebrowitz-McArthur, L. (1988). P(>rson 
perccption in cross-cullural perspec tive. 
In M. H. Bond (Ed.), TI,e c'O$s-<"I/"rlll 
clllllle"ge 10 socilll psydlology. Newbury 
Park, CA: Sage. 

Reterencts 

Zeidner, M., Matthews, G, &. Roberts, R. 
D. (2004). Emotional intelligence in the 
workplace: A critical review. Applied 
PsyChology; Arr /rrlemaliollal Review, 53, 
371-399. 

Zeigler, D. W., Wang, C. c., Yoast, 
R. A., Dickinson, B. D., McCaffree, 
M. A., Robinowitz, C. B., & Sterling, 
M. L. (2005). The neurocognitive effects 
of alcohol on adolescents and col-
lege students. P""m,liw Medicirre: Arr 
Irr/ema/iorral jo"mal DeWled 10 Practice 
arrd T/,oory, 40, 23-32. 

Zevon, M., & Com, B. (1990). Paper pre­
sented at the annual meeting of the 
American Psychological Association, 
Boston, MA. 

Zhang, E, Chen, Y., Heiman, M., &. 
Dimarch i, R. (2005). Leptin: structure, 
function and biology. Villlmills IIl1d 
Ho.morres; Adwlllces ill Research a"d 
AppliCII/io"s, 71, 345-3n. 

Zhou, Z., Liu, Q., &. Davis, R. L (2005). 
Complex regulation of spiral gan­
glion neuron firing patterns by neuro­
trophin-3. jo"rrral of Ne"roscierrC(, 25, 
7558-7566. 

Ziegler, R., Diehl, M., &. Ruther, A. (2002). 
Multiple source characteristics and 
persUasion: Source inconsistency as 
a determinant of message scrutiny. 
P,'rsOIrnlily mId Socilll Psychology Bljl/di", 
28, 496-508. 

Zigler, E., Bennett-Gates, D., Hodapp, R., 
&. Henrich, C. (2002). Assessing person­
ality traits of individuals with mental 
retardation. Americm, lo'mrnl Orr Merrlnl 
Re/llrdll/iorr, 107, 181-193. 

Zigler, E. E, Finn-Stevenson, M., &. Hall, 
N. W. (2002). The first three years 
and beyond: Brain dcvdopm(>nt and 
social policy. In E. F. Zigler, M. Finn­
Stevenson, &. N. W. Hall, C".",rrl per­
sp«/iVt:s irr psychology. New Haven, Cf: 
Yale Un iversity Press. 

Zika, S., &. Chamberlain, K. (1987). Relation 
of hassles and personality to subjective 
well -being. jo"rnlll <if PersOIrnlily and 
Socilll Psychology, 53,155-162. 

Zeidner, M., &. Endler, N. S. (Eds.). (1996). Zilbergeld, 8., &. Ellison, C. R. (1980). 
Hmldbook of copitrg; Tlll?O.y, resellrch, 
IIpplica/iorrs. New York: Wiley. 

Desire discrepancies and arousal prob· 
lems in sex therapy. In S. R. L.eiblum &. 

() The McGraw- Hili 
Companies. 2008 

L. A. Pervin (Eds.), Prirrciplesarrd p.ac­
lices of $eX t/,erapy. New York: Guil ford. 

Zimbardo, P. G. (2004a). Does psychology 
make a significant difference in our 
lives? Americarr Psychologist, 59, 339-351. 

Zimbardo, P. G. (2004b). A situationist 
perspective on the psychology of evil: 
Understanding how good p(>(lple are 
transformed into perpetrators. In A. G. 
Miller, Socilll psycllology of gomlmld evil. 
New York: Guilford Press. 

Zimprich, D., &. Martin, M. (2002). Can lon­
gitudinal changes in pr(>C(>ssing speed 
explain longitudinal age changes in 
fluid intelligenc/.'? Psychology and Agirrg, 
17. 690-695. 

Zito, J. M. (1993). Psycllolherllpelltic drug 
mllmllli (3rd cd., rev.). New York: Wiley. 

Zook, K. B. (2004, May 23). Analyze this. 
8051011 Globe, B4. 

Zubieta, J. K., Heitzcg, M. M., Smith, Y. R., 
Bueller, J. A., Xu, K. , Xu, Y, Koeppe, R. 
A., Stohler, C. S., &. Goldman, D. (2003). 
COMT va1158met genotype affects mu­
opioid neurotransmitter responses to a 
pain stressor. $cierrce, 21, 1240-1243. 

Zuckerman, M. (1978). The search for high 
sensation. PsyC/,ology Today, pp. 3(}-46. 

Zuckerman, M. (1994). Be/wviorol expression 
and biosocinl expressioll of sellSiltioll seek­
illg. Cambridge, England: Cambridge 
University Press. 

Zuckerman, M. (2002). Genetics of sen­
s., tion seeking. In j. Benjamin, R. P. 
Ebstcin, et a!. (Eds.), MoleCIIIII. gelle/ies 
and lire /"m,m, persollali/y, pp. 193-210. 
Washington, DC: American Psychiatric 
l' ublishing. 

Zuckerman, M., & Kuhlman, D. M. 
(2000). l'ersonality and risk-taking: 
Common biosocial factors [Special 
issue: Personality processes and prob­
lem behavior].lourllal of Pe,$OIIalily;, 68, 
999-1029. 

Zuger, A. (1998, June 2). The hother" drug 
problem: Forgetting to take them. Tire 
New Yo.k Times, pp. Cl, C5. 

Zurbriggen, E. L (2000). Social motil'es 
and cognitive power-sex associations: 
l'redictors of aggressive sexual behav­
ior. jo,mrnl of Persolllllily lIud Social 
PSYc/'ology, 78, 559--581. 



o I FeldllAR: &s,nti. l, 01 Bif;k Ml ttll 

Undetllandin, I'sycholoty. 

Sew.nlt! Edition 

Credits 

Chapter I Modul ~ t , Fi gu ,," I , From umaL I>. A. 
Students OOlT\rJ\tt> beliefs about psychology. 
T<"JJdIir-rg of Psychology. 6. Copyright C 1979 
L.o .... """'" Erlbaum A-mteo.. Figu .... 3: From 2000 
APA DirtClOry 5111Uy. \~1On. DC: Arr>eTiGon 
I'sychoklgical As.sociation. Copyright C 2001 by 
the AII"I<"liran Psychological A-mtioo. Ad~plOO 
wilh pennis.sion.. Fig u re 4, From Orig;n ofPubiishtd 
RI5<'llm.. W~shinglon, oc: American l'sychologk~1 
Association. Copyrighl Cl I991 AmeriGiln 
Psychological Associalion. Adapted with pcnni ... 
sian. Figu re 50 From TM Psychology Majo,·s 
Halldboi*. 1st Edition by Kut ..... r. C 2003 with I""'" 
mission of Wadsworth. a division of l1>ornson 
u,~ming: www.thomsonrights.rom. Fax800-730-
2215. Module 3: Figure 5: Darley.J . M~ &: laiaM. 
B. (1968). Bystanders inl<''''''''''tion in t"'.'6""ics; 
Diffusm of responsibilily.,,,,,nIIlI of l'moIlIJIily ilnd 
Sodol PsydUogy. g. In..J8.l.. Gop)'right C I968 
American Psychological Awocialion. Adapted 
with pcnnission. Chapte .. 2 Mod ule S: Figuft I: 
From /-Iumiln AntIlomy. 5th edition, by K. V~n 
D\.<;raaff. p. 339. Copyright (l 2OOJ by The 
McGraw·Hill Companies. Fig u .... 2: From e. F. 
St"'·""IIS. "The Neuron" xu,nlifk An...,m, ... 
s..l'tcmber 1979. pag<' S6. RLl'rinl;xi wilh pc""i".. 
5i"" of Carol Donnc-r. FigureJ' From H.m",r' 
Biology. 61h edition, by S. foohd<'r. p.>Se 250. 
Copyrighl C 20Xl by The McCraw.HiII 
Comp.>nie!i. Fig"re h : From Hum" .. Biology. 6th 
ooilion, by S. Mader. p.l8" 250. Copyrighl Cl 20Xl 
by The McGraw-Hili Comp.>nie. Figure 4b: From 
TW living World. 2nd ooilion, byG. B. JohrdOtl.. 
pa6' 600. Copyrighl Cl 2000 by The McGra ... ·Hill 
Companio<s.. Module 6: Fig " .... 2: From TIlt SlrtSSof 
Lifr. From Psychology, 41h Editilln. by E.loftu5and 
C. Wortm.:tnn, pg. 63. Copyrighl ClI999 by The 
McCra ... -Hili Compani ..... f igure 3: From H,,,,,,,n 
Biology. 61h ..clition, by S. Mad ... , p.>ge 250. 
Copyrighl Cl 200l by The M.,(;raw·H ili 
Companies. Modul~ 7: Figu .... 2: From AlwlOmy & 
Physiology. 5th ..clition, by R. s,....,ley, T. St,,,.,..,,.. 
and I>. rate. p. 3S4. Copyrighl Cl 200l by The 
McC'3w·Hill Companiel-. Figu .... )' From Tht 
1il'i1lg World. 2nd ooilion, by G. B. Johnson. paS" 
6({1. Copyrighl C 2IXXl by The Mr:(;r,lw·Hill 
ComparUa-. Figure 4, From £jtm(ffl$ rf ~I 

P$ychoIogy, by A_M. Sdv,.,;det- and B. Tanru... 
Copyrighl C 1995 by The M.,(;raw·HiU 
Comp.>nies. fig"'"" S: Courtesy of Dr. Rob..rt B. 
Uvingston. UniWiSity of California-&... 1Mgo. 
and I'tr.i lip I. MCn:"Urio, NeuI"<>!I<:iI. .......... lnstilute. 
Figure 7: Used w ilh In.: p.,nnission of Dr. Edward 
G.lo"'-'S. Un ivers;ty o f Califomia at \)avis C""rcr 
for N"u~. Chapter) Module 9: figure 
1: From Psydrolugy, 5th <'<Iilion, bye. Wortman.. 

eredits 

E. Loflus. and e. \\\ .... wer,}'g. 113. Copyrighl Cl 
1'1'/9 by The McGr:> .... ·HiII Companies. Figure J: 
From Hok's r-."i4lsofHu"",~ Amlomyrflld 
PfrysioIogy, 7th nlitiDrl. by O. Shcir, J. Ikol ...... and R. 
Le .... is. p. 283. Copyrighl C 2000 by The McGraw· 
H ill Companies. Figu,"" 5: from Human Biology. 6th 
<-'dition, by S. Madt!-. pag~ 250. Copyright C 2000 

by The McGraw·Hill Comp.tn~. Modul .. 10: 
Figu re 1: From Allalomy & Physiology. 5th edilion. 
by R Seek")" T. Slcphens, and P. Talc. p. 3S4 
Copyrig!>1 Cl 200l by""" McCraw.Hili 
C<:>mpanics. Figure 2, I' rom Allatomy & Physiology. 
51h alililln. by R. s..",ley. T. SI"phens, and P. Tale, 
p. 3S4. Copyrighl C 20Xl by The McGraw_Hili 
C<:>mpanies. Fig"re', Adapl<'<I from S. Brownlee 
and T Watson. 1he ~. US Nmos & W.".1d 
&port,lanuuy 13. 1m. pp. 51_59. Reprinttd w;lh 
pennission of Unda M. 8.1rtO$l"ouk. Fig""' 50 From 
Kenslu.Io, TJw SkIn SnoSt":f. 1968. Courf"5yof 
Charles e. Thornas.l>ubliohen, Ltd. Springfield, 
Illinois. Fig .. re 6: From IU.maclundran. V. S., &. 
Hubb;.rd, E. M. (2003. May). H"arirlg roLors. IaSI· 

ing shill"'" ScitllliJic Amrrioln. PI" 53-59. C 2003 
by Scienlific American, Inc. All righls 1"CS<',,·ed. 
Mooul .. II , Fig ure l c: From Milld Sights by Rog<" 
N . Shepa rd Cl I990 by Roger N. Shepard . 
R"f'rinloo by I"'"rmimon of Henry Holt k 
Company. Figu re 4, From s.-.'5<llio" & Ptrctpticm. 
2nd ooilion. by E. Goldstcin C 198-\. R"f'rinle-d 
w ith permiSllion 01 Wadsworth. an imprinl of the 
Wadsworth Group, a div"ion of Thorrosorr 
Leaming. Fig u,"" 5: I. Biederman.. Highn um 
y-tsMm. In O. N. ~"""- S. K.-Iyn and J. 
HoIkri>ack (Nb.), An /nritlll;"" 1<1 Cognitm­
Srimcr: V;"ual C'lg"iliDrl gnd Act;"". 1990. 
R"f'rinted with pcrmillsion of MIT I'ress. Figure 6: 
R"f'rinl~'"<i from Vision Rtsnrrh. 26, Ju/esz, B., 
Sle""l&<"Opi<: viSion. PII". ]001·1602. Copyright CO 
1986 wilh kind JX'"nnission from Elsevi.,r Scicl"lC<' 
Ltd .• The Boulevard, lang ford La".,. Kidlinglon 
OX5 IGN. UK Figure 7: Figure from $eo'Siltiou ~"d 
PtrrrJ>lion, JnI Mitio .. , by St.mley Co...", and 
la ... ......-.ce M. Ward. copyright Cl I999 by Joim 
Wiley &: Sons .... prod~ by ~ion of the 
publisher. Fig"re Il -a.-d: Rgure from Xn5<ltion 

lind Prrupfion, JnI (dition, by Stanley Corm and 
La ... 1ft'oC"e M. W, .. d. copyrighl C 1989 by Joim 
Wiley &: Sons ",prod~ by pet"rnission of the 
publi ........ Fisure I I ·'~: Rgure from Stn.5A"tion ~nd 
I'n-crption. Jrd MiliDrI, by StanleyCorcn and 
La .............. M. Wa.rd, copyrighl C 1989 by 101m 
WIley &: Sons reproduc~'<I by pcrmi .. ion of the 
publisher. Fig ure 11 · 12: From Gn.'Sory and 
Gombrich, lIIu';"n ill Naill,.. and Arl. Figure 5-16. 

Copyrigh l C 1973. by permission of Gerald 
Duckworth &: C<:> .. Ltd. Chapter <I Mooul~ 12: 

Fig ure 1: From Palladino. I. J. &: Carducc:i.. B. J. 
Stud\'l'll5' knowlooS" of sia-p and d .... arna. Ttwlrillg 
ofl'sychol<>g:y. II . I1N----191.CopytighI C I~ 
uwn:nce Erlb;.wn "-'cia""," Fig" re 2: Rg I 
from Sktpby J. AI ...... Hobson Cl I999 by J. Albn 
Hoboon. RepnnINl by pennission of Henry Hold 
&: Co. Figu .... )' From E. Hartmann. Thr BiokJgy of 
DMlming, 1967. Courf"5yof O>arlcs e. Thoma~. 
Publisher. Ltd., Springfield, Illinois. Fig" .... 4: From 
S«n'lJ ",51"1' by AIt.",and.,r Borbcly. English Ira ..... 
1~lion copyrighl C 1986 by Bask Books, In<:. ropy' 
righl e 19I1-I by Deutsche Verlag-Anslall GmbH. 
Stuug.,rt. R~prinl<-'d by pennission of o;'sic Books. 
a m .. :mbo.., of P""",,s Books, LLe. figure 5: 
Reprinloo ... ith pennissi"" from H. P. Roffwarg.. J. 
N. MW\lJo and W. e. Dement, ·Ontogenic 
Deniop""",t of the HUIT1M> Sleep-Dn:am Cycle.· 
Selma. 152. p. ~]9. Copyright C 1996 
Arnrrican ~tion for the Ad'·a.-mml of 
Scirnoo. Figu re 6: Used ,,~th the pennis5ion ofG. 
William Domhof, Ore.:m\J~an:h.net. Fig"re 10: 

Uk'<! with pennission of. Rockefeller Uni'·erJity. 
Modul~ 13: fig u .... I: From Thf RtIllXIIlion 
Rn-pon~ by H .. .,bert!knson.. M.D .• wilh Miriam 
Z. Klipper. Copyrighl C 1975 by William Morrow 
&. Company, Inc. Reprinloo by !",nnission of 
Harpt'r-Collins I'ubliskrs. Modul~ 14, Figure I : 

Monitoring Ihe Fulure Study 2005. Uni"<'rsily 01 
Michigan.. An n Arbor. Figure 2: From HUmiln 

Biology, 6th milion. by S. Mader, P"-S" 250. 
Copyrighl Cl 2000 by The McGraw_Hili 
Comp.>niH. Figure 3: Copyrighl C ]991 by The 
New York TImes Co. R"f'rinted by pennission. 
Fig,,", 6:: Ada pl<.'<1 from Wechsl ...... 1-1., et al. (2003). 
C"U'-'"8e binS" drinking in tIM: 1990s: a conllnuing 
problem: "",,u115of I"" Harvard School 1 Public 
Hcalth 1999 CoIkog ... ~le3lth Akoh.ol Study. 
Rcprinl .. '<1 ... ilh permi""i"" of H~""ry W .. -.:hslcr. 
Fig u", 8: Monitoring Ihc Fulure Study 2005. 
Univcrslly of Mi chigan. Ann Arbor. Chapl. r S 
Mo-dul e 17: Fig"re 1: E. e. Tolman. & e. H. 
Homlk, (1930). Introduction and .... mo"al of 
reward and maze pcrfonnanre in rals. U .. il....,ily 
of Califon!;' Pubiialtions in Psydloiogy. 4, 257-275. 
FI, ,,re 2: From Anderson.. J. A .• &: Adanu. M. 
(1992). Ackno ... ledging t/"I@learningstyletof 
d;v~ studenl p"'p"lations: Implicalions for 
inst r'\JCIional de..ign. Nrw Di .... tiomftw Ttwlri"g 
an.! ltoJrning. 49. 1~. C Copyrighl 1992 J06-Sey 
Ba55 !'ublicalions. Chapter ' Module 18, Fisure 
2, Figure lrom · Human Memory:: A PropoI5ed 
Syst<'m pnd Its Control Proct':'lI\OI'S.M by R. e. 
Alklnson and R. M. Shiffrin. from Th~ P'ycltology 
of u..",i"g Qlid MOlitOltum: Adt""ct"j in Rl5<'llrcl, 
~"d T/,..,ry. Volume 2. ediled by K. W. Spcna: and 
J. T. Sp.· ... "'. copyrighl " 1968 Rtprinted with 
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permission from Elsevier. Figure 3: From 
"Perception and Memory Versus Thought: Some 
Old Ideas and Re<:ent Findings," by A D. deGro<>t 
in Problem SelI'llg; ~rch. M~tlwd & Thtory. by 
B Kleinmunt:t (ed .). CopyTight Cl I966lohn Wiley 
& Sons, Inc. RepTi nted by permission of lohn 
Wiley & Sons, Inc. Figure 4: From Gatherwle, S. 
I::" & Baddeley, A. D. (1<;193). Workillg m~mo'Y Imd 
/a"gU/1g~ proassing. Hi llsdale, NI: Edb:mm. Fig ure 
6: Adapted from Collins, A. M., & loftus, E. F. 
(1975). A spreading-activation theory of sem""tic 
proct.'SSing. P.yclwlogical Rroi~",. 82, 407--428. 
Copyright e 1975 American I'sychological 
Ass<xiation . Adapted with permission. Figure 7: 
From Humall Allatomy, 5th edition, by K. Van De 
GTaaff, p 339. CopyTight Cl 2t))) by the McGTaw_ 
Hill Compani,,". Modu le 19: Fig ure 3: From O. C. 
Rubin "The subtle deceiveT "",ailing.." Psychology 
Today, Septembt.'T 1995. R~ptint<:d with pt.'Tmissi<.>n 
from Psychology Today Maga:tine. Copyrighl 1995 
Sussex Publishers, Inc. Figu re 4: From loftus, E. 
E, & PalmeT, I. C. (1974) . Rc<:anstTUction of auto-­
m obile destTuction : An example of the inteTfa<:e 
betw~n language and memory. loumal oj Ver!»/ 
/..earllillg alld V~rbal Be/uwior, 13, 585-589, copy. 
Tight Cl I974 by Academic Press, repro<iue«! by 
permission of lhe publisheT. Fig ure 5: From H. P. 
Bahrid:, l. K. Hall & S. A. BergL"-, "A«uTacy and 
distoTtion in memory for high school gTad,,": 
Psychological ScienCt'. Volume 7, 265-269. Reprinted 
w il h peTmission of Blackwell Publishers. Module 
20: Figure 1: Used with permission of Or. GayatTi 
Devi. Figure 3: Figu,," from R. S. Nichrs<>n, & M. 
I. Adams, Cog"WVf' Psychology, Volume 1I, pg 
297. Copyrighl Cl 197'9 by AcademiC Press, used 
by permission of the publisher. Figu,"" 6: Used 
w il h the pennission o f Dr. Pau l Thompsem, UCLA 
Laboratory of Neural Imaging. Chapter 1 
Module 21: Fig ure 1: R..1'rint~'<l with pennission 
lrom R. ShepaTd and I. Met~ler, "Mental Rotation 
01 Th..,., Dimensional Objects: Scin,u. ]71,701_ 
703. Copyright 1971 American Asscxiation fOT the 
Advancement of S<:ien<:e . Fig ure 4: From Bourne, 
LE., Dominowski, E.F, & Healy, A.F (1986). 
Cog~ililV p~ (2nd ed.). Englewood Oifls, NI : 
Prentice Hall. Adapted wilh permission. Modul~ 
22: Figure 1: Courtesy of Drs. Betty Hart and 
Todd Risley. Figure 2: Used with pennission of 
the Modem Language Asscxiation, ww" ... mla .org 
Fig u"", 3: Used with the peTmission of Nalu,"", 
Copyrigh' C 1997, http://www.nature.com/ 
nalure/. Modul" 23: Figu"", 1: From 1~ldligt"U~ 
Rrjr"m<'il: Mullipl~ peTSpt'(1iV<!S for lhe 1M Cmlury 
by Howard GardneT. Copyright Cl I999 by 
Howard Gardner. Reprinted by permission of 
B.lsic Books. a member of Perseus Books. L.L.c. 
Fig ure 2: Reprint<'<l with permission from R 
Sternberg. The Holy Grail of s"""ral intelligence. 
Scicn", 289, p. 389. Copyright 2«(1 Americ"" 
Assoc:iation for the Ad"anccment ofScknce. 
Fig ure S: Simulall'li "~m5 Similar 10 T~ ill 
IVro,511'T IIIIdligrncr Seal. for Childmr-Fourth 
£dilum. Copyright Cl 2003, and Wechsler 
IntdUgc"", Sealelll997-Third Edition by 
H~",ourt A.,;cssment, Inc. Reprodun'<l with pe'" 
mission. All rights rese",ed. Figu« 6: Ad"pt~'<l 
from Familial studie!i of intellig""ce' A review, by 
T.I . Bouchard and M. McGue, ScienCt, 212, 1981, 
Pl" 1055---\059. Chapte r 8 Modu le 24: Fig uT<' 1: 

From M. Zuckerman, The scarch for hiSh sensa­
lion, Psytlwlogy TodlIy, r-cbruary 1978. Reprinted 
with permission of Psychology TodlIy Maga~ine. 

Copyrigh' C 1979, Sussex Publishers, Inc. Figure 
2: Moli[IQ/ion and P...-sm,ality, by A. Maslow, Cl I998 
Reprinted by Permission of Prenti<:e Hall, Inc. 
Upper Saddle RiveT, NI . Modu]e 26: Figure 1: K 
\'01. Fischer, P: R. sn~\"Cr, and P. C"rn<><:""n, How 
emotions d""elop and how Ihey organi"" develop­
ment, UJglli/imt and Emotioll, 1990. Reprinted by 
penniss.ion of l'sy.:hology I'ress limilt.'<l, Hove, 
UK. Figu re 3: M. S.G<.'O"S" et a1. Brain <>ctivity dul'­
inS transient sadn~'SS and happiness in healthy 
wOmen. Amtri"'" lou"IJII oj Psyo:/,ia'ry. IS2:3-II-35I, 
1995 Cl I995, The American Psy.:hiatriC Asscxiation. 
Mooule 2&: Figure 1: Reprodua;d with pennission 
/rom Pedialrks, Vol.~, Pag<-'S 91-'17, 1992. Fig ure J : 

Nalional Center fOT Hrollh Statistic<, 2«(1. Bo~ 

and Girls stllu", for as" and weight/or age percen­
ti les. Washington, OC. FigUlre 4: Figure adapted 
from \'1·1 Robbins, 1929, Growtl" New Ha"en, Cr: 
Yale Uni,'ersity P"-'SS. Copjlright Yale Uni'-ersity 
P"-'SS. Fig ure 6: U$<.'<I with lhe pennission of Dr. 
Carol TomhnS(ln_Keasey. Figure 10: From ludilh A. 
Sehick"""a"", et aL Ullderstalldillg Ch;/J",., ~"d 
Adoll"5Ct'l,f:;, 4th edition. Cl 2001 by Allyn & Baoon 
Used with pennission. Figure 11: Adapted from F 
N. D<-,mpster. Memory span: Sou""," for individual 
and developmental differen.:es. Psychologi",1 
Build;',. 89, 63-100. CoPyrii~t Cl I981 by the 
American Psy.:hological k;sociation . Adapk'<l by 
permission. Module 29: Fig ure 1: Reprinted from 
Edu(Q/ion ~"d Physkal Growl/" Ta nneT. Copyright 
ClI978 by Intemotional Ulli"ersitiL'S Press. Fi gure 
2: Used with the pennissinn of DaVid A Goshn . 
Figu,"" 4: K. E. Boehm and N. B. Campbell, 
Suicide: A review of calls to an adok...:ent p'-"" 
liSting phone service, Child Psychiatry and Humall 
v.-.""opmml, 1996, 26, 61-4M>. RepTinled w it h peT_ 
mission of KluweT Acad~Tn ic/ J>1enum Publishers. 
Mod ul e 30: Figure 1: From K. W. Sehaie, The 
<:au,""", of adult inrell«tual d""elopment, Antl'Ti",,, 
Psychologist, 49, 3(1.1-313 CopYTight C 1994 by the 
American Psychological Association . R~printed 
with pennission. Chapte r 10 Module 32: Fi gure 
1: Data derived from Catten, EbeT a nd Tatsuob: 
Halld/Joo/c for th~ 16Pf; CopyTigh' Cl I970, 1988, 
1992 by the Institule fOT PeTSQllality and Ability 
T""ting. Inc, Champaign, IllinOiS, USA. All rights 
"""''''ed . Fig u re 2: From H. I. Eysenck, Biological 
d imensions of personal ity. In l. A P~rvin (ed .), 
Halld/Joo/c of PersOllJllity' Theory & ~rch, 1990, p . 
246. Reprinted witl> pennission of Gl1ilfom Press. 
Figure 3: From L. A. Pe", in (ed .), Ha"d/Joo/c of 
Personality: 11"",'Y & R~rd" 1990, Reprinted 
wilh permission of Guilford Press. Figu,"" 5: From 
A Tellegen. D. T. Lykl:cn, T. J. Bouchard. Ir., K. I , 
Wilcox, N. L. s.-gal, & S. Rich. Personality similar­
ity in twins reared apart and together. lo"mal oj 
PersOI",lily and Social Psytholvgy, 54, 1031-1039. 
Copyright C 1988 by the American Psychological 
Association. Reprin ted with permission. Module 
33: Fig u re 1: From Seheier. M. F., Ca,,·er. C. S .. & 
Bridge!i, M. w. (1994). Distinguishing optimism 
from neuroticism (and trait aruciety, self-mastery, 
and self..".k""m): A n"'ision of the Life 
Orientation Te!it. loumal oj Pf1SI)lIldity a,ui Social 
Psychology, 67, 1063----1078. Copyright e 1994 by 
the American Psychologica l Association. AdaptL'<I 
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with pennission. Figu « 2: Based on R. P. H~lgin 
& S. K. Whitboumc, 1994, Almom",1 Psyo:lwlogy, 
Fort Worth, TX: Han:ouTt BTa<:e, and Minlltwta 
Mulliplrasic J>.orsollality I"'Je~I/Jry, 1. Uni,'ersity of 
MinnL'SOta . Chapter II Module 34: Figure 1: 
Soun:e: SUsseT, E. 5., Herman, D. B., & Aaron, B 
(2002, August). Comoo ti ng the terror o/terrorism. 
Pg 74. Scientific Aml'Ticall, 70-77. Used w ith the 
peTmission olet'-'O ViIett . Fig ure 2 (Has. les ): 
Reprinted with permission lorm Chamberlain, K., 
& Zib, S. (1990). The minor e,'en ts approoch to 
st "-'SS: Support for the u",,-, of daily hassles. Britisll 
lourlllli oj Psychology, 81, 469481. C British 
Psychological Socidy Figure 2 (Up lifts ): From 
Comparison of two modes of st~ measurement: 
o.:.ily hassIL'S and u plifts .-ersus majOT li fe events. 
lount"/ oj Sf/lJluioral Mrdici"", 4, 14, by A O. 
Kanner, I. C. Coyne, C. Seh""fer, & R. La7,aruS. 
1981, New YOTk, Plen um. Copyright 1976 by 
Kluwer Academic/Plenum. Figur<.' 3: Adapted 
from Cohen S., Kama..;k, T, & M~'Tmelstein, R. 
(1983). A gloool meaSure of pe..:ei"ed stn.'SS. 
IDu"",/ oj Heilllh ~J/d Social &/",,,;.,,., 24, 385-396. 
Fig ure 4: From Thr 5'rtSs ojUfr, by H . $elye. 
COpyTighl ClI976 by The McGTaw_Hill 
Compani,,". Mooul~ 35: Figure 1: Adapted from 
lenkins, c. D., Zyanski, S. J-, & Rosenman, R. H . 
(197'9). Coronary-prone behavior: One pattern OT 
""'eraP Psych{)S/J"IJIlic Medidll~, 40, 25-43. Figure 
2: Reprinted w ith pennission from Elsevier. 
Petti ngal", K. W., MOTris, T, Gn."'T, 5 ., & Haybittle, 
I· L. (1985). Mental attilud,," to can<:er : An addi_ 
tional prognostic factor. l,allW, 750. Figure 4: 
Monitoring the Fu ture Study 2005. Uni"ersity 01 
Michigan, Ann Arbor. Modu le 36: Figure 1: 
CopyTighted C 1988 by The New YOTk Tim,,". 
ReprinK'<I by PenniSSion. Figure 2: Orawn from 
Sociallndi(Qtof!; ojWell-&ill8: Am,.,i(Qns' 
Pemptio"s ojUfr Quality (I" 2Q7 and p . 3(6), by E 
M. Andrews and S. B. Wil hey, 1976, New York, 
Plenum. COpyrighl 1976 by Kluw~r AcademiC/ 
Plenum. Chapte r 11 Module 38: Figure 2: From 
Allxidy Disorders alld P/w/Jias: A CogIIWI" 
Ptrsp.-cti'" by Aaron T &"k and Gary Emery, with 
Rith L. G..,.,nberg. Copyright Cl by Aaron T &"k, 
MD, & Gary Emery, PhD. Reprinted with permis­
sion of Basic Books, a member of Perseus Books.. 
LL.C. FiguT<.' 4: Personal oommunication wilh W 
H ill. 1992. Public Af/airs Nern'OTk CoordinatOT for 
the American Psychia tric Asscxiation . Figure 5: 
Copyright Cl I993 By The New YOTk Ti m,," Co. 
R~pTinted by permission. Figure 7: Adapted with 
pennissi<m from Weissman, M.W, & OIfscm.. M. 
Depression in women: Implications for health 
care """,arch. Sci",,, •. 2f:h. 799-801 . Copyright 1995 
AAAS. Figu,"" 10: From Sehimpl,rm;a Genni5 by 
I" ' ing I. Gotl~"man C 1991 by Irving I. Gottesm"". 
Used with pennission of Henry Holt and 
Company. Figu ,"" 11: Reprinted with permission of 
Dr. N:tney C. And"',lSC1t. University of Iowa 
Hospit.lls and Clinic<. Module 39: Figure t : From 
Benton. S. A .. et al. (2003). Changes in oounscling 
CCllter client problems ~cross 13 rears. ProfrssiOl"" 
Ps.'I'hol~.V: ~n:I, alld Practiu, 34, 6b-n. 
Copyright C 2003 by the American Psychological 
Assoc:ialion. Adapted with permission. Chapte~ 

13 Modul. 40: Fi gure 2: )/;"printeod hy permj,;.sion 
of Dr. Herbert Benson, Beth Israel Deaoo"'-'Ss 
Medical Center, Boston, MA. Module 41: Fig ure 
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1: Smith, Mary. Lee, Gene V. Class, and Thomas I. 
Miller. The &,,q.rs 0/ Psyclwr/,m,/'y. pp. 89, Table 
5-1 . e 1980 (Cop)'Tight holder). Adapt.,,! with pe .... 
mission of The Johns Hopkins Uni"ersity Pn.'SS. 
Figure 2: 1.,.len",1 Health : Does Therapy Help? CI 
1995 by Consumers Union of U.s.. Inc., Yonkers, 
NY 10703-1057, a nonprofit organitation 
Reprinted with permission from th" Novemhcr 
1995 issue of CONSUMER REPORTS® for edu~a_ 
tional pu~ only. No comm"",ial use Or pho. 
locopying/ transmitting permilled. To subscribe. 
ca ll 1--800-234-1645 or log on 10 www. 
ConsumerR~'J'Orls.org. Mod .. l ~ 42, Figu .... 2, From 
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390f, 426-427, 490 
Deinstitutionalization, 5]2 
o.;ondrit.,,;,53 
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adoles.xncc 

rogniti",",36J.-365 
mora],363-365 
physical,361-363 
:;ocia],365-367 

adulthood 
death,378-379 
family lies, 373-374 
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out-of-home care, 350-351 
reflexes, 343-344 
sensory capability, 344-346 

maturation, m 
nature-nurture issue in, 

333-'" 
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psychoactive drugs, 159 
spontaneous recovery of 

addiction, ]79 
stimulants, ]6]-164 
by teenagers, 16(if 

Ear structure, 105-106 
Eardrum, 105 
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stage of social de,-elopment, 
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Gestalt psycholoSY, 18 
Gestalt therapy, 500 
Giftednl'SS, 285 
Glial cell s, 53 

() The McGraw- Hil i 

Companies. 2008 

Glutamate, 58 
Grammar, 261-262 

universal,265 
Group therapy, 501 
Groupthink,530-531 
Gustation. Sa Taste 
Gut reaction, 322 

Habituation, 175,344 
Hagaii,321 
Hair cells, 106 
Hallucinations, 168,471 
Hallucinogens, 163/, 167-168 
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socia l de\'elopment, 366 
In trapersonnl intelligenC<:', 214/ 
Intrinsic motivation, m 
Introspect ion, 16 
lon, 55 
Iris, 96 

J 
James, William, 15, ]1, ]46 
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feldman: hsemials of 

Understanding Ps~cholog~, 
Seve nth Ed ition 

I-I" Subject Index 

Maslow, Abrah~m, 171, 21 
Maslow's hierarchy of needs, 

299-300 
Masturbation, 310-311 
Maturation, 333 
MDMA (Ecstasy), 1631, 168-169 
Means .... ndsanalysis, 251 
Medical advice, 439-442 
Medical perspective of psychol-

ogy, 452 
Medical student's disease, 482 
Meditation, 155-156 
Medulla,n 
Memory 

aging adults, 37fr-3n 
under anesthesia, 225 
autobiographical,230-231 
child's capaci ty, 357 
consolidation. 219 
constructive processes in, 

227-231 
cultural differences in, 231-232 
d<-"Cay,235 
d<-"Clarative, 217 
definition, 211 
drug Ecstasy eff<-"Ct on, 168 
drug • ..mancement of. 221 
echoic, 212 
encoding. 211 
engram, 218, 220 
episodic, 217, 3n 
explicit, 225-226 
in eyewitness identification, 

228-229 
false, 229-230 
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cognitive theory of, 468 
drug therapy, 9J1f, 508 
el<-"Ctroconvulsive therapy, 

'" prevalence, 479 
mania, 466-467 
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Nervous system, 62/ 

autonomic, 62-63 
cent ral,61-62 
e,·o lution of, 63-64 
hierarchical organi7.ation of, 63 
peripheral,62 

Neuroergonomics, 71 
Neuroforensics,71 
Neurons. Set' also Brain 

all-or-none law of, 54 
firing of, 54-56 
in memory process, 219-220 
motor, 61 
neurotransmitters, 57 
regen...,ration of, 79 
sensory, 61 
structure, SJ..-54 
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synapS<',56-57 
in vision, 95, 99 

Neuroplastidty,79 
N...,uroscience perspective of psy-

chology, 19, 22f 
Neuroscientists, 52 
Neurotic an xiety, 389 
Neurotic symptoms, 490 
Neuroticism, 396 
Neurotransmitters 

behavior and, 58-60 
chemical messages of, 57-58 
definition, 57 
in depression, 467-468 
in drug use, 1$9, 160/ 
",uptake, 58 

Neutral stimulus, 175 
New Orleans Superdome, 127 
Nicotine, 162 
Nightman·s.l44 
Non-<iin,ctive counseling.. 500 
Norepin""phrine, 433 
Nonns,530 
NOI-so-fJ"C<.' s.~mple technique, 533 

o 
Obedi...,nc(",533-535 
Obesity, :lO3, 306 
Object permanence, 354 
Observable behavior vs. interna l 

mental processes, 23--24 
Observational learning. 201-202, 

495,546-547 
Obscssi\"c-compulsive disorder, 

461-462, 511 
Occipitallobt.-s,75 
Oedipal conflict, 388 
Olfaction, 111 
Olfactory cells, 111 
0" 'he Origi" ofSl'ecies (Darwin), 

9 
Operant conditioning. Set' a/so 

learning 
contingency contracting. 495 
d...,finition, 183 
discrimination in, 191 
generalization of, 191 
observationall...,aming. 495 
in rat mine d...,tection, 193 
reinforcement 

negative, 186 
positive, 1&5-186 
:>ehedulcs of, 188-189 
stimuli as, 185 
token system, 49-1-495 
vs. punishment, 187- 188 

shaping. 191-192 
Skinner's box, 184-185 
therapeutic t<-"Chniques, 

494-495 
Thorndike's law of eff<-"Ct, 

183-184 
vs. classical, 19~f 

Operational definition, 29 
Opponent-process theory of color 

vision, 102-103 
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Optic chiasm, 99 
Optic nerve, 98 
Optical illusions, 126-130 
Oral stage, 387 
Otoliths, 110 
Ovulation, 310 
Oxytocin, 67 

p 
Pain 

chronic, 115-116 
cultural diffe",nces in, 115 
gat<Kontrol theory; 114-115 
gender diffen'nces, 114 
hypnosis control of, 154-155 
insensitivity to, 90 
narcotics control 01. 167 
reflex symp.~thetic dystrophy 

syndrome, 113 
relief of, 115-116 
sound exposure and, 108/ 

Panic attack, 179 
Panic disorders, 460-461 
Paraplegia, 62 
Parasympathetic nervouS system, 

63 
Parenting styles, 351-352 
l'arl<:>tallobes, 74 
Parkinson's di.>eaS(', 52. 59, 78 
Parthenon, 126-1 27 
Passionat<:> 10\'<:>, 5-0-544 
Pati<:>nt-physi.:ian communication, ...... , 
Pavlov, [van, It{, 175 
Pc-er relationships, in childhood, 

350 
Penetrating auditory brainstcm 

implant (PABl), 109 
I'<:>nis <:>nvy, 38S 
Perception . 5«a/w Cognition 

of alcohol effects. 165 
bottom-up processing. 123 
cultural differences in, 129-130 
definition, 91 
of depth, 125-126 
extrasensory, 130-131 
feature analysis, 121- 123 
focu.>ed-at tention staSe, 

121- 122 
gestalt laws of organiZ<ltion, 

119-120 
in infants, 345-346 
in mistak"" id""tity, 228 
of motion, 126 
preatt""tive stage, 121 
of sl""}' distu rbanC<:'S, 147 
of stressors, 419-420 
subliminal, 130-131 
of time, cultural variations, 

157 
top-down pl'ClCeSSing, 123 
visual illusions, 126-130 

P<:>rceptual constancy, 124-125 
Perceptual disorders. 471 
Peripheral nervOuS systlom, 62, 63/ 
Peripheral route processing.. 520 

Peripheral vision, 'fi 
P("nn issive parents, 351 
P("rson-ccntered th("mpy, 499-500 
P("rsonal fables, 367 
P("rsonal strcssors, 420 
P("rsonality 

asse;sm<:>nt 
b<:'havioral,412-413 
for employm<:>nt, 413 
pro;e.cti\·e m("thods, 

411-412 
psychological testing.. «,,-
race norming. 408 
Rorschach test, 411-412 
S('lf-report m("asures, 

409-4" 
behavior pattern types, 

432-433 
coronary heart di.>ea.>e and, 

431-433 
happiness set point, 443 
hardiness, 427-428 
traits, 396-397 

Personality disorders, 474-476 
Personality psycholOSY' 6, 7/ 
Personality theory 

biological and evolutionary 
apprlXlches,4Q0-403 

humanistic approach<:>s, 
."..." 

learning approaches 
b<:'haviorist, 398-399 
social cogn iti\·<:>, 399-400 

overview, 405/ 
psychodynamic apprlXlches 

collective unconscious, 
391-392 

cultural factors, 392-393 
d<:>finition,384 
inferiority compln, 393 
psychoanalytic theory, 

385-389 
unconscious, 385 

trait apprlXlches, 395-398 
twin studies, 401-402 

Persuasion, 519-521 
Phallic s tage, 388 
Ph.D. requirements, 11 
Phenobmbi tal, 163[, 166 
Phenylketonuria (PKU), 339 
Pheromones, 112 
Phobias, 178, 505 
Phobic disord<:>r, 459-460 
Phon<:>mes, 261 
Phonology, 261 
Ph"'nology,15 
Piagel,Jean, 17/ 
Pituitary gland, 66 
Pbce th<:'Qry of hearing, 110 
PbC<:'bo!;, 44, 60 
Pbto,15 
M<:>asu", 

brain cenk'rs of, 74 
dopamine in, 162 

Pleasure principle, 386 
Poggendorf illusion, 127- 128 

Pons, 72 
Posi tive correlation, 31 
Posi tron emission tomosraphy 

(PET), 70, 220 
Posttraumatic stress disord<:>r 

{I'TSDj, 178-179, 42ll-421 
Pok'ntial fi ring rale of neuron, 

55-" 
Potty training.. 388 
Power n~, 316-317 
l'ractical intellig<:>nce, 275 
1'!'<:'Conscious, 385 
l'''''''mies,339 
l''''frontallobotomy,5J()-511 
l'r<:>judice. Sa a/w Biases 

definition, 537 
asleamed behavior, 538-539 
red ucing. 539-540 
self-fulfillins prophecy, 537 
social identity th<:'Qry, 539 
stereotype threat, 538 

Premarital sex, 311 
Premenstrual dysphoric disorder, 

'" Prenatal development. See also 
Development 
age of viability, 338 
environmental influences, 

»0-," 
genetic influ<:>nC<:'S, 339-340 
S('x .>ele<::tion, 337 
stages in, 337-339 

Preoperational stage of cogniti\'e 
development, 354 

Primacy effecl, in memory, 217 
Principle of conservation, 355 
Pri"cipl<'S 0/ Ps!ldwlOS!l (lames), 16/ 
Problem-focused coping, 426 
Problems and problem solving. 

5« also Cosnition 
confinnation bias, 256 
c"'ativity in, 256-257 
diagnostics in, 249-251 
functional fixedness, 255 
ill-defined problems, 249 
impediments to, 254-256 
insight in, 253-254 
kinds of problems, 249-251 
mea~nds analysis, 251 
mental set, 255 
subgoal formation, 252- 254 
well-defined problems, 249 

Procedural memory, 217 
Progesterone, 310 
Program evaluation in psychol­

ogy,7/ 
Prosocial b<:'havior. SlY Helping 

b<:'havior 
Prototype concepts, 246-247 
Prozac,50S 
Psi,131 
Psychedelic drugs, 167 
Psychoacti\'e drugs, 159 
Psychoanalytic p<:>rspective of 

psychology, 452-453 
Psycho.lnalytic tht-ory 

defense mechanisms, 388-389, 

() The McGraw-Hil i 

Compan ies. 2008 

Subject Index 1-15 

39Cif, 490 
eso, 386 
f""" association, 491 
id,386 
impact of, 389-390 
neurotic symptoms, 490 
non-F",udian 

rollecli\'e unronsdous, 
391-392 

cultural factors, 392-393 
inferiority romplex, 393 

Oedipal conflict, 388 
psychosexual stages, 386-388 
superego, 386 
as therapeutic approach, 491 
transference, 491 
unconscious, 385 

Psychodynamic pcTSJX,(:live t>I 
psychology, 19-20,22f 
therapeutic approaches, 

488-492 
Psychologica l disorders 

anxiety disorders, 459-463 
apprlXlches to 

behavioral,453 
cognitive, 453 
humanistic, 453-454 
medical,452 
psychoanalyrlc, 4$1-4$3 
sociocultural,454 

childhood disorders, 476 
classification of, 454-457 
con\'ersion disorders, 463 
dissociati\'e disorders, 463-46S 
generalized anxiety disorder, .. , 
hypnosis treatment of, 155 
hypochondriasis, 463 
labeling.. 456-457 
molecular g""elics and, 6S 
mood disorders 

bipolar, 466-467 
Causes of, 467-469 
major depression, 465-466 
mania, 466-467 

normal vs. abnormal behav­
iors, 449-450 

obscssivc-compulsive disor-
der, 461-462 

panic disorders, 460-461 
personality disorders, 474-476 
phobic disorders, 459-460 
p",m<:>nstrual dysphoric disor-

der, 481 
p",valence of, 479 
schiwphnmia 

biological causes, 4n-473 
characteristics of, 470-471 
dopamine hypothesis, 4n 
environmental factors, 

473-474 
predisposition model of, 

m 
symptoms of, 471 
types of, 47Q{ 

self-ddeating personality dis­
order, 480-481 
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soci~l and cultural context, 
480-482 

somatofonn disordl'rs, 463 
spontaneous n'mission, 502 
suicide bombers, 451 
symptoms,4S3 
treatment of. See 

Psychotherapeutic 
approaches 

Psychological testing. 407-408 
Psychologically based addictions, 

'" Psychology 
careers in, 9-10,12 
definitiQn,5 
early piQn~rs, 15--17 
L"<Iucation in, 11 
grosr,'phic origin Qf research, 

11/ 
key issues in, 22f 
modt'm perspectives of, 18-22 
subfields of, 7/ 
tn'nds in, 24 
wOmen in, 18 

Psychology majors, 12 
Psychology of women, 7/ 
Psychoneuroimmunology (PNI), 

418,425-426. Sn'olso Immune 
system 

Psychophysics, 91 
PsychQphysiQlogical disorders 

stress effect Qn, 423 
Psychosocial development 

adQlescence, 365--367 
childhood,352-353 
stages Qf, 365/ 

Psychosurgery, 510-511 
Psychotherapeutic appn:>.1ches 

behaviQral 
al'ersive cQnditiQning.. 493 
dialectical behavior thera­

py,495 
Fearless P~r, 495/ 
operant conditioning, 

49~95 

n'laxa tion techniques, 494/ 
systematic desensi tiZation, 

493-494 
biolQgical 

drug thNapy,507- 510 
elc-ctroconvulsil'e therapy, 

SlO 
psychosurgery, 510-511 

choosing. 503-504 
cognitive, 496-497 
community·based,512-513 
c-clc-ctic, SQ.I 
effectiveness of, SOI-503 
experimental groups, 34 
family therapy, SOl 
gestalt therapy, 500 
group therapy, SOl 
humanistic, 499-500 
interpersonal therapy, 5(X}...S02 
pL'TSOI1-ccntcred ther"py, 499-500 
preventive, 512-513 
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psychodynamic, 488-492 
race and ethnic factors in, SQ.I 
spontaneous n'mission, S02 
therapist choice, 513 
virtual-reality therapy, 505 

PsychQticism, 396 
Psy.D. re<juiremenh!;, 11 
Puberty, 309-310, 362-363 
Punishment vs. n:-inforcement, 

187- 188 
Pupil dilation, %f 

Q 
Quadriplegia, 61~2 

R 
Race. St., also Culture and cultura l 

diwrsity; Ethnicity 
dil'orce,373 
happiness, 444 
lung cancer, 435 
pn'marital sex, 311 
psychological disorders, 454 
psychological treatment, 504 
schema of memory, 228 
suicide, 368 
test norms, 408 

Race norming. 408 
Racism. See Prejudice 
Racism, modem, 537 
Ralston, Amn, 295 
Random assignment of partici­

pants, 35-36 
Rat mine detectors. 193 
Rational-emotive behavior thera-

py.496-497 
Reactance, 439 
Reality principle, 386 
Reasoning. See nlso Cognition 

algorithms, 247 
heuristics, 247 

Recency effL<ct, in memory, 217 
Recipnxity-of-liking effect, 542 
Reflex reaction, 61 
Reflex sympathetic dystrophy 

syndrome (RSDS). 113 
Reflexes 

B.,binski,344 
of infants, 343-344 

Rehearsal, in m~"TTlory transfer, 
214-215 

Reinforcement 
definition, 185 
in language acquisition, 

263-265 
negati'"e, 186 
positive, 186 
in rat mine detection, 193 
schedules Qf 

definition, 188 
fixed- and va riable-inter­

val,I89-191 
fixed- and variable-ratiQ. 

'" 

of sexual orientation, 313 
shaping. 191- 192 
stimulus control training, 191 
token system. 494-495 

Rebtionalleaming style, 203-20-1 
Relationships, 541- 544 
Relaxation techniques 

meditation, 155-156 
in pain control, 1)6 

REM sleep, 141, 145 
REM sleep behaviQr disorder, 146 
Replication of resean:h, 38 
Repressed memories, 229-230, 464 
Repression, 389, 490 
Resean:h 

on anim~ls, 43-44 
control groups, 34 
correlational,31-32 
cTOSS-so..<ctional,335 
descriptive, 29-32 
double-blind procedun', 45 
ethics of. 41-42 
experimental,32-38 
experimental bias, 44-45 
methodology pros and cons, 

37/ 
participant diversity, 42 
random assignml'Tlt of partici-

pants, J5-36 
replication in, 38 
significant outcome in, 38 
theory development, 27-28 
validity assessment of, 44-45 
variables in, 34-35 

Resilience, 428 
Resistance, 491 
Resting state of neurons, 55 
Reticular formation, 72 
Retina, 97 
Rdinilis pigmentosa, 109 
R(·trieval cue, in memory, 223-224 
R(·trograde amnesia, 238 
R('uptake,58 
Rhodopsin, 98 
Rites of passage, 369 
Rods and cones of eye, 97 
Rogers, Carl, 17f, 21 
Rohypnol, 163f, 167 
Romantic love, 543-544 
Rooting n'flex, 343 
Rorschach test,411-412 
Runner's hisi', 60 

Salesman's techniques, 532-533 
Scaffolding.. 358 
SChachte .... Singer theory of emo­

tiQns, 323-324 
5d,nd",,/""df, 321 
Schemas 

in memory, 227-228 
in social cognitiQn, 523 

Schizophrenia, 71 
biological causes, 472-473 
ca tatonic,482 
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characteristics of, 470-471 
doz.'pine treatment, 488 
cul tural variations, 482 
dopamine hypothesis, 59. 472 
environmental factors, 473-474 
predisposition model of, 474 
process, 471 
reactil"e,471 
symptQms Qf, 471 
types Qf, 47lf 

School psychQlogy, 7/ 
5c;e"a .md H,m,m, &/,nv;or 

(Skinner),17/ 
Scientific method,S, 27- 28 
Sea""nal affc-ctive disorder, 

148-149 
Scronal, 16:y, 166 
Se\~"C!ive serotonin reupta\:.e 

(SSRI), 58, 507f, 500 
Self-actualization, 299, 403-404 
Sdf-conceph!;,404 
Self-defeating personality disor-

der, 480-481 
Self-efficacy,399 
Self-cstL'Cm, 399-400, 401, 442 
Self-fulfilling prophecy, 537 
Self-serving bias, 526 
Semantic memory, 217, 377 
Semantic netwQrks, 218 
Semantics, 262 
Semicircular canals of ear, 110 
Senility, 377 
Sensation, 91 
Sense ink'raction, 116-117 
Sensorimotor stagc of cognitive 

devdopment,354 
Sensory adaptation, 93-94 
Sensory memory, 212-213 
Sensory ncurons, 61 
Sequential ~arch, 336 
Serial position effc-ct, in memory, 

217 
Serotonin, 59, 168 
Set point of happiness, 443 
Sex hormones, 309-310 
Sex selection, 337 
Sexual motivation 

biology of, 309-310 
bisexuality, 312-314 
extramari tal sex, 312 
female cirrumcision, 314-315 
heterosexuality, 311-312 
hQmosexuality, 312-314 
marital s-ex, 311- 312 
masturbatiQn,310-311 
premarital s-ex, 311 
sex drive, 310 
transsexualism, 314 

Shaping. 191- 192 
Shock therapy, 510 
Short-term memQry, 213-216 
Sickle-cell anemia, 340 
Sight. See Vision 
Signed language, 262 
Significant Qutcome. 38 
Skin senses, 112-11 6 
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SkinnN, B. F., 171, 20 
SkinnN's box, 184-185 
Sirep. Sa a/so Consciousness; 

Dreams 
amount needed, 142- 143 
brain-wave pallerns, 140( 
circadian rhythms, 14S-149 
inducing.. 150-151 
REM sleep, 141 
REM sleep behavior disorder, 

'" stages of, 140-141 
Sleep apnea, 147 
Sirep deprivation, 142 
Sleep disturbances, 140-148 
Sirep spindles, 140 
Sireptalking.. 148 
Sirepwalking.. 148 
Smell,senseof,111-112 
Smoking 

addiction to, 162 
birth defects, 340-341 
CauS ... S of, 435-436 
cct.Sation,436 
by children, 437 
cogniti"e dissonance, 522 
hypnosis conlrol of, 155 
marketing of, 436-437 
by trenagers, IfIJ/ 

Social behavior 
aggl"e"SSion, 544-547 
altruism, 548 
friendship qualities, 5421 
ru,lping.. 547-548 
interpersonal attraction, 

541-544 
liking, 541-542 
love. 543-544 
reciprodtY-1;lf-Jjking-effect,542 

Social cognition 
attribution bias, 525-527 
attribution proct.'SSes, 524-525 
impression formation, 523-524 
schemas,523 

Social cognitive approach~"S, 
399-400 

Social development 
adokscent, 365-367 
adult, 372-373, 377-378 
Ainsworlh strange situa tion, 

3<8 
allachmcnt, 348-349 
parenting styles, 351-352 
psychosocial 

adolesccnO',365-367 
childhood,352-353 
stages of, 365/ 

Social identity theQry, 539 
Social innucnO' 

compliance, 531-533 
conformity, 529-531 
obedience, 533-535 
status, 530 

Social psychology, 71, 8, 518 
Social services employment, 12 

Sociocultural p"rspective in psy-
choloSy,454 

Sociopathic personality, 475 
Somatic division, 62 
Somatoform disorders, 463 
Somatosen:;;ory area of cerebral 

cortex, 76 
Sound. See Hearing 
Sound frequency, 106-107 
Sound localization, 105 
Source amnesia, 217 
Source traits, 396 
SpaceShipOne, 244 
Spatial intelligence, 274/ 
Speed (drug), 162 
Spermarche,362 
Spina bifida, 336 
Spinal cord, 61, 63 
Split brain, 82-83 
Spontan~'Ous remission, 502 
Sport psychology, 7/ 
SSRI. S.".. Selective serotonin 

reuptake 
Stanford-Binet Intelligence Scale, 

279 
Startle reflex, 343 
Status of individual, 530 
Stem cell n..-search, 78 
Stel"CQtype threat, :538 
Steroids, 67 
Stimulants, 161-164 
Stimuli 

absolute threshold, 92 
chunk, in memory storage, 

213-214 
in classical conditioning.. 

175-177,180 
definition, 91 
diffl'rencc thresholds, 92-93 
infant response to, 344-345 
sensory adapta t ion to, 93-94 
sexual,310 

Stimulus control training.. 191 
Stn."S5 

copinS mechanisms, 426-427 
coping strato:-gies, 428-429 
definition, 419 
fight-or-niSht respollS<." 423 
general adaptation syndrome 

(GAS). 423-424 
hardiness, 427-428 
impact of, 422-423 
learned hdplessness, 427 
lond;n""",429 
p"ychoneuroimmunology, 

525-526 
psychophysiological disorders, 

'" social support, 428 
5tressors 

background,421-422 
perception of, 419-420 
types of, 420-421 

Strokes, 70 
Structuralism, 16 
Subj<.:tive well-beinS- 442 

Subliminnl perception, 130-131 
Sucking renex, 343 
Sudden infant dea th syndrome 

(S[05),147-148 
Suicide 

by adolescents, 367-368 
el""troconvulsi,'e therapy, 510 

Suicide bombers, 451 
Suicide warning signs, 369 
Superego, 386 
Suprachiasmatic nudeus (SCN), 

'" Surgical treatments, 510-511 
Survey research, 30-31, 37/ 
Sympathetic nervous system, 

63 
Synapse, 56-57 
Synesthesia, 116-117 
Syntax, 261 
Systematic d~"5Cnsitization, 

493-494 

Tabuln r/lSD, 15, If{ 
Taste, sense of, 112 
Taste test, 113/ 
Tay-S<lchs diseast", 340 
Technological advances, 24 
Telegraphic speech, 263 
Tdevision violence, 32, 202 
Temperament, 352. 402 
Temporal lobes, 75 
Teratogens,340 
Terminal buttons, 53 
Terrorism, 21, 420-421, 4S1 
Test standardiz.l tion, 410 
Testosterone, 67 
Tests 

achie\'<."ment,2$2 
aptitude, 282 
of intelligence 

adaptive, 283 
bell curve, 279 
rontempor"ry IQ test, 

279-281 
cross-sectional. 335 
ruliure-fair,286 
Rynn effect, 288 
longitudinnl,336 
mental age, 278 
reliability and validity, 

282- 283 
race norming, 408 

Texture gradient, in depth percep-
tion,l25 

Th,lamus, 73 
Tha t's-not-alltechniquc,533 
Themntic Apperception Test 

(TAn, 316, 412 
Theories, 27 
Theory o/Cog"iliVl' Disso"n"u, A 

(Feslinger), 17/ 
Therapy. See Psychotheraputic 

approaches 
Theta waVl"S, 258 
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Thinking. Sre also Cognition 
concepts in, 240-247 
convergent, 257 
definition, 245 
di"ergent,257 
impro'"ement methods in, 

258-259 
language innuence on, 

265-266 
mental images, 245 

Thorndike's law of effect, 183-184 
Thresholds 

absolute, 92 
difference, 92-93 
in hearing tolerance, 108/ 

Time, cultural perceptions of. 157 
Tip-of-the-tongue phenomenon, 

223 
Token system, 494-495 
Top-down perceptual processing, 

'23 
Tower of Hanoi puzzle, 248-249 
Trait th~'Ory, 395-398 
Transcranial magn~'1ic stimulation 

(TMS), 70, 510 
Transcutaneous el~"Ctrical nerVe 

stimulation (TENS), 116 
Transferenn', 491 
Transformation problems, 249 
Transgenderism, 314 
Transsexualism, 314 
Treatment. See Psychotherapeutic 

approaches 
Trephining.. 15 
Trichromatic theory of rolor 

vision, 101-102 
Tricyclic antidepressants, 5071, 508 
Trust-versus-mistrust stage, 353 
Tryptophan, 150 
Twin studies, 312, 335, 401-402 
Type A behavior pattern, 432-433 
Type B beha"ior (Xlllern, 432-433 
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Umami,112 
Unconditional positive "'!)<"d, 

,,",500 
Unconditioned responS€", 175 
Unconditioned stimulus, 175 
Unconscious, 385 
Unconscious wish fulfillment 

theory of dreams, 144 
Uninvolved parents, 352 

v 
Valium, 58, 509 
Variables, 31, 34-35 
Vernix, 343 
Video game violence, 21, 202 
Virtual lesion procedure, 70-71 
Virtual-reality therapy, 505 
Visceral experience, 321 
Vision 

accommodation in, 97 
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