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Students First

If I were to use only two words to summarize my goal across the eleven editions of
this introduction to psychology, as well as my teaching philosophy, that’s what I would
say: Students first.

I believe that an effective introduction to a discipline must be oriented to students—
informing them, engaging them, and exciting them about the field and helping them
connect it to their worlds.

The difference between this and earlier editions, though, is that now we have an
array of digital tools available that allow students to study more effectively, and learn
the material more deeply, than was ever before possible.

BETTER DATA, SMARTER REVISION, IMPROVED RESULTS BSMARTBOOK"

Students study more effectively with Smartbook.

e Make It Effective. Powered by Leamnsmart, SmartBook™ creates a personalized
reading experience by highlighting the most impactful concepts a student needs to
learn at that moment in time. This ensures that every minute spent with SmartBook™
is returned to the student as the most value-added minute possible.

e Make It Informed. Real-time reports
quickly identify the concepts that require
more attention from individual students—
or the entire class. SmartBook™ detects
the content a student is most likely to =1ale Rea Son|ng
forget and brings it back to improve long-
term knowledge retention.

MODULE 23

Students help inform the revision strategy.

e Make It Precise. Systematic and precise,
a heat map tool collates data anonymously
collected from thousands of students who
used Connect Psychology’s Learnsmart.

reasoning and decision
Making?

understanding of

e Make It Accessible. The data is graph- Thinking transfo _
ically represented in a heat map as “hot Although a clear L A
) . . our understanding of the nature or uw susuamental eleme!
spots” showing specific concepts with o, e beglo by coiiriog o o el e
. . . 0Cks o ght.
which students had the most difficulty.

Revising these concepts, then, can make

them more accessible for students. % Mental Images: Examining
the Mind’s Eye
PERSONALIZED GRADING, ON Wokolpowbiient,
nces are that you “see” some of visual image when of
TH E Go, MADE EASI ER her or him, or any other person or object, for that matter. To some cognitive psy-
chologists, such mental images itute a major part of thinking.
. . . . They are not
The first and Ol’lly analyUCS tool of its klnd, just visual representations; our ability to “hear” a tune in our heads also relies on a
. . . . mental image. In fact, every sensory modality may produce corresponding mental
Connect Insight™ is a series of visual data images (Kosslyn, 2005; De Beni, Pazzaglia, & Gardini, 2007).

xxiii
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:iNSIGHT

displays—each framed by an intuitive question—to provide at-a-glance information regarding
how your class is doing.

o Make It Intuitive. You receive instant, at-a-glance views of student performance
matched with student activity.

e Make It Dynamic. Connect Insight™ puts real-time analytics in your hands so
you can take action early and keep struggling students from falling behind.

e Make It Mobile. Connect Insight™ travels from office to classroom, available on
demand wherever and whenever it’s needed.

Student success in psychology means mastering the material at a deep level. These
are some of the tools that help students maximize their performance:

STUDY ALERTS

Throughout, marginal notes point out

]
important and difficult concepts and topics. | Study Alert

These Study Alerts offer suggestions for Differentiate the five stages of
learning the material effectively and for sleep (stage 1, stage 2, stage 3,
studying for tests. In Module 14, for exam- stage 4, and REM sleep), which
ple, a Study Alert emphasizes the impor- produce different brain-wave
tance of differentiating the five stages of patterns.

sleep; the feature in Module 15 makes clear

the key issue about hypnosis—whether it

represents a different state of consciousness or is similar to normal waking consciousness;
and in Module 16 it highlights Figure 2 for its clear view of the different ways that drugs
produce their effects at a neurological level.

FROM THE PERSPECTIVE OF . ..

Every chapter includes questions to help students connect psychological concepts
with career realities. Called “From the Perspective of . . .” this feature helps students
understand how psychology impacts their chosen program of study and answers the
“why does psychology matter to me?” question. Examples of the some career fields
include health, technology, criminal justice, and marketing.

From the perspective of . . .

An Educator How might you use the findings in
sleep research to maximize student learning?

NEUROSCIENCE IN YOUR LIFE

This updated feature emphasizes the importance of neuroscientific research within the
various subfields of the discipline and in students’ lives. Compelling brain scans, with both
caption and textual explanation, illustrate significant neuroscientific findings that are
increasingly influencing the field of psychology. For example, one Neuroscience in Your Life
feature explains how people with an eating disorder process information differently.
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Neuroscience in Your Li

When Regulation of Eati
Behavior Goes Wrong

Research suggests that individuals with eating disorders process information differently. This differ-
ence in processing may lead to eating disorders or may be a result of such disordered eating. For
example, as seen in these images, those with bulimia show greater connectivity in areas of the
brain associated with eating behavior, such as the cerebellum (in red), whereas those who do not
have bulimia show greater connectivity in other areas of the brain (in blue) (Amianto et al., 2013).

Student Learning:
ntent an n

The following sample of new and revised topics and textual changes, including new
definitions based on heat map data, provides a good indication of the content’s currency
and clarification for students.

Chapter 1-Introduction to Psychology o Neuroscience, behavioral perspective, o Participant expectations

* Psychological explanations of Boston observable behavior, and universal o Deficiencies in web surveys
Marathon bomber and about autism principles Chapter 2-Neuroscience and
spectrum disorder e Biological foundations of behavior Behavior

e Psychology’s reputation will grow with and information about William James e Single-channel scanning to translate
increase in evidence-based practices e Lack of bystander intervention brain waves to communication

¢ Increase in program evaluation  Dispositional factors in helping o Deleted information on location
psychologists e Definitions of confederate, effects of neurotransmitters and the

o Stream of consciousness dependent variable term interneuron



XXVi

Preface

New example of sensory and motor
neurons

Reticular formation, limbic system,
sensory area of the cortex, neuroplas-
ticity concept

Epilepsy relief via brain hemisphere
lesions

Kosslyn theory of top-bottom brain
differences

Chapter 3-Sensation and Perception

Super-recognizers

Effects of listening to music while
studying

Information about supertasters
Chronic pain

Visual spectrum

Feature detector

Eardrum and sound

Pheromones role in alarm communi-
cation

Synesthesia

Relative size

Perceptual constancy

Chapter 4-States of Consciousness

Hypnosis and sports

Circadian cycles, creativity, cognitive
tasks

Sleep deprivation and sleeping pill use
Benefits of short naps and that preschool-
ers learn material better because of naps
Study about amount of time of
off-task thinking and daydreaming
Uses of Molly and bath salts

Concept of addictive drugs

Latent content and manifest content
definitions of dreams

Chapter 5-Learning

Facebook and social media
Observation learning and gender
from the media

Spanking and yelling is ineffective
and damaging to children
Unconditioned response
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Making the Grade: A Practical Guide

No matter why you are taking introductory psychology, it's a safe bet you're inter-
ested in maximizing your understanding of the material and getting a good grade.
And you want to accomplish these goals as quickly and efficiently as possible.

Good news: Several subfields of psychology have identified different ways to
help you learn and remember material you will study throughout college. Here’s
my guarantee to you: If you learn and follow the guidelines in each of these areas,
you'll become a better student and get better grades. Always remember that good
students are made, not born.

Adopt a General Study Strategy

Psychologists have devised several proven techniques to improve study skills, two
of which are described here: “POW.E.R,” or Prepare, Organize, Work, Evaluate, and
Rethink; and “SQ3R,” or Survey, Question, Read, Recite, and Review.

P.O.W.E.R. This learning system entails the following steps:

- Prepare. In Essentials of Understanding Psychology, Eleventh Edition, read
the broad questions called Learning Outcomes to Prepare yourself for the
material that follows. Learning Outcomes are at the start of each chapter
and of each module.

- Organize. The Organize stage involves developing a mental roadmap of
where you are headed. Essentials of Understanding Psychology includes the
outline at the beginning of each chapter. Read it to get an idea of what topics
are covered and how they are organized.

- Work. Because of your effort in the Power and Organize stages, the Work
stage will be easier. You know what questions the material will answer based
on the Learning Outcomes and you know how it is organized based on the
outline. Read everything in the content including the material in boxes and the
margins to fully understand the material.

- Evaluate. Evaluate provides the opportunity to deter-
mine how effectively you have mastered the material.
In Essentials of Understanding Psychology, questions
at the end of each module offer a rapid check of your
understanding of the material. Evaluate your progress
to assess your degree of mastery.

- Rethink. This final stage, Rethink, entails re-analyzing,
reviewing, questioning, and challenging assumptions.
Rethinking allows you to consider how the material fits

with other information you have already learned. Every

major section of Essentials of Understanding

Psychology ends with a Rethink section.

Answering its thought-provoking
~ questions will help you think about
the material at a deeper level.




to Smarter Stud

SQ3R. The SQ3R learning system entails these specific steps:

- Survey. Survey the material by reading the outlines that open each module, the
headings, figure captions, recaps, and Looking Ahead and Looking Back sections,
providing yourself with an overview of the major points of the chapter.

- Question. In the Q step, formulate questions about the material, either aloud
or in writing, prior to reading a section of text. The Learning Outcomes, written
as questions at the beginning of each module and the Evaluate and Rethink
questions that end each module are examples.

- Read. Read actively and critically. While you are reading, answer the questions
you have asked yourself. Consider the implications of what you are reading,
thinking about possible exceptions and contradictions, and examining underlying
assumptions.

- Recite. Describe and explain to yourself or a study partner the material that
you have just read. Answer questions you have posed. Recite aloud to help
you know how well you understand what you have just read.

- Review. In this final step, review the material: read the Epilogue and answer
those questions, review the Visual Summary, and answer any review questions
at the end of each module.

Managing your time as you study is a central aspect of academic success. But
remember: The goal of time management is to permit us to make informed choices

about how we use our time. Use these time management procedures to harness
time for your own advantage.

SET YOUR PRIORITIES. First, determine your priorities. Priorities are the tasks
and activities you need and want to do, rank-ordered from most important to least
important.

The best procedure is to start off by identifying priorities for an entire term.
What do you need to accomplish? Rather than making these goals too general,
make them specific, such as “studying 10 hours before each chemistry exam.”

IDENTIFY YOUR PRIME TIME. Are you a morning person or do you prefer
studying later at night? Being aware of the time or times of day when you can do
your best work will help you plan and schedule your time most effectively.

MASTER THE MOMENT. Here’s what you’ll need to organize your time:

- A master calendar that shows all the weeks of the term on one page. It should
include every week of the term and seven days per week. On the master
calendar note the due date of every assignment and test you will have. Also
include important activities from your personal life, drawn from your list of pri-
orities. Add some free time for yourself.

XXXi
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A weekly timetable that shows the days of the week across the top and the
hours, from 6:00 a.m. to midnight, along the side. Fill in the times of all your
fixed, prescheduled activities—the times that your classes meet, when you
have to be at work, the times you have to pick up your child at day care, and
any other recurring appointments. Add assignment due dates, tests, and any
other activities on the appropriate days of the week. Then add blocks of time
necessary to prepare for those events.

A daily to-do list using a small calendar or your smartphone. List all the things
that you intend to do during the day and their priority. Start with the things you
must do and that have fixed times, such as classes and work schedules. Then
add in the other things that you should accomplish, such as researching an
upcoming paper or finishing a lab report. Finally, list things that are a low pri-
ority like taking in a new movie.

CONTROL YOUR TIME. If you follow the schedules that you've prepared, you've
taken the most important steps in time management. Things, however, always seem
to take longer than planned.

When inevitable surprises occur, there are several ways to take control of your

days to follow your intended schedule:

Say no. You don’t have to agree to every favor that others ask of you.

Get away from it all. Adopt a specific spot to call your own, such as a corner
desk in a secluded nook in the library. If you use it enough, your body and
mind will automatically get into study mode as soon as you get there.

Enjoy the sounds of silence. Studies suggest that we are able to concentrate
most when our environment is silent. Experiment and work in silence for a few
days. You may find that you get more done in less time than you would in a

more distracting environment.

- Take an e-break. Take an e-break and shut down your communication
sources for some period of time. Phone calls, text messages, IMs, and
e-mail can be saved on a phone or computer. They’ll wait.

- Expect the unexpected. You'll never be able to escape from unex-
pected interruptions and surprises that require your attention. But by
trying to anticipate them and thinking about how you’ll react to them, you
can position yourself to react effectively when they do occur.

Take Good Notes in Class

Let’'s consider some of the basic principles of notetaking:

« Identify the instructor’s—and your—goals for the course. The information
you get during the first day of class and through the syllabus is critical. In
addition to the instructor’s goals, you should have your own. How will the
information from the course help you to enhance your knowledge, improve
yourself as a person, achieve your goals?



. Complete assignments before coming to class.

« Choose a notebook that assists in notetaking.

- Listen for the key ideas. Listen for phrases like “you need to know ...
“the most important thing to consider . . . " “there are four problems
with this approach . .., and—a big one—"this will be on the test . . . ©
should cause you to sit up and take notice. Also, if an instructor says
the same thing in several ways, the material being discussed
is important.

- Use short, abbreviated phrases—not full sentences when taking
notes.
- Pay attention to what is written on the board or projected from
PowerPoint slides. Remember these tips:
- Listening is more important than seeing.
- Don’t copy everything that is on every slide.
+ Remember that key points on slides are . . . key points.
- Check to see if the presentation slides are available online.
« Remember that presentation slides are not the same as good
notes for a class.

Here’s a key principle of effective memorization: Memorize what you need to
memorize. Forget about the rest.

You have your choice of dozens of techniques of memorization. Also, feel
free to devise your own strategies or add those that have worked for you in
the past.

REHEARSAL. Say it aloud: rehearsal. Think of this word in terms of its three
syllables: re—hear—sal. If you’re scratching your head about why you should do
this, it’s to illustrate the point of rehearsal: to transfer material that you encounter
into long-term memory.

MNEMONICS. This odd word (pronounced with the “m” silent—"neh MON ix”)
describes formal techniques used to make material more readily remembered.
Among the most common mnemonics are the following:
- Acronyms. Acronyms are words or phrases formed by the first letters of a
series of terms.
For example, Roy G. Biv helps people to remember the colors of the
spectrum (red, orange, yellow, green, blue, indigo, and violet).
- Acrostics. Acrostics are sentences in which the first letters spell out some-
thing that needs to be recalled. The benefits of acrostics are similar to those
of acronyms.
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«  Rhymes and jingles. “Thirty days hath September, April, June, and
November.” If you know the rest of the rhyme, you’re familiar with
one of the most commonly used mnemonic jingles in the English
language.

USE OF MULTIPLE SENSES. Every time we encounter new informa-
tion, all of our senses are potentially at work. Each piece of sensory
information is stored in a separate location in the brain, and yet all the
pieces are linked together in extraordinarily intricate ways.

«  When you learn something, use your body. Move around. Stand up;
sit down. Touch the page. Trace figures with your fingers. Talk to your-
self. Think out loud. By involving every part of your body, you've
increased the number of potential ways to trigger a relevant memory
later, when you need to recall it.

- Draw and diagram the material. Structuring written material by

graphically grouping and connecting key ideas and themes is a pow-
erful technique. Creating drawings, sketches, and even cartoons can
help us remember better.
Visualize. Visualization is effective because it helps make abstract
ideas concrete; it engages multiple senses; it permits us to link differ-
ent bits of information together; and it provides us with a context for
storing information.

« Overlearning. Overlearning consists of studying and rehearsing
material past the point of initial mastery. Through overlearning, you
can recall the information without even thinking about it.

for T r icall

Here are some guidelines that can help you do your best on tests:

KNOW WHAT YOU ARE PREPARING FOR. To find out about an upcoming test,
ask if it is a “test” an “exam,” a “quiz,” or something else. These names imply
different things. In addition, each kind of test question requires a somewhat differ-
ent style of preparation.

- Essay questions. The best approach to studying for an essay test involves
four steps:

1. Reread your class notes and any notes you’'ve made on assigned read-
ings that will be covered on the upcoming exam. Also go through the
readings themselves, reviewing underlined or highlighted material and
marginal notes.

2. Think of likely exam questions. Some instructors give lists of possible essay
topics; if yours does, focus on this list, and think of other possibilities.



3. Answer each potential essay question—aloud. You can also write down the
main points that any answer should cover.

4. After you've answered the questions, look at the notes and readings once
again. If you feel confident that you've answered specific questions adequately,
check them off. If you had trouble with some questions, review that material
immediately. Then repeat the third step 3, answering the questions again.

- Multiple-choice, true—false, and matching questions. Studying for multiple-choice,
true—false, and matching questions requires attention to the details. Write down
important facts on index cards: They're portable and available all the time, and the
act of creating them helps drive the material into your memory.

- Short-answer and fill-in questions. Short-answer and fill-in questions are sim-
ilar to essays in that they require you to recall key pieces of information but
they don’t demand that you integrate or compare different types of information.
Consequently, the focus of your study should be on the recall of specific,
detailed information.

TEST YOURSELF. When you believe you've mastered the material, test yourself
on it. You can create a test for yourself, in writing, making its form as close as
possible to what you expect the actual test to be.

DEAL WITH TEST ANXIETY. What does the anticipation of a test do to you?
Test anxiety is a temporary condition characterized by fears and concerns
about test-taking. You’ll never eliminate test anxiety completely, nor do you
want to. A little bit of nervousness can energize us, making us more atten-
tive and vigilant.

On the other hand, for some students, anxiety can spiral into the kind
of paralyzing fear that makes their minds go blank. There are several ways
to keep this from happening to you:

o Prepare thoroughly.

« Take a realistic view of the test.
o Learn relaxation techniques.

o Visualize success.

FORM A STUDY GROUP. Study groups can be extremely powerful tools
because they help accomplish several things:

« They help members organize and structure the material to approach
their studying in a systematic and logical way.

- They allow students to share different perspectives on
the material.

« They make it more likely that students will not overlook
any potentially important information.
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They force members to rethink the course material, explaining it in words that
other group members will understand. This helps both understanding and
recall of the information when it is needed on the test.

Finally, they help motivate members to do their best. When you're part of a
study group, you’re no longer working just for yourself; your studying also
benefits the other study group members. Not wanting to let down your class-
mates in a study group may encourage you to put in your best effort.
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Prologue Boston Marathon Massacre

The images of Dzhokhar Tsarnaey, the person who became
known as the “Boston Bomber,” weren’t what anyone was expect-
ing. In the days and weeks foliowing the bombing of the Boston
Marathon in 2013, videos were released of the shaggy-haired
19-year-old college student fooling around and dancing with his
friends and hanging out with his older brother atthe gym. He
looked just like any teenaged boy—playful, fun, and.engaging.
Rolling Stone magazine would later incur considerable

controversy when it put Dzhokhar’s photo on the cover of its
August issue. His casual reclined pose and sultry gaze made him
look like a young rock star.

It was difficult for people to believe that this was, in
fact, the face of the man who had placed a shrapnel-packed
bomb at the feet of a cheerful 7-year-old boy at the crowded
marathon finish line, and then walked away, smiling, just
before it exploded.

The bloody Boston massacre gives rise to a host of important
psychological issues. For example, consider these questions
asked by psychologists following the killing spree:

+  What motivation lay behind Tsarnaev’s act of terror?

+  What biological changes occurred in the bodies of those
present who fled in fear for their lives after the bomb
exploded?

+  What memories did people have of the bombing afterward?

+  What would be the long-term effects of the killings on the
physical and psychological health of the survivors and
witnesses?

+  What are the most effective ways to help people cope with
the sudden and unexpected loss of loved ones?

*  Why did many people put their own lives potentially at risk to
give first aid to those who were injured?
+ Was Tsarnaev psychologically disturbed?

+ Could this tragedy have been prevented if the bomber had
received adequate psychological therapy?

As we’ll soon see, psychology addresses questions like
these—and many, many more. In this chapter, we begin our
examination of psychology, the different types of psychologists,
and the various roles that psychologists play.



Psychology is the scientific study of behavior and mental processes. The simplicity
of this definition is in some ways deceiving, concealing ongoing debates about how
broad the scope of psychology should be. Should psychologists limit themselves to the
study of outward, observable behavior? Is it possible to scientifically study thinking?
Should the field encompass the study of such diverse topics as physical and mental
health, perception, dreaming, and motivation? Is it appropriate to focus solely on human
behavior, or should the behavior of other species be included?

Most psychologists would argue that the field should be receptive to a variety of
viewpoints and approaches. Consequently, the phrase behavior and mental processes in
the definition of psychology must be understood to mean many things: It encompasses
not just what people do but also their thoughts, emotions, perceptions, reasoning
processes, memories, and even the biological activities that maintain bodily functioning.

Psychologists try to describe, predict, and explain human behavior and mental processes,
as well as helping to change and improve the lives of people and the world in which they
live. They use scientific methods to find answers that are far more valid and legitimate than
those resulting from intuition and speculation, which are often inaccurate (see Figure 1).

. F gl OJ |
Psychological Truths?

To test your knowledge of psychology, try answering the following questions:

. Infants love their mothers primarily because their mothers fulfill their
basic biological needs, such as providing food. True or false?

. Geniuses generally have poor social adjustment. True or false?

. The best way to ensure that a desired behavior will continue after training is
completed is to reward that behavior every single time it occurs during training
rather than rewarding it only periodically. True or false?

. People with schizophrenia have at least two distinct personalities. True or
false?

. Parents should do everything they can to ensure their children have high
self-esteem and a strong sense that they are highly competent. True or
false?

Children’s 1Q scores have little to do with how well they do in school.
True or false?

. Frequent masturbation can lead to mental iliness. True or false?

. Once people reach old age, their leisure activities change radically.
True or false?

. Most people would refuse to give painful electric shocks to other people.
True or false?

. People who talk about suicide are unlikely to actually try to kill themselves.
True or false?

Scoring: The truth about each of these items: They are all false. Based on
psychological research, each of these “facts” has been proven untrue. You will
learn the reasons why as we explore what psychologists have discovered about
human behavior.

Learning Outcomes

LO 1-1 What is the science of
psychology?

LO 1-2 What are the major
specialties in the field of
psychology?

LO 1-3 Where do
psychologists work?

psychology The scientific study of be-
havior and mental processes.

FIGURE 1 The scientific method is the
basis of all psychological research and is
used to find valid answers. Test your
knowledge of psychology by answering
these questions. (Source: Adapted from
Lamal, 1979.)
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| Study Alert

The different subfields of psy-
chology allow psychologists to
explain the same behavior in
multiple ways. Review Figure 2
for a summary of the subfields.

PsychTech

How well can you text and
drive at the same time?
Cognitive psychologists
have demonstrated that it is
impossible to do both with-
out a serious and potentially
deadly decline in driving
ability.

The Subfields of Psychology:
Psychology’s Family Tree

As the study of psychology has grown, it has given rise to a number of subfields
(described in Figure 2). The subfields of psychology can be likened to an extended
family, with assorted nieces and nephews, aunts and uncles, and cousins who,
although they may not interact on a day-to-day basis, are related to one another,
because they share a common goal: understanding behavior. One way to identify the
key subfields is to look at some of the basic questions about behavior that they
address.

WHAT ARE THE BIOLOGICAL FOUNDATIONS OF BEHAVIOR?

In the most fundamental sense, people are biological organisms. Behavioral neuroscience
is the subfield of psychology that focuses on how the brain and the nervous system,
as well as other biological aspects of the body, determine behavior.

Thus, neuroscientists consider how our bodies influence our behavior. For example,
they may examine the link between specific sites in the brain and the muscular trem-
ors of people affected by Parkinson’s disease or attempt to determine how our emotions
are related to physical sensations.

HOW DO PEOPLE SENSE, PERCEIVE, LEARN, AND THINK ABOUT
THE WORLD?

If you have ever wondered why you are susceptible to optical illusions, how your body
registers pain, or how to make the most of your study time, an experimental psychol-
ogist can answer your questions. Experimental psychology is the branch of psychology
that studies the processes of sensing, perceiving, learning, and thinking about the world.
(The term experimental psychologist is somewhat misleading: Psychologists in every
specialty area use experimental techniques.)

Several subspecialties of experimental psychology have become specialties in their
own right. One is cognitive psychology, which focuses on higher mental processes,
including thinking, memory, reasoning, problem solving, judging, decision making, and
language.

WHAT ARE THE SOURCES OF CHANGE AND STABILITY IN
BEHAVIOR ACROSS THE LIFE SPAN?

A baby producing her first smile . . . taking his first step . . . saying her first word.
These universal milestones in development are also singularly special and unique for
each person. Developmental psychology studies how people grow and change from the
moment of conception through death. Personality psychology focuses on the consistency
in people’s behavior over time and the traits that differentiate one person from another.

HOW DO PSYCHOLOGICAL FACTORS AFFECT PHYSICAL AND
MENTAL HEALTH?

Frequent depression, stress, and fears that prevent people from carrying out their nor-
mal activities are topics that interest a health psychologist, a clinical psychologist, and
a counseling psychologist. Health psychology explores the relationship between psycho-
logical factors and physical ailments or disease. For example, health psychologists are
interested in assessing how long-term stress (a psychological factor) can affect physical
health and in identifying ways to promote behavior that brings about good health
(Belar, 2008; Yardley & Moss-Morris, 2009; Proyer et al., 2013).



FIGURE 2 The major subfields of psychology.
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Description
Behavioral genetics studies the inheritance of traits related to behavior.
Behavioral neuroscience examines the biological basis of behavior.

Clinical psychology deals with the study, diagnosis, and treatment of
psychological disorders.

Clinical neuropsychology unites the areas of biopsychology and clinical
psychology, focusing on the relationship between biological factors and
psychological disorders.

Cognitive psychology focuses on the study of higher mental processes.

Counseling psychology focuses primarily on educational, social, and
career adjustment problems.

Cross-cultural psychology investigates the similarities and differences in
psychological functioning in and across various cultures and ethnic
groups.

Developmental psychology examines how people grow and change from
the moment of conception through death.

Educational psychology is concerned with teaching and learning
processes, such as the relationship between motivation and school
performance.

Environmental psychology considers the relationship between people and
their physical environment.

Evolutionary psychology considers how behavior is influenced by our
genetic inheritance from our ancestors.

Experimental psychology studies the processes of sensing, perceiving,
learning, and thinking about the world.

Forensic psychology focuses on legal issues, such as determining the
accuracy of witness memories.

Health psychology explores the relationship between psychological
factors and physical ailments or disease.

Industrial/organizational psychology is concerned with the psychology of
the workplace.

Personality psychology focuses on the consistency in people’s behavior
over time and the traits that differentiate one person from another.

Program evaluation focuses on assessing large-scale programs, such as
the Head Start preschool program, to determine whether they are
effective in meeting their goals.

Psychology of women focuses on issues such as discrimination against
women and the causes of violence against women.

School psychology is devoted to counseling children in elementary and
secondary schools who have academic or emotional problems.

Social psychology is the study of how people’s thoughts, feelings, and
actions are affected by others.

Sport psychology applies psychology to athletic activity and exercise.
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Clinical psychology deals with the study, diagnosis, and treatment of psychological
disorders. Clinical psychologists are trained to diagnose and treat problems that range
from the crises of everyday life, such as unhappiness over the breakup of a relationship,
to more extreme conditions, such as profound, lingering depression. Some clinical
psychologists also research and investigate issues that vary from identifying the early
signs of psychological disturbance to studying the relationship between family com-
munication patterns and psychological disorders.

Like clinical psychologists, counseling psychologists deal with people’s psycholog-
ical problems, but the problems they deal with are more specific. Counseling psychology
focuses primarily on educational, social, and career adjustment problems. Almost every
college has a center staffed with counseling psychologists. This is where students can
get advice on the kinds of jobs they might be best suited for, on methods of studying
effectively, and on strategies for resolving everyday difficulties, such as problems with
roommates and concerns about a specific professor’s grading practices. Many large
business organizations also employ counseling psychologists to help employees with
work-related problems.

HOW DO OUR SOCIAL NETWORKS AFFECT BEHAVIOR?

Our complex networks of social interrelationships are the focus for many subfields of
psychology. For example, social psychology is the study of how people’s thoughts, feel-
ings, and actions are affected by others. Social psychologists concentrate on such diverse
topics as human aggression, liking and loving, persuasion, and conformity.

Cross-cultural psychology investigates the similarities and differences in psycholog-
ical functioning in and across various cultures and ethnic groups. For example, cross-
cultural psychologists examine how cultures differ in their use of punishment during
child rearing.

EXPANDING PSYCHOLOGY’S FRONTIERS

The boundaries of the science of psychology are constantly growing. Three newer
members of the field’s family tree—evolutionary psychology, behavioral genetics, and
clinical neuropsychology—have sparked particular excitement, and debate, within

psychology.

Evolutionary Psychology. Evolutionary psychology considers how behavior is influ-
enced by our genetic inheritance from our ancestors. The evolutionary approach sug-
gests that the chemical coding of information in our cells not only determines traits
such as hair color and race but also holds the key to understanding a broad variety of
behaviors that helped our ancestors survive and reproduce.

Evolutionary psychology stems from Charles Darwin’s arguments in his ground-
breaking 1859 book, On the Origin of Species. Darwin suggested that a process of nat-
ural selection leads to the survival of the fittest and the development of traits that
enable a species to adapt to its environment.

Evolutionary psychologists take Darwin’s arguments a step further. They argue that
our genetic inheritance determines not only physical traits such as skin and eye color
but certain personality traits and social behaviors as well. For example, evolutionary
psychologists suggest that behavior such as shyness, jealousy, and cross-cultural simi-
larities in qualities desired in potential mates are at least partially determined by
genetics, presumably because such behavior helped increase the survival rate of humans’
ancient relatives (Buss, 2003; Sefcek, Brumbach, & Vasquez, 2007, Ward, Kogan, &
Pankove, 2007).

Although they are increasingly popular, evolutionary explanations of behavior have
stirred controversy. By suggesting that many significant behaviors unfold automatically,
because they are wired into the human species, evolutionary approaches minimize the
role of environmental and social forces. Still, the evolutionary approach has stimulated



a significant amount of research on how our biological inheritance influences our traits
and behaviors (Buss, 2004; Neher, 2006; Mesoudi, 2011).

Behavioral Genetics. Another rapidly growing area in psychology focuses on the
biological mechanisms, such as genes and chromosomes, that enable inherited behavior
to unfold. Behavioral genetics seeks to understand how we might inherit certain behav-
ioral traits and how the environment influences whether we actually display such traits
(Moffitt & Caspi, 2007; Rende, 2007; Maxson, 2013).

Clinical Neuropsychology. Clinical neuropsychology unites the areas of neuroscience
and clinical psychology: It focuses on the origin of psychological disorders in biological
factors. Building on advances in our understanding of the structure and chemistry of
the brain, this specialty has already led to promising new treatments for psychological
disorders as well as debates over the use of medication to control behavior (Boake,
2008; Holtz, 2011).

Working at Psychology

Help Wanted: Assistant professor at a small liberal arts college. Teach undergraduate
courses in introductory psychology and courses in specialty areas of cognitive psy-
chology, perception, and learning. Strong commitment to quality teaching, as well as
evidence of scholarship and research productivity, necessary.

Help Wanted: Industrial-organizational consulting psychologist. International firm seeks
psychologists for full-time career positions as consultants to management. Candidates
must have the ability to establish a rapport with senior business executives and help
them find innovative and practical solutions to problems concerning people and
organizations.

Help Wanted: Clinical psychologist. PhD, internship experience, and license required.
Comprehensive clinic seeks psychologist to work with children and adults providing
individual and group therapy, psychological evaluations, crisis intervention, and
development of behavior treatment plans on multidisciplinary team.

As these job ads suggest, psychologists are employed in a variety of settings. Many
doctoral-level psychologists are employed by institutions of higher learning (universities
and colleges) or are self-employed, usually working as private practitioners treating
clients (see Figure 3). Other work sites include hospitals, clinics, mental health centers,
counseling centers, government human-services organizations, businesses, schools, and

even prisons. Psychologists are employed in the military, working with soldiers, veter-
ans, and their families, and they work for the federal government Department of
Medical school/other
academic,
/ \ School/other educational,
Hospital/other health 8%
service, Independent practice,

Business/nonprofit,
1% . .
University/4-year college,
26%
Government/VA
medical center,
17%
7%
25% 6%

Module 1 Psychologists at Work

FIGURE 3 The breakdown of where U.S.
psychologists (who have a PhD or PsyD
degree) work. (Source: Adapted from
Michaels, 2011.)
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Homeland Security, fighting terrorism. Psychologists who specialize in program evalu-
ation are increasingly employed by foundations who want to assess the value of pro-
grams they fund (American Psychological Association, 2007; DeAngelis & Monahan,
2008; Moscoso et al., 2013).

Most psychologists, though, work in academic settings, allowing them to combine
the three major roles played by psychologists in society: teacher, scientist, and clinical
practitioner. Many psychology professors are also actively involved in research or in
serving clients. Whatever the particular job site, however, psychologists share a com-
mitment to improving individual lives as well as society in general.

Keep in mind that professionals from a variety of occupations use the findings of
psychologists. To understand how nonpsychologists use psychology, see the feature
titled “From the Perspective of . . .” throughout the text.

~

From the perspective of . . .

An Educator Imagine that a classroom teacher wants
to improve the performance of a 10-year-old boy who is not
doing well in math. What branches of psychology might she
draw on to get ideas about how to help him?

PSYCHOLOGISTS: A PORTRAIT

Although there is no “average” psychologist in terms of personal characteristics, we can
draw a statistical portrait of the field. There are close to 300,000 psychologists work-
ing today in the United States, but they are outnumbered by psychologists in other
countries. Europe has more than 290,000 psychologists, and in Brazil alone there are
140,000 licensed psychologists. Although most research is conducted in the United
States, psychologists in other countries are increasingly influential in adding to the
knowledge base and practices of psychology (Peiro & Lunt, 2002; Stevens & Gielen,
2007; Rees & Seaton, 2011).

In the United States, women outnumber men in the field, a big change from ear-
lier years when women faced bias and were actively discouraged from becoming
psychologists. Today, women earn around three-fourths of new psychology doctorate
degrees. There is an active debate about whether, and how, to seek balance in the
percentage of men and women in the field (Frincke & Pate, 2004; Cynkar, 2007;
Willyard, 2011).

The vast majority of psychologists in the United States are white, limiting the
diversity of the field. Only 6% of all psychologists are members of racial minority
groups. Although the number of minority individuals entering the field is greater than
a decade ago—around 20% of new master’s degrees and 16% of new doctorate degrees
are awarded to people of color-the numbers have not kept up with the dramatic
growth of the minority population at large (Hoffer et al, 2005; Maton et al, 2006;
Chandler, 2011).

The underrepresentation of racial and ethnic minorities among psychologists is
significant for several reasons. First, the field of psychology is diminished by a lack
of the diverse perspectives and talents that minority-group members can provide.
Furthermore, minority-group psychologists serve as role models for members of
minority communities, and their underrepresentation in the profession might deter



other minority-group members from entering the field. Finally, because members of
minority groups often prefer to receive psychological therapy from treatment provid-
ers of their own race or ethnic group, the rarity of minority psychologists can dis-
courage some members of minority groups from seeking treatment (Bernal et al., 2002;
Jenkins et al., 2003; Bryant et al, 2005).

THE EDUCATION OF A PSYCHOLOGIST

How do people become psychologists? The most common route is a long one. Most
psychologists have a doctorate, either a PhD (doctor of philosophy) or, less frequently,
a PsyD (doctor of psychology). The PhD is a research degree that requires a dissertation
based on an original investigation. The PsyD is obtained by psychologists who want
to focus on the treatment of psychological disorders. (Psychologists are distinct from
psychiatrists, who have a medical degree and specialize in the diagnosis and treat-
ment of psychological disorders, often using treatments that involve the prescription
of drugs.)

Both the PhD and the PsyD typically take four or five years of work past the
bachelor’s level. Some fields of psychology involve education beyond the doctorate.
For instance, doctoral-level clinical psychologists, who deal with people with psycho-
logical disorders, typically spend an additional year doing an internship.

Positions Obtained by Psychology Majors

Module 1 Psychologists at Work
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FIGURE 4 Although many psychology
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Administration
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vices, a background in psychology can
prepare one for many professions outside
the social services field. What is it about
the science and art of psychology that
makes it such a versatile field? (Source:
Adapted from Kuther, 2003.)
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About a third of people working in the field of psychology have a master’s degree
as their highest degree, which they earn after two or three years of graduate work.
These psychologists teach, provide therapy, conduct research, or work in specialized
programs dealing with drug abuse or crisis intervention. Some work in universities,
government, and business, collecting and analyzing data.

CAREERS FOR PSYCHOLOGY MAJORS

Although some psychology majors head for graduate school in psychology or an unre-
lated field, the majority join the workforce immediately after graduation. Most report
that the jobs they take after graduation are related to their psychology background.

An undergraduate major in psychology provides excellent preparation for a variety
of occupations. Because undergraduates who specialize in psychology develop good
analytical skills, are trained to think critically, and are able to synthesize and evaluate
information well, employers in business, industry, and the government value their
preparation (Kuther, 2003).

The most common areas of employment for psychology majors are in the social
services, including working as an administrator, serving as a counselor, and providing
direct care. Some 20% of recipients of bachelor’s degrees in psychology work in the
social services or in some other form of public affairs. In addition, psychology majors
often enter the fields of education or business or work for federal, state, and local
governments (see Figure 4; American Psychological Association, 2000; Murray, 2002;
Rajecki & Borden, 2011).

RECAP/EVALUATE/RETHINK

RECAP

LO 1-1 What is the science of psychology?

e Psychology is the scientific study of behavior and mental
processes, encompassing not just what people do but also
their biological activities, feelings, perceptions, memory,

LO 1-2 What are the major specialties in the field of psychology?

reasoning, and thoughts.

individual differences that distinguish one person’s behav-
ior from another’s.

e Health psychologists study psychological factors that affect
physical disease, whereas clinical psychologists consider
the study, diagnosis, and treatment of abnormal behavior.
Counseling psychologists focus on educational, social, and
career adjustment problems.

Social psychology is the study of how people’s thoughts,
feelings, and actions are affected by others.

of sensing, perceiving, learning, and thinking about the world.
e Cognitive psychology, an outgrowth of experimental
psychology, studies higher mental processes, including

memory, knowing, thinking, reasoning, problem solving,

judging, decision making, and language.

e Developmental psychologists study how people grow and

change throughout the life span.
e Personality psychologists consider the consistency and
change in an individual’s behavior, as well as the

Behavioral neuroscientists focus on the biological basis of e Cross-cultural psychology examines the similarities and differ-
behavior, and experimental psychologists study the processes

ences in psychological functioning among various cultures.
Other increasingly important fields are evolutionary psy-
chology, behavioral genetics, and clinical neuropsychology.

LO 1-3 Where do psychologists work?

Psychologists are employed in a variety of settings.
Although the primary sites of employment are private
practice and colleges, many psychologists are found in
hospitals, clinics, community mental health centers, and
counseling centers.
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Match each subfield of psychology with the issues or questions posed below.

a. behavioral neuroscience 1. Joan, a college freshman, is worried about her grades. She needs to learn better organizational
b. experimental psychology skills and study habits to cope with the demands of college.
c. cognitive psychology 2. At what age do children generally begin to acquire an emotional attachment to their fathers?
d. developmental psychology 3. It is thought that pornographic films that depict violence against women may prompt aggres-
e. personality psychology sive behavior in some men.
f. health psychology 4. What chemicals are released in the human body as a result of a stressful even? What are
g. clinical psychology their effects on behavior?
h. counseling psychology 5. Luis is unique in his manner of responding to crisis situations, with an even temperament
i. educational psychology and a positive outlook.
j- school psychology 6. The teachers of 8-year-old Jack are concerned that he has recently begun to withdraw socially
k. social psychology and to show little interest in schoolwork.
1. industrial psychology 7. Janetta’s job is demanding and stressful. She wonders if her lifestyle is making her more prone
to certain illnesses, such as cancer and heart disease.
8. A psychologist is intrigued by the fact that some people are much more sensitive to painful
stimuli than others are.
9. A strong fear of crowds leads a young man to seek treatment for his problem.
10. What mental strategies are involved in solving complex word problems?
11. What teaching methods most effectively motivate elementary school students to successfully
accomplish academic tasks?
12. Jessica is asked to develop a management strategy that will encourage safer work practices in
an assembly plant.
RETHINK Answers to Evaluate Questions
Do you think intuition and common sense are sufficient for un- TULEA QLTI T 68 L4769 7P 1012 °8:q “7®

derstanding why people act the way they do? In what ways is a
scientific approach appropriate for studying human behavior?

KEY TERM

psychology
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Learning Outcomes
LO 2-1 What are the origins of
psychology?

LO 2-2 What are the major
approaches in contemporary
psychology?

LO 2-3 What are psychology’s
key issues and controversies?

LO 2-4 What is the future of
psychology likely to hold?

Wilhelm Wundt

structuralism Wundt's approach,
which focuses on uncovering the funda-
mental mental components of con-
sciousness, thinking, and other kinds of
mental states and activities.

introspection A procedure used to
study the structure of the mind in
which subjects are asked to describe in
detail what they are experiencing when
they are exposed to a stimulus.

14

an e ruture

Seven thousand years ago, people assumed that psychological problems were caused
by evil spirits. To allow those spirits to escape from a person’s body, ancient healers
chipped a hole in a patient’s skull with crude instruments—a procedure called
trephining.

According to the 17th-century philosopher Descartes, nerves were hollow tubes
through which “animal spirits” conducted impulses in the same way that water is
transmitted through a pipe. When a person put a finger too close to a fire, heat was
transmitted to the brain through the tubes.

Franz Josef Gall, an 18th-century physician, argued that a trained observer could dis-
cern intelligence, moral character, and other basic personality characteristics from the
shape and number of bumps on a person’s skull. His theory gave rise to the field of
phrenology, employed by hundreds of practitioners in the 19th century.

Although these explanations might sound far-fetched, in their own times they rep-
resented the most advanced thinking about what might be called the psychology of
the era. Our understanding of behavior has progressed tremendously since the 18th
century, but most of the advances have been recent. As sciences go, psychology is
one of the new kids on the block. (For highlights in the development of the field,
see Figure 1.

The Roots of Psychology

We can trace psychology’s roots back to the ancient Greeks, who considered the mind
to be a suitable topic for scholarly contemplation. Later philosophers argued for hun-
dreds of years about some of the questions psychologists grapple with today. For
example, the 17th-century British philosopher John Locke believed that children were
born into the world with minds like “blank slates” (tabula rasa in Latin) and that their
experiences determined what kind of adults they would become. His views contrasted
with those of Plato and the 17th-century French philosopher René Descartes, who
argued that some knowledge was inborn in humans.

However, the formal beginning of psychology as a scientific discipline is generally
considered to be in the late 19th century, when Wilhelm Wundt established the first
experimental laboratory devoted to psychological phenomena in Leipzig, Germany. At
about the same time, William James was setting up his laboratory in Cambridge,
Massachusetts.

When Wundt set up his laboratory in 1879, his aim was to study the building
blocks of the mind. He considered psychology to be the study of conscious experience.
His perspective, which came to be known as structuralism, focused on uncovering
the fundamental mental components of perception, consciousness, thinking, emotions,
and other kinds of mental states and activities.

To determine how basic sensory processes shape our understanding of the world,
Wundt and other structuralists used a procedure called introspection, in which they
presented people with a stimulus—such as a bright green object or a sentence printed
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on a card—and asked them to describe, in their own words and in as much detail as
they could, what they were experiencing. Wundt argued that by analyzing people’s
reports, psychologists could come to a better understanding of the structure of
the mind.

Over time, psychologists challenged Wundt’s approach. They became increasingly
dissatisfied with the assumption that introspection could reveal the structure of the
mind. Introspection was not a truly scientific technique, because there were few ways
an outside observer could confirm the accuracy of others’ introspections. Moreover,
people had difficulty describing some kinds of inner experiences, such as emotional
responses. Those drawbacks led to the development of new approaches, which largely
replaced structuralism.

The perspective that replaced structuralism is known as functionalism. Rather than
focusing on the mind’s structure, functionalism concentrated on what the mind does
and how behavior functions. Functionalists, whose perspective became prominent in
the early 1900s, asked what role behavior plays in allowing people to adapt to their
environments. For example, a functionalist might examine the function of the emotion
of fear in preparing us to deal with emergency situations.

William James, an American psychologist, led the functionalist movement. Func-
tionalists examined how people satisfy their needs through their behavior. The func-
tionalists also discussed how our stream of consciousness—the flow of thoughts in our
conscious minds—permits us to adapt to our environment. The American educator John
Dewey drew on functionalism to develop the field of school psychology, proposing
ways to best meet students’ educational needs.

Another important reaction to structuralism was the development of gestalt psy-
chology in the early 1900s. Gestalt psychology emphasizes how perception is orga-
nized. Instead of considering the individual parts that make up thinking, gestalt
psychologists took the opposite tack, studying how people consider individual elements
together as units or wholes. Led by German scientists such as Hermann Ebbinghaus
and Max Wertheimer, gestalt psychologists proposed that “The whole is different from
the sum of its parts,” meaning that our perception, or understanding, of objects is
greater and more meaningful than the individual elements that make up our percep-
tions. Gestalt psychologists have made substantial contributions to our understanding
of perception.

WOMEN IN PSYCHOLOGY: FOUNDING MOTHERS

As in many scientific fields, social prejudices hindered women’s participation in the
early development of psychology. For example, many universities would not admit
women to their graduate psychology programs in the early 1900s.

Despite the hurdles they faced, women made notable contributions to psychology,
although their impact on the field was largely overlooked until recently. For example,
Margaret Floy Washburn (1871-1939) was the first woman to receive a doctorate in
psychology, and she did important work on animal behavior. Leta Stetter Hollingworth
(1886-1939) was one of the first psychologists to focus on child development and on
women’s issues. She collected data to refute the view, popular in the early 1900s, that
women’s abilities periodically declined during parts of the menstrual cycle (Holling-
worth, 1943/1990; Denmark & Fernandez, 1993; Furumoto & Scarborough, 2002).

Mary Calkins (1863-1930), who studied memory in the early part of the 20th
century, became the first female president of the American Psychological Association.
Karen Horney (pronounced “HORN-eye”) (1885-1952) focused on the social and cultural
factors behind personality, and June Etta Downey (1875-1932) spearheaded the study
of personality traits and became the first woman to head a psychology department at
a state university. Anna Freud (1895-1982), the daughter of Sigmund Freud, also made
notable contributions to the treatment of abnormal behavior, and Mamie Phipps Clark
(1917-1983) carried out pioneering work on how children of color grew to recognize
racial differences (Horney, 1937; Stevens & Gardner, 1982; Lal, 2002).

William James

functionalism An early approach to
psychology, led by William James, that
concentrated on what the mind does—
the functions of mental activity—and the
role of behavior in allowing people to
adapt to their environments.

gestalt (geh-SHTALLT)

psychology An approach to psychol-
ogy that focuses on the organization of
perception and thinking in a “whole”
sense rather than on the individual ele-
ments of perception.

Study Alert

Knowing the basic outlines of
the history of the field will help
you understand how today’s
major perspectives have
evolved.
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neuroscience perspective The
approach that views behavior from the
perspective of the brain, the nervous
system, and other biological functions.

of learning

FIGURE 1 This time line illustrates major milestones in the development of psychology.

Today’s Perspectives

The men and women who laid the foundations of psychology shared a common goal:
to explain and understand behavior using scientific methods. Seeking to achieve the
same goal, the tens of thousands of psychologists who followed those early pioneers
embraced—and often rejected—a variety of broad perspectives.

The perspectives of psychology offer distinct outlooks and emphasize different
factors. Just as we can use more than one map to find our way around a particular
region—for instance, a map that shows roads and highways and another map that shows
major landmarks—psychologists developed a variety of approaches to understanding
behavior. When considered jointly, the different perspectives provide the means to
explain behavior in its amazing variety.

Today, the field of psychology includes five major perspectives (summarized in
Figure 2). These broad perspectives emphasize different aspects of behavior and
mental processes, and each takes our understanding of behavior in a somewhat
different direction.

THE NEUROSCIENCE PERSPECTIVE: BLOOD, SWEAT, AND FEARS

When we get down to the basics, humans are animals made of skin and bones.
The neuroscience perspective considers how people and nonhumans function
biologically: how individual nerve cells are joined together, how the inheritance of
certain characteristics from parents and other ancestors influences behavior, how
the functioning of the body affects hopes and fears, which behaviors are instinctual,
and so forth. Even more complex kinds of behaviors, such as a baby’s response to
strangers, are viewed as having critical biological components by psychologists who
embrace the neuroscience perspective. This perspective includes the study of
heredity and evolution, which considers how heredity may influence behavior; and
behavioral neuroscience, which examines how the brain and the nervous system
affect behavior.
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behaviorist,
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Carl Rogers publishes
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humanistic perspective

1953

B. F. Skinner publishes
Science and Human
Behavior, advocating the
behavioral perspective
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Because every behavior ultimately can be broken down into its biological com-
ponents, the neuroscience perspective has broad appeal. Psychologists who subscribe
to this perspective have made major contributions to the understanding and better-
ment of human life, ranging from cures for certain types of deafness to drug treat-
ments for people with severe mental disorders. Furthermore, advances in methods for
examining the anatomy and functioning of the brain have permitted the neuroscien-
tific perspective to extend its influence across a broad range of subfields in psychol-
ogy. (We’ll see examples of these methods throughout this book in Neuroscience in

Your Life.)

Neuroscience

Views behavior from the

perspective of biological
functioning

Cognitive
Examines how people
understand and think
about the world

Psychodynamic

Behavioral Believes behavior is
Focuses on motivated by inner,
observable unconscious forces

FIGURE 2 The major perspectives of psychology.
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Sigmund Freud

psychodynamic perspective The
approach based on the view that
behavior is motivated by unconscious
inner forces over which the individual
has little control.

behavioral perspective The approach
that suggests that observable, measur-
able behavior should be the focus

of study.

THE PSYCHODYNAMIC PERSPECTIVE:
UNDERSTANDING THE INNER PERSON

To many people who have never taken a psychology course, psychology begins and
ends with the psychodynamic perspective. Proponents of the psychodynamic
perspective argue that behavior is motivated by inner forces and conflicts about
which we have little awareness or control. They view dreams and slips of the tongue
as indications of what a person is truly feeling within a seething cauldron of uncon-
scious psychic activity.

The origins of the psychodynamic view are linked to one person: Sigmund Freud.
Freud was an Austrian physician in the early 1900s whose ideas about unconscious
determinants of behavior had a revolutionary effect on 20th-century thinking, not
just in psychology but in related fields as well. Although some of the original Freud-
ian principles have been roundly criticized, the contemporary psychodynamic per-
spective has provided a means not only to understand and treat some kinds of
psychological disorders but also to understand everyday phenomena such as prejudice
and aggression.

THE BEHAVIORAL PERSPECTIVE:
OBSERVING THE OUTER PERSON

Whereas the neuroscience and psychodynamic approaches look inside the organism to
determine the causes of its behavior, the behavioral perspective takes a different
approach. Proponents of the behavioral perspective rejected psychology’s early empha-
sis on the inner workings of the mind. Instead, the behavioral perspective suggests
that the focus should be on observable behavior that can be measured objectively.

John B. Watson was the first major American psychologist to advocate a behavioral
approach. Working in the 1920s, Watson was adamant in his view that one could gain
a complete understanding of behavior by studying and modifying the environment in
which people operate.

In fact, Watson believed rather optimistically that it was possible to elicit any
desired type of behavior by controlling a person’s environment. This philosophy is clear
in his own words: “Give me a dozen healthy infants, well-formed, and my own spec-
ified world to bring them up in and I'll guarantee to take any one at random and train
him to become any type of specialist I might select—doctor, lawyer, artist, merchant-chief,
and yes, even beggar-man and thief, regardless of his talents, penchants, tendencies,
abilities, vocations and race of his ancestors” (Watson, 1924).

The behavioral perspective was championed by B. F. Skinner, a pioneer in the
field. Much of our understanding of how people learn new behaviors is based on the
behavioral perspective. As we will see, the behavioral perspective crops up along every
byway of psychology. Along with its influence in the area of learning processes, this
perspective has made contributions in such diverse areas as treating mental disorders,
curbing aggression, resolving sexual problems, and ending drug addiction (Silverman,
Roll, & Higgins, 2008; Schlinger, 2011).

D\ From the perspective of . ..

'\ I A Health-Care Provider How can a basic under-
By standing of psychology improve your job performance in

the health-care industry?
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THE COGNITIVE PERSPECTIVE:
IDENTIFYING THE ROOTS OF UNDERSTANDING

Efforts to understand behavior lead some psychologists straight into the mind. Evolving
in part from structuralism and in part as a reaction to behaviorism, which focused so
heavily on observable behavior and the environment, the cognitive perspective
focuses on how people think, understand, and know about the world. The emphasis
is on learning how people comprehend and represent the outside world within them-
selves and how our ways of thinking about the world influence our behavior.

Many psychologists who adhere to the cognitive perspective compare human
thinking to the workings of a computer, which takes in information and transforms,
stores, and retrieves it. In their view, thinking is information processing.

Psychologists who rely on the cognitive perspective ask questions on subjects
ranging from how people make decisions to whether a person can watch television
and study at the same time. The common elements that link cognitive approaches are
an emphasis on how people understand and think about the world and an interest in
describing the patterns and irregularities in the operation of our minds.

THE HUMANISTIC PERSPECTIVE:
THE UNIQUE QUALITIES OF THE HUMAN SPECIES

Rejecting the view that behavior is determined largely by automatically unfolding
biological forces, unconscious processes, or the environment, the humanistic
perspective instead suggests that all individuals naturally strive to grow, develop, and
be in control of their lives and behavior. Humanistic psychologists maintain that each
of us has the capacity to seek and reach fulfillment.

According to Carl Rogers and Abraham Maslow, who were central figures in the
development of the humanistic perspective, people strive to reach their full potential
if they are given the opportunity. The emphasis of the humanistic perspective is on
free will, the ability to freely make decisions about one’s own behavior and life. The
notion of free will stands in contrast to determinism, which sees behavior as caused, or
determined, by things beyond a person’s control.

The humanistic perspective assumes that people have the ability to make their
own choices about their behavior rather than relying on societal standards. More than
any other approach, it stresses the role of psychology in enriching people’s lives and
helping them achieve self-fulfillment. By reminding psychologists of their commitment
to the individual person in society, the humanistic perspective has been an important
influence (Robbins, 2008; Nichols, 2011; Linley, 2013).

Don’t let the abstract qualities of the broad approaches we have discussed lull you
into thinking that they are purely theoretical: These perspectives underlie ongoing
work of a practical nature, as we discuss throughout this book. To start seeing how
psychology can improve everyday life, read Applying Psychology in the 21st Century.

Psychology’s Key Issues and
Controversies

As you consider the many topics and perspectives that make up psychology, ranging
from a narrow focus on minute biochemical influences on behavior to a broad focus
on social behaviors, you might find yourself thinking that the discipline lacks cohesion.
However, the field is more unified than a first glimpse might suggest. For one thing,
no matter what topical area a psychologist specializes in, he or she relies primarily on
one of the five major perspectives. For example, a developmental psychologist who
specializes in the study of children could make use of the cognitive perspective or the
psychodynamic perspective or any of the other major perspectives.

cognitive perspective The approach
that focuses on how people think,
understand, and know about the world.

humanistic perspective The approach
that suggests that all individuals naturally
strive to grow, develop, and be in control
of their lives and behavior.



Applying Psychology in the 21st Ce

Psychology Matters

“Investigators search for clues at site of
suicide bombing.”

“Unemployment for college graduates
remains at historically high levels fol-
lowing the deepest recession since the
Great Depression.”

“Eyewitness to killing proves unable to
provide reliable clues.”

“Social media like Facebook, Twitter,
and Instagram change how teenagers
interact with their friends.”

“Childhood obesity rates surge.”

A quick review of any day’s news head-
lines reminds us that the world is beset by
a variety of stubborn problems that resist
easy solutions. At the same time, a consid-
erable number of psychologists are devot-
ing their energies and expertise to
addressing these problems and improving
the human condition. Let’s consider some
of the ways in which psychology has
addressed and helped work toward solu-
tions of major societal problems:

e What are the causes of terrorism? What
motivates suicide bombers? Are they
psychologically disordered, or can their
behavior be seen as a rational response
to a particular system of beliefs? As we’ll
see when we discuss psychological dis-
orders, psychologists are gaining an
understanding of the factors that lead
people to embrace suicide and to
engage in terrorism to further a cause in
which they deeply believe (Locicero &
Sinclair, 2008; Mintz & Brule, 2009;
Post et al., 2009).

e How are social media changing the way
we live? Social networking media such as
Facebook and Twitter have changed the
way people communicate and the way
news spreads around the world. How do
social media affect the way people
relate to each other? How do they affect
our perceptions of world events?
Psychologists are examining the motiva-
tions behind social networking, its influ-
ence on individuals and social institutions,
and possible beneficial applications of
the technology (Bergman et al, 2011;
Powell, Richmond, & Williams, 2011;
Rice, Milburn, & Monro, 2011).

20

What are the roots of autism spectrum
disorder, and why is it on the rise?
Autism spectrum disorder is a severe
developmental disability that impairs
one’s ability to communicate and relate
to others. It exists on a continuum from
mild symptoms, such as social awkward-
ness, to profound dysfunction, such as a
complete inability to communicate or
care for oneself. Psychologists are rapidly
gaining insights into the hereditary and
environmental factors that influence
autism; the need for this understanding
is urgent because the incidence of autism
has been growing sharply in recent years
and itUs unclear why (Silverman, 2012;
Pelphrey & Shultz, 2013).

Why do eyewitnesses to crimes often
remember the events inaccurately, and
how can we increase the precision of
eyewitness accounts? Psychologists’
research has come to an important con-
clusion: Eyewitness testimony in crimi-
nal cases is often inaccurate and biased.
Memories of crimes are often clouded
by emotion, and the questions asked by
police investigators often elicit inaccu-
rate responses. Work by psychologists
has been used to provide national
guidelines for obtaining more accurate
memories during criminal investiga-
tions (Kassin, 2005; Loftus & Bernstein,
2005; Busey & Loftus, 2007).

RETHINK

e What are the roots of obesity, and how can
healthier eating and better physical fitness
be encouraged? Why are some people
more predisposed to obesity than others
are? What social factors might be at play in
the rising rate of obesity in childhood? As is
becoming increasingly clear, obesity is a
complex problem with biological, psycho-
logical, and social underpinnings. Therefore,
to be successful, approaches to treating
obesity must take many factors into
account. There is no magic bullet providing
a quick fix, but psychologists recommend a
number of strategies that help make
weight-loss goals more achievable (Puhl &
Latner, 2007; MacLean et al, 2009;
Neumark-Sztainer, 2009).

e What gives people satisfaction with life
and a sense of well being? Research has
found that during difficult economic
times, it’s important to understand that
wealth and possessions don’t make peo-
ple happy. Instead, happiness comes from
enjoying life’s little moments and finding
purpose and meaning in what you do
(Seligman, 2011; Pavot & Diener, 2013).

These topics represent just a few of the
issues that psychologists address daily. To fur-
ther explore the many ways that psychology
has an impact on everyday life, check out the
American Psychological Association (APA)
website, at www.apa.org, which features psy-
chological applications in everyday life.

What do you think are the major problems affecting society today?
What are the psychological issues involved in these problems, and how might
psychologists help find solutions to them?
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Psychologists also agree on what the key issues of the field are (see Figure 3).
Although there are major arguments regarding how best to address and resolve the
key issues, psychology is a unified science, because psychologists of all perspectives
agree that the issues must be addressed if the field is going to advance. As you
contemplate these key issues, try not to think of them in “either/or” terms. Instead,
consider the opposing viewpoints on each issue as the opposite ends of a continuum,
with the positions of individual psychologists typically falling somewhere between the
two ends.

Nature (heredity) versus nurture (environment) is one of the major issues that psy-
chologists address. How much of people’s behavior is due to their genetically deter-
mined nature (heredity), and how much is due to nurture, the influences of the
physical and social environment in which a child is raised? Furthermore, what is the
interplay between heredity and environment? These questions have deep philosophical
and historical roots, and they are involved in many topics in psychology.

A psychologist’s take on this issue depends partly on which major perspective
he or she subscribes to. For example, developmental psychologists whose focus is
on how people grow and change throughout the course of their lives may be
most interested in learning more about hereditary influences if they follow a
neuroscience perspective. In contrast, developmental psychologists who are propo-
nents of the behavioral perspective are more likely to focus on environment (Rutter,
2002, 2006; Barrett, 2011).

However, every psychologist would agree that neither nature nor nurture alone is
the sole determinant of behavior; rather, it is a combination of the two. In a sense,
then, the real controversy involves how much of our behavior is caused by heredity
and how much is caused by environmental influences.

A second major question addressed by psychologists concerns conscious versus
unconscious causes of behavior. How much of our behavior is produced by forces of
which we are fully aware, and how much is due to unconscious activity—mental
processes that are not accessible to the conscious mind? This question represents
one of the great controversies in the field of psychology. For example, clinical psy-
chologists adopting a psychodynamic perspective argue that psychological disorders

Issue Neuroscience Cognitive Behavioral
Nature (heredity) vs. nurture Nature Both Nurture
(environment) (heredity) (environment)
Conscious vs. unconscious  Unconscious Both Conscious

determinants of behavior

Observable behavior vs. Internal Internal Observable
internal mental processes emphasis emphasis emphasis
Free will vs. determinism Determinism Free will Determinism
Individual differences vs. Universal Individual Both
universal principles emphasis emphasis

FIGURE 3 Key issues in psychology and the positions taken by psychologists subscribing to
the five major perspectives of psychology.

| Study Alert

Use Figure 3 to learn the key
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issues that underlie every sub-
field of psychology.

Humanistic

Nurture
(environment)

Conscious

Internal
emphasis

Free will

Individual
emphasis

Psychodynamic

Nature
(heredity)

Unconscious

Internal
emphasis

Determinism

Universal
emphasis
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free will The idea that behavior is
caused primarily by choices that are
made freely by the individual.

determinism The idea that people’s
behavior is produced primarily by
factors outside of their willful control.

are brought about by unconscious factors, whereas psychologists employing the cog-
nitive perspective suggest that psychological disorders largely are the result of faulty
thinking processes.

The next issue is observable behavior versus internal mental processes. Should psy-
chology concentrate solely on behavior that can be seen by outside observers, or
should it focus on unseen thinking processes? Some psychologists, particularly those
relying on the behavioral perspective, contend that the only legitimate source of
information for psychologists is behavior that can be observed directly. Other psychol-
ogists, building on the cognitive perspective, argue that what goes on inside a person’s
mind is critical to understanding behavior, and so we must concern ourselves with
mental processes.

Free will versus determinism is another key issue. How much of our behavior is a
matter of free will (choices made freely by an individual), and how much is subject
to determinism, the notion that behavior is largely produced by factors beyond
people’s willful control? An issue long debated by philosophers, the free-will/determin-
ism argument is also central to the field of psychology (Cary, 2007; Nichols, 2011;
Vonasch & Baumeister, 2013).

For example, some psychologists who specialize in psychological disorders argue
that people make intentional choices and that those who display so-called abnormal
behavior should be considered responsible for their actions. Other psychologists dis-
agree and contend that such individuals are the victims of forces beyond their control.
The position psychologists take on this issue has important implications for the way
they treat psychological disorders, especially in deciding whether treatment should be
forced on people who don’t want it.

The last of the key issues concerns individual differences versus universal principles.
Specifically, how much of our behavior is a consequence of our unique and special
qualities, the individual differences that differentiate us from other people? Conversely,
how much reflects the culture and society in which we live, stemming from univer-
sal principles that underlie the behavior of all humans? Psychologists who rely on the
neuroscience perspective tend to look for universal principles of behavior, such as
how the nervous system operates or the way certain hormones automatically prime
us for sexual activity. Such psychologists concentrate on the similarities in our behav-
ioral destinies despite vast differences in our upbringing. In contrast, psychologists
who employ the humanistic perspective focus more on the uniqueness of every
individual. They consider every person’s behavior a reflection of distinct and special
individual qualities.

The question of the degree to which psychologists can identify universal principles
that apply to all people has taken on new significance in light of the tremendous
demographic changes now occurring in the United States and around the world. As
we discuss next, these changes raise new and critical issues for the discipline of psy-
chology in the 21st century.

Psychology’s Future

We have examined psychology’s foundations, but what does the future hold for the
discipline? Although the course of scientific development is notoriously difficult to
predict, several trends seem likely:

e As its knowledge base grows, psychology will become increasingly
specialized and new perspectives will evolve. For example, our growing
understanding of the brain and the nervous system, combined with scien-
tific advances in genetics and gene therapy, will allow psychologists to
focus on prevention of psychological disorders rather than only on their
treatment (Cuijpers et al., 2008).
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Neuroscience in Your Life:

Reading the Movies in Your

Technology is changing at an ever-increasing rate. Whereas previously the idea of seeing one’s
thoughts was found only in the realm of science fiction, today it is becoming a reality—almost.
Though researchers expect it will be decades before they can have a good representation of our
thoughts, they are starting to see ways in which it might happen. In a recent study researchers
asked participants to watch movies while technicians measured the activity of their brain using
fMRI (functional Magnetic Resonance Imaging). The researchers used that activity to develop
models of how each person’s brain activity related to what they were watching. They then were
able to create an image that approximated what the participants were watching based on the
brain activity. Although the images admittedly are ill-defined, the results do show the possibilities
of creating higher-definition images in the future. (Source: Nishimoto et al., 2011.)

e The evolving sophistication of neuroscientific approaches is likely to have
an increasing influence over other branches of psychology. For instance,
social psychologists already are increasing their understanding of social
behaviors such as persuasion by using brain scans as part of an evolving
field known as social neuroscience. Furthermore, as neuroscientific techniques
become more sophisticated, there will be new ways of applying that
knowledge, as we discuss in Neuroscience in Your Life (Bunge & Wallis, 2008;
Cacioppo & Decety, 2009).

e Psychology’s influence on issues of public interest also will grow. The major
problems of our time—such as violence, terrorism, racial and ethnic prejudice,
poverty, and environmental and technological disasters—have important psycho-
logical components (Zimbardo, 2004; Hobfoll, Hall, & Canetti-Nisim, 2007;
Marshall, Bryant, & Amsel, 2007).

e The public’s view of psychology will become more informed. Surveys show that
the public at large does not fully understand the scientific underpinnings of the
field. However, as the field itself embraces such practices as using scientific
evidence to choose the best treatments for psychological disorders, psychology’s
reputation will grow (Lilienfeld, 2012).

e Finally, as the population becomes more diverse, issues of diversity-embodied in
the study of racial, ethnic, linguistic, and cultural factors—will become more
important to psychologists providing services and doing research. The result will
be a field that can provide an understanding of human behavior in its broadest
sense (Leong & Blustein, 2000; Chang & Sue, 2005; Quintana et al., 2006).
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From the perspective of . .\

A Social Worker Imagine that you have a caseload
of clients who come from diverse cultures, ethnicities, and
races. How might you consider their diverse backgrounds
when assisting them?

RECAP
LO 2-1 What are the origins of psychology?

e Wilhelm Wundt laid the foundation of psychology in
1879, when he opened his laboratory in Germany.

e Early perspectives that guided the work of psychologists
were structuralism, functionalism, and gestalt theory.

LO 2-2 What are the major approaches in contemporary
psychology?

e The neuroscience approach focuses on the biological com-
ponents of the behavior of people and animals.

e The psychodynamic perspective suggests that powerful,
unconscious inner forces and conflicts about which people
have little or no awareness are the primary determinants
of behavior.

e The behavioral perspective deemphasizes internal processes
and concentrates instead on observable, measurable behavior,
suggesting that understanding and control of a person’s envi-
ronment are sufficient to fully explain and modify behavior.

e Cognitive approaches to behavior consider how people
know, understand, and think about the world.

e The humanistic perspective emphasizes that people are
uniquely inclined toward psychological growth and higher
levels of functioning and that they will strive to reach
their full potential.

LO 2-3 What are psychology’s key issues and controversies?

e Psychology’s key issues and controversies center on how
much of human behavior is a product of nature or nurture,
conscious or unconscious thoughts, observable actions or
internal mental processes, free will or determinism, and
individual differences or universal principles.

LO 2-4 What is the future of psychology likely to hold?

e Psychology will become increasingly specialized, will pay
greater attention to prevention instead of just treatment,

RECAP/EVALUATE/RETHINK

will become more and more concerned with the public
interest, and will take the growing diversity of the coun-
try’s population into account more fully.

EVALUATE

1.

2.

8.

Wundt described psychology as the study of conscious
experience, a perspective he called

Early psychologists studied the mind by asklng people
to describe what they were experiencing when
exposed to various stimuli. This procedure was known
as

. The statement “In order to study human behavior, we must

consider the whole of perception rather than its component
parts” might be made by a person subscribing to which
perspective of psychology?

. Jeanne’s therapist asks her to recount a violent dream she

recently experienced in order to gain insight into the un-
conscious forces affecting her behavior. Jeanne’s therapist is
working from a perspective.

. “It is behavior that can be observed that should be studied,

not the suspected inner workings of the mind.” This
statement was most likely made by someone with which
perspective?

a. Cognitive perspective

b. Neuroscience perspective

c. Humanistic perspective

d. Behavioral perspective

. “My therapist is wonderful! He always points out my

positive traits. He dwells on my uniqueness and strength as
an individual. I feel much more confident about myself-as
if 'm really growing and reaching my potential.” The
therapist being described most likely follows a

perspective.

. In the nature-nurture issue, nature refers to heredity, and

nurture refers to the
Race is a biological concept, not a psychologlcal one. True
or false?
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RETHINK Answers to Evaluate Questions

SNI *g QUSWUOIIAUD */ DNS[UeWNY 9

Focusing on one of the five major perspectives in use today
P *s OrueuApoydAsd ¢ ae1ses ‘¢ ‘uondadsonur ‘g WSI{eINIONNS T

(that is, neuroscience, psychodynamic, behavioral, cognitive,
and humanistic), can you describe the kinds of research ques-
tions and studies that researchers using that perspective might
pursue?

KEY TERMS

structuralism gestalt (geh-SHTALLT) psychodynamic perspective humanistic perspective
introspection psychology behavioral perspective free will
functionalism neuroscience perspective cognitive perspective determinism



MODULE 3

Learning Outcomes

LO 3-1 What is the scientific
method?

LO 3-2 What role do theories
and hypotheses play in psy-
chological research?

LO 3-3 What research meth-
ods do psychologists use?

LO 3-4 How do psychologists
establish cause-and-effect
relationships in research
studies?

scientific method The approach
through which psychologists systemati-
cally acquire knowledge and under-
standing about behavior and other
phenomena of interest.

Study Alert

Use Figure 1to remember

the four steps of the scientific
method (identifying questions,
formulating an explanation,
carrying out research, and com-
municating the findings).
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The Scientific Method

“Birds of a feather flock together”. . . or “Opposites attract™ “Two heads are better than
one”. . . or “If you want a thing done well, do it yourself? “The more the merrier”. . .
or “Two’s company, three’s a crowd”

If we were to rely on common sense to understand behavior, we’d have consid-
erable difficulty—especially because commonsense views are often contradictory. In fact,
one of the major undertakings for the field of psychology is to develop suppositions
about behavior and to determine which of those suppositions are accurate.

Psychologists—as well as scientists in other disciplines—meet the challenge of pos-
ing appropriate questions and properly answering them by relying on the scientific
method. The scientific method is the approach used by psychologists to systemati-
cally acquire knowledge and understanding about behavior and other phenomena of
interest. As illustrated in Figure 1, it consists of four main steps: (1) identifying ques-
tions of interest, (2) formulating an explanation, (3) carrying out research designed to
support or refute the explanation, and (4) communicating the findings.

Identify questions of interest
stemming from

+ Behavior and phenomenon
requiring explanation

« Prior research findings

« Curiosity, creativity, insight

Formulate an explanation
Specify a theory

Develop a hypothesis

Carry out research

Devise an operational definition
of the hypothesis

Communicate the findings Select a research method

/ Collect the data

Analyze the data

FIGURE 1 The scientific method, which encompasses the process of identifying, asking, and
answering questions, is used by psychologists, and by researchers from every other scientific
discipline, to come to an understanding about the world. What do you think are the advantages
of this method?
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THEORIES: SPECIFYING BROAD EXPLANATIONS

In using the scientific method, psychologists start by identifying questions of interest.
We have all been curious at some time about our observations of everyday behavior.
If you have ever asked yourself why a particular teacher is so easily annoyed, why a
friend is always late for appointments, or how your dog understands your commands,
you have been formulating questions about behavior.

Psychologists, too, ask questions about the nature and causes of behavior. They
may want to explore explanations for everyday behaviors or for various phenomena.
They may also pose questions that build on findings from their previous research or
from research carried out by other psychologists. Or they may produce new questions
that are based on curiosity, creativity, or insight.

After a question has been identified, the next step in the scientific method is
to develop a theory to explain the observed phenomenon. Theories are broad
explanations and predictions concerning phenomena of interest. They provide a
framework for understanding the relationships among a set of otherwise unorganized
facts or principles.

All of us have developed our own informal theories of human behavior, such as
“People are basically good” or “People’s behavior is usually motivated by self-interest.”
However, psychologists’ theories are more formal and focused. They are established on
the basis of a careful study of the psychological literature to identify earlier relevant
research and previously formulated theories, as well as psychologists’ general knowledge
of the field.

Growing out of the diverse approaches employed by psychologists, theories vary
both in their breadth and in their level of detail. For example, one theory might seek
to explain and predict a phenomenon as broad as emotional experience. A narrower
theory might attempt to explain why people display the emotion of fear nonverbally
after receiving a threat (Guerrero, La Valley, & Farinelli, 2008; Waller, Cray, & Burrows,
2008; Anker & Feeley, 2011).

Psychologists Bibb Latané and John Darley, responding to the failure of bystanders
to intervene when Kitty Genovese was murdered in New York, developed what they
called a theory of diffusion of responsibility (Latané & Darley, 1970). According to their
theory, the greater the number of bystanders or witnesses to an event that calls for
helping behavior, the more the responsibility for helping is perceived to be shared by
all the bystanders. Thus, the greater the number of bystanders in an emergency situ-
ation, the smaller the share of the responsibility each person feels—and the less likely
that any single person will come forward to help.

HYPOTHESES: CRAFTING TESTABLE PREDICTIONS

Although the diffusion of responsibility theory seems to make sense, it represented
only the beginning phase of Latané and Darley’s investigative process. Their next step
was to devise a way to test their theory. To do this, they needed to create a hypothesis.
A hypothesis is a prediction stated in a way that allows it to be tested. Hypotheses
stem from theories; they help test the underlying soundness of theories.

In the same way that we develop our own broad theories about the world, we
also construct hypotheses about events and behavior. Those hypotheses can range from
trivialities (such as why our English instructor wears those weird shirts) to more mean-
ingful matters (such as what is the best way to study for a test). Although we rarely
test these hypotheses systematically, we do try to determine whether they are right.
Perhaps we try comparing two strategies: cramming the night before an exam versus
spreading out our study over several nights. By assessing which approach yields better
test performance, we have created a way to compare the two strategies.

A hypothesis must be restated in a way that will allow it to be tested, which
involves creating an operational definition. An operational definition is the translation
of a hypothesis into specific, testable procedures that can be measured and observed.

theories Broad explanations and
predictions concerning phenomena of
interest.

hypothesis A prediction, stemming
from a theory, stated in a way that
allows it to be tested.

operational definition The transla-
tion of a hypothesis into specific, test-
able procedures that can be measured
and observed.
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| Study Alert

Remember that a theory is a
broad explanation, while a
hypothesis is @ more narrow
prediction.

archival research Research in which
existing data, such as census docu-
ments, college records, online databases,
and newspaper clippings, are examined
to test a hypothesis.

There is no single way to go about devising an operational definition for a hypoth-
esis; it depends on logic, the equipment and facilities available, the psychological
perspective being employed, and ultimately the creativity of the researcher. For exam-
ple, one researcher might develop a hypothesis that uses as an operational definition
of “fear” an increase in heart rate. In contrast, another psychologist might use as an
operational definition of “fear” a written response to the question “How much fear are
you experiencing at this moment?”

Latané and Darley’s hypothesis was a straightforward prediction from their more
general theory of diffusion of responsibility: The more people who witness an emer-
gency situation, the less likely it is that help will be given to a victim. They could,
of course, have chosen another hypothesis (try to think of onel), but their initial for-
mulation seemed to offer the most direct test of the theory.

Psychologists rely on formal theories and hypotheses for many reasons. For one
thing, theories and hypotheses allow them to make sense of unorganized, separate
observations and bits of information by permitting them to place the pieces within a
coherent framework. In addition, theories and hypotheses offer psychologists the oppor-
tunity to move beyond known facts and make deductions about unexplained phenom-
ena and develop ideas for future investigation (Cohen, 2003; Gurin, 2006; van Wesel,
Boeije, & Hoijtink, 2013).

In short, the scientific method, with its emphasis on theories and hypotheses, helps
psychologists pose appropriate questions. With properly stated questions in hand, psy-
chologists then can choose from a variety of research methods to find answers.

Psychological Research

Research—systematic inquiry aimed at the discovery of new knowledge—is a central
ingredient of the scientific method in psychology. It provides the key to understanding
the degree to which hypotheses (and the theories behind them) are accurate.

Just as we can apply different theories and hypotheses to explain the same phe-
nomena, we can use a number of alternative methods to conduct research. As we
consider the major tools that psychologists use to conduct research, keep in mind that
their relevance extends beyond testing and evaluating hypotheses in psychology. All
of us carry out elementary forms of research on our own. For instance, a supervisor
might evaluate an employee’s performance; a physician might systematically test the
effects of different doses of a drug on a patient; a salesperson might compare different
persuasive strategies. Each of these situations draws on the research practices we are
about to discuss.

Descriptive Research

Lets begin by considering several types of descriptive research designed to systematically
investigate a person, group, or patterns of behavior. These methods include archival
research, naturalistic observation, survey research, and case studies.

ARCHIVAL RESEARCH

Suppose that, like the psychologists Latané and Darley (1970), you were interested in
finding out more about emergency situations in which bystanders did not provide
help. One of the first places you might turn to would be historical accounts. By search-
ing newspaper records, for example, you might find support for the notion that a
decrease in helping behavior historically has accompanied an increase in the number
of bystanders.

Using newspaper articles is an example of archival research. In archival research,
existing data, such as census documents, college records, online databases, and newspaper
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clippings, are examined to test a hypothesis. For example, college transcripts may be used
to determine if gender differences exist in academic performance (Sullivan, Riccio, &
Reynolds, 2008; Fisher & Barnes-Farrell, 2013).

Archival research is a relatively inexpensive means of testing a hypothesis because
someone else has already collected the basic data. Of course, the use of existing data
has several drawbacks. For one thing, the data may not be in a form that allows the
researcher to test a hypothesis fully. The information could be incomplete, or it could
have been collected haphazardly (Simonton, 2000; Riniolo et al, 2003; Vega, 2006).

Most attempts at archival research are hampered by the simple fact that records
with the necessary information often do not exist. In these instances, researchers often
turn to another research method: naturalistic observation.

NATURALISTIC OBSERVATION

In naturalistic observation, the investigator observes some naturally occurring
behavior and does not make a change in the situation. For example, a researcher inves-
tigating helping behavior might observe the kind of help given to victims in a high-
crime area of a city. The important point to remember about naturalistic observation
is that the researcher simply records what occurs, making no modification in the sit-
uation that is being observed (Moore, 2002; Rustin, 2006; Kennison & Bowers, 2011).

Although the advantage of naturalistic observation is obvious—we get a sample of
what people do in their “natural habitat’-there is also an important drawback: the
inability to control any of the factors of interest. For example, we might find so few
naturally occurring instances of helping behavior that we would be unable to draw
any conclusions. Because naturalistic observation prevents researchers from making
changes in a situation, they must wait until the appropriate conditions occur. Further-
more, if people know they are being watched, they may alter their reactions and
produce behavior that is not truly representative.

SURVEY RESEARCH

There is no more straightforward way of finding out what people think, feel, and do
than asking them directly. For this reason, surveys are an important research method.
In survey research, a sample of people chosen to represent a larger group of interest
(a population) is asked a series of questions about their behavior, thoughts, or attitudes.
Survey methods have become so sophisticated that even with a very small sample
researchers are able to infer with great accuracy how a larger group would respond.
For instance, a sample of just a few thousand voters is sufficient to predict within one
or two percentage points who will win a presidential election—if the representative
sample is chosen with care (Sommer & Sommer, 2001; Groves et al, 2004; Igo, 2006).

Researchers investigating helping behavior might conduct a survey by asking peo-
ple to complete a questionnaire in which they indicate their reluctance for giving aid
to someone. Similarly, researchers interested in learning about sexual practices have
carried out surveys to learn which practices are common and which are not and to
chart changing notions of sexual morality over the last several decades (Reece et al,
2009; Santelli et al., 2009).

However, survey research has several potential pitfalls. For one thing, if the sample
of people who are surveyed is not representative of the broader population of interest,
the results of the survey will have little meaning. For instance, if a sample of voters
in a town includes only Republicans, it would hardly be useful for predicting the
results of an election in which both Republicans and Democrats are voting. Conse-
quently, researchers using surveys strive to obtain a random sample of the population
in question, in which every voter in the town has an equal chance of being included
in the sample receiving the survey (Dale, 2006; Vitak et al, 2011; Davern, 2013).

In addition, survey respondents may not want to admit to holding socially unde-
sirable attitudes. (Most racists know they are racists and might not want to admit it.)

Dian Fossey, a pioneer in the study of en-
dangered mountain gorillas in their native
habitat, relied on naturalistic observation

for her research. What are the advan-
tages of this approach?

naturalistic observation Research in
which an investigator observes some
naturally occurring behavior and does
not make a change in the situation.

survey research Research in which
people chosen to represent a larger pop-
ulation are asked a series of questions
about their behavior, thoughts, or
attitudes.
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One of the most efficient
ways to conduct surveys

is via the web. But web
surveys may have sampling
problems, given that not
everyone has easy access
to the web, such as people
living in poverty. Conse-
quently, web surveys may
not be representative of the
broader population.

case study An in-depth, intensive in-
vestigation of an individual or small
group of people.

variables Behaviors, events, or other

characteristics that can change, or vary,

in some way.

correlational research Research in

which the relationship between two

sets of variables is examined to deter-
mine whether they are associated, or
“correlated.”
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Furthermore, people may not want to admit they engage in behaviors that they feel
are somehow abnormal-a problem that plagues surveys of sexual behavior because
people are often reluctant to admit what they really do in private. Finally, in some
cases, people may not even be consciously aware of what their true attitudes are or
why they hold them.

~

From the perspective of . ..

A Marketing Manager How would you design a
survey that targets the customers in which you are most
interested?

THE CASE STUDY

When they read of a suicide bomber in the Middle East, many people wonder what
it is about the terrorist’s personality or background that leads to such behavior. To
answer this question, psychologists might conduct a case study. In contrast to a sur-
vey, in which many people are studied, a case study is an in-depth, intensive inves-
tigation of a single individual or a small group. Case studies often include
psychological testing, a procedure in which a carefully designed set of questions is used
to gain some insight into the personality of the individual or group (Gass et al., 2000;
Addus, Chen, & Khan, 2007).

When case studies are used as a research technique, the goal is often not only to
learn about the few individuals being examined but also to use the insights gained
from the study to improve our understanding of people in general. Sigmund Freud
developed his theories through case studies of individual patients. Similarly, case stud-
ies of terrorists might help identify others who are prone to violence.

The drawback to case studies? If the individuals examined are unique in certain
ways, it is impossible to make valid generalizations to a larger population. Still, they
sometimes lead the way to new theories and treatments for psychological disorders.

CORRELATIONAL RESEARCH

In using the descriptive research methods we have discussed, researchers often wish
to determine the relationship between two variables. Variables are behaviors, events,
or other characteristics that can change, or vary, in some way. For example, in a study
to determine whether the amount of studying makes a difference in test scores, the
variables would be study time and test scores.

In correlational research, two sets of variables are examined to determine
whether they are associated, or “correlated.” The strength and direction of the relation-
ship between the two variables are represented by a mathematical statistic known
as a correlation (or, more formally, a correlation coefficient), which can range from +1.0
to —1.0.

A positive correlation indicates that as the value of one variable increases, we can
predict that the value of the other variable will also increase. For example, if we pre-
dict that the more time students spend studying for a test, the higher their grades on
the test will be, and that the less they study, the lower their test scores will be, we
are expecting to find a positive correlation. (Higher values of the variable “amount of
study time” would be associated with higher values of the variable “test score,” and
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lower values of “amount of study time” would be associated with lower values of “test
score.”) The correlation, then, would be indicated by a positive number, and the stron-
ger the association was between studying and test scores, the closer the number would
be to +1.0. For example, we might find a correlation of +.85 between test scores and
amount of study time, indicating a strong positive association.

In contrast, a negative correlation tells us that as the value of one variable increases,
the value of the other decreases. For instance, we might predict that as the number
of hours spent studying increases, the number of hours spent partying decreases. Here
we are expecting a negative correlation, ranging between 0 and —1.0. More studying
is associated with less partying, and less studying is associated with more partying. The
stronger the association between studying and partying is, the closer the correlation
will be to —1.0. For instance, a correlation of —.85 would indicate a strong negative
association between partying and studying.

Of course, it’s quite possible that little or no relationship exists between two
variables. For instance, we would probably not expect to find a relationship between
number of study hours and height. Lack of a relationship would be indicated by a
correlation close to 0. For example, if we found a correlation of —.02 or +.03, it
would indicate that there is virtually no association between the two variables;
knowing how much someone studies does not tell us anything about how tall he
or she is.

When two variables are strongly correlated with each other, we are tempted to
assume that one variable causes the other. For example, if we find that more study
time is associated with higher grades, we might guess that more studying causes higher
grades. Although this is not a bad guess, it remains just a guess—because finding that
two variables are correlated does not mean that there is a causal relationship between
them. The strong correlation suggests that knowing how much a person studies can
help us predict how that person will do on a test, but it does not mean that the
studying causes the test performance. Instead, for instance, people who are more inter-
ested in the subject matter might study more than do those who are less interested,
and so the amount of interest, not the number of hours spent studying, would predict
test performance. The mere fact that two variables occur together does not mean that
one causes the other.

Similarly, suppose you learned that the number of houses of worship in a large
sample of cities was positively correlated with the number of people arrested, meaning
that the more houses of worship, the more arrests there were in a city. Does this mean
that the presence of more houses of worship caused the greater number of arrests?
Almost surely not, of course. In this case, the underlying cause is probably the size of
the city: In bigger cities, there are both more houses of worship and more arrests.

One more example illustrates the critical point that correlations tell us nothing
about cause and effect but merely provide a measure of the strength of a relationship
between two variables. We might find that children who watch a lot of television
programs featuring high levels of aggression are likely to demonstrate a relatively high
degree of aggressive behavior and that those who watch few television shows that
portray aggression are apt to exhibit a relatively low degree of such behavior (see
Figure 2). But we cannot say that the aggression is caused by the TV viewing, because
many other explanations are possible.

For instance, it could be that children who have an unusually high level of energy
seek out programs with aggressive content and are more aggressive. The children’s
energy level, then, could be the true cause of the children’s higher incidence of aggres-
sion. Also, people who are already highly aggressive might choose to watch shows with
a high aggressive content because they are aggressive. Clearly, then, any number of
causal sequences are possible—none of which can be ruled out by correlational research
(Feshbach & Tangney, 2008; Grimes & Bergen, 2008).

The inability of correlational research to demonstrate cause-and-effect relationships
is a crucial drawback to its use. There is, however, an alternative technique that does
establish causality: the experiment.

Study Alert

The concept that “correlation
does not imply causation” is a
key principle.
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FIGURE 2 If we find that frequent viewing
of television programs with aggressive
content is associated with high levels of
aggressive behavior, we might cite sev-
eral plausible causes, as suggested in this
figure. For example, (a) choosing to watch
shows with aggressive content could pro-
duce aggression; or (b) being a highly
aggressive person might cause one to
choose to watch televised aggression; or
(c) having a high energy level might cause
a person to both choose to watch aggres-
sive shows and to act aggressively.
Correlational findings, then, do not permit
us to determine causality. Can you think
of a way to study the effects of televised
aggression on aggressive behavior that is
not correlational?

experiment The investigation of the
relationship between two (or more)
variables by deliberately producing a
change in one variable in a situation and
observing the effects of that change on
other aspects of the situation.

experimental manipulation The
change that an experimenter deliber-
ately produces in a situation.

Many studies show that the observation
of violence in the media is associated

with aggression in viewers. Can we con-
clude that the observations of violence
cause aggression?

Possible Cause Potential Result

Choosing to watch

television programs - High viewer
st high aggressive reccccceccecc eseccecccccceccecc P aggression
content
(a)
Choosing to watch
High viewer . Geevareveeseenanenn [EIGVISION prOgrams
aggression with high aggressive
content
(b)
High viewer
aggression
Unusually high ........cc.om
energy level :
Choosing to watch
television programs
(c) with high aggressive

content

Experimental Research

The only way psychologists can establish cause-and-effect relationships through research
is by carrying out an experiment. In a formal experiment, the researcher investigates
the relationship between two (or more) variables by deliberately changing one variable
in a controlled situation and observing the effects of that change on other aspects of
the situation. In an experiment, then, the conditions are created and controlled by the
researcher, who deliberately makes a change in those conditions in order to observe
the effects of that change.

The change that the researcher deliberately makes in an experiment is called the
experimental manipulation. Experimental manipulations are used to detect rela-
tionships between different variables (Staub, 2011).

Several steps are involved in carrying out an experiment, but the process typ-
ically begins with the development of one or more hypotheses for the experiment
to test. For example, Latané and Darley, in testing their theory of the diffusion of
responsibility in bystander behavior, developed this hypothesis: The higher the
number of people who witness an emergency situation is, the less likely it is that
any of them will help the victim. They then designed an experiment to test this
hypothesis.

Their first step was to formulate an operational definition of the hypothesis by
conceptualizing it in a way that could be tested. Latané and Darley had to take into
account the fundamental principle of experimental research mentioned earlier: Exper-
imenters must manipulate at least one variable in order to observe the effects of the
manipulation on another variable while keeping other factors in the situation constant.
However, the manipulation cannot be viewed by itself, in isolation; if a cause-and-effect
relationship is to be established, the effects of the manipulation must be compared
with the effects of no manipulation or a different kind of manipulation.



Module 3 Research in Psychology 33

EXPERIMENTAL GROUPS AND CONTROL GROUPS

Experimental research requires, then, that the responses of at least two groups be
compared. One group will receive some special treatment-the manipulation imple-
mented by the experimenter—and another group will receive either no treatment or a
different treatment. Any group that receives a treatment is called an experimental
group; a group that receives no treatment is called a control group. (In some exper-
iments there are multiple experimental and control groups, each of which is compared
with another group.)

By employing both experimental and control groups in an experiment, researchers
are able to rule out the possibility that something other than the experimental manip-
ulation produced the results observed in the experiment. Without a control group, we
couldn’t be sure that some other variable, such as the temperature at the time we
were running the experiment, the color of the experimenter’s hair, or even the mere
passage of time, wasn’t causing the changes observed.

For example, consider a medical researcher who thinks he has invented a medicine
that cures the common cold. To test his claim, he gives the medicine one day to a
group of 20 people who have colds and finds that 10 days later all of them are cured.

Eureka? Not so fast. An observer viewing this flawed study might reasonably argue
that the people would have gotten better even without the medicine. What the
researcher obviously needed was a control group consisting of people with colds who
don’t get the medicine and whose health is also checked 10 days later. Only if there
is a significant difference between experimental and control groups can the effective-
ness of the medicine be assessed. Through the use of control groups, then, researchers
can isolate specific causes for their findings—and draw cause-and-effect inferences.

Returning to Latané and Darley’s experiment, we see that the researchers needed
to translate their hypothesis into something testable. To do this, they decided to cre-
ate a false emergency situation that would appear to require the aid of a bystander.
As their experimental manipulation, they decided to vary the number of bystanders
present. They could have had just one experimental group with, say, two people pres-
ent, and a control group for comparison purposes with just one person present. Instead,
they settled on a more complex procedure involving the creation of groups of three
sizes—consisting of two, three, and six people—that could be compared with one another.

INDEPENDENT AND DEPENDENT VARIABLES

Latané and Darley’s experimental design now included an oper-
ational definition of what is called the independent variable.
The independent variable is the condition that is manipulated
by an experimenter. (You can think of the independent variable
as being independent of the actions of those taking part in an
experiment; it is controlled by the experimenter.) In the case
of the Latané and Darley experiment, the independent variable
was the number of people present, which was manipulated by
the experimenters.

The next step was to decide how they were going to
determine the effect that varying the number of bystanders
had on behavior of those in the experiment. Crucial to every
experiment is the dependent variable. The dependent vari-
able is the variable that is measured in a study. The dependent
variable is expected to change as a result of the experimenter’s
manipulation of the independent variable. The dependent vari-
able is dependent on the actions of the participants or subjects—
the people taking part in the experiment.

Latané and Darley had several possible choices for their
dependent measure. One might have been a simple yes/no

treatment The manipulation imple-
mented by the experimenter.

experimental group Any group
participating in an experiment that
receives a treatment.

control group A group participating
in an experiment that receives no
treatment.

independent variable The variable
that is manipulated by an experimenter.

dependent variable The variable that
is measured in an experiment. It is
expected to change as a result of the
experimenter’s manipulation of the
independent variable.

In this experiment, preschoolers’ reactions to the puppet are moni-

tored. Can you think of a hypothesis that might be tested in this way?
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Study Alert

To remember the difference
between dependent and
independent variables, recall
that a hypothesis predicts how
a dependent variable depends
on the manipulation of the
independent variable.

random assignment to condition
A procedure in which participants are
assigned to different experimental
groups or “conditions” on the basis of
chance and chance alone.

measure of the participants” helping behavior. But the investigators also wanted a more
precise analysis of helping behavior. Consequently, they also measured the amount of
time it took for a participant to provide help.

Latané and Darley now had all the necessary components of an experiment. The
independent variable, manipulated by them, was the number of bystanders present in
an emergency situation. The dependent variable was the measure of whether bystand-
ers in each of the groups provided help and the amount of time it took them to do
so. Consequently, like all experiments, this one had both an independent variable and
a dependent variable. All true experiments in psychology fit this straightforward model.

RANDOM ASSIGNMENT OF PARTICIPANTS

To make the experiment a valid test of the hypothesis, Latané and Darley needed to
add a final step to the design: properly assigning participants to a particular experi-
mental group.

The significance of this step becomes clear when we examine various alternative
procedures. For example, the experimenters might have assigned just males to the
group with two bystanders, just females to the group with three bystanders, and both
males and females to the group with six bystanders. If they had done this, however,
any differences they found in helping behavior could not be attributed with any cer-
tainty solely to group size, because the differences might just as well have been due
to the composition of the group. A more reasonable procedure would be to ensure
that each group had the same composition in terms of gender; then the researchers
would be able to make comparisons across groups with considerably more accuracy.

Participants in each of the experimental groups ought to be comparable, and it is
easy enough to create groups that are similar in terms of gender. The problem becomes
a bit more tricky, though, when we consider other participant characteristics. How can
we ensure that participants in each experimental group will be equally intelligent,
extroverted, cooperative, and so forth, when the list of characteristics—any one of which
could be important—is potentially endless?

The solution is a simple but elegant procedure called random assignment to
condition. Participants are assigned to different experimental groups, or “conditions,”
on the basis of chance and chance alone. The experimenter might, for instance, flip a
coin for each participant and assign a participant to one group when “heads” came up
and to the other group when “tails” came up. The advantage of this technique is that
there is an equal chance that participant characteristics will be distributed across the
various groups. When a researcher uses random assignment—which in practice is usually
carried out using computer-generated random numbers—chances are that each of the
groups will have approximately the same proportion of intelligent people, cooperative
people, extroverted people, males and females, and so on.

Figure 3 provides another example of an experiment. Like all experiments, it
includes the following set of key elements, which you should keep in mind as you
consider whether a research study is truly an experiment:

¢ An independent variable, the variable that is manipulated by the experimenter.

e A dependent variable, the variable that is measured by the experimenter and
that is expected to change as a result of the manipulation of the independent
variable.

e A procedure that randomly assigns participants to different experimental groups,
or “conditions,” of the independent variable.

e A hypothesis that predicts the effect the independent variable will have on the
dependent variable.

Only if each of these elements is present can a research study be considered a
true experiment in which cause-and-effect relationships can be determined. (For a
summary of the different types of research that we’'ve discussed, see Figure 4.)
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FIGURE 3 In this depiction of a study investigating the effects of the drug propranolol on heart
disease, we can see the basic elements of all true experiments. The participants in the experi-
ment were monkeys who were randomly assigned to one of two groups. Monkeys assigned to
the treatment group were given propranolol, hypothesized to prevent heart disease, whereas
those in the control group were not given the drug. Administration of the drugs, then, was the
independent variable.

All the monkeys were given a high-fat diet that was the human equivalent of two eggs with
bacon every morning, and they occasionally were reassigned to different cages to increase their
stress. To determine the effects of the drug, the monkeys’ heart rates and other measures of
heart disease were assessed after 26 months. These measures constituted the dependent vari-
able. The results? As hypothesized, monkeys who received the drug showed slower heart rates
and fewer symptoms of heart disease than those who did not. (Source: Based on a study by
Kaplan & Manuck, 1989.)

WERE LATANE AND DARLEY RIGHT?

To test their hypothesis that increasing the number of bystanders in an emergency
situation would lower the degree of helping behavior, Latané and Darley placed the
participants in a room and told them that the purpose of the experiment was to talk
about personal problems associated with college. The discussion was to be held over
an intercom, supposedly to avoid the potential embarrassment of face-to-face contact.
Chatting about personal problems was not, of course, the true purpose of the experi-
ment, but telling the participants that it was provided a way of keeping their expec-
tations from biasing their behavior. (Consider how they would have been affected if
they had been told that their helping behavior in emergencies was being tested. The
experimenters could never have gotten an accurate assessment of what the participants
would actually do in an emergency. By definition, emergencies are rarely announced
in advance.)

The sizes of the discussion groups were two, three, and six people, which consti-
tuted the manipulation of the independent variable of group size. Participants were
randomly assigned to these groups upon their arrival at the laboratory. Each group
included one trained confederate of the experimenters. A confederate is an actor
employed by a researcher who participates in a psychological experiment, pretending

35
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Research Method

Descriptive and
correlational research

Archival research

Naturalistic
observation

Survey research

Case study

Experimental
research

Description

Researcher observes a
previously existing
situation but does not
make a change in the
situation

Examines existing data
to confirm hypothesis

Observation of
naturally occurring
behavior, without
making a change in the
situation

A sample is chosen to
represent a larger
population and asked a
series of questions

Intensive investigation
of an individual or
small group

Investigator produces
a change in one
variable to observe
the effects of that
change on other
variables

FIGURE 4 Research strategies.

Advantages

Offers insight into
relationships between
variables

Ease of data collection
because data already
exist

Provides a sample of
people in their natural
environment

A small sample can be
used to infer attitudes
and behavior of a
larger population

Provides a thorough,
in-depth understanding
of participants

Experiments offer the
only way to determine
cause-and-effect
relationships

Shortcomings

Cannot
determine
causality

Dependent on
availability of data

Cannot control the
“natural habitat” being
observed

Sample may not be
representative of the
larger population;
participants may not
provide accurate
responses to survey
questions

Results may not be
generalizable
beyond the sample

To be valid, experi-
ments require
random assignment
of participants to
conditions, well-
conceptualized
independent and
dependent vari-
ables, and other
careful controls

significant outcome Meaningful
results that make it possible for re-
searchers to feel confident that they
have confirmed their hypotheses.

to be a participant. The researcher trains the confederate to act in a particular way
during the experiment.

As the participants in each group were holding their discussion, they suddenly
heard through the intercom one of the other participants—but who in reality was the
confederate—having what sounded like an epileptic seizure. The confederate then called
for help.

The actual participants’ behavior was now what counted. The dependent variable
was the time that elapsed from the start of the “seizure” to the time a participant
began trying to help the “victim.” If six minutes went by without a participant’s offer-
ing help, the experiment was ended.

As predicted by the hypothesis, the size of the group had a significant effect on
whether a participant provided help. The more people who were present, the less
likely it was that someone would supply help, as you can see in Figure S (Latané &
Darley, 1970).

Because these results are straightforward, it seems clear that the experiment con-
firmed the original hypothesis. However, Latané and Darley could not be sure that the
results were truly meaningful until they determined whether the results represented
a significant outcome. Using statistical analysis, researchers can determine whether
a numeric difference is a real difference or is due merely to chance. Only when dif-
ferences between groups are large enough that statistical tests show them to be sig-
nificant is it possible for researchers to confirm a hypothesis (Cwikel, Behar, &
Rabson-Hare, 2000; Cohen, 2002).
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FIGURE 5 The Latané and Darley experiment showed that as the size of the group witnessing an
emergency increased, helping behavior decreased. (Source: Adapted from Darley and Latane, 1968.)

MOVING BEYOND THE STUDY

The Latané and Darley study contains all the elements of an experiment: an indepen-
dent variable, a dependent variable, random assignment to conditions, and multiple
experimental groups. Consequently, we can say with some confidence that group size
caused changes in the degree of helping behavior.

Of course, one experiment alone does not forever resolve the question of bystander
intervention in emergencies. Psychologists—like other scientists—require that findings
be replicated, or repeated, sometimes using other procedures, in other settings, with
other groups of participants, before full confidence can be placed in the results of any
single experiment. A procedure called meta-analysis permits psychologists to combine
the results of many separate studies into one overall conclusion (Tenenbaum & Ruck,
2007; Cooper & Patall, 2009; Liu et al, 2011).

In addition to replicating experimental results, psychologists need to test the lim-
itations of their theories and hypotheses to determine under which specific circum-
stances they do and do not apply. It seems unlikely, for instance, that increasing the
number of bystanders always results in less helping. In fact, follow-up research shows
that bystander intervention is more likely to occur in situations viewed as clear-cut
and dangerous, because bystanders are more likely to perceive that the presence of
others will provide resources for helping. In short, it is critical to continue carrying
out experiments to understand the conditions in which exceptions to this general rule
occur and other circumstances in which the rule holds (Garcia-Palacios, Hoffman, &
Carlin, 2002; Fischer et al, 2011).

Before leaving the Latané and Darley study, note that it represents a good illus-
tration of the basic principles of the scientific method. The two psychologists began
with a question of interest, in this case stemming from a real-world incident in which
bystanders in an emergency did not offer help. They then formulated an explanation
by specifying a theory of diffusion of responsibility and from that formulated the
specific hypothesis that increasing the number of bystanders in an emergency situa-
tion would lower the degree of helping behavior. Finally, they carried out research to
confirm their hypothesis, and they eventually communicated their findings by publishing
their results. This four-step process embodied in the scientific method underlies all
scientific inquiry, allowing us to develop a valid understanding of others—and our
own-behavior.

replicated research Research that is
repeated, sometimes using other proce-
dures, settings, and groups of partici-
pants, to increase confidence in prior
findings.
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RECAP

e In a formal experiment, participants must be assigned ran-
domly to treatment conditions, so that participant charac-
teristics are distributed evenly across the different

LO 3-1 What is the scientific method?

e The scientific method is the approach psychologists use to

understand behavior. It consists of four steps: identifying

questions of interest, formulating an explanation, carrying
out research that is designed to support or refute the ex-

planation, and communicating the findings.

e To test a hypothesis, researchers must formulate an opera-

tional definition, which translates the abstract concepts of
the hypothesis into the actual procedures used in the
study.

LO 3-2 What role do theories and hypotheses play in psycho-
logical research?

¢ Research in psychology is guided by theories (broad expla-

nations and predictions regarding phenomena of interest)
and hypotheses (theory-based predictions stated in a way
that allows them to be tested).

LO 3-3 What research methods do psychologists use?

e Archival research uses existing records, such as old newspa-

pers, online databases, or other documents, to test a hypoth-
esis. In naturalistic observation, the investigator acts mainly
as an observer, making no change in a naturally occurring
situation. In survey research, people are asked a series of
questions about their behavior, thoughts, or attitudes. The
case study is an in-depth interview and examination of one
person or group.

e These descriptive research methods rely on correlational

techniques, which describe associations between variables
but cannot determine cause-and-effect relationships.

LO 3-4 How do psychologists establish cause-and-effect rela-
tionships in research studies?

e In a formal experiment, the relationship between variables

is investigated by deliberately producing a change—called
the experimental manipulation—in one variable and ob-
serving changes in the other variable.

In an experiment, at least two groups must be compared
to assess cause-and-effect relationships. The group receiv-
ing the treatment (the special procedure devised by the
experimenter) is the experimental group; the second
group (which receives no treatment) is the control group.
There also may be multiple experimental groups, each of
which is subjected to a different procedure and then com-
pared with the others.

The variable that experimenters manipulate is the inde-
pendent variable. The variable that they measure and ex-
pect to change as a result of manipulation of the
independent variable is called the dependent variable.

conditions.
Psychologists use statistical tests to determine whether re-
search findings are significant.

EVALUATE

1. An explanation for a phenomenon of interest is known as a

2. To test this explanation, a researcher must state it in terms

3.

of a testable question knownasa |
An experimenter is interested in studying the relationship
between hunger and aggression. She decides that she will
measure aggression by counting the number of times a par-
ticipant will hit a punching bag. In this case, her

definition of aggression is the number of times
the participant hits the bag.

. Match the following forms of research to their definitions:

.

1. archival research

2. naturalistic observation
3. survey research

4. case study

a. directly asking a sample of
people questions about
their behavior

b. examining existing records
to test a hypothesis

c. looking at behavior in its
true setting without inter-
vening in the setting

d. doing an in-depth investiga-
tion of a person or small
group

Match each of the following research methods with its pri-
mary disadvantage:

1. archival research

2. naturalistic observation
3. survey research

4. case study b.

a. The researcher may not be

able to generalize to the

population at large.

People’s behavior can

change if they know they

are being watched.

c. The data may not exist or
may be unusable.

d. People may lie in order to
present a good image.

A psychologist wants to study the effect of attractiveness
on willingness to help a person with a math problem.
Attractiveness would be the variable, and the
amount of helping would be the variable.

. The group in an experiment that receives no treatment is

called the group.



RETHINK

Starting with the theory that diffusion of responsibility causes
responsibility for helping to be shared among bystanders, Latané
and Darley derived the hypothesis that the more people who

witness an emergency situation,

KEY TERMS

scientific method
theories

hypothesis

operational definition
archival research
naturalistic observation

the less likely it is that help

survey research

case study

variables

correlational research
experiment

experimental manipulation
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will be given to a victim. Can you think of other hypotheses
that are based on the same theory of diffusion of responsibility?

Answers to Evaluate Questions
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treatment random assignment to
experimental group condition

control group significant outcome
independent variable replicated research

dependent variable



Learning Outcome

LO 41 What major issues
confront psycholo-
gists conducting
research?

Study Alert

Because the protection of
experiment participants is
essential, remember the key
ethical guideline of informed
consent.

informed consent A document
signed by participants affirming that
they have been told the basic outlines
of the study and are aware of what their
participation will involve.
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You probably realize by now that there are few simple formulas for psychological
research. Psychologists must make choices about the type of study to conduct, the
measures to take, and the most effective way to analyze the results. Even after they
have made these essential decisions, they must still consider several critical issues. We
turn first to the most fundamental of these issues: ethics.

The Ethics of Research

Put yourself in the place of one of the participants in the experiment conducted by
Latané and Darley to examine the helping behavior of bystanders, in which another
“bystander” simulating a seizure turned out to be a confederate of the experimenters
(Latané & Darley, 1970). How would you feel when you learned that the supposed
victim was in reality a paid accomplice?

Although you might at first experience relief that there had been no real emer-
gency, you might also feel some resentment that you had been deceived by the
experimenter. You might also experience concern that you had been placed in an
embarrassing or compromising situation—one that might have dealt a blow to your
self-esteem, depending on how you had behaved.

Most psychologists argue that deception is sometimes necessary to prevent par-
ticipants from being influenced by what they think a study’s true purpose is. (If you
knew that Latané and Darley were actually studying your helping behavior, wouldn’t
you automatically have been tempted to intervene in the emergency?) To avoid such
outcomes, a small proportion of research involves deception.

Nonetheless, because research has the potential to violate the rights of participants,
psychologists are expected to adhere to a strict set of ethical guidelines aimed at
protecting participants (American Psychological Association, 2002). Those guidelines
involve the following safeguards:

e Protection of participants from physical and mental harm.
e The right of participants to privacy regarding their behavior.
e The assurance that participation in research is completely voluntary.

e The necessity of informing participants about the nature of procedures before
their participation in the experiment.

e All experiments must be reviewed by an independent panel before being con-
ducted (Fisher et al., 2002; Fisher, 2003; Smith, 2003).

One of psychologists’ key ethical principles is informed consent. Before partic-
ipating in an experiment, the participants must sign a document affirming that they
have been told the basic outlines of the study and are aware of what their participa-
tion will involve, what risks the experiment may hold, and the fact that their partic-
ipation is purely voluntary and they may terminate it at any time. Furthermore, after
participation in a study, they must be given a debriefing in which they receive an
explanation of the study and the procedures that were involved. The only time
informed consent and a debriefing can be eliminated is in experiments in which the
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risks are minimal, as in a purely observational study in a public place (Koocher, Nor-
cross, & Hill, 2005; Fallon, 2006; Barnett, Wise, & Johnson-Greene, 2007; Nagy, 2011).

Choosing Participants Who Represent the Scope of Human Behavior

When Latané and Darley, both college professors, decided who would participate in their
experiment, they turned to the people at hand: college students. Using college students
as participants has both advantages and drawbacks. The big benefit is that because most
research occurs in university settings, college students are readily available. Typically, they
cost the researcher very little: They participate for either extra course credit or a relatively
small payment.

The problem is that college students may not represent the general population ade-
quately. In fact, undergraduate research participants are typically a special group of people:
Relative to the general population, college students tend to be from Western, educated,
industrialized, rich, and democratic cultures. That description forms the acronym WEIRD,
which led one researcher to apply the nickname to research participants (Jones, 2010).

It's not that there’s anything particularly wrong with WEIRD participants. It's just that
they may be different from most other people—those who don’t go to college or who didn’t
grow up in a democratic Western culture, who are less affluent, and so forth. All these
characteristics could be psychologically relevant. Yet one review found that most research
participants do come from the United States, and about the same proportion of those are
psychology majors (Arnett, 2008; Henrich, Heine, & Norenzayan, 2010).

Because psychology is a science whose goal is to explain all human behavior gener-
ally, its studies must use participants who are fully representative of the general population
in terms of gender, age, race, ethnicity, socioeconomic status, and educational level (see
Neuroscience in Your Life). To encourage a wider range of participants, the National
Institute of Mental Health and the National Science Foundation—the primary U.S. funding
sources for psychological research—now require that experiments address issues of
diverse populations (Carpenter, 2002; Lindley, 2006).

Although readily available and widely
used as research subjects, college stu-
dents may not represent the population at
large. What are some advantages and
drawbacks of using college students as
subjects?
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Neuroscience in Your Life;

The Importance of Using
Representative Participants

We often think of the brain working the same way for everyone, regardless of cultural back-
ground or the society in which people live. However, our culture, our experiences, and our indi-
vidual circumstances shape how our brains function and react to the world. For example, in the
fMRI images we see how Japanese as compared to Caucasian individuals process social interac-
tions (in this case by watching videos of small geometric shapes “interacting” in ways that sug-
gest they are reading each other’s minds). While Japanese and Caucasian participants used the
same kinds of vocabulary to describe the shapes and what was happening in the videos, their
brains showed different activity, with Japanese individuals showing less activity in the prefrontal
cortex than Caucasians show (activity here is seen in yellow). The findings of the study vividly
remind us that fundamental biological processes—such as the basic functioning of the brain—
may differ across cultures and that we need to be sure we have a representative sample of par-
ticipants when drawing conclusions meant to apply to all people (Koelkebeck et al., 2011).

Caucasian Participants Japanese Participants

Should Animals Be Used in Research?

Like those who work with humans, researchers who use nonhuman animals in
experiments have their own set of exacting guidelines to ensure that the animals
do not suffer. Specifically, researchers must make every effort to minimize discom-
fort, illness, and pain. Procedures that subject animals to distress are permitted only
when an alternative procedure is unavailable and when the research is justified by
its prospective value. Moreover, researchers strive to avoid causing physical discom-
fort, but they are also required to promote the psychological well-being of some
species of research animals, such as primates (Rusche, 2003; Lutz & Novak, 2005;
Miller & Williams, 2011).

But why should animals be used for research in the first place? Is it really possi-
ble to learn about human behavior from the results of research employing rats, gerbils,
and pigeons?
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Research involving animals is controversial but when conducted within ethi-
cal guidelines yields significant benefits for humans.

The answer is that psychological research that does employ nonhumans is designed
to answer questions different from those posed in research with humans. For example,
the shorter life span of animals (rats live an average of 2 years) allows researchers to
learn about the effects of aging in a relatively short time frame. It is also possible to
provide greater experimental control over nonhumans and to carry out procedures that
might not be possible with people. For example, some studies require large numbers
of participants that share similar backgrounds or have been exposed to particular
environments—conditions that could not practically be met with human beings.

Research with animals has provided psychologists with information that has pro-
foundly benefited humans. For instance, it furnished the keys to detecting eye disorders
in children early enough to prevent permanent damage, to communicating more effec-
tively with severely retarded children, and to reducing chronic pain in people. Still,
the use of research using nonhumans is controversial, involving complex moral and
philosophical concerns. Consequently, all research involving non-humans must be care-
fully reviewed beforehand to ensure that it is conducted ethically (Hackam, 2007;
Shankar & Simmons, 2009; Baker & Serdikoff, 2013).

Threats to Experimental Validity:
Avoiding Experimental Bias

Even the best-laid experimental plans are susceptible to experimental bias—factors
that distort the way the independent variable affects the dependent variable in an
experiment. One of the most common forms of experimental bias is experimenter expec-
tations: An experimenter unintentionally transmits cues to participants about the way
they are expected to behave in a given experimental condition. The danger is that
those expectations will bring about an “appropriate” behavior—one that otherwise might
not have occurred (Rosenthal, 2002, 2003).

A related problem is participant expectations about appropriate behavior. If you
have ever been a participant in an experiment, you probably developed guesses about
what was expected of you. In fact, participants often develop their own hypotheses
about what the experimenter hopes to learn from the study. If participants form their
own hypotheses, and then act on their hunches, it may be their expectations, rather
than the experimental manipulation, that produce the results (Rutherford et al.,, 2009).

experimental bias Factors that
distort how the independent variable
affects the dependent variable in an
experiment.

Learn the main types of
potential bias in experiments:
experimenter expectations,
participant expectations, and
placebo effects.
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placebo A false treatment, such as a
pill, “drug,” or other substance, without
any significant chemical properties or
active ingredient.

To guard against participant expectations biasing the results of an experiment, the
experimenter may try to disguise the true purpose of the experiment. Participants who
do not know that helping behavior is being studied, for example, are more apt to act
in a “natural” way than they would if they knew.

Sometimes it is impossible to hide the actual purpose of research; when that is
the case, other techniques are available to prevent bias. Suppose you were interested
in testing the ability of a new drug to alleviate the symptoms of severe depression.
If you simply gave the drug to half your participants and not to the other half, the
participants who were given the drug might report feeling less depressed, merely
because they knew they were getting a drug. Similarly, the participants who got
nothing might report feeling no better, because they knew that they were in a
no-treatment control group.

To solve this problem, psychologists typically use a procedure in which all the
participants receive a treatment, but those in the control group receive only a
placebo-a false treatment, such as a pill, “drug,” or other substance that has no sig-
nificant chemical properties or active ingredient. Because members of both groups are
kept in the dark about whether they are getting a real or a false treatment, any dif-
ferences in outcome can be attributed to the quality of the drug and not to the
possible psychological effects of being administered a pill or other substance (Rajagopal,
2006; Crum & Langer, 2007; Justman, 2011).

However, there is one more safeguard that a careful researcher must apply in an
experiment such as this one. To overcome the possibility that experimenter expectations
will affect the participant, the person who administers the drug shouldn’t know
whether it is actually the true drug or the placebo. By keeping both the participant
and the experimenter who interacts with the participant “blind” to the nature of the
drug that is being administered, researchers can more accurately assess the effects of
the drug. This method is known as the double-blind procedure.

% of Psychology

Thinking Critically About Research

If you were about to purchase an automobile, you would not likely stop at the nearest car
dealership and drive off with the first car a salesperson recommended. Instead, you would
probably mull over the purchase, read about automobiles, consider the alternatives, talk
to others about their experiences, and ultimately put in a fair amount of thought before
you made such a major purchase.

In contrast, many of us are considerably less conscientious when we expend our
intellectual, rather than financial, assets. People often jump to conclusions on the basis of
incomplete and inaccurate information, and only rarely do they take the time to critically
evaluate the research and data to which they are exposed.

Because the field of psychology is based on an accumulated body of research, we
must scrutinize thoroughly the methods, results, and claims of researchers. Several basic
questions can help us sort through what is valid and what is not. Among the most import-
ant questions to ask are these:

+  What was the purpose of the research? Research studies should evolve from a
clearly specified theory. Furthermore, we must take into account the specific hypoth-
esis that is being tested. Unless we know what hypothesis is being examined, we
cannot judge how successful a study has been.

* How well was the study conducted? Consider who the participants were, how many
were involved, what methods were employed, and what problems the researcher
encountered in collecting the data. There are important differences, for example,
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between a case study that reports the anecdotes of a handful of respondents and a

survey that collects data from several thousand people.

« Are the results presented fairly? Statements must be assessed on the basis of the
actual data they reflect and their logic. For instance, when the manufacturer of car
X boasts that “no other car has a better safety record than car X,” this does not
mean that car X is safer than every other car. It just means that no other car has
been proved safer, though many other cars could be just as safe as car X.
Expressed in the latter fashion, the finding doesn’t seem worth bragging about.

These three basic questions can help you assess the validity of research findings you
come across—both within and outside the field of psychology. The more you know how
to evaluate research in general, the better you will be able to assess what the field of

psychology has to offer.

RECAP/EVALUATE/RETHINK

RECAP

LO 4-1 What major issues confront psychologists conducting
research?

* One of the key ethical principles followed by psycholo-
gists is that of informed consent. Participants must be in-
formed, before participation, about the basic outline of the
experiment and the risks and potential benefits of their
participation.

e Although the use of college students as participants
has the advantage of easy availability, there are draw-
backs, too. For instance, students do not necessarily
represent the population as a whole. The use of non-
human animals as participants may also have costs in
terms of the ability to generalize to humans, although
the benefits of using animals in research have been
profound.

e Experiments are subject to a number of biases, or threats.
Experimenter expectations can produce bias when an ex-
perimenter unintentionally transmits cues to participants
about her or his expectations regarding their behavior in a
given experimental condition. Participant expectations can
also bias an experiment. Among the tools experimenters
use to help eliminate bias are placebos and double-blind
procedures.

EVALUATE

1. Ethical research begins with the concept of informed
consent. Before signing up to participate in an experiment,
participants should be informed of:

a. the procedure of the study, stated generally.

KEY TERMS

informed consent
experimental bias
placebo

b. the risks that may be involved.
c. their right to withdraw at any time.
d. all of these.
2. List three benefits of using animals in psychological research.
3. Deception is one means experimenters can use to try to
eliminate participants’ expectations. True or false?
4. A false treatment, such as a pill that has no significant
chemical properties or active ingredient, is known as a

5. A study has shown that men differ from women in their
preference for ice cream flavors. This study was based on a
sample of two men and three women. What might be
wrong with this study?

RETHINK

A researcher strongly believes that college professors tend to
show female students less attention and respect in the class-
room than they show male students. He sets up an experimental
study involving observations of classrooms in different condi-
tions. In explaining the study to the professors and the students
who will participate, what steps should the researcher take to
eliminate experimental bias based on both experimenter expec-
tations and participant expectations?

Answers to Evaluate Questions
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In light of what you've already learned about the field of psychology, reconsider the
Boston Marathon massacre described at the start of the chapter and answer the follow-
ing questions:

1. Why do you think people find it surprising when someone who commits a terrible
crime turns out to look like an ordinary person?

2. TsarnaevV’s story illustrates how the complexity of human behavior cannot be easily
addressed. What aspects might psychologists from each of the five major perspec-
tives focus on?

3. How might a psychologist’s position on the free will versus determinism issue influ-
ence his or her perception of Tsarnaev’s crime?

4. What might be some ways in which both nature and nurture could have given rise to
Tsarnaev’s actions?

5. What aspects of the Boston Marathon bombing would most likely interest a clinical
psychologist? A forensic psychologist? A social psychologist?
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« Experimental bias
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Learning Outcomes for Chapter 2

LO 5-1 Why do psychologists study the brain and the nervous system?

LO 5-2 What are the basic elements of the nervous system?

LO 5-3 How does the nervous system communicate electrical and
chemical messages from one part to another?

LO 6-1 How are the structures of the nervous system linked?

LO 6-2 How does the endocrine system affect behavior?

LO 741 How do researchers identify the major parts and functions
of the brain?

LO 7-2 What are the major parts of the brain, and for what behaviors
is each part responsible?

LO 7-3 How do the halves of the brain operate interdependently?

LO 7-4 How can an understanding of the nervous system help us
find ways to alleviate disease and pain?

Neurons: The Basic Elements
of Behavior

The Structure of the Neuron
How Neurons Fire
Where Neurons Meet: Bridging the Gap

Neurotransmitters: Multitalented
Chemical Couriers

The Nervous System and the
Endocrine System: Communicating
Within the Body

The Nervous System: Linking Neurons

The Evolutionary Foundations of the
Nervous System

The Endocrine System: Of Chemicals
and Glands

MODULE 7

The Brain

Studying the Brain’s Structure and
Functions: Spying on the Brain

The Central Core: Our “Old Brain”

Applying Psychology in the 21st Century:
Mind Over Cursor: Harnessing Brainpower
to Improve Lives

The Limbic System: Beyond the
Central Core

The Cerebral Cortex: Our “New Brain”
Neuroplasticity and the Brain
Neuroscience in Your Life: The Plastic Brain

The Specialization of the Hemispheres:
Two Brains or One?

Exploring Diversity: Human Diversity and
the Brain

The Split Brain: Exploring the Two
Hemispheres

Becoming an Informed Consumer of
Psychology: Learning to Control Your
Heart—and Mind—Through Biofeedback



Prologue A Brain at War with Itself

When Vicki visited her neurologist, she was desperate: Her frequent
and severe epileptic seizures weren't just interfering with her day-
to-day life—they were putting her in danger. She never knew when
she might collapse suddenly, making many mundane situations,
such as climbing stairs, potentially life threatening for her.

Vicki’s neurologist had a solution, but a dangerous one: surgi-
cally severing the bundle of fibers connecting-the two hemi-
spheres of her brain. This procedure would stop the firestorms of
electrical impulses that were causing Vicki’s seizures, but it would
also have its own curious effects on her day-to-day functioning.

In the months after the surgery, Vicki was relieved to be free
of the seizures that had taken over her life—even in the face of
new challenges to overcome. Simple tasks such as food shop-
ping or getting dressed were lengthy ordeals—not because she
had difficulty moving or thinking, but because the two sides of
her brain no longer worked in a coordinated way. Each side
directed its half of the body to work independently of the other.
“I'd reach with my right [hand] for the thing | wanted, but the left
[hand] would come in and they’d kind of fight,” Vicki explains.
“Almost like repelling magnets” (Wolman, 2012, p. 260).

LOOKING aead

Over about a year’s time, Vicki’s difficulties subsided her brain
and body adjusted to the procedure. That she was able to adapt
illustrates just one of the remarkable capacities of the miraculous
human brain. This organ, roughly half the size of a loaf of bread,
controls our behavior through every waking and sleeping
moment. Our movements, thoughts, hopes, aspirations,
dreams—our very awareness that we are human—all depend on
the brain and the nerves that extend throughout the body,
constituting the nervous system.

Because of the importance of the nervous system in con-
trolling behavior, and because humans at their most basic level
are biological beings, many researchers in psychology and
other fields as diverse as computer science, zoology, and medi-
cine have made the biological underpinnings of behavior their
specialty. These experts collectively are called neuroscientists
(Beatty, 2000; Posner & DiGiorlamo, 2000; Gazzaniga, Ivry, &
Mangun, 2002; Cartwright, 2006).

Psychologists who specialize in considering the ways in which
the biological structures and functions of the body affect behavior
are known as behavioral neuroscientists (or biopsychologists).
They seek to answer several key questions: How does the brain
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control the voluntary and involuntary functioning of the body? How
does the brain communicate with other parts of the body? What is
the physical structure of the brain, and how does this structure
affect behavior? Are psychological disorders caused by biological
factors, and how can such disorders be treated?

As you consider the biological processes that we discuss in
this chapter, keep in mind the reason why behavioral neurosci-
ence is an essential part of psychology: Our understanding of hu-
man behavior requires knowledge of the brain and other parts of
the nervous system. Biological factors are central to our sensory
experiences, states of consciousness, motivation and emotion,
development throughout the life span, and physical and psycho-
logical health. Furthermore, advances in behavioral neuroscience
have led to the creation of drugs and other treatments for psy-
chological and physical disorders. In short, we cannot understand
behavior without understanding our biological makeup (Kosslyn
et al.,, 2002; Plomin, 2003; Compagni & Manderscheid, 2006).

behavioral neuroscientists (or biopsychologists) Psychologists who
specialize in considering the ways in which the biological structures
and functions of the body affect behavior.
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Watching Serena Williams hit a stinging backhand, Dario Vaccaro dance a complex ballet
routine, or Derek Jeter swing at a baseball, you may have marveled at the complexity—and
wondrous abilities—of the human body. But even the most everyday tasks, such as pouring
a cup of coffee or humming a tune, depend on a sophisticated sequence of events in the
body that is itself truly impressive.

The nervous system is the pathway for the instructions that permit our bodies to
carry out such precise activities. Here we look at the structure and function of neurons,
the cells that make up the nervous system, including the brain.

The Structure of the Neuron

Playing the piano, driving a car, or hitting a tennis ball depends, at one level, on exact
muscle coordination. But if we consider how the muscles can be activated so precisely,
we see that more fundamental processes are involved. For the muscles to produce the
complex movements that make up any meaningful physical activity, the brain has to
provide the right messages to them and coordinate those messages.

Such messages—as well as those that enable us to think, remember, and experi-
ence emotion—are passed through specialized cells called neurons. Neurons, or nerve
cells, are the basic elements of the nervous system. Their quantity is staggering—
perhaps as many as 1 trillion neurons throughout the body are involved in the control
of behavior (Boahen, 2005).

Although there are several types of neurons, they all have a similar structure,
as illustrated in Figure 1. Like most cells in the body, neurons have a cell body
that contains a nucleus. The nucleus incorporates the hereditary material that
determines how a cell will function. Neurons are physically held in place by glial
cells. Glial cells provide nourishment to neurons, insulate them, help repair damage,
and generally support neural functioning (Bassotti et al., 2007; Bassotti & Villanacci,
2011; Toft et al, 2013).

In contrast to most other cells, however, neurons have a distinctive feature: the
ability to communicate with other cells and transmit information across relatively long
distances. Many of the body’s neurons receive signals from the environment or relay
the nervous system’s messages to muscles and other target cells, but the vast majority
of neurons communicate only with other neurons in the elaborate information system
that regulates behavior.

As shown in Figure 1, a neuron has a cell body with a cluster of fibers called
dendrites at one end. Those fibers, which look like the twisted branches of a tree,
receive messages from other neurons. On the opposite side of the cell body is a long,
slim, tube-like extension called an axon. The axon carries messages received by the
dendrites to other neurons. The axon is considerably longer than the rest of the
neuron. Although most axons are several millimeters in length, some are as long as
3 feet. Axons end in small bulges called terminal buttons, which send messages
to other neurons.

Learning Outcomes

LO 5-1 Why do psychologists
study the brain and the
nervous system?

LO 5-2 What are the basic
elements of the nervous
system?

LO 5-3 How does the nervous
system communicate electrical
and chemical messages from
one part to another?

neurons Nerve cells, the basic
elements of the nervous system.

dendrite A cluster of fibers at one end
of a neuron that receives messages from
other neurons.

axon The part of the neuron that carries
messages destined for other neurons.

terminal buttons Small bulges at the
end of axons that send messages to
other neurons.
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7 Dendrites

Cell body

Remember that dendrites
detect messages from other
neurons; axons carry signals
away from the cell body.

myelin sheath A protective coating
of fat and protein that wraps around
the axon.

all-or-none law The rule that neurons
are either on or off.

resting state The state in which there
is a negative electrical charge of about
—70 millivolts within a neuron.

Myelin sheath

Mol/ A
e s O
lecfr/ca/';’enf of —G
mp(l/,ge

ATerminal buttons

FIGURE 1 The primary components of the neuron, the basic element of the nervous system.
A neuron has a cell body and structures that conduct messages: the dendrites, which receive
messages from other neurons, and the axon, which carries messages to other neurons or
body cells. As with most neurons, this axon is protected by the sausage-like myelin sheath.
What advantages does the treelike structure of the neuron provide?

The messages that travel through a neuron are electrical in nature. Although there
are exceptions, those electrical messages, or impulses, generally move across neurons in
one direction only, as if they were traveling on a one-way street. Impulses follow a
route that begins with the dendrites, continues into the cell body, and leads ultimately
along the tube-like extension, the axon, to adjacent neurons.

To prevent messages from short-circuiting one another, axons must be insulated
in some fashion (just as electrical wires must be insulated). Most axons are insulated
by a myelin sheath, a protective coating of fat and protein that wraps around the
axon like the casing on links of sausage.

The myelin sheath also serves to increase the velocity with which electrical
impulses travel through axons. Those axons that carry the most important and most
urgently required information have the greatest concentrations of myelin. If your hand
touches a painfully hot stove, for example, the information regarding the pain is passed
through axons in the hand and arm that have a relatively thick coating of myelin,
speeding the message of pain to the brain so that you can react instantly.

How Neurons Fire

Like a gun, neurons either fire—that is, transmit an electrical impulse along the axon—
or don’t fire. There is no in-between stage, just as pulling harder on a gun trigger
doesn’t make the bullet travel faster. Similarly, neurons follow an all-or-none law:
They are either on or off, with nothing in between the on state and the off state.
When there is enough force to pull the trigger, a neuron fires.

Before a neuron is triggered—that is, when it is in a resting state—it has a neg-
ative electrical charge of about —70 millivolts (a millivolt is one !/ o of a volt). This
charge is caused by the presence of more negatively charged ions within the neuron
than outside it. (An ion is an atom that is electrically charged.) You might think of
the neuron as a miniature battery in which the inside of the neuron represents the
negative pole and the outside represents the positive pole.
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When a message arrives at a neuron, gates along the cell membrane open briefly
to allow positively charged ions to rush in at rates as high as 100 million ions per
second. The sudden arrival of these positive ions causes the charge within the nearby
part of the cell to change momentarily from negative to positive. When the positive
charge reaches a critical level, the “trigger” is pulled, and an electrical impulse, known
as an action potential, travels along the axon of the neuron (see Figure 2).

The action potential moves from one end of the axon to the other like a flame
moving along a fuse. As the impulse travels along the axon, the movement of ions
causes a change in charge from negative to positive in successive sections of the axon
(see Figure 3). After the impulse has passed through a particular section of the axon,
positive ions are pumped out of that section, and its charge returns to negative while
the action potential continues to move along the axon.

Just after an action potential has passed through a section of the axon, the cell
membrane in that region cannot admit positive ions again for a few milliseconds, and
S0 a neuron cannot fire again immediately no matter how much stimulation it receives.
It is as if the gun has to be reloaded after each shot. There then follows a period in
which, though it is possible for the neuron to fire, a stronger stimulus is needed than
would be if the neuron had reached its normal resting state. Eventually, though, the
neuron is ready to fire again.

SPEED OF TRANSMISSION

These complex events can occur at dizzying speeds, although there is great variation
among different neurons. The particular speed at which an action potential travels
along an axon is determined by the axon’s size and the thickness of its myelin sheath.
Axons with small diameters carry impulses at about 2 miles per hour; longer and
thicker ones can average speeds of more than 225 miles per hour.

Neurons differ not only in terms of how quickly an impulse moves along the axon
but also in their potential rate of firing. Some neurons are capable of firing as many
as 1,000 times per second; others fire at much slower rates. The intensity of a stimu-
lus determines how much of a neuron’s potential firing rate is reached. A strong
stimulus, such as a bright light or a loud sound, leads to a higher rate of firing than
a less intense stimulus does. Thus, even though all impulses move at the same strength

FIGURE 2 Movement of an action
potential along an axon. Just before
Time 1, positively charged ions enter the
cell membrane, changing the charge in
the nearby part of the axon from negative
to positive and triggering an action
potential. The action potential travels
along the axon, as illustrated in the
changes occurring from Time 1to Time 3
(from top to bottom in this drawing).
Immediately after the action potential has
passed through a section of the axon,
positive ions are pumped out, restoring the
charge in that section to negative. The
change in voltage illustrated by the blue
line above the axon can be seen in greater
detail in Figure 3.

action potential An electric nerve
impulse that travels through a neuron’s
axon when it is set off by a “trigger,”
changing the neuron’s charge from
negative to positive.
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Neuron

Outside . Inside

axon ~ axon

mirror neurons Specialized neurons
that fire not only when a person enacts
a particular behavior, but also when a
person simply observes another individ-
ual carrying out the same behavior.
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A sudden, brief reversal
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action potential.
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FIGURE 3 Changes in the voltage in a neuron during the passage of an action potential. In its
normal resting state, a neuron has a negative charge of about —70 millivolts. When an action
potential is triggered, however, the charge becomes positive, increasing from about —70 millivolts
to about +40 millivolts. Immediately following the passage of the action potential, the charge
becomes even more negative than it is in its typical resting state. After the charge returns to its
normal resting state, the neuron will be fully ready to be triggered once again.

or speed through a particular axon—because of the all-or-none law—there is variation in
the frequency of impulses, providing a mechanism by which we can distinguish the
tickle of a feather from the weight of someone standing on our toes.

MIRROR NEURONS

Although all neurons operate through the firing of action potentials, there is significant
specialization among different types of neurons. For example, neuroscientists have
discovered the existence of mirror neurons, neurons that fire not only when a per-
son enacts a particular behavior but also when a person simply observes another indi-
vidual carrying out the same behavior (Schulte-Ruther et al, 2007; Khalil, 2011;
Spaulding, 2013).

Mirror neurons may help explain how (and why) humans have the capacity to
understand others’ intentions. Specifically, mirror neurons may fire when we view
someone doing something, helping us to predict what their goals are and what they
may do next.

The discovery of mirror neurons suggests that the capacity of even young children
to imitate others may be an inborn behavior. Furthermore, mirror neurons may be at
the root of empathy—those feelings of concern, compassion, and sympathy for others—
and even the development of language in humans (Triesch, Jasso, & Deak, 2007;
lacoboni, 2009; Ramachandra, 2009; Rogalsky et al, 2011).



Module 5 Neurons: The Basic Elements of Behavior 55

Some researchers suggest an even broader role for mirror neurons. For example,
mirror neurons, which respond to sound, appear to be related to speech perception and
language comprehension. Furthermore, stimulating the mirror neuron system can help
stroke victims as well and may prove to be helpful for those with emotional problems
by helping them to develop great empathy (Ehrenfeld, 2011; Gallese et al, 2011).

Where Neurons Meet:
Bridging the Gap

If you have looked inside a computer, you've seen that each part is physically
connected to another part. In contrast, evolution has produced a neural transmission
system that at some points has no need for a structural connection between its
components. Instead, a chemical connection bridges the gap, known as a synapse,
between two neurons (see Figure 4). The synapse is the space between two

Step 1: Neurotransmitters Step 3: Neurotransmitters

are produced and stored travel across the synapse

in the axon. to receptor sites on
another neuron’s dendrite.

Neurotransmitter

Synapse Dendrite Synapse g Receptor site

St?P % llf an aCtiOtrr‘] P Step 4: When a neurotransmitter
potential arrives, the axon ° fits into a receptor site, it delivers
releases neurotransmitters. ° @ .| anexcitatory or inhibitory message.

If enough excitatory messages are
delivered, the neuron will fire.

Neurotransmitter—

(a)

FIGURE 4 A synapse is the junction between an axon and a dendrite. Chemical neurotransmitters
bridge the synaptic gap between the axon and the dendrite (Mader, 2000). (a) Read Step 1
through Step 4 to follow this chemical process. (b) Just as the pieces of a jigsaw puzzle can fit in
only one specific location in a puzzle, each kind of neurotransmitter has a distinctive configuration
that allows it to fit into a specific type of receptor cell (Johnson, 2000). Why is it advantageous

for axons and dendrites to be linked by temporary chemical bridges rather than by the hard
wiring typical of a radio connection or telephone hookup?

synapse The space between two
neurons where the axon of a sending
neuron communicates with the den-
drites of a receiving neuron by using
chemical messages.

Receptor
site

Synapse o/ : 9\
Ak
Dendrite

Neurotransmitter

(b)
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neurotransmitters Chemicals that
carry messages across the synapse to the
dendrite (and sometimes the cell body)
of a receiver neuron.

Study Alert

Remember this key fact:
Messages inside neurons are
transmitted in electrical form,
whereas messages traveling
between neurons travel via
chemical means.

excitatory message A chemical
message that makes it more likely that a
receiving neuron will fire and an action
potential will travel down its axon.

inhibitory message A chemical
message that prevents or decreases the
likelihood that a receiving neuron will fire.

reuptake The reabsorption of neu-
rotransmitters by a terminal button.

neurons where the axon of a sending neuron communicates with the dendrites of
a receiving neuron by using chemical messages (Fanselow & Poulos, 2005; Dean &
Dresbach, 2006).

When a nerve impulse comes to the end of the axon and reaches a terminal
button, the terminal button releases a chemical courier called a neurotransmitter.
Neurotransmitters are chemicals that carry messages across the synapse to a dendrite
(and sometimes the cell body) of a receiving neuron. Like a boat that ferries passengers
across a river, these chemical messengers move toward the shorelines of other neurons.
The chemical mode of message transmission that occurs between neurons is strikingly
different from the means by which communication occurs inside neurons: Although
messages travel in electrical form within a neuron, they move between neurons through
a chemical transmission system.

There are several types of neurotransmitters, and not all neurons are capable of
receiving the chemical message carried by a particular neurotransmitter. In the same
way that a jigsaw puzzle piece can fit in only one specific location in a puzzle, each
kind of neurotransmitter has a distinctive configuration that allows it to fit into a
specific type of receptor site on the receiving neuron (see Figure 4b). It is only when
a neurotransmitter fits precisely into a receptor site that successful chemical commu-
nication is possible.

If a neurotransmitter does fit into a site on the receiving neuron, the chemical
message it delivers is basically one of two types: excitatory or inhibitory. Excitatory
messages make it more likely that a receiving neuron will fire and an action potential
will travel down its axon. Inhibitory messages, in contrast, do just the opposite;
they provide chemical information that prevents or decreases the likelihood that the
receiving neuron will fire.

Because the dendrites of a neuron receive both excitatory and inhibitory messages
simultaneously, the neuron must integrate the messages by using a kind of chemical
calculator. Put simply, if the excitatory messages (“Fire!”) outnumber the inhibitory
ones (“Don’t fire!”), the neuron fires. In contrast, if the inhibitory messages outnumber
the excitatory ones, nothing happens, and the neuron remains in its resting state (Mel,
2002; Rapport, 2005; Flavell et al,, 2006).

If neurotransmitters remained at the site of the synapse, receiving neurons would be
awash in a continual chemical bath, producing constant stimulation or constant inhibition
of the receiving neurons—and effective communication across the synapse would no longer
be possible. To avoid this problem, neurotransmitters are either deactivated by enzymes
or-more commonly-reabsorbed by the terminal button in an example of chemical recycling
called reuptake. Like a vacuum cleaner sucking up dust, neurons reabsorb the neurotrans-
mitters that are now clogging the synapse. All this activity occurs at lightning speed, with
the process taking just several milliseconds (Helmuth, 2000; Holt & Jahn, 2004).

Our understanding of the process of reuptake has permitted the development of a
number of drugs used in the treatment of psychological disorders. Some antidepressant
drugs, called SSRIs, or selective serotonin reuptake inhibitors, permit certain neurotransmitters
to remain active for a longer period at certain synapses in the brain, thereby reducing
the symptoms of depression (Ramos, 2006; Guiard et al, 2011; Hilton et al, 2013).

Neurotransmitters:
Multitalented Chemical Couriers

Neurotransmitters are a particularly important link between the nervous system and
behavior. Not only are they important for maintaining vital brain and body functions,
a deficiency or an excess of a neurotransmitter can produce severe behavior disorders.
More than a hundred chemicals have been found to act as neurotransmitters, and
neuroscientists believe that more may ultimately be identified. The major neurotrans-
mitters and their effects are described in Figure 5 (Penney, 2000; Schmidt, 2006).
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Neurotransmitter
Name Location Effect Function
et Acetylcholine (ACh) Brain, spinal cord, peripheral Excitatory in brain and Muscle movement,
nervous system, especially autonomic nervous cognitive functioning
some organs of the system; inhibitory
parasympathetic nervous elsewhere
system
Glutamate Brain, spinal cord Excitatory Memory
Dopamine pathways Gamma-amino Brain, spinal cord Main inhibitory Eating, aggression,
butyric acid (GABA) neurotransmitter sleeping
Serotonin pathways Dopamine (DA) Brain Inhibitory or excitatory Movement control,
pleasure and reward,
attention
Serotonin Brain, spinal cord Inhibitory Sleeping, eating, mood,

pain, depression

Endorphins Brain, spinal cord Primarily inhibitory, Pain suppression,

except in hippocampus pleasurable feelings,
appetites, placebos

FIGURE 5 Major neurotransmitters.

One of the most common neurotransmitters is acetylcholine (or ACh, its chemical
symbol), which is found throughout the nervous system. ACh is involved in our every
move, because—among other things—it transmits messages relating to our skeletal mus-
cles. ACh is also involved in memory capabilities, and diminished production of ACh
may be related to Alzheimer’s disease (Mohapel et al, 2005; Bazalakova et al, 2007,
Van der Zee, Platt, & Riedel, 2011).

Another common excitatory neurotransmitter, glutamate, plays a role in memory.
Memories appear to be produced by specific biochemical changes at particular syn-
apses, and glutamate, along with other neurotransmitters, plays an important role in
this process (Riedel, Platt, & Micheau, 2003; Winters & Bussey, 200S; Micheau &
Marighetto, 2011).

Gamma-amino butyric acid (GABA), which is found in both the brain and the
spinal cord, appears to be the nervous system’s primary inhibitory neurotransmitter.
It moderates a variety of behaviors, ranging from eating to aggression. Several com-
mon substances, such as the tranquilizer Valium and alcohol, are effective because
they permit GABA to operate more efficiently (Ball, 2004; Criswell et al., 2008;
Lobo & Harris, 2008).

Another major neurotransmitter is dopamine (DA), which is involved in move-
ment, attention, and learning. The discovery that certain drugs can have a significant
effect on dopamine release has led to the development of effective treatments for
a wide variety of physical and mental ailments. For instance, Parkinson’s disease,
from which actor Michael ]. Fox suffers among others, is caused by a deficiency of
dopamine in the brain. Techniques for increasing the production of dopamine in Michael J. Fox suffers from Parkinson’s
Parkinson’s patients are proving effective (Willis, 2005; Iversen & Iversen, 2007; disease, and he has become a strong
Antonini & Barone, 2008). advocate for research into the disorder.
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PsychTech

A team of Swedish
researchers has discovered
a way to stimulate specific
neurons via chemical neu-
rotransmitters, rather than
using earlier technologies
involving electrical signals
to stimulate them. This dis-
covery opens a novel path
to treat those who suffer
from severe psychological
disorders produced by
brain dysfunction.
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In other instances, over production of dopamine produces negative consequences.
For example, researchers have hypothesized that schizophrenia and some other severe
mental disturbances are affected or perhaps even caused by the presence of unusually
high levels of dopamine. Drugs that block the reception of dopamine reduce the
symptoms displayed by some people diagnosed with schizophrenia (Murray, Lappin, &
Di Forti, 2008; Howes & Kapur, 2009; Seeman, 2011).

From the perspective of . . .\

A Health-Care Provider How might your
understanding of the nervous system help you explain

the symptoms of Parkinson’s disease to a patient with
the disorder?

Another neurotransmitter, serotonin, is associated with the regulation of sleep,
eating, mood, and pain. A growing body of research points toward a broader role for
serotonin, suggesting its involvement in such diverse behaviors as alcoholism, depression,
suicide, impulsivity, aggression, and coping with stress (Murray et al, 2008; Popa et al,
2008; Carrillo et al,, 2009).

Endorphins, another class of neurotransmitters, are a family of chemicals produced by
the brain that are similar in structure to painkilling drugs such as morphine. The produc-
tion of endorphins reflects the brain’s effort to deal with pain as well as to elevate mood.

Endorphins also may produce the euphoric feelings that runners sometimes expe-
rience after long runs. The exertion and perhaps the pain involved in a long run may
stimulate the production of endorphins, ultimately resulting in what has been called
‘runner’s high” (Kolata, 2002; Pert, 2002; Stanojevic, Mitic, & Vujic, 2007).

Endorphin release might also explain other phenomena that have long puzzled
psychologists. For example, the act of taking placebos (pills or other substances that
contain no actual drugs but that patients believe will make them better) may induce
the release of endorphins, leading to the reduction of pain (Wager, 2005; Rajagopal,
2006; Crum & Langer, 2007).

RECAP/EVALUATE/RETHINK

RECAP

body, and leads ultimately down the tube-like extension,
the axon.

LO 5-1 Why do psychologists study the brain and nervous system?

e A full understanding of human behavior requires knowl-

LO 5-3 How does the nervous system communicate electrical
and chemical messages from one part to another?

edge of the biological influences underlying that behavior,

especially those originating in the nervous system.

e Most axons are insulated by a coating called the myelin

Psychologists who specialize in studying the effects of bio-
logical structures and functions on behavior are known as
behavioral neuroscientists.

LO 5-2 What are the basic elements of the nervous system?

Neurons, the most basic elements of the nervous system,
carry nerve impulses from one part of the body to an-
other. Information in a neuron generally follows a route
that begins with the dendrites, continues into the cell

sheath. When a neuron receives a message to fire, it re-
leases an action potential, an electric charge that travels
through the axon. Neurons operate according to an all-or-
none law: Either they are at rest, or an action potential is
moving through them. There is no in-between state.

¢ When a neuron fires, nerve impulses are carried to

other neurons through the production of chemical sub-
stances, neurotransmitters, that bridge the gaps—known
as synapses—between neurons. Neurotransmitters may
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be either excitatory, telling other neurons to fire, or 4. The gap between two neurons is bridged by a chemical
inhibitory, preventing or decreasing the likelihood of connection called a .
other neurons firing. 5. Endorphins are one kind of , the chemical

e Endorphins, another type of neurotransmitter, are related “messengers” between neurons.

to the reduction of pain. Endorphins aid in the production

of a natural painkiller and are probably responsible for cre-

ating the kind of euphoria that joggers sometimes experi-

ence after running. 1. How might psychologists use drugs that mimic the effects
of neurotransmitters to treat psychological disorders?

2. In what ways might endorphins help to produce the pla-

RETHINK

EVALUATE cebo effect? Is there a difference between believing that

1. The is the fundamental element of the nervous one’s pain is reduced and actually experiencing reduced pain?
system. Why or why not?

2. Neurons receive information through their and

. Answers to Evaluate Questions
send messages through their

3. Just as electrical wires have an outer coating, axons are insu-
lated by a coating called the
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KEY TERMS

behavioral neuroscientists axon resting state neurotransmitters
(or biopsychologists) terminal buttons action potential excitatory message
neurons myelin sheath mirror neurons inhibitory message

dendrite all-or-none law synapse reuptake
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docrine Syste

Communicating Within the Body

Learning Outcomes

LO 6-1 How are the structures
of the nervous system linked?

LO 6-2 How does the endo-
crine system affect behavior?

central nervous system (CNS) The
part of the nervous system that includes
the brain and spinal cord.

spinal cord A bundle of neurons that
leaves the brain and runs down the
length of the back and is the main means
for transmitting messages between the
brain and the body.

reflex An automatic, involuntary
response to an incoming stimulus.

sensory (afferent) neurons Neurons
that transmit information from the
perimeter of the body to the nervous
system and brain.

60

In light of the complexity of individual neurons and the neurotransmission process, it
should come as no surprise that the connections and structures formed by the neurons
are complicated. Because each neuron can be connected to 80,000 other neurons, the
total number of possible connections is astonishing. For instance, estimates of the
number of neural connections within the brain fall in the neighborhood of 10
quadrillion—a 1 followed by 16 zeros—and some experts put the number even higher.
However, connections among neurons are not the only means of communication within
the body; as we'll see, the endocrine system, which secretes chemical messages that
circulate through the blood, also communicates messages that influence behavior and
many aspects of biological functioning (Kandel, Schwartz, & Jessell, 2000; Forlenza &
Baum, 2004; Boahen, 2005).

The Nervous System:
Linking Neurons

Whatever the actual number of neural connections, the human nervous system has
both logic and elegance. We turn now to a discussion of its basic structures.

CENTRAL AND PERIPHERAL NERVOUS SYSTEMS

As you can see from the schematic representation in Figure 1, the nervous system is
divided into two main parts: the central nervous system and the peripheral nervous
system. The central nervous system (CNS) is composed of the brain and spinal cord.
The spinal cord, which is about the thickness of a pencil, contains a bundle of neu-
rons that leaves the brain and runs down the length of the back (see Figure 2). As
you can see in Figure 2, the spinal cord is the primary means for transmitting messages
between the brain and the rest of the body.

However, the spinal cord is not just a communication channel. It also controls
some simple behaviors on its own, without any help from the brain. An example is
the way the knee jerks forward when it is tapped with a rubber hammer. This
behavior is a type of reflex, an automatic, involuntary response to an incoming
stimulus. A reflex is also at work when you touch a hot stove and immediately
withdraw your hand. Although the brain eventually analyzes and reacts to the sit-
uation (“Ouch—hot stove—pull away!”), the initial withdrawal is directed only by
neurons in the spinal cord.

Several kinds of neurons are involved in reflexes. Sensory (afferent) neurons
transmit information from the perimeter of the body to the central nervous system
and the brain. For example, touching a hot stove sends a message to the brain
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The Nervous System

Consists of the brain and the neurons
extending throughout the body

Peripheral Nervous System

Made up of long axons and
dendrites, it contains all parts
of the nervous system other
than the brain and spinal cord

Autonomic Division
(involuntary)

G
Concerned with
the parts of the
body that function
involuntarily with-
out our awareness

FIGURE 1 A schematic diagram of the relationship of the parts of the nervous system.

Central Nervous
System

Brain

Spinal cord

Peripheral Nervous
System

Spinal nerves <

Central Nervous System

Consists of the brain and
spinal cord

FIGURE 2 The central nervous system
consists of the brain and spinal cord, and
the peripheral nervous system encom-
passes the network of nerves connecting
the brain and spinal cord to other parts of
the body.

Study Alert

Use Figures 1and 2 to learn the
components of the central and
peripheral nervous systems.
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motor (efferent) neurons Neurons
that communicate information from the
brain and nervous system to muscles
and glands.

peripheral nervous system The part
of the nervous system that includes the
autonomic and somatic subdivisions;
made up of neurons with long axons
and dendrites, it branches out from the
spinal cord and brain and reaches the
extremities of the body.

somatic division The part of the
peripheral nervous system that
specializes in the control of voluntary
movements and the communication of
information to and from the sense organs.

autonomic division The part of the
peripheral nervous system that controls
involuntary movement of the heart,
glands, lungs, and other organs.

sympathetic division The part of the
autonomic division of the nervous system
that acts to prepare the body for action
in stressful situations, engaging all the or-
ganism’s resources to respond to a threat.

parasympathetic division The part
of the autonomic division of the ner-
vous system that acts to calm the body
after an emergency has ended.

(hot!) via sensory neurons. Motor (efferent) neurons communicate information
in the opposite direction, from the brain and nervous system to muscles and glands.
When the brain sends a message to the muscles of the hand (hot-move away!), the
message travels via motor neurons.

The importance of the spinal cord and reflexes is illustrated by the outcome of acci-
dents in which the cord is injured or severed. In some cases, injury results in quadriplegia,
a condition in which people lose voluntary muscle movement below the neck. In a less
severe but still debilitating condition, paraplegia, people are unable to voluntarily move
any muscles in the lower half of the body.

As suggested by its name, the peripheral nervous system branches out from the
spinal cord and brain and reaches the extremities of the body. Made up of neurons with
long axons and dendrites, the peripheral nervous system encompasses all the parts of
the nervous system other than the brain and spinal cord. There are two major divisions—
the somatic division and the autonomic division-both of which connect the central
nervous system with the sense organs, muscles, glands, and other organs. The somatic
division specializes in the control of voluntary movements—such as the motion of the
eyes to read this sentence or those of the hand to turn this page—and the communication
of information to and from the sense organs. The autonomic division controls the
parts of the body that keep us alive—the heart, blood vessels, glands, lungs, and other
organs that function involuntarily without our awareness. As you are reading at this
moment, the autonomic division of the peripheral nervous system is pumping blood
through your body, pushing your lungs in and out, and overseeing the digestion of
your last meal.

ACTIVATING THE DIVISIONS
OF THE AUTONOMIC NERVOUS SYSTEM

The autonomic division plays a particularly crucial role during emergencies. Suppose that
as you are reading you suddenly sense that a stranger is watching you through the
window. As you look up, you see the glint of something that might be a knife. As
confusion clouds your mind and fear overcomes your attempts to think rationally, what
happens to your body? If you are like most people, you react immediately on a physio-
logical level. Your heart rate increases, you begin to sweat, and you develop goose bumps
all over your body.

The physiological changes that occur during a crisis result from the activation of
one of the two parts of the autonomic nervous system: the sympathetic division.
The sympathetic division acts to prepare the body for action in stressful situations by
engaging all of the organism’s resources to run away or to confront the threat. This is
often called the “fight or flight” response.

In contrast, the parasympathetic division acts to calm the body after the
emergency has ended. When you find, for instance, that the stranger at the window
is actually your roommate, who has lost his keys and is climbing in the window to
avoid waking you, your parasympathetic division begins to take over, lowering your
heart rate, stopping your sweating, and returning your body to the state it was in
before you became alarmed. The parasympathetic division also directs the body to
store energy for use in emergencies.

The sympathetic and parasympathetic divisions work together to regulate many
functions of the body (see Figure 3). For instance, sexual arousal is controlled by
the parasympathetic division, but sexual orgasm is a function of the sympathetic
division. The sympathetic and parasympathetic divisions also are involved in a num-
ber of disorders. For example, one explanation of documented examples of “voodoo
death”in which a person is literally scared to death resulting from a voodoo curse—
may be produced by overstimulation of the sympathetic division due to extreme
fear (Sternberg, 2002).
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Parasympathetic Sympathetic FIGURE 3 The major functions of the
autonomic nervous system. The sympa-
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The Evolutionary Foundations
of the Nervous System

The complexities of the nervous system can be better understood if we take the
course of evolution into consideration. The forerunner of the human nervous system
is found in the earliest simple organisms to have a spinal cord. Basically, those organ-
isms were simple input-output devices: When the upper side of the spinal cord was
stimulated by, for instance, being touched, the organism reacted with a simple
response, such as jerking away. Such responses were completely a consequence of the
organism’s genetic makeup.
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evolutionary psychology The branch
of psychology that seeks to identify be-
havior patterns that are a result of our
genetic inheritance from our ancestors.

behavioral genetics The study of the
effects of heredity on behavior.

endocrine system A chemical
communication network that sends
messages throughout the body via the
bloodstream.

hormones Chemicals that circulate
through the blood and regulate the
functioning or growth of the body.

pituitary gland The major component
of the endocrine system, or “master
gland,” which secretes hormones that
control growth and other parts of the
endocrine system.

Over millions of years, the spinal cord became more specialized, and organisms
became capable of distinguishing between different kinds of stimuli and responding
appropriately to them. Ultimately, a portion of the spinal cord evolved into what we
would consider a primitive brain.

Today, the nervous system is hierarchically organized, meaning that relatively newer
(from an evolutionary point of view) and more sophisticated regions of the brain reg-
ulate the older, and more primitive, parts of the nervous system. As we move up along
the spinal cord and continue upward into the brain, then, the functions controlled by
the various regions become progressively more advanced.

Why should we care about the evolutionary background of the human nervous
system? The answer comes from researchers working in the area of evolutionary
psychology, the branch of psychology that seeks to identify how behavior is influ-
enced and produced by our genetic inheritance from our ancestors.

Evolutionary psychologists argue that the course of evolution is reflected in the
structure and functioning of the nervous system and that evolutionary factors conse-
quently have a significant influence on our everyday behavior. Their work, in conjunc-
tion with the research of scientists studying genetics, biochemistry, and medicine, has
led to an understanding of how our behavior is affected by heredity, our genetically
determined heritage.

Evolutionary psychologists have spawned a new and increasingly influential field:
behavioral genetics. As we will discuss further in the chapter on development, behavioral
genetics is the study of the effects of heredity on behavior. Consistent with the evolu-
tionary perspective, behavioral genetics researchers are finding increasing evidence that
cognitive abilities, personality traits, sexual orientation, and psychological disorders are
determined to some extent by genetic factors (Livesley & Jang, 2008; Vernon et al,, 2008;
Schermer et al, 2011; Maxson, 2013).

The Endocrine System:
Of Chemicals and Glands

Another of the body’s communication systems, the endocrine system is a chemical
communication network that sends messages throughout the body via the bloodstream.
Its job is to secrete hormones, chemicals that circulate through the blood and regu-
late the functioning or growth of the body. It also influences—and is influenced by-the
functioning of the nervous system. Although the endocrine system is not part of the
brain, it is closely linked to the hypothalamus.

As chemical messengers, hormones are like neurotransmitters, although their speed
and mode of transmission are quite different. Whereas neural messages are measured
in thousandths of a second, hormonal communications may take minutes to reach their
destination. Furthermore, neural messages move through neurons in specific lines (like
a signal carried by wires strung along telephone poles), whereas hormones travel
throughout the body, similar to the way radio waves are transmitted across the entire
landscape. Just as radio waves evoke a response only when a radio is tuned to the
correct station, hormones flowing through the bloodstream activate only those cells
that are receptive and “tuned” to the appropriate hormonal message.

A key component of the endocrine system is the tiny pituitary gland, which
is found near—-and regulated by-the hypothalamus in the brain. The pituitary
gland has sometimes been called the “master gland” because it controls the func-
tioning of the rest of the endocrine system. But the pituitary gland is more than
just the taskmaster of other glands; it has important functions in its own right.
For instance, hormones secreted by the pituitary gland control growth. Extremely
short people and unusually tall ones usually have pituitary gland abnormalities.
Other endocrine glands, shown in Figure 4, affect emotional reactions, sexual urges,
and energy levels.
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Hypothalamus

Pituitary gland

Thyroid gland
Parathyroid gland

Pancreas

Adrenal gland

Ovary
(in females)

Testis
(in males)

Despite its designation as the “master gland,” the pituitary is actually a servant
of the brain, because the brain is ultimately responsible for the endocrine system’s
functioning. The brain maintains the internal balance of the body through the
hypothalamus.

Individual hormones can wear many hats, depending on circumstances. For example,
the hormone oxytocin is at the root of many of life’s satisfactions and pleasures. In
new mothers, oxytocin produces an urge to nurse newborn offspring. The same hor-
mone also seems to stimulate cuddling between species members. And—at least in
rats—it encourages sexually active males to seek out females more passionately, and
females to be more receptive to males’ sexual advances. There’s even evidence that
oxytocin is related to the development of trust in others, helping to grease the wheels
of effective social interaction (Meinlschmidt & Heim, 2007; Guastella, Mitchell, & Dadds,
2008; De Dreu et al, 2011).

Although hormones are produced naturally by the endocrine system, the ingestion
of artificial hormones has proved to be both beneficial and potentially dangerous. For
example, before the early 2000s, physicians frequently prescribed hormone replacement
therapy (HRT) to treat symptoms of menopause in older women. However, because
recent research suggests that the treatment has potentially dangerous side effects,
health experts now warn that in many cases the dangers outweigh the benefits
(Alexandersen, Karsdal, & Christiansen, 2009; Jacobs et al,, 2013).

The use of testosterone, a male hormone, and drugs known as steroids, which act
like testosterone, is increasingly common. For athletes and others who want to bulk
up their appearance, steroids provide a way to add muscle weight and increase

FIGURE 4 Location and function of the
major endocrine glands. The pituitary
gland controls the functioning of the
other endocrine glands and, in turn, is
regulated by the hypothalamus.

Study Alert

The endocrine system produces
hormones, chemicals that
circulate through the body via
the bloodstream.
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Steroids can provide added muscle and
strength, but they have dangerous side
effects. A number of well-known athletes
in a variety of sports, such as baseball
player Alex Rodriguez have been ac-
cused of using the drugs illegally. In fact,
a number of them have publicly said they
have used them.

strength. However, these drugs can lead to stunted growth, shrinking of the testicles,
heart attacks, strokes, and cancer, making them extremely dangerous. Furthermore,
they can even produce violent behavior. For example, in one tragic case, professional
wrestler Chris Benoit strangled his wife, suffocated his son, and later hanged himself—
acts that were attributed to his use of steroids (K16tz, Garle, & Granath, 2006; Pagonis,
Angelopoulos, & Koukoulis, 2006; Sandomir, 2007).

RECAP/EVALUATE/RETHINK

RECAP of the evolutionary basis of the structure and organiza-
) tion of the human nervous system.
LO 6-1 How are the structures of the nervous system linked?

) LO 6-2 How does the endocrine system affect behavior?
e The nervous system is made up of the central nervous

system (the brain and spinal cord) and the peripheral * The endocrine system secretes hormones, chemicals that
nervous system. The peripheral nervous system is made regulate the functioning of the body, via the bloodstream.
up of the somatic division, which controls voluntary The pituitary gland secretes growth hormones and influ-
movements and the communication of information to and ences the release of hormones by other endocrine glands,
from the sense organs, and the autonomic division, which and in turn is regulated by the hypothalamus.
controls involuntary functions such as those of the hearrt,
blood vessels, and lungs. EVALUATE
* The autonomic division of the peripheral nervous 1. If you put your hand on a red-hot piece of metal, the imme-
system is further subdivided into the sympathetic and diate response of pulling it away would be an example of
parasympathetic divisions. The sympathetic division a(n)
prepares the body in emergency situations, and the 2. The central nervous system is composed of the
parasympathetic division helps the body return to its and the )
typical resting state. 3. In the peripheral nervous system, the division
e Evolutionary psychology, the branch of psychology that controls voluntary movements, whereas the
seeks to identify behavior patterns that are a result of our division controls organs that keep us alive and function

genetic inheritance, has led to increased understanding without our awareness.
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4. Maria saw a young boy run into the street and get hit by a
car. When she got to the fallen child, she was in a state of
panic. She was sweating, and her heart was racing. Her bio-
logical state resulted from the activation of what division of
the nervous system?

a. parasympathetic
b. central
c. sympathetic

5. The emerging field of studies ways in which our

genetic inheritance predisposes us to behave in certain ways.

KEY TERMS

central nervous system motor (efferent) neurons
(CNS) peripheral nervous system

spinal cord somatic division

reflex autonomic division

sensory (afferent) neurons

RETHINK

1. In what ways is the “fight-or-flight” response helpful to humans
in emergency situations?

2. How might communication within the nervous system result
in human consciousness?

Answers to Evaluate Questions

A8ojoydAsd Areuonnioas *g
OnayredwAs D ¢ OrwouoINe Onewos *¢ pIiod [eurds ‘UTeIq ‘g X931 T

sympathetic division endocrine system
parasympathetic division hormones
evolutionary psychology pituitary gland

behavioral genetics



The Brain

Learning Outcomes

LO 7-1 How do researchers
identify the major parts and
functions of the brain?

LO 7-2 What are the major
parts of the brain, and for
what behaviors is each part
responsible?

LO 7-3 How do the two halves
of the brain operate interde-
pendently?

LO 7-4 How can an under-
standing of the nervous system
help us find ways to alleviate
disease and pain?

The brain (shown here in cross-section) may not be much
to look at, but it represents one of the great marvels of
human development. Why do most scientists believe
that it will be difficult, if not impossible, to duplicate the
brain’s abilities?

68

It is not much to look at. Soft, spongy, mottled, and pinkish-gray in color, it hardly
can be said to possess much in the way of physical beauty. Despite its physical
appearance, however, it ranks as the greatest natural marvel that we know and has a
beauty and sophistication all its own.

The object to which this description applies: the brain. The brain is responsible for
our loftiest thoughts—and our most primitive urges. It is the overseer of the intricate
workings of the human body. If one were to attempt to design a computer to mimic
the range of capabilities of the brain, the task would be nearly impossible; in fact, it has
proved difficult even to come close. The sheer quantity of nerve cells in the brain is
enough to daunt even the most ambitious computer engineer. Many billions of neurons
make up a structure weighing just 3 pounds in the average adult. However, it is not
the number of cells that is the most astounding thing about the brain but its ability to
allow the human intellect to flourish by guiding our behavior and thoughts.

We turn now to a consideration of the particular structures of the brain and the
primary functions to which they are related. However, a caution is in order. Although
we’ll discuss specific areas of the brain in relation to specific behaviors, this approach
is an oversimplification. No straightforward one-to-one correspondence exists between
a distinct part of the brain and a particular behavior. Instead, behavior is produced by
complex interconnections among sets of neurons in many areas of the brain: Our
behavior, emotions, thoughts, hopes, and dreams are produced by a variety of neurons
throughout the nervous system working in concert.

Studying the Brain’s
Structure and Functions:
Spying on the Brain

The brain has posed a continual challenge to those who would study it.
For most of history, its examination was possible only after an indi-
vidual had died. Only then could the skull be opened and the
brain cut into without serious injury. Although informative, this
procedure could hardly tell us much about the functioning of the
healthy brain.

Today, however, brain-scanning techniques provide a window
into the living brain. Using these techniques, investigators can take
a “snapshot” of the internal workings of the brain without having to
cut open a person’s skull. The most important scanning techniques,
illustrated in Figure 1, are the electroencephalogram (EEG), positron
emission tomography (PET), functional magnetic resonance imaging
(fMRI), and transcranial magnetic stimulation imaging (TMS).

The electroencephalogram (EEG) records electrical activity in the
brain through electrodes placed on the outside of the skull. Although
traditionally the EEG could produce only a graph of electrical wave
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YISUAL STIMULATION
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(a) EEG

EYES CLOSED EYES OPEN COMPLEX SCENE

(b) fMRI (c) PET scan (d) TMS Apparatus

FIGURE 1 Brain scans produced by different techniques. (a) A computer-produced EEG image.
(b) The fMRI scan uses a magnetic field to provide a detailed view of brain activity on a moment-
by-moment basis. (c) The PET scan displays the functioning of the brain at a given moment.

(d) Transcranial magnetic stimulation (TMS), the newest type of scan, produces a momentary
disruption in an area of the brain, allowing researchers to see what activities are controlled by
that area. TMS also has the potential to treat some psychological disorders.

patterns, new techniques are now used to transform the brain’s electrical activity into
a pictorial representation of the brain that allows more precise diagnosis of disorders
such as epilepsy and learning disabilities.

Functional magnetic resonance imaging (fMRI) scans provide a detailed, three-dimensional
computer-generated image of brain structures and activity by aiming a powerful magnetic
field at the body. With fMRI scanning, it is possible to produce vivid, detailed images of
the functioning of the brain.

Using fMRI scans, researchers are able to view features of less than a millimeter
in size and view changes occurring in intervals of '/}, of a second. For example, fMRI
scans can show the operation of individual bundles of nerves by tracing the flow of
blood, opening the way for improved diagnosis of ailments ranging from chronic back
pain to nervous system disorders such as strokes, multiple sclerosis, and Alzheimer’s.
Scans using fMRI are routinely used in planning brain surgery, because they can help
surgeons distinguish areas of the brain involved in normal and disturbed functioning
(Quenot et al, 2005; D’Arcy, Bolster, & Ryner, 2007; Loitfelder et al, 2011).

Positron emission tomography (PET) scans show biochemical activity within the brain
at a given moment. PET scans begin with the injection of a radioactive (but safe)
liquid into the bloodstream, which makes its way to the brain. By locating radiation
within the brain, a computer can determine which are the more active regions, pro-
viding a striking picture of the brain at work. For example, PET scans may be used in
cases of memory problems, seeking to identify the presence of brain tumors (Gronholm
et al, 2005; McMurtray et al., 2007).

Transcranial magnetic stimulation (TMS) is one of the newest types of scan. By expos-
ing a tiny region of the brain to a strong magnetic field, TMS causes a momentary
interruption of electrical activity. Researchers then are able to note the effects of this

Remember how EEG, fMRI,
PET, and TMS differ in the ways
that they produce an image of
the brain.
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Cerebral cortex
(the “new brain”)

Central core
(the “old brain”)

FIGURE 2 The major divisions of the brain:
the cerebral cortex and the central core.

central core The “old brain,” which
controls basic functions such as eating
and sleeping and is common to all
vertebrates.

cerebellum (ser-uh-BELL-um) The
part of the brain that controls bodily
balance.

reticular formation The part of the
brain extending from the medulla
through the pons; it is related to changes
in the level of arousal of the body.

thalamus The part of the brain located
in the middle of the central core that
acts primarily to relay information about
the senses.

interruption on normal brain functioning. The procedure is sometimes called a “virtual
lesion,” because it produces effects analogous to what would occur if areas of the brain
were physically cut. The enormous advantage of TMS, of course, is that the virtual cut
is only temporary. In addition to identifying areas of the brain that are responsible for
particular functions, TMS has the potential to treat certain kinds of psychological disorders,
such as depression and schizophrenia, by shooting brief magnetic pulses through the brain
(Fitzgerald & Daskalakis, 2008; Rado, Dowd, & Janicak, 2008; Pallanti & Bernardi, 2009).

Future discoveries may yield even more sophisticated methods of examining the
brain. For example, the emerging field of optogenetics involves genetic engineering and
the use of special types of light to view individual circuits of neurons (Miesenbock,
2008; Gradinaru et al., 2009; Iwai et al, 2011).

Advances in our understanding of the brain also are paving the way for the devel-
opment of new methods for harnessing the brain’s neural signals. We consider some
of these intriguing findings in Applying Psychology in the 21st Century.

The Central Core:
Our “Old Brain”

Although the capabilities of the human brain far exceed those of the brain of any other
species, humans share some basic functions, such as breathing, eating, and sleeping, with
more primitive animals. Not surprisingly, those activities are directed by a relatively
primitive part of the brain. A portion of the brain known as the central core (see
Figure 2) is quite similar in all vertebrates (species with backbones). The central core
is sometimes referred to as the “old brain,” because its evolution can be traced back
some 500 million years to primitive structures found in nonhuman species.

If we were to move up the spinal cord from the base of the skull to locate the
structures of the central core of the brain, the first part we would come to would
be the hindbrain, which contains the medulla, pons, and cerebellum (see Figure 3).
The medulla controls a number of critical body functions, the most important of which
are breathing and heartbeat. The pons is a bridge in the hindbrain. Containing large
bundles of nerves, the pons acts as a transmitter of motor information, coordinating
muscles and integrating movement between the right and left halves of the body. It
is also involved in regulating sleep.

The cerebellum extends from the rear of the hindbrain. Without the help of the
cerebellum we would be unable to walk a straight line without staggering and lurch-
ing forward, for it is the job of the cerebellum to control bodily balance. It constantly
monitors feedback from the muscles to coordinate their placement, movement, and
tension. In fact, drinking too much alcohol seems to depress the activity of the cere-
bellum, leading to the unsteady gait and movement characteristic of drunkenness. The
cerebellum is also involved in several intellectual functions, ranging from the analysis
and coordination of sensory information to problem solving (Paquier & Marién, 2005;
Vandervert, Schimpf, & Liu, 2007; Swain, Kerr, & Thompson, 2011).

The reticular formation extends from the medulla through the pons, passing
through the middle section of the brain—or midbrain-and into the front-most part of
the brain, called the forebrain. Like an ever-vigilant guard, the reticular formation pro-
duces general arousal of our body. If, for example, we are startled by a loud noise, the
reticular formation can prompt a heightened state of awareness to determine whether
a response is necessary. The reticular formation also helps regulate our sleep-wake cycle
by filtering out background stimuli to allow us to sleep undisturbed.

Hidden within the forebrain, the thalamus acts primarily as a relay station for
information about the senses. Messages from the eyes, ears, and skin travel to the
thalamus to be communicated upward to higher parts of the brain. The thalamus also
integrates information from higher parts of the brain, sorting it out so that it can be
sent to the cerebellum and medulla.




Mind Over Cursor: Harnessing
Brainpower to Improve Lives

For Stephen Hawking, world-renowned
physicist, time is running out. Now in his
70s, Hawking suffers from amyotrophic
lateral sclerosis, or Lou Gehrig’s disease.
The illness has paralyzed his body and has
left him unable to move, eat, or speak on
his own. Although his mind still functions
normally, his ability to communicate is
extremely limited.

That may change, however, as neurosci-
entists develop increasingly sophisticated
devices to facilitate communication.
Hawking has been testing the iBrain, a
brain-scanning device that employs a head-
band and an extremely lightweight sensor
the size of a small matchbox. The iBrain
uses a single channel to detect waves of
electrical brain activity.

To test the device, Hawking was asked to
wear the headband and to imagine that he
was making a fist. Although he was physi-
cally unable to carry out the command, the
neurons in his brain reacted and triggered a
series of brain waves that the iBrain could
sense. The iBrain could “read” those com-
mands and produced a series of spikes on a
graph. This is just a first step in moving
toward real communication, but it holds
great promise for people with spinal cord
injuries and diseases that have left them par-
alyzed (Duncan, 2012; Genzlinger, 2013).

Other advances are showing how the
innermost workings of the brain can be
harnessed. Consider, for example, a man in
his 20s who had a severe form of epilepsy.
As part of his treatment, surgeons inserted
a group of electrodes, called an electrocorti-
cographic (ECoG) implant, on top of his
brain’s cortex to help control the severe
seizures he was experiencing. But the
ECoG implant did more than alleviate the
seizures: Research scientists were able to
teach him to control activities on a com-
puter via the implant in his brain.
Remarkably, he was able to use only his
thoughts to play the video game “Galaga,”
moving a spaceship back and forth and
shooting at menacing creatures on the
screen (Kennedy, 2011; Leuthardt et al,
2011; Leuthardt et al,, 2013).

Although the ability to play video games
mentally may seem like a trivial advance,
the accomplishment holds serious implica-
tions for future advances. It ultimately may
permit people to “speak” using only their
neurons. For example, we might think of a
dog and immediately see the word dog
appear on a video screen (Kennedy, 2011).

RETHINK
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Neuroscience researchers are making

significant progress at developing the
technology of thought-based interfaces.
Though many hurdles remain before para-
lyzed people will be using thought-
controlled devices routinely, researchers
are making inroads into this technology
(Genzlinger, 2013).

e What would be required to make brain wave communication two-way instead

of only one-way?

e What implications would there be if people gained the ability to communicate

with each other in this way?
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Hypothalamus
Responsible for regulating basic
biological needs: hunger, thirst,
temperature control

Cerebral Cortex
The "new brain" responsible for
the most sophisticated processing

Corpus Callosum
Bridge of fibers passing
information between the two

Pituitary Gland :
. cerebral hemispheres

“Master” gland that regulates
other endocrine glands

Thalamus
Relay center for cortex; handles

Pons ! : . .
incoming and outgoing signals

Involved in sleep and arousal

Cerebellum
Controls bodily balance

Reticular Formation
A network of neurons related to
sleep, arousal, and attention

Spinal Cord Medulla
Responsible for communication Responsible for regulating largely
between brain and rest of body; unconscious functions such as

involved with simple reflexes breathing and circulation

FIGURE 3 The major structures in the brain. (Source: Adapted from Bloom, 1975.)

hypothalamus A tiny part of the The hypothalamus is located just below the thalamus. Although tiny—about the
brain, located below the thalamus, that size of a fingertip—the hypothalamus plays an extremely important role. One of its
maintains homeostasis and produces and major functions is to maintain homeostasis, a steady internal environment for the body.
regulates vital behavior, such as eating, The hypothalamus helps provide a constant body temperature and monitors the amount
drinking, and sexual behavior. of nutrients stored in the cells. A second major function is equally important: the

hypothalamus produces and regulates behavior that is critical to the basic survival of
the species, such as eating, self-protection, and sex.

The Limbic System:
Beyond the Central Core

In an eerie view of the future, science fiction writers have suggested that people
someday will routinely have electrodes implanted in their brains. Those electrodes will
permit them to receive tiny shocks that will produce the sensation of pleasure by
stimulating certain centers of the brain. When they feel upset, people will simply
activate their electrodes to achieve an immediate high.

Although far-fetched-and ultimately improbable—such a futuristic fantasy is based
on fact. The brain does have pleasure centers in several areas, including some in the

limbic system The part of the brain limbic system. Consisting of a series of doughnut-shaped structures that include the
that controls eating, aggression, and amygdala and hippocampus, the limbic system borders the top of the central core and
reproduction. has connections with the cerebral cortex (see Figure 4).

The structures of the limbic system jointly control a variety of basic functions
relating to emotions and self-preservation, such as eating, aggression, and reproduc-
tion. Injury to the limbic system can produce striking changes in behavior. For
example, injury to the amygdala, which is involved in fear and aggression, can turn



animals that are usually docile and tame into belligerent savages. Con-
versely, animals that are usually wild and uncontrollable may become meek
and obedient following injury to the amygdala (Bedard & Persinger, 1995;
Gontkovsky, 2005; Smith et al, 2013).

Research examining the effects of mild electric shocks to parts of the limbic
system and other parts of the brain has produced some thought-provoking
findings. In one experiment, rats that pressed a bar received mild electric stim-
ulation through an electrode implanted in their brains, which produced plea-
surable feelings. Even starving rats on their way to food would stop to press
the bar as many times as they could. Some rats would actually stimulate them-
selves literally thousands of times an hour—until they collapsed with fatigue
(Routtenberg & Lindy, 1965; Olds & Fobes, 1981; Fountas & Smith, 2007).

Some humans have also experienced the extraordinarily pleasurable
quality of certain kinds of stimulation: As part of the treatment for certain
kinds of brain disorders, some people have received electrical stimulation to
certain areas of the limbic system. Although at a loss to describe just what
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it feels like, these people report the experience to be intensely pleasurable, EiGURE 4 The limbic system is involved in self-

similar in some respects to sexual orgasm. preservation, learning, memory, and the experience

The limbic system and hippocampus, in particular, play an important ¢ pjeasure.

role in learning and memory. Their importance is demonstrated in certain

patients with epilepsy, who, in an effort to stop their seizures, have had portions of
the limbic system removed. One unintended consequence of the surgery is that
individuals sometimes have difficulty learning and remembering new information. In
one case, a patient who had undergone surgery was unable to remember where he
lived, although he had resided at the same address for 8 years. Further, even though
the patient was able to carry on animated conversations, he was unable, a few min-
utes later, to recall what had been discussed (Milner, 1966; Rich & Shapiro, 2007;
Grimm, 2011).

The limbic system, then, is involved in several important functions, including
self-preservation, learning, memory, and the experience of pleasure. These functions
are hardly unique to humans; in fact, the limbic system is sometimes referred to as
the “animal brain,” because its structures and functions are so similar to those of
other mammals. To identify the part of the brain that provides the complex and
subtle capabilities that are uniquely human, we need to turn to another structure—
the cerebral cortex.

The Cerebral Cortex:
Our “New Brain”

As we have proceeded up the spinal cord and into the brain, our discussion has cen-
tered on areas of the brain that control functions similar to those found in less sophis-
ticated organisms. But where, you may be asking, are the portions of the brain that
enable humans to do what they do best and that distinguish humans from all other
animals? Those unique features of the human brain—-indeed, the very capabilities that
allow you to come up with such a question in the first place-are embodied in the
ability to think, evaluate, and make complex judgments. The principal location of these
abilities, along with many others, is the cerebral cortex.

The cerebral cortex is referred to as the “new brain” because of its relatively
recent evolution. It consists of a mass of deeply folded, rippled, convoluted tissue.
Although only about Y2 of an inch thick, it would, if flattened out, cover an area
more than 2 feet square. This configuration allows the surface area of the cortex to
be considerably greater than it would be if it were smoother and more uniformly
packed into the skull. The uneven shape also permits a high level of integration of
neurons, allowing sophisticated information processing.

cerebral cortex The “new brain,”
responsible for the most sophisticated
information processing in the brain;
contains four lobes.
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lobes The four major sections of the
cerebral cortex: frontal, parietal,
temporal, and occipital.

motor area The part of the cortex that
is largely responsible for the body’s
voluntary movement.
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FIGURE 5 The cerebral cortex of the brain. The major physical structures of the cerebral cortex
are called lobes. This figure also illustrates the functions associated with particular areas of the

cerebral cortex. Are any areas of the cerebral cortex present in nonhuman animals?

deep grooves called sulci. Figure 5 shows the four areas.

Another way to describe the brain is in terms of the functions associated with a
particular area. Figure S also shows the specialized regions within the lobes related to
specific functions and areas of the body. Three major areas are known: the motor areas,
the sensory areas, and the association areas. Although we will discuss these areas as
though they were separate and independent, keep in mind that this is an oversimpli-
fication. In most instances, behavior is influenced simultaneously by several structures
and areas within the brain, operating interdependently. To give one example, people
use different areas of the brain when they create sentences (a verbal task) compared
with when they improvise musical tunes. Furthermore, when people suffer brain injury,
uninjured portions of the brain can sometimes take over the functions that were pre-
viously handled by the damaged area. In short, the brain is extraordinarily adaptable

(Sacks, 2003; Boller, 2004; Brown, Martinez, & Parsons, 2006).

THE MOTOR AREA OF THE CORTEX

stimulated it, a different part of the body would move.

The cerebral cortex consists of four major sections called lobes. Each lobe has
specialized areas that relate to particular functions. If we take a side view of the brain,
the frontal lobes lie at the front center of the cortex and the parietal lobes lie behind
them. The temporal lobes are found in the lower-center portion of the cortex, with the
occipital lobes lying behind them. These four sets of lobes are physically separated by

If you look at the frontal lobe in Figure 5, you will see a shaded portion labeled motor
area. This part of the cortex is largely responsible for the body’s voluntary movement.
Every portion of the motor area corresponds to a specific locale within the body. If
we were to insert an electrode into a particular part of the motor area of the cortex
and apply mild electrical stimulation, there would be involuntary movement in the
corresponding part of the body. If we moved to another part of the motor area and



The motor area is so well mapped that researchers have identified the amount and
relative location of cortical tissue used to produce movement in specific parts of the
human body. For example, the control of movements that are relatively large scale and
require little precision, such as the movement of a knee or a hip, is centered in a very
small space in the motor area. In contrast, movements that must be precise and delicate,
such as facial expressions and finger movements, are controlled by a considerably larger
portion of the motor area (Schwenkreis et al., 2007).

In short, the motor area of the cortex provides a guide to the degree of complexity
and the importance of the motor capabilities of specific parts of the body. In fact, it may
do even more: Increasing evidence shows that not only does the motor cortex control
different parts of the body, but it may also direct body parts into complex postures, such
as the stance of a football center just before the ball is snapped to the quarterback or a
swimmer standing at the edge of a diving board (Dessing et al,, 2005; Pool et al, 2013).

Ultimately, movement, like other behavior, is produced through the coordinated
firing of a complex variety of neurons in the nervous system. The neurons that produce
movement are linked in elaborate ways and work closely together.

THE SENSORY AREA OF THE CORTEX

Given the one-to-one correspondence between the motor area and body location, it is
not surprising to find a similar relationship between specific portions of the cortex and
specific senses. The sensory area of the cortex includes three regions: one that cor-
responds primarily to body sensations (including touch and pressure), one relating to
sight, and a third relating to sound. For instance, the somatosensory area in the parietal
lobe encompasses specific locations associated with the ability to perceive touch and
pressure in a particular area of the body. As with the motor area, the amount of brain
tissue related to a particular location on the body determines the degree of sensitivity
of that location. Specifically, the greater the area devoted to a specific area of the body
within the cortex, the more sensitive is that area of the body. As you can see from
the weird-looking individual in Figure 6, parts such as the fingers are related to a larger
portion of the somatosensory area and are the most sensitive.

The senses of sound and sight are also represented in specific areas of the cerebral
cortex. An auditory area located in the temporal lobe is responsible for the sense of
hearing. If the auditory area is stimulated electrically, a person will hear sounds such
as clicks or hums. It also appears that particular locations within the auditory area
respond to specific pitches (Hudspeth, 2000; Brown & Martinez, 2007; Hyde, Peretz, &
Zatorre, 2008; Bizley et al., 2009).

The visual area in the cortex, located in the occipital lobe,
responds in the same way to electrical stimulation. Stimulation by
electrodes produces the experience of flashes of light or colors,
suggesting that the raw sensory input of images from the eyes is
received in this area of the brain and transformed into meaningful
stimuli. The visual area provides another example of how areas of
the brain are intimately related to specific areas of the body:
Specific structures in the eye are related to a particular part of
the cortex—with, as you might guess, more area of the brain given
to the most sensitive portions of the retina (Wurtz & Kandel,
2000; Stenbacka & Vanni, 2007; Libedinsky & Livingstone, 2011).

THE ASSOCIATION AREAS OF THE CORTEX
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sensory area The site in the brain of
the tissue that corresponds to each of
the senses, with the degree of sensitiv-
ity related to the amount of tissue.

In a freak accident in 1848, an explosion drove a 3-foot-long iron FIGURE 6 The greater the amount of tissue in the somatosensory
bar completely through the skull of railroad worker Phineas Gage, area of the brain that is related to a specific body part, the more
where it remained after the accident. Amazingly, Gage survived sensitive is that body part. If the size of our body parts reflected
and, despite the rod lodged through his head, a few minutes later the corresponding amount of brain tissue, we would look like

seemed to be fine. this strange creature.
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association areas One of the major
regions of the cerebral cortex; the site
of the higher mental processes, such as
thought, language, memory, and speech.

neuroplasticity Changes in the brain
that occur throughout the life span
relating to the addition of new neurons,
new interconnections between neurons,
and the reorganization of informa-
tion-processing areas.

But he wasn’t. Before the accident, Gage was hardworking and cautious. After-
ward, he became irresponsible, drank heavily, and drifted from one wild scheme to
another. In the words of one of his physicians, “he was ‘no longer Gage” (Harlow,
1869, p. 14).

What had happened to the old Gage? Although there is no way of knowing for
sure, we can speculate that the accident injured the region of Gage’s cerebral cortex
known as the association areas, which generally are considered to be the site of
higher mental processes such as thinking, language, memory, and speech (Rowe et
al, 2000).

The association areas make up a large portion of the cerebral cortex and consist
of the sections that are not directly involved in either sensory processing or directing
movement. The association areas control executive functions, which abilities are relating
to planning, goal setting, judgment, and impulse control.

Much of our understanding of the association areas comes from patients who, like
Phineas Gage, have suffered some type of brain injury. For example, when parts of the
association areas are damaged, people undergo personality changes that affect their
ability to make moral judgments and process emotions. At the same time, people with
damage in those areas can still be capable of reasoning logically, performing calculations,
and recalling information (Bechara et al, 1994).

Injuries to the association areas of the brain can produce aphasia, problems with
language. In Broca’s aphasia, speech becomes halting, laborious, and often ungrammatical,
and a speaker is unable to find the right words. In contrast, Wernicke’s aphasia produces
difficulties both in understanding others’ speech and in the production of language. The
disorder is characterized by speech that sounds fluent but makes no sense, as in this
example from a Wernicke’s patient: “Boy, I'm sweating, 'm awful nervous, you know, once
in a while I get caught up, I can’t mention the tarripoi, a month ago, quite a little . .
(Gardner, 1975; Caplan, Waters, & Dede, 2007; Robson et al, 2013).

Neuroplasticity and the Brain

Shortly after he was born, Jacob Stark’s arms and legs started jerking every 20 min-
utes. Weeks later he could not focus his eyes on his mother’s face. The diagnosis:
uncontrollable epileptic seizures involving his entire brain.

His mother, Sally Stark, recalled: “When Jacob was 2¥2 months old, they said he
would never learn to sit up, would never be able to feed himself. . . . They told us
to take him home, love him, and find an institution” (Blakeslee, 1992: C3).

Instead, Jacob had brain surgery when he was 5 months old in which physicians
removed 20% of his brain. The operation was a complete success. Three years later
Jacob seemed normal in every way, with no sign of seizures.

The surgery that helped Jacob was based on the premise that the diseased part
of his brain was producing seizures throughout the brain. Surgeons reasoned that if
they removed the misfiring portion, the remaining parts of the brain, which appeared
intact in PET scans, would take over. They correctly bet that Jacob could still lead
a normal life after surgery, particularly because the surgery was being done at so
young an age.

The success of Jacob’s surgery illustrates that the brain has the ability to shift
functions to different locations after injury to a specific area or in cases of surgery. But
equally encouraging are some new findings about the regenerative powers of the brain
and nervous system.

Scientists have learned in recent years that the brain continually changes,
reorganizes itself, and is far more resilient than once thought. Neuroplasticity
refers to changes in the brain that occur throughout the life span relating to the
addition of new neurons, new interconnections between neurons, and the reorga-
nization of information-processing areas. For example, although for many years



conventional wisdom held that no new brain cells are created after childhood,
new research finds otherwise. Not only do the interconnections between neurons
become more complex throughout life, but it now appears that new neurons are
also created in certain areas of the brain during adulthood-a process called
neurogenesis. Each day, thousands of new neurons are created, especially in areas
of the brain related to learning and memory (Poo & Isaacson, 2007; Shors, 2009;
Kempermann, 2011).

The ability of neurons to renew themselves during adulthood has significant impli-
cations for the potential treatment of disorders of the nervous system (see Neuroscience
in Your Life). For example, drugs that trigger the development of new neurons might
be used to counter such diseases as Alzheimer’s, which are produced when neurons
die (Eisch et al., 2008; Waddell & Shors, 2008; Hamilton et al., 2013).

Furthermore, specific experiences can modify the way in which information is
processed. For example, if you learn to read Braille, the amount of tissue in your cor-
tex related to sensation in the fingertips will expand. Similarly, if you take up the
violin, the area of the brain that receives messages from your fingers will grow—but
only relating to the fingers that actually move across the violin’s strings (Schwartz &
Begley, 2002; Kolb, Gibb, & Robinson, 2003).

The future also holds promise for people who suffer from the tremors and loss of
motor control produced by Parkinson’s disease, although the research is mired in con-
troversy. Because Parkinson’s disease is caused by a gradual loss of cells that stimulate
the production of dopamine in the brain, many investigators have reasoned that a
procedure that would increase the supply of dopamine might be effective. They seem
to be on the right track. When stem cells-immature cells from human fetuses that
have the potential to develop into a variety of specialized cell types, depending on
where they are implanted—are injected directly into the brains of Parkinson’s sufferers,
they take root and stimulate dopamine production. Preliminary results have been prom-
ising, with some patients showing great improvement (Parish & Arenas, 2007, Newman &
Bakay, 2008; Wang et al, 2011).

Neuroscience in Your Li

The Plastic Brain

As soldiers return from international conflicts injured by war, they often return to a new life.
Those with missing limbs face challenges learning new ways to do things or learning to use
artificial limbs. However, it isn’t just their body that has changed. The brains of those who have
lost limbs show dramatic reorganization. In fact, we now have evidence that this brain reorganization
may explain phantom limb pain, the experience of feeling pain in a limb that no longer exists.

As seen in these fMRI images, the brain shows less reorganization (shown in blue) in those
experiencing low to moderate phantom limb pain than in those people who are experiencing
strong phantom limb pain. (Source: Preissler et al., 2013.)

Low to Moderate Strong Phantom Limb Pain
Phantom Limb Pain
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hemispheres Symmetrical left and
right halves of the brain that control
the side of the body opposite to their
location.

lateralization The dominance of one
hemisphere of the brain in specific
functions, such as language.

[ Study Alert

Although the hemispheres of
the brain specialize in particular
kinds of functions, the degree
of specialization is not great,
and the two hemispheres work
interdependently.

Stem cells thus hold great promise. When a stem cell divides, each newly created
cell has the potential to be transformed into more specialized cells that have the
potential to repair damaged cells. Because many of the most disabling diseases, ranging
from cancer to stroke, result from cell damage, the potential of stem cells to revolu-
tionize medicine is significant.

However, because the source of implanted stem cells typically is aborted fetuses,
their use is controversial. Some critics have argued that the use of stem cells in
research and treatment should be prohibited, while supporters argue that the poten-
tial benefits of the research are so great that stem cell research should be unrestricted.
The issue has been politicized, and the question of whether and how stem cell
research should be regulated is not clear (Rosen, 2005; Giacomini, Baylis, & Robert,
2007; Holden, 2007).

The Specialization of the
Hemispheres: Two Brains or One?

The most recent development, at least in evolutionary terms, in the organization and
operation of the human brain probably occurred in the last several million years: a special-
ization of the functions controlled by the left and right sides of the brain (Hopkins &
Cantalupo, 2008; MacNeilage, Rogers, & Vallortigara, 2009; Tommasi, 2009).

The brain is divided into two roughly mirror-image halves. Just as we have two
arms, two legs, and two lungs, we have a left brain and a right brain. Because of the
way nerves in the brain are connected to the rest of the body, these symmetrical left
and right halves, called hemispheres, control motion in—and receive sensation from—
the side of the body opposite their location. The left hemisphere of the brain, then,
generally controls the right side of the body, and the right hemisphere controls the
left side of the body. Thus, damage to the right side of the brain is typically indicated
by functional difficulties in the left side of the body.

Despite the appearance of similarity between the two hemispheres of the brain,
they are somewhat different in the functions they control and in the ways they con-
trol them. Certain behaviors are more likely to reflect activity in one hemisphere than
in the other, or are lateralized.

For example, for most people, language processing occurs more in the left side of
the brain. In general, the left hemisphere concentrates more on tasks that require
verbal competence, such as speaking, reading, thinking, and reasoning. In addition, the
left hemisphere tends to process information sequentially, one bit at a time (Turkewitz,
1993; Banich & Heller, 1998; Hines, 2004).

The right hemisphere has its own strengths, particularly in nonverbal areas such as
the understanding of spatial relationships, recognition of patterns and drawings, music,
and emotional expression. The right hemisphere tends to process information globally,
considering it as a whole (Ansaldo, Arguin, & Roch-Locours, 2002; Holowka & Petitto,
2002; Gotts et al, 2013).

Keep in mind that the differences in specialization between the hemispheres
are not great, and the degree and nature of lateralization vary from one person to
another. If, like most people, you are right-handed, the control of language is prob-
ably concentrated more in your left hemisphere. By contrast, if you are among the
10% of people who are left-handed or are ambidextrous (you use both hands inter-
changeably), it is much more likely that the language centers of your brain are
located more in the right hemisphere or are divided equally between the left and
right hemispheres.

Furthermore, the two hemispheres of the brain function in tandem. It is a mistake
to think of particular kinds of information as being processed solely in the right or the
left hemisphere. The hemispheres work interdependently in deciphering, interpreting,
and reacting to the world.



In addition, people who suffer injury to the left side of the brain and lose linguistic
capabilities often recover the ability to speak: The right side of the brain often takes
over some of the functions of the left side, especially in young children; the extent of
recovery increases the earlier the injury occurs (Gould et al, 1999; Kempermann &
Gage, 1999; Johnston, 2004).

Furthermore, not every researcher believes that the differences between the two
hemispheres of the brain are terribly significant. According to neuroscientist Stephen
Kosslyn, a more critical difference occurs in processing between the upper and lower
halves of the brain. In his theory, the top-brain system of the brain specializes in planning
and goal-setting. In contrast, the bottom-brain system helps classify information coming
from our senses, allowing us to understand and classify information. It is still too early to
know the accuracy of Kosslyn’s theory, but it provides an intriguing alternative to the
notion that left-right brain differences are of primary importance (Kosslyn & Miller, 2013).

In any case, evidence continues to grow that the difference between processing
in the left and right hemispheres are meaningful. For example, researchers have
unearthed evidence that there may be subtle differences in brain lateralization patterns
between males and females and members of different cultures, as we see next.

~

From the perspective of . . .

An Office Worker Could personal differences in
people’s specialization of right and left hemispheres
be related to occupational success? For example,
might a designer who relies on spatial skills have a
different pattern of hemispheric specialization than
does a lawyer?

Human Diversity and the Brain

The interplay of biology and environment in behavior is especially clear when we consider
evidence suggesting that even in brain structure and function there are both sex and
cultural differences. Let’s consider sex differences first. Accumulating evidence seems to
show intriguing differences in males’ and females’ brain lateralization and weight (Kosslyn
et al.,, 2002; Boles, 2005; Clements, Rimrodt, & Abel, 2006).

For instance, the two sexes show differences in the speed at which the brain develops.
Young girls show earlier development in the frontal lobes, which control aggressiveness and
language development. On the other hand, boys’ brains develop faster in the visual region that
facilitates visual and spatial tasks such as geometry (Giedd et al., 2010; Raznahan et al., 2010).

Furthermore, most males tend to show greater lateralization of language in the left hemi-
sphere. For them, language is clearly relegated largely to the left side of the brain. In contrast,
women display less lateralization, with language abilities apt to be more evenly divided between
the two hemispheres. Such differences in brain lateralization may account, in part, for the
superiority often displayed by females on certain measures of verbal skills, such as the onset
and fluency of speech (Frings et al., 2006; Petersson et al., 2007; Mercadillo et al., 2011).
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PsychTech

Using a procedure called
hemispherectomy, in which
an entire hemisphere

of the brain is removed,
surgeons ended Christina
Santhouse’s seizures, which
occurred at the rate of
hundreds a day. Despite the
removal of the right side of
her brain, Christina recently
completed a master’s degree
in speech pathology.
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Other research suggests that men’s brains are somewhat bigger than women’s brains
even after taking differences in body size into account. In contrast, part of the corpus
callosum, a bundle of fibers that connects the hemispheres of the brain, is proportionally
larger in women than in men (Luders et al., 2006; Smith et al.,, 2007; Taki et al., 2013).

The meaning of such sex differences is far from clear. Consider one possibility related
to differences in the proportional size of the corpus callosum. Its greater size in women may
permit stronger connections to develop between the parts of the brain that control speech.
In turn, this would explain why speech tends to emerge slightly earlier in girls than in boys.

Before we rush to such a conclusion, though, we must consider an alternative hypoth-
esis: The reason verbal abilities emerge earlier in girls may be that infant girls receive
greater encouragement to talk than do infant boys. In turn, this greater early experience
may foster the growth of certain parts of the brain. Hence, physical brain differences may
be a reflection of social and environmental influences rather than a cause of the differences
in men’s and women’s behavior. At this point, it is impossible to know which of these
alternative hypotheses is correct.

Culture also gives rise to differences in brain lateralization. Native speakers of Japanese
seem to process information regarding vowel sounds primarily in the brain’s left hemi-
sphere. In contrast, North and South Americans, Europeans, and individuals of Japanese
ancestry who learn Japanese later in life handle vowel sounds principally in the right
hemisphere. One explanation for this difference is that certain characteristics of the
Japanese language, such as the ability to express complex ideas by using only vowel
sounds, result in the development of a specific type of brain lateralization in native speak-
ers (Tsunoda, 1985; Kess & Miyamoto, 1994; Lin et al., 2005).

The Split Brain: Exploring
the Two Hemispheres

Think back to Vicki, whose story was recounted in the chapter prologue. In a daring
operation, surgeons cut Vicki’s corpus callosum in a successful effort to end her fre-
quent, incapacitating seizures. People like Vicki, whose corpus callosum has been cut
or injured, are called split-brain patients. They offer a rare opportunity for researchers
investigating the independent functioning of the two hemispheres of the brain. For
example, psychologist Roger Sperry—who won the Nobel Prize for his work—developed
a number of ingenious techniques for studying how each hemisphere operates (Sperry,
1982; Gazzaniga, 1998; Savazzi et al, 2007).

In one experimental procedure, patients who were prevented from seeing an object
by a screen touched the object with their right hand and were asked to name it (see
Figure 7). Because the right side of the body corresponds to the language-oriented left
side of the brain, split-brain patients were able to name it. However, if patients touched
the object with their left hand, they were unable to name it aloud, even though the
information had registered in their brains: When the screen was removed, patients
could identify the object they had touched. Information can be learned and remem-
bered, then, using only the right side of the brain. (By the way, unless you've had
split-brain surgery, this experiment won’t work with you, because the bundle of fibers
connecting the two hemispheres of a normal brain immediately transfers the informa-
tion from one hemisphere to the other.)

It is clear from experiments like this one that the right and left hemispheres of the
brain specialize in handling different sorts of information. At the same time, it is important
to realize that both hemispheres are capable of understanding, knowing, and being aware
of the world, in somewhat different ways. The two hemispheres, then, should be regarded
as different in terms of the efficiency with which they process certain kinds of information,
rather than as two entirely separate brains. The hemispheres work interdependently to
allow the full range and richness of thought of which humans are capable.
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¥ of Psychology

Learning to Control Your Heart—and Mind—Through Biofeedback

When Tammy DeMichael was involved in a horrific car accident that broke her neck and
crushed her spinal cord, experts told her that she was doomed to be a quadriplegic for
the rest of her life, unable to move from the neck down. But they were wrong. Not only
did she regain the use of her arms, but she was able to walk 60 feet with a cane (Morrow &
Wolf, 1991; Hess, Houg, & Tammaro, 2007).

The key to DeMichael’s astounding recovery: biofeedback. Biofeedback is a proce-
dure in which a person learns to control through conscious thought internal physiological
processes such as blood pressure, heart and respiration rate, skin temperature, sweating, and
the constriction of particular muscles. Although it traditionally had been thought that the
heart rate, respiration rate, blood pressure, and other bodily functions are under the control
of parts of the brain over which we have no influence, psychologists have discovered that
these responses are actually susceptible to voluntary control (Nagai et al., 2004; Cho,
Holyoak, & Cannon, 2007; Badke et al., 201).

In biofeedback, a person is hooked up to electronic devices that provide continuous
feedback relating to the physiological response in question. For instance, someone trying
to control headaches through biofeedback might have electronic sensors placed on certain
muscles on her head and learn to control the constriction and relaxation of those muscles.
Later, when she felt a headache starting, she could relax the relevant muscles and abort
the pain (Andrasik, 2007; Nestoriuc et al., 2008; Magis & Schoenen, 2011).

DeMichael’s treatment was related to a form of biofeedback called neurofeedback, in
which brain activity is displayed for a patient. Because not all of her nervous system’s
connections between the brain and her legs were severed, she was able to learn how to
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FIGURE 7 Hemispheres of the brain.

(a) The corpus callosum connects the
cerebral hemispheres of the brain as
shown in this cross-section. (b) A split-
brain patient is tested by touching
objects behind a screen. Patients could
name the objects they touched with
their right hand, but couldn’t when they
touched them with their left hand. If a
split-brain patient with her eyes closed
was given a pencil to hold and called it
a pencil, what hand was the pencil in?

biofeedback A procedure in which a
person learns to control through con-
scious thought internal physiological
processes such as blood pressure, heart
and respiration rate, skin temperature,
sweating, and the constriction of partic-
ular muscles.
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send messages to specific muscles, “ordering” them to move. Although it took more than
a year, DeMichael was successful in restoring a large degree of her mobility.

Although the control of physiological processes through the use of biofeedback is not
easy to learn, it has been employed with success in a variety of ailments, including emotional
problems (such as anxiety, depression, phobias, tension headaches, insomnia, and hyperac-
tivity), physical illnesses with a psychological component (such as asthma, high blood pres-
sure, ulcers, muscle spasms, and migraine headaches), and physical problems (such as
DeMichael’s injuries, strokes, cerebral palsy, and curvature of the spine) (Morone & Greco,
2007; Reiner, 2008; Dias & van Deusen, 2011).

RECAP

LO 7-1 How do researchers identify the major parts and func-
tions of the brainm?

Brain scans take a “snapshot” of the internal workings of
the brain without having to cut surgically into a person’s
skull. Major brain-scanning techniques include the electro-
encephalogram (EEG), positron emission tomography
(PET), functional magnetic resonance imaging (fMRI), and
transcranial magnetic stimulation imaging (TMS).

LO 7-2 What are the major parts of the brain, and for what
behaviors is each part responsible?

The central core of the brain is made up of the medulla
(which controls functions such as breathing and the
heartbeat), the pons (which coordinates the muscles and
the two sides of the body), the cerebellum (which con-
trols balance), the reticular formation (which acts to
heighten arousal and sudden awareness), the thalamus
(which communicates sensory messages to and from the
brain), and the hypothalamus (which maintains homeo-
stasis, or body equilibrium, and regulates behavior
related to basic survival). The functions of the central
core structures are similar to those found in other verte-
brates. This central core is sometimes referred to as the
“old brain.”

The cerebral cortex—the “new brain”-has areas that control
voluntary movement (the motor area); the senses (the
sensory area); and thinking, reasoning, speech, and memory
(the association areas). The limbic system, found on the
border of the “old” and “new” brains, is associated with
eating, aggression, reproduction, and the experiences of
pleasure and pain.

LO 7-3 How do the two halves of the brain operate interde-
pendently?

The brain is divided into left and right halves, or hemi-
spheres, each of which generally controls the opposite
side of the body. Each hemisphere can be thought of as
being specialized in the functions it carries out: The left
specializes in verbal tasks, such as logical reasoning,

speaking, and reading; the right specializes in nonverbal
tasks, such as spatial perception, pattern recognition, and
emotional expression.

LO 7-4 How can an understanding of the nervous system help
us to find ways to alleviate disease and pain?

e Biofeedback is a procedure by which a person learns to
control internal physiological processes. By controlling in-
voluntary responses, people are able to relieve anxiety,
tension, migraine headaches, and a wide range of other
psychological and physical problems.

EVALUATE

1.

Match the name of each brain scan with the appropriate
description:

a. EEG 1. By locating radiation within the
b. fMRI brain, a computer can provide a
c. PET striking picture of brain activity.

2. Electrodes placed around the skull
record the electrical signals transmit-
ted through the brain.

3. This technique provides a three-
dimensional view of the brain by
aiming a magnetic field at the body.

. Match the portion of the brain with its function:
a. medulla 1. Maintains breathing and heartbeat.
b. pons 2. Controls bodily balance.
c. cerebellum 3. Coordinates and integrates muscle
d. reticular movements.
formation 4. Activates other parts of the brain to

produce general bodily arousal.

. A surgeon places an electrode on a portion of your brain
and stimulates it. Immediately, your right wrist involun-
tarily twitches. The doctor has most likely stimulated a
portionof the ___ area of your brain.

. Each hemisphere controls the __ side of the body.

. Nonverbal realms, such as emotions and music, are controlled
primarily by the __ hemisphere of the brain,
whereas _ the hemisphere is more responsible for
speaking and reading.



RETHINK

1. Before sophisticated brain-scanning techniques were devel-
oped, behavioral neuroscientists’ understanding of the brain
was based largely on the brains of people who had died.
What limitations would this pose, and in what areas would
you expect the most significant advances once brain-
scanning techniques became possible?

KEY TERMS

central core hypothalamus

cerebellum (ser-uh-BELL-um) limbic system

reticular formation cerebral cortex
thalamus lobes
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2. Could personal differences in people’s specialization of
right and left hemispheres be related to occupational
success?

Answers to Evaluate Questions
91 Wy8u *¢ :dusoddo ¢ d010W ‘¢ H-p ‘T-D ‘c-q ‘I-e "¢ ‘1D ‘c-q ‘eI

motor area hemispheres
sensory area lateralization
association areas biofeedback

neuroplasticity
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In-our examination of neuroscience, we’ve traced the ways in which biological structures
and functions of the body affect behavior. Starting with neurons, we considered each of
the components of the nervous system, culminating in an examination of how the brain
permits us to think, reason, speak, recall, and experience emotions—the hallmarks of
being human.

Before proceeding, turn back for a moment to the chapter prologue about Vicki’'s
remarkable and risky surgery to treat her epileptic seizures. Consider the following questions:

1. What other curious effects of split-brain surgery do you think Vicki would have exhibited?
2. Do you think that she continued to experience disjointed behavior coming from
the two sides of her brain, or that over time she was able to fully adjust? Why do you
think so?
3. Do researchers need split-brain patients such as Vicki in order to study the
localization of brain functions? What alternative methods might modern
researchers have available to them?
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Central Nervous System

Somatic division

Autonomic division
e Sympathetic
division:
Fight-or-flight
response

division:
Calming
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e Parasympathetic
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(enhanced vision)
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(blood sent to muscles)
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(increased blood pressure)

The Brain

Areas of the Brain

Cerebral Cortex

Hypothalamus

Corpus Callosum

Pituitary Gland

B - Thalamus

Reticular Formation

The Central Core: “Old brain” The Limbic System

e Cerebellum ¢ Emotion
¢ Reticular formation ¢ Self-preservation
e Thalamus * Amygdala

¢ Hypothalamus e Hippocampus

rtex: “New brain”
Motor area: Voluntary movement
Sensory area
e Somatosensory area
e Auditory area
e Visual area
Association areas
e Executive functions
e Personality
Brain Features

* Neuroplasticity

e Lateralization: Two hemispheres with
specialized functions

e The Split Brain: Corpus callosum with
independent hemispheric functions
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Prologue Never Forgetting a Face

She never forgets a face. Literally. For a woman known as C.S.,
remembering people is not a problem. In fact, she—like a very
few other individuals—can remember faces of people she met

in that person’s appearance, such as aging or a different hair color.

Most of us are reasonably good at recognizing people’s faces,
thanks in part to regions of the brain that specialize in detecting
facial patterns. Super-recognizers represent a small minority of
people who happen to be exceptionally good at facial recognition.
At the other extreme are people with faceblindness, a rare
disorder that makes it extremely difficult for them to recognize
faces at all—even those of friends and family.

Disorders such as super-recognition and faceblindness
illustrate how much we depend on our senses to function normally.
Our senses offer a window to the world, not only providing us with
an awareness, understanding, and appreciation of the world’s
beauty, but alerting us to its dangers. Our senses enable us to
feel the gentlest of breezes, see flickering lights miles away, and
hear the soft murmuring of distant songbirds.

In the upcoming modules, we focus on the field of
psychology that is concerned with the ways our bodies take in
information through the senses and the ways we interpret that
information. We explore both sensation and perception.
Sensation encompasses the processes by which our sense
organs receive information from the environment. Perception is
the brain’s and the sense organs’ sorting out, interpretation,
analysis, and integration of stimuli.
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But being a super-recognizer is a mixed blessing. As one
woman with this ability says, “It doesn’t matter how many years
pass, if I've seen your face before | will be able to recall it.” In fact,
she sometimes pretends she doesn’t remember a person,
“because it seems like | stalk them, or that they mean more to me
than they do when | recall that we saw each other once walking
on campus four years ago in front of the quad!” (Munger, 2009;
Russell, Duchaine, & Nakayma, 2009).

Although perception clearly represents a step beyond sensa-
tion, in practice it is sometimes difficult to find the precise boundary
between the two. Indeed, psychologists—and philosophers as well—
have argued for years over the distinction. The primary difference is
that sensation can be thought of as an organism’s first encounter
with a raw sensory stimulus, whereas perception is the process by
which it interprets, analyzes, and integrates that stimulus with other
sensory information.

For example, if we were considering sensation, we might ask
about the loudness of a ringing fire alarm. If we were considering
perception, we might ask whether someone recognizes the
ringing sound as an alarm and identifies its meaning.

To a psychologist interested in understanding the causes of
behavior, sensation and perception are fundamental topics, because
so much of our behavior is a reflection of how we react to and inter-
pret stimuli from the world around us. The areas of sensation and
perception deal with a wide range of questions—among them, how
we respond to the characteristics of physical stimuli; what processes
enable us to see, hear, and experience pain; why visual illusions fool
us; and how we distinguish one person from another. As we explore
these issues, we’ll see how the senses work together to provide us
with an integrated view and understanding of the world.



MODULE 8

As Isabel sat down to Thanksgiving dinner, her father carried the turkey in on a tray
and placed it squarely in the center of the table. The noise level, already high from
the talking and laughter of family members, grew louder still. As Isabel picked up
her fork, the smell of the turkey reached her and she felt her stomach growl hun-
grily. The sight and sound of her family around the table, along with the smells and
tastes of the holiday meal, made Isabel feel more relaxed than she had since starting
school in the fall.

Put yourself in this setting and consider how different it might be if any one of your
senses were not functioning. What if you were blind and unable to see the faces of
your family members or the welcome shape of the golden-brown turkey? What if you
had no sense of hearing and could not listen to the conversations of family members
or were unable to feel your stomach growl, smell the dinner, or taste the food? Clearly,
you would experience the dinner very differently from someone whose sensory appa-
ratus was intact.

Moreover, the sensations mentioned above barely scratch the surface of sensory
experience. Although perhaps you were taught, as I was, that there are just five senses—
sight, sound, taste, smell, and touch—-that enumeration is too modest. Human sensory
capabilities go well beyond the basic five senses. For example, we are sensitive not
merely to touch but to a considerably wider set of stimuli—pain, pressure, temperature,
and vibration, to name a few. In addition, vision has two subsystems-relating to day
and night vision—and the ear is responsive to information that allows us not only to
hear but also to keep our balance.

To consider how psychologists understand the senses and, more broadly, sensation
and perception, we first need a basic working vocabulary. In formal terms, sensation
is the activation of the sense organs by a source of physical energy. Perception is the
sorting out, interpretation, analysis, and integration of stimuli carried out by the sense
organs and brain. A stimulus is any passing source of physical energy that produces
a response in a sense organ.

Stimuli vary in both type and intensity. Different types of stimuli activate different
sense organs. For instance, we can differentiate light stimuli (which activate the sense
of sight and allow us to see the colors of a tree in autumn) from sound stimuli (which,
through the sense of hearing, permit us to hear the sounds of an orchestra). In addition,
stimuli differ in intensity, relating to how strong a stimulus needs to be before it can
be detected.

Questions of stimulus type and intensity are considered in a branch of psychology
known as psychophysics. Psychophysics is the study of the relationship between the
physical aspects of stimuli and our psychological experience of them. Psychophysics
played a central role in the development of the field of psychology. Many of the first
psychologists studied issues related to psychophysics, and there is still an active group
of psychophysics researchers (Gardner, 2005; Hock & Ploeger, 2006; Bonezzi, Brendl, &
De Angelis, 2011).

Learning Outcomes

LO 8-1 What is sensation, and
how do psychologists study it?

LO 8-2 What is the relation-
ship between a physical stimu-
lus and the kinds of sensory
responses that result from it?

Study Alert

Remember that sensation refers
to the activation of the sense
organs (a physical response),
whereas perception refers to
how stimuli are interpreted (a
psychological response).

sensation The activation of the sense
organs by a source of physical energy.

perception The sorting out, interpre-
tation, analysis, and integration of stim-
uli by the sense organs and brain.

stimulus Energy that produces a
response in a sense organ.

psychophysics The study of the rela-
tionship between the physical aspects
of stimuli and our psychological
experience of them.
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absolute threshold The smallest
intensity of a stimulus that must be
present for the stimulus to be detected.

FIGURE 1 This test can shed some light
on how sensitive the human senses are.
(Source: Galanter, 1962.)

Absolute Thresholds:
Detecting What's Out There

Just when does a stimulus become strong enough to be detected by our sense organs?
The answer to this question requires an understanding of the concept of absolute
threshold. An absolute threshold is the smallest intensity of a stimulus that must
be present for it to be detected (Aazh & Moore, 2007).

Despite the “absolute” in absolute threshold, things are not so cut-and-dried. As
the strength of a stimulus increases, the likelihood that it will be detected increases
gradually. Technically, then, an absolute threshold is the stimulus intensity that is
detected 50% of the time.

It often takes a very small stimulus to produce a response in our senses. For exam-
ple, the sense of touch is so sensitive that we can feel a bee’s wing falling on our cheeks
when it is dropped from a distance of 1 centimeter. Test your knowledge of the abso-
lute thresholds of other senses by completing the questionnaire in Figure 1.

In fact, our senses are so fine-tuned that we might have problems if they were
any more sensitive. For instance, if our ears were slightly more acute, we would be
able to hear the sound of air molecules in our ears knocking into the eardrum-a phe-
nomenon that would surely prove distracting and might even prevent us from hearing
sounds outside our bodies.

Of course, the absolute thresholds we have been discussing are measured under ideal
conditions. Normally our senses cannot detect stimulation quite as well because of the
presence of noise. Noise, as defined by psychophysicists, is background stimulation that
interferes with the perception of other stimuli. Hence, noise refers not just to auditory
stimuli, as the word suggests, but also to unwanted stimuli that interfere with other senses.

For example, picture a talkative group of people crammed into a small, crowded
room at a party. The din of the crowd makes it hard to hear individual voices. In this

11| . ==
How Sensitive Are You?

Take this true/false quiz to test your awareness of the capabilities of
your senses:

1. On a clear, dark night, you can see a candle flame from a
distance of 30 miles.
L] True [ False

2. A single drop of perfume can be detected over the area of a
3-room apartment.
1 True [ False

3. Under quiet conditions, the ticking of a watch can be heard from
20 feet away.
] True [ False

4. You would need 2 tablespoons of sugar to detect its taste when
dissolved in 2 gallons of water.
O] True [ False

Scoring: For questions 1-3, the answer is True. Question 4 is False. It takes only
1 teaspoon of sugar for its taste to be detected when dissolved in 2 gallons of water.
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case, the crowded conditions would be considered “noise,” because it is preventing
sensation at more discriminating levels. Similarly, we have limited ability to concentrate
on several stimuli simultaneously.

Difference Thresholds: Noticing
Distinctions Between Stimuli

Suppose you wanted to choose the six best apples from a supermarket display—the
biggest, reddest, and sweetest apples. One approach would be to compare one apple
with another systematically until you were left with a few so similar that you could
not tell the difference between them. At that point, it wouldn’t matter which ones
you chose.

Psychologists have discussed this comparison problem in terms of the difference
threshold, the smallest level of added (or reduced) stimulation required to sense that
a change in stimulation has occurred. Thus, the difference threshold is the minimum
change in stimulation required to detect the difference between two stimuli, and so
it also is called a just noticeable difference (Nittrouer & Lowenstein, 2007).

The size of a stimulus that constitutes a just noticeable difference depends on the
initial intensity of the stimulus. The relationship between changes in the original size
of a stimulus and the degree to which a change will be noticed forms one of the basic
laws of psychophysics: Weber’s law. Weber’s law (Weber is pronounced “VAY-ber”)
states that a just noticeable difference is a constant proportion of the intensity of an
initial stimulus (rather than a constant amount).

For example, Weber found that the just noticeable difference for weight is 1:50.
Consequently, it takes a 1-ounce increase in a 50-ounce weight to produce a noticeable
difference, and it would take a 10-ounce increase to produce a noticeable difference
if the initial weight were 500 ounces. In both cases, the same proportional increase is
necessary to produce a just noticeable difference-1:50 = 10:500. Similarly, the just
noticeable difference distinguishing changes in loudness between sounds is larger for
sounds that are initially loud than it is for sounds that are initially soft, but the
proportional increase remains the same.

Crowded conditions, sounds, and sights
can all be considered as noise that
interferes with sensation. Can you think
of other examples of noise that is not
auditory in nature?

PsychTech

Our inability to focus on mul-
tiple stimuli simultaneously
is the reason why texting
while driving is so danger-
ous. One study mounted
video cameras inside trucks
and found that truckers
were 23 times more likely to
be in a collision while tex-
ting than while not texting.

difference threshold (just notice-
able difference) The smallest level of
added or reduced stimulation required
to sense that a change in stimulation
has occurred.

Weber’s law A basic law of psycho-
physics stating that a just noticeable dif-
ference is a constant proportion to the
intensity of an initial stimulus (rather
than a constant amount).

Study Alert

Remember that Weber’s law
holds for every type of sensory
stimuli: vision, sound, taste, and
SO on.



92 Chapter 3 Sensation and Perception

adaptation An adjustment in sensory
capacity after prolonged exposure to
unchanging stimuli.

In an example of adaptation, we need to
shade our eyes from the sun to allow
them to adjust to the sun’s brightness.

Weber’s law helps explain why a person in a quiet room is more startled by
the ringing of a telephone than is a person in an already noisy room. To produce
the same amount of reaction in a noisy room, a telephone ring might have to
approximate the loudness of cathedral bells. Similarly, when the moon is visible
during the late afternoon, it appears relatively dim—yet against a dark night sky, it
seems quite bright.

From the perspective of . . .\

A Software Designer How might you use princi-
ples of psychophysics to direct the attention of a software
user to a particular part of the computer screen?

Sensory Adaptation: Turning Down
Our Responses

You enter a movie theater, and the smell of popcorn is everywhere. A few minutes
later, though, you barely notice the smell. The reason you become accustomed to
the odor is sensory adaptation. Adaptation is an adjustment in sensory capacity after
prolonged exposure to unchanging stimuli. Adaptation occurs as people become
accustomed to a stimulus and change their frame of reference. In a sense, our brain
mentally turns down the volume of the stimulation that it’s experiencing (Carbon &
Ditye, 2011; Erb et al, 2013).

One example of adaptation is the decrease in sensitivity that occurs after
repeated exposure to a strong stimulus. If you were to hear a loud tone over and
over, eventually it would begin to sound softer. Similarly, although jumping into a
cold lake may be temporarily unpleasant, eventually you probably will get used to
the temperature.

This apparent decline in sensitivity to sensory stimuli is due to the inability
of the sensory nerve receptors to fire off messages to the brain indefinitely. Because
these receptor cells are most responsive to changes in stimulation, constant stim-
ulation is not effective in producing a sustained reaction (Wark, Lundstrom, &
Fairhall, 2007).

Judgments of sensory stimuli are also affected by the context in which the judg-
ments are made. This is the case because judgments are made not in isolation from
other stimuli but in terms of preceding sensory experience. You can demonstrate this
for yourself by trying a simple experiment:

Take two envelopes, one large and one small, and put 15 nickels in each one.
Now lift the large envelope, put it down, and lift the small one. Which seems to weigh
more? Most people report that the small one is heavier, although, as you know, the
weights are nearly identical. The reason for this misconception is that the visual con-
text of the envelope interferes with the sensory experience of weight. Adaptation to
the context of one stimulus (the size of the envelope) alters responses to another
stimulus (the weight of the envelope) (Coren, 2004).



RECAP/EVALUATE/RETHINK

RECAP
LO 8-1 What is sensation, and how do psychologists study it?

e Sensation is the activation of the sense organs by any
source of physical energy. In contrast, perception is the
process by which we sort out, interpret, analyze, and inte-
grate stimuli to which our senses are exposed.

LO 8-2 What is the relationship between a physical stimulus
and the kinds of sensory responses that result from ir?

e Psychophysics studies the relationship between the physical
nature of stimuli and the sensory responses they evoke.

e The absolute threshold is the smallest amount of physical
intensity at which a stimulus can be detected. Under ideal
conditions absolute thresholds are extraordinarily sensitive,
but the presence of noise (background stimuli that inter-
fere with other stimuli) reduces detection capabilities.

e The difference threshold, or just noticeable difference, is
the smallest change in the level of stimulation required to
sense that a change has occurred. According to Weber’s
law, a just noticeable difference is a constant proportion of
the intensity of an initial stimulus.

e Sensory adaptation occurs when we become accustomed
to a constant stimulus and change our evaluation of it.
Repeated exposure to a stimulus results in an apparent de-
cline in sensitivity to it.

KEY TERMS

sensation absolute threshold
perception difference threshold (just
stimulus noticeable difference)

psychophysics
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EVALUATE

1. is the stimulation of the sense organs;
is the sorting out, interpretation, analysis, and
integration of stimuli by the sense organs and the brain.

2. The term absolute threshold refers to the inten-
sity of a stimulus that must be present for the stimulus to
be detected.

3. Weber discovered that for a difference between two stimuli
to be perceptible, the stimuli must differ by at least a

proportion.

4. After completing a very difficult rock climb in the
morning, Carmella found the afternoon climb unexpect-
edly easy. This example illustrates the phenomenon
of

RETHINK

1. How might it be possible to have sensation without percep-
tion? Conversely, might it be possible to have perception
without sensation?

2. How is sensory adaptation essential for everyday psychologi-
cal functioning?

Answers to Evaluate Questions
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Weber’s law
adaptation



Learning Outcomes If, as poets say, the eyes provide a window to the soul, they also provide us with a
window to the world. Our visual capabilities permit us to admire and to react to scenes
ranging from the beauty of a sunset, to the configuration of a lover’s face, to the words
written on the pages of a book.

Vision starts with light, the physical energy that stimulates the eye. Light is a form
of electromagnetic radiation waves that are measured in wavelengths. The sizes of
wavelengths correspond to different types of energy. The visual spectrum is the range
of wavelengths that our eyes can detect. As shown in Figure 1, the visible spectrum
that humans can see includes the wavelengths that make up the colors of a rainbow,
from the shortest wavelength of violet blue to the longest wavelength of red. Compared
to nonhumans, the visual spectrum in humans is relatively restricted. For instance,
some reptiles and fish sense energies of longer wavelengths than humans do, and
certain insects sense energies of shorter wavelengths than humans do.

Light waves coming from some object outside the body (such as the tree in
Figure 2) are sensed by the only organ that is capable of responding to the visible
spectrum: the eye. Our eyes convert light to a form that can be used by the neurons
that serve as messengers to the brain. The neurons themselves take up a relatively
small percentage of the total eye. Most of the eye is a mechanical device that is
similar in many respects to a nonelectronic camera that uses film, as you can see in
Figure 2.

Despite the similarities between the eye and a camera, vision involves processes
that are far more complex and sophisticated than those of any camera. Furthermore,
once an image reaches the neuronal receptors of the eye, the eye/camera analogy ends,
for the processing of the visual image in the brain is more reflective of a computer
than it is of a camera.

LO 9-1 What basic processes
underlie the sense of vision?

LO 9-2 How do we see
colors?

Gamma Ultraviolet

rays X-rays ~ [aYS Infrared | Radar  FM TV AM AC
| | | ‘ ‘ rays | | | | | electricity|
| |
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Shortwave

Visible spectrum

Violet Blue Green Yellow Red
B - E
400 500 600 700

Wavelength in nanometers (billionths of a meter)

FIGURE 1 The visible spectrum—the range of wavelengths to which people are sensitive—is
only a small part of the kinds of wavelengths present in our environment. Is it a benefit or
disadvantage to our everyday lives that we aren’t more sensitive to a broader range of visual
stimuli? Why?
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A camera’s lens focuses the
inverted image on the film in
the same way the eye’s lens
focuses images on the retina.

Cornea Optic nerve

Iris Blind spot

Pupil Retina

Nonsensor cells
of retina

FIGURE 2 Although human vision is far more complicated than the most sophisticated camera,
in some ways basic visual processes are analogous to those used in photography. Like the
automatic lighting system on a traditional, nondigital camera, the human eye dilates to let in
more light and contracts to block out light.

llluminating the Structure
of the Eye

The ray of light being reflected off the tree in Figure 2 first travels through the cornea,
a transparent, protective window. The cornea, because of its curvature, bends (or
refracts) light as it passes through, playing a primary role in focusing the light more
sharply. After moving through the cornea, the light traverses the pupil. The pupil is a
dark hole in the center of the iris, the colored part of the eye, which in humans ranges
from a light blue to a dark brown. The size of the pupil opening depends on the
amount of light in the environment. The dimmer the surroundings are, the more the
pupil opens to allow more light to enter.

Like the automatic lighting system on a
camera, the pupil in the human eye
expands to let in more light (left) and
contracts to block out light (right). Can
humans adjust their ears to let in more
or less sound in a similar manner?
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retina The part of the eye that
converts the electromagnetic energy of
light to electrical impulses for transmis-
sion to the brain.

rods Thin, cylindrical receptor cells
in the retina that are highly sensitive
to light.

cones Cone-shaped, light-sensitive
receptor cells in the retina that are
responsible for sharp focus and color
perception, particularly in bright light.

| Study Alert
Remember that cones relate
to color vision.

Why shouldn’t the pupil be open completely all the time, allowing the greatest
amount of light into the eye? The answer relates to the basic physics of light. A small
pupil greatly increases the range of distances at which objects are in focus. With a
wide-open pupil, the range is relatively small, and details are harder to discern. The
eye takes advantage of bright light by decreasing the size of the pupil and thereby
becoming more discriminating. In dim light the pupil expands to enable us to view
the situation better—but at the expense of visual detail. (Perhaps one reason candlelight
dinners are thought of as romantic is that the dim light prevents one from seeing a
partner’s physical flaws.)

Once light passes through the pupil, it enters the lens, which is directly behind
the pupil. The lens acts to bend the rays of light so that they are properly focused on
the rear of the eye. The lens focuses light by changing its own thickness, a process
called accommodation: Tt becomes flatter when viewing distant objects and rounder
when looking at closer objects.

REACHING THE RETINA

Having traveled through the pupil and lens, the image of the tree finally reaches its
ultimate destination in the eye—the retina. It is within the retina that the electromag-
netic energy of light is converted to electrical impulses for transmission to the brain.
Note that, because of the physical properties of light, the image has reversed itself in
traveling through the lens, and it reaches the retina upside down (relative to its original
position). Although it might seem that this reversal would cause difficulties in under-
standing and moving about the world, this is not the case. The brain interprets the
image in terms of its original position.

The retina consists of a thin layer of nerve cells at the back of the eyeball (see
Figure 3). There are two kinds of light-sensitive receptor cells in the retina. The names
they have been given describe their shapes: rods and cones. Rods are thin, cylindrical
receptor cells that are highly sensitive to light. Cones are typically cone-shaped, light-sen-
sitive receptor cells that are responsible for sharp focus and color perception, particularly
in bright light. The rods and cones are distributed unevenly throughout the retina. Cones
are concentrated on the part of the retina called the fovea. The fovea is a particularly
sensitive region of the retina. If you want to focus on something of particular interest,
you will automatically try to center the image on the fovea to see it more sharply.

The rods and cones not only are structurally dissimilar but they also play distinctly
different roles in vision. Cones are primarily responsible for the sharply focused per-
ception of color, particularly in brightly lit situations; rods are related to vision in dimly
lit situations and are largely insensitive to color and to details as sharp as those the
cones are capable of recognizing. The rods play a key role in peripheral vision-seeing
objects that are outside the main center of focus—and in night vision.

Rods and cones also are involved in dark adaptation, the phenomenon of adjusting
to dim light after being in brighter light. (Think of the experience of walking into a
dark movie theater and groping your way to a seat but a few minutes later seeing the
seats quite clearly.) The speed at which dark adaptation occurs is a result of the rate
of change in the chemical composition of the rods and cones. Although the cones
reach their greatest level of adaptation in just a few minutes, the rods take 20 to
30 minutes to reach the maximum level. The opposite phenomenon-light adaptation,
or the process of adjusting to bright light after exposure to dim light-occurs much
faster, taking only a minute or so.

SENDING THE MESSAGE FROM THE EYE TO THE BRAIN

When light energy strikes the rods and cones, it starts a chain of events that transforms
light into neural impulses that can be communicated to the brain. Even before the
neural message reaches the brain, however, some initial coding of the visual information
takes place.
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FIGURE 3 The basic cells of the eye. Light entering the eye travels through the ganglion
and bipolar cells and strikes the light-sensitive rods and cones located at the back of the
eye. The rods and cones then transmit nerve impulses to the brain via the bipolar and
ganglion cells.

What happens when light energy strikes the retina depends in part on whether
it encounters a rod or a cone. Rods contain rhodopsin, a complex reddish-purple protein
whose composition changes chemically when energized by light. The substance in
cone receptors is different, but the principles are similar. Stimulation of the nerve cells
in the eye triggers a neural response that is transmitted to other nerve cells in the
retina called bipolar cells and ganglion cells.
Bipolar cells receive information directly from the rods and cones and communi-
cate that information to the ganglion cells. The ganglion cells collect and summarize
visual information, which is then moved out the back of the eyeball and sent to the
brain through a bundle of ganglion axons called the optic nerve. optic nerve A bundle of ganglion
Because the opening for the optic nerve passes through the retina, there are no axons that carry visual information
rods or cones in the area, and that creates a blind spot. Normally, however, this absence to the brain.
of nerve cells does not interfere with vision because you automatically compensate for
the missing part of your field of vision. (To find your blind spot, see Figure 4.)
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PsychTech

New technologies are
helping the blind to see.
For example, by surgically
implanting electrodes

into the eyes and using a
nose-mounted camera and
a video processor strapped
to the waist, previously
totally blind individuals can
differentiate plates from
cups and can identify large
letters.

feature detector Specialized neurons
that are activated only by visual stimuli
having specific features, such as a partic-
ular shape or pattern.

FIGURE 4 To find your blind spot, close your right eye and look at the haunted house with your
left eye. You will see the ghost on the periphery of your vision. Now, while staring at the house,
move the page toward you. When the book is about a foot from your eye, the ghost will
disappear. At this moment, the image of the ghost is falling on your blind spot.

But also notice how, when the page is at that distance, not only does the ghost seem to
disappear, but the line seems to run continuously through the area where the ghost used to be.
This simple experiment shows how we automatically compensate for missing information by
using nearby material to complete what is unseen. That’s the reason you never notice the blind
spot. What is missing is replaced by what is seen next to the blind spot. Can you think of any
advantages that this tendency to provide missing information gives humans as a species?

Once beyond the eye itself, the neural impulses relating to the image move
through the optic nerve. As the optic nerve leaves the eyeball, its path does not take
the most direct route to the part of the brain right behind the eye. Instead, the optic
nerves from each eye meet at a point roughly between the two eyes—called the optic
chiasm (pronounced Kl-asm)-where each optic nerve then splits.

When the optic nerves split, the nerve impulses coming from the right half of
each retina are sent to the right side of the brain, and the impulses arriving from the
left half of each retina are sent to the left side of the brain. Because the image on the
retinas is reversed and upside down, however, those images coming from the right half
of each retina actually originated in the field of vision to the person’s left, and the
images coming from the left half of each retina originated in the field of vision to the
person’s right (see Figure 5).

PROCESSING THE VISUAL MESSAGE

By the time a visual message reaches the brain, it has passed through several stages of pro-
cessing. One of the initial sites is the ganglion cells. Each ganglion cell gathers information
from a group of rods and cones in a particular area of the eye and compares the amount of
light entering the center of that area with the amount of light in the area around it. Some
ganglion cells are activated by light in the center (and darkness in the surrounding area).
Other ganglion cells are activated when there is darkness in the center and light in the
surrounding areas. The outcome of this process is to maximize the detection of variations in
light and darkness. The image that is passed on to the brain, then, is an enhanced version of
the actual visual stimulus outside the body (Kubovy, Epstein, & Gepshtein, 2003; Pearson &
Clifford, 2005; Lascaratos, Ji, & Wood, 2007; Griinert et al, 2011).

The ultimate processing of visual images takes place in the visual cortex of the
brain, and it is here that the most complex kinds of processing occur. Psychologists
David Hubel and Torsten Wiesel won the Nobel Prize in 1981 for their discovery of
feature detectors. Feature detectors are extraordinarily specialized neurons that are
activated only by visual stimuli having particular features, such as a particular shape
or pattern. For instance, some feature detectors are activated only by lines of a partic-
ular width, shape, or orientation. Other feature detectors are activated only by moving,
as opposed to stationary, stimuli (Hubel & Wiesel, 2004; Pelli, Burns, & Farell, 2006;
Sebastiani, Castellani, & D’Alessandro, 2011).

More recent work has added to our knowledge of the complex ways in which
visual information coming from individual neurons is combined and processed. Different
parts of the brain process nerve impulses in several individual systems simultaneously.
For instance, one system relates to shapes, one to colors, and others to movement,
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location, and depth. Furthermore, different parts of the brain are involved in the per-
ception of specific kinds of stimuli, showing distinctions, for example, between the
perception of human faces, animals, and inanimate stimuli (Bindemann et al, 2008;
Platek & Kemp, 2009; Zvyagintsev et al, 2013).

If separate neural systems exist for processing information about specific aspects
of the visual world, how are all these data integrated by the brain? The brain makes
use of information regarding the frequency, rhythm, and timing of the firing of partic-
ular sets of neural cells. Furthermore, the brain’s integration of visual information does
not occur in any single step or location in the brain but rather is a process that occurs
on several levels simultaneously. The ultimate outcome, though, is indisputable: a vision
of the world around us (de Gelder, 2000; Macaluso, Frith, & Driver, 2000; Werner,
Pinna, & Spillmann, 2007).

Color Vision and Color Blindness:
The 7-Million-Color Spectrum

Although the range of wavelengths to which humans are sensitive is relatively narrow,
at least in comparison with the entire electromagnetic spectrum, the portion to which
we are capable of responding allows us great flexibility in sensing the world. Nowhere
is this clearer than in terms of the number of colors we can discern. A person with
normal color vision is capable of distinguishing no less than 7 million different colors
(Bruce, Green, & Georgeson, 1997; Rabin, 2004).

FIGURE 5 Because the optic nerve
coming from the eye splits at the optic
chiasm, the image to a person’s right
eye is sent to the left side of the brain
and the image to the person’s left is
transmitted to the right side of the brain.
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trichromatic theory of color
vision The theory that there are three
kinds of cones in the retina, each of
which responds primarily to a specific
range of wavelengths.

FIGURE 6 Those with color blindness see a very different view of the world (left) compared to
those who have normal vision (right).

Although the variety of colors that people are generally able to distinguish is vast,
there are certain individuals whose ability to perceive color is quite limited—the color
blind. Interestingly, the condition of these individuals has provided some of the most
important clues to understanding how color vision operates (Neitz, Neitz, & Kaingz,
1996; Bonnardel, 2006; Nijboer, te Pas, & van der Smagt, 2011).

Approximately 7% of men and 0.4% of women are color blind. For most people
with color-blindness, the world looks quite dull (see Figure 6). Red fire engines appear
yellow, green grass seems yellow, and the three colors of a traffic light all look yellow.
In fact, in the most common form of color-blindness, all red and green objects are seen
as yellow. In other forms of color-blindness, people are unable to tell the difference
between yellow and blue. In the most extreme cases of color-blindness, which are
quite rare, people perceive no color at all. To such individuals, the world looks some-
thing like the picture on an old black-and-white TV.

From the perspective of . . .\

A Graphic Designer How might you market your
products similarly or differently to those who are color blind

versus those who have normal color vision?

EXPLAINING COLOR VISION

To understand why some people are color blind, we need to consider the basics of color
vision. Two processes are involved. The first process is explained by the trichromatic
theory of color vision, which was first proposed by Thomas Young and extended by
Hermann von Helmholtz in the first half of the 1800s. This theory suggests that there
are three kinds of cones in the retina, each of which responds primarily to a specific
range of wavelengths. One is most responsive to blue-violet colors, one to green, and
the third to yellow-red (Brown & Wald, 1964). According to trichromatic theory,
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perception of color is influenced by the relative strength with which each of the three
kinds of cones is activated. If we see a blue sky, the blue-violet cones are primarily
triggered, and the others show less activity.

However, there are aspects of color vision that the trichromatic theory is less
successful at explaining. For example, the theory does not explain what happens after
you stare at something like the flag shown in Figure 7 for about a minute. Try this
yourself and then look at a blank white page: You'll see an image of the traditional
red, white, and blue US. flag. Where there was yellow, you'll see blue, and where
there were green and black, you'll see red and white.

The phenomenon you have just experienced is called an afterimage. It occurs
because activity in the retina continues even when you are no longer staring at the
original picture. However, it also demonstrates that the trichromatic theory does not
explain color vision completely. Why should the colors in the afterimage be different
from those in the original?

Because trichromatic processes do not provide a full explanation of color vision,
alternative explanations have been proposed. According to the opponent-process
theory of color vision, first proposed by German physiologist Ewald Hering in the
19th century, receptor cells are linked in pairs, working in opposition to each other.
Specifically, there are a blue-yellow pairing, a red-green pairing, and a black-white
pairing. If an object reflects light that contains more blue than yellow, it will stimu-
late the firing of the cells sensitive to blue, simultaneously discouraging or inhibiting
the firing of receptor cells sensitive to yellow—and the object will appear blue. If, in
contrast, a light contains more yellow than blue, the cells that respond to yellow will
be stimulated to fire while the blue ones are inhibited, and the object will appear
yellow (D. N. Robinson, 2007).

The opponent-process theory provides a good explanation for afterimages.
When we stare at the yellow in the figure, for instance, our receptor cells for the
yellow component of the yellow-blue pairing become fatigued and are less able to
respond to yellow stimuli. In contrast, the receptor cells for the blue part of the
pair are not tired, because they are not being stimulated. When we look at a white
surface, the light reflected off it would normally stimulate both the yellow and
the blue receptors equally. But the fatigue of the yellow receptors prevents this
from happening. They temporarily do not respond to the yellow, which makes the
white light appear to be blue. Because the other colors in the figure do the same
thing relative to their specific opponents, the afterimage produces the opponent

FIGURE 7 Stare at the dot in this flag for
about a minute and then look at a piece
of plain white paper. What do you see?
Most people see an afterimage that
converts the colors in the figure into the
traditional red, white, and blue U.S. flag.
If you have trouble seeing it the first time,
blink once and try again.

opponent-process theory of color
vision The theory that receptor cells
for color are linked in pairs, working in
opposition to each other.

| Study Alert

Keep in mind that there are two
explanations for color vision:
trichromatic and opponent-
process theories.
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colors—for a while. The afterimage lasts only a short time, because the fatigue of
the yellow receptors is soon overcome, and the white light begins to be perceived

more accurately.

We now know that both opponent processes and trichromatic mechanisms are at
work in producing the perception of color vision, but in different parts of the visual
sensing system. Trichromatic processes work within the retina itself, whereas opponent
mechanisms operate both in the retina and at later stages of neuronal processing (Chen,
Zhou, & Gong, 2004; Baraas, Foster, & Amano, 2006; Horiguchi et al, 2013).

RECAP/EVALUATE/RETHINK

RECAP

LO 9-1 What basic processes underlie the sense of vision?

Vision depends on sensitivity to light, electromagnetic
waves in the visible part of the spectrum that are

either reflected off objects or produced by an energy
source. The eye shapes the light into an image that is
transformed into nerve impulses and interpreted by

the brain.

As light enters the eye, it passes through the cornea, pupil,
and lens and ultimately reaches the retina, where the elec-
tromagnetic energy of light is converted to nerve impulses
for transmission to the brain. These impulses leave the eye
via the optic nerve.

The visual information gathered by the rods and cones is
transferred via bipolar and ganglion cells through the optic
nerve, which leads to the optic chiasm—the point where
the optic nerve splits.

LO 9-2 How do we see colors?

Color vision seems to be based on two processes described
by the trichromatic theory and the opponent-process
theory.

The trichromatic theory suggests that there are three
kinds of cones in the retina, each of which is responsive to
a certain range of colors. The opponent-process theory pre-
sumes pairs of different types of cells in the eye that work
in opposition to each other.

KEY TERMS

retina
rods

optic nerve
feature detector

cones

EVALUATE

1.

2.

W

Light entering the eye first passes throughthe —
a protective window.

The structure that converts light into usable neural mes-
sagesiscalledthe |

. A woman with blue eyes could be described as having blue

pigment in her

. What is the process by which the thickness of the lens is

changed in order to focus light properly?

. The proper sequence of structures that light passes through

in the eye is the
and

. Match each type of visual receptor with its function.

a. rods
b. cones

1. used for dim light, largely insensitive to color
2. detect color, good in bright light

theory states that there are three types of cones in
the retina, each of which responds primarily to a different color.

RETHINK

1.

If the eye had a second lens that “unreversed” the image
hitting the retina, do you think there would be changes in
the way people perceive the world?

. From an evolutionary standpoint, why might the eye have

evolved so that the rods, which we rely on in low light, do not
provide sharp images? Are there any advantages to this system?

Answers to Evaluate Questions

trichromatic theory of
color vision
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opponent-process theory
of color vision



The blast-off was easy compared with what the astronaut was experiencing now:
space sickness. The constant nausea and vomiting were enough to make him won-
der why he had worked so hard to become an astronaut. Even though he had been
warned that there was a two-thirds chance that his first experience in space would
cause these symptoms, he wasn’t prepared for how terribly sick he really felt.

Whether or not the astronaut wishes he could head right back to Earth, his experience,
a major problem for space travelers, is related to a basic sensory process: the sense of
motion and balance. This sense allows people to navigate their bodies through the
world and keep themselves upright without falling. Along with hearing—the process
by which sound waves are translated into understandable and meaningful forms—the
sense of motion and balance resides in the ear.

Sensing Sound

Although many of us think primarily of the outer ear when we speak of the ear, that
structure is only one simple part of the whole. The outer ear acts as a reverse mega-
phone, designed to collect and bring sounds into the internal portions of the ear (see
Figure 1). The location of the outer ears on different sides of the head helps with
sound localization, the process by which we identify the direction from which a sound
is coming. Wave patterns in the air enter each ear at a slightly different time, and the
brain uses the discrepancy as a clue to the sound’s point of origin. In addition, the
two outer ears delay or amplify sounds of particular frequencies to different degrees
(Schnupp, Nelken, & King, 2011).

Sound is the movement of air molecules brought about by a source of vibration.
Sounds travel through the air in wave patterns similar in shape to those made in
water when a stone is thrown into a still pond. Sounds, arriving at the outer ear in
the form of wavelike vibrations, are funneled into the auditory canal, a tube-like
passage that leads to the eardrum. The eardrum is the part of the ear that vibrates
when sound waves hit it. The more intense the sound, the more the eardrum vibrates.
These vibrations are then transferred into the middle ear, a tiny chamber containing
three bones (the hammer, the anvil, and the stirrup) that transmit vibrations to the
oval window, a thin membrane leading to the inner ear. Because the hammer, anvil,
and stirrup act as a set of levers, they not only transmit vibrations but also increase
their strength. Moreover, because the opening into the middle ear (the eardrum) is
considerably larger than the opening out of it (the oval window), the force of sound
waves on the oval window becomes amplified. The middle ear, then, acts as a tiny
mechanical amplifier.

The inner ear is the portion of the ear that changes the sound vibrations into a
form in which they can be transmitted to the brain. (As you will see, it also contains
the organs that allow us to locate our position and determine how we are moving
through space.) When sound enters the inner ear through the oval window, it moves
into the cochlea, a coiled tube that looks something like a snail and is filled with
fluid that vibrates in response to sound. Inside the cochlea is the basilar membrane,
a structure that runs through the center of the cochlea, dividing it into an upper

Learning Outcomes

LO 10-1 What role does the
ear play in the senses of
sound, motion, and balance?

LO 10-2 How do smell and
taste function?

LO 10-3 What are the skin
senses, and how do they relate
to the experience of pain?

sound The movement of air molecules
brought about by a source of vibration.

eardrum The part of the ear that
vibrates when sound waves hit it.

cochlea (KOKE-lee-uh) A coiled tube
in the ear filled with fluid that vibrates
in response to sound.

basilar membrane A vibrating struc-
ture that runs through the center of the
cochlea, dividing it into an upper cham-
ber and a lower chamber and containing
sense receptors for sound.
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FIGURE 1 The major parts of the ear.

chamber and a lower chamber. The basilar membrane is covered with hair cells. When
the hair cells are bent by the vibrations entering the cochlea, the cells send a neural
message to the brain (Cho, 2000; Zhou, Liu, & Davis, 2005; Mgller, 2011).

THE PHYSICAL ASPECTS OF SOUND

As we mentioned earlier, what we refer to as sound is actually the physical movement
of air molecules in regular, wavelike patterns caused by a vibrating source. Sometimes
it is even possible to see these vibrations: If you have ever seen an audio speaker that
has no enclosure, you know that, at least when the lowest notes are playing, you can
see the speaker moving in and out. Less obvious is what happens next: The speaker
pushes air molecules into waves with the same pattern as its movement. Those wave
patterns soon reach your ear, although their strength has been weakened considerably
during their travels. All other sources that produce sound work in essentially the same
fashion, setting off wave patterns that move through the air to the ear. Air-or some
other medium, such as water—is necessary to make the vibrations of objects reach us.
This explains why there can be no sound in a vacuum.

We are able to see the audio speaker moving when low notes are played because
of a primary characteristic of sound called frequency. Frequency is the number of wave
cycles that occur in a second. At very low frequencies there are relatively few wave cycles
per second (see Figure 2). These cycles are visible to the naked eye as vibrations in the
speaker. Low frequencies are translated into a sound that is very low in pitch. (Pitch
is the characteristic that makes sound seem “high” or “low.”) For example, the lowest
frequency that humans are capable of hearing is 20 cycles per second. Higher frequen-
cies are heard as sounds of higher pitch. At the upper end of the sound spectrum,
people can detect sounds with frequencies as high as 20,000 cycles per second.
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Amplitude is a feature of wave patterns that allows us to distinguish between loud and
soft sounds. Amplitude is the spread between the up-and-down peaks and valleys of air
pressure in a sound wave as it travels through the air. Waves with small peaks and valleys
produce soft sounds; those with relatively large peaks and valleys produce loud sounds.

We are sensitive to broad variations in sound amplitudes. The strongest sounds
we are capable of hearing are over a trillion times as intense as the very weakest sound
we can hear. This range is measured in decibels. When sounds get higher than 120
decibels, they become painful to the human ear.

Our sensitivity to different frequencies changes as we age. For instance, as we get
older, the range of frequencies we can detect declines, particularly for high-pitched
sounds. This is why high school students sometimes choose high-pitched ring tones
for their cell phones in settings where cell phone use is forbidden: the ringing sound
goes undetected by their aging teachers (Vitello, 2006) (see Figure 3).

Sorting Out Theories of Sound. How are our brains able to sort out wavelengths
of different frequencies and intensities? One clue comes from studies of the basilar
membrane, the area in the cochlea that translates physical vibrations into neural

All ages
50-59 years old
40-49 years old

30-39 years old

Range by age group

18-24 years old

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Audible frequencies for sound at 60 decibels

Highest note Cell phone
on a piano ringtone undetectable
by many adults

Frequency (low to high in kilohertz)

Low pitch

High pitch

FIGURE 3 Some teenagers set their text-message ring tone to a frequency too high for most adults to
hear, allowing them to use cell phones where they are prohibited. (Source: Adapted from Vitello, 2006.)

FIGURE 2 The sound waves produced
by different stimuli are transmitted—
usually through the air—in different
patterns, with lower frequencies indicated
by fewer peaks and valleys per second.
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place theory of hearing The theory
that different areas of the basilar mem-
brane respond to different frequencies.

frequency theory of hearing The
theory that the entire basilar membrane
acts like a microphone, vibrating as a
whole in response to a sound.

Study Alert

Be sure to understand the
differences between the place
and frequency theories of
hearing.

semicircular canals Three tube-like
structures of the inner ear containing
fluid that sloshes through them when
the head moves, signaling rotational or
angular movement to the brain.

impulses. It turns out that sounds affect different areas of the basilar membrane,
depending on the frequency of the sound wave. The part of the basilar membrane
nearest to the oval window is most sensitive to high-frequency sounds, and the part
nearest to the cochlea’s inner end is most sensitive to low-frequency sounds. This
finding has led to the place theory of hearing, which states that different areas of
the basilar membrane respond to different frequencies.

However, place theory does not tell the full story of hearing, because very low
frequency sounds trigger neurons across such a wide area of the basilar membrane that
no single site is involved. Consequently, an additional explanation for hearing has been
proposed: frequency theory. The frequency theory of hearing suggests that the
entire basilar membrane acts as a microphone, vibrating as a whole in response to a
sound. According to this explanation, the nerve receptors send out signals that are tied
directly to the frequency (the number of wave crests per second) of the sounds to
which we are exposed, with the number of nerve impulses being a direct function of
a sound’s frequency. Thus, the higher the pitch of a sound (and therefore the greater
the frequency of its wave crests), the greater the number of nerve impulses that are
transmitted up the auditory nerve to the brain.

Neither place theory nor frequency theory provides the full explanation for hear-
ing. Place theory provides a better explanation for the sensing of high-frequency sounds,
whereas frequency theory explains what happens when low-frequency sounds are
encountered. Medium-frequency sounds incorporate both processes (Hirsh & Watson,
1996; Hudspeth, 2000).

After an auditory message leaves the ear, it is transmitted to the auditory cortex
of the brain through a complex series of neural interconnections. As the message is
transmitted, it is communicated through neurons that respond to specific types of
sounds. Within the auditory cortex itself, there are neurons that respond selectively
to very specific sorts of sound features, such as clicks and whistles. Some neurons
respond only to a specific pattern of sounds, such as a steady tone but not an inter-
mittent one. Furthermore, specific neurons transfer information about a sound’s location
through their particular pattern of firing (Middlebrooks et al., 2005; Wang et al.,, 2005;
Alho et al,, 2006).

If we were to analyze the configuration of the cells in the auditory cortex, we
would find that neighboring cells are responsive to similar frequencies. The auditory
cortex, then, provides us with a “map” of sound frequencies, just as the visual cortex
furnishes a representation of the visual field. In addition, because of the asymmetry in
the two hemispheres of the brain, the left and right ears process sound differently. The
right ear reacts more to speech, whereas the left ear responds more to music (Sininger &
Cone-Wesson, 2004, 2006).

Speech perception requires that we make fine discriminations among sounds that
are quite similar in terms of their physical properties. Furthermore, not only are we
able to understand what is being said from speech, we can use vocal cues to determine
who is speaking, if they have an accent and where they may be from, and even their
emotional state. Such capabilities illustrate the sophistication of our sense of hearing
(Pell et al, 2009; Ross et al, 2011; Mattys et al, 2013).

Balance: The Ups and Downs of Life. Several structures of the ear are related more
to our sense of balance than to our hearing. Collectively, these structures are known
as the vestibular system, which responds to the pull of gravity and allows us to main-
tain our balance, even when standing in a bus in stop-and-go traffic.

The main structure of the vestibular system is formed by the semicircular canals
of the inner ear (refer to Figure 1), which consist of three tubes containing fluid that
sloshes through them when the head moves, signaling rotational or angular movement
to the brain. The pull on our bodies caused by the acceleration of forward, backward,
or up-and-down motion, as well as the constant pull of gravity, is sensed by the otoliths,
tiny, motion-sensitive crystals in the semicircular canals. When we move, these crystals
shift as sands do on a windy beach, contacting the specialized receptor hair cells in
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the semicircular canals. The brain’s inexperience in interpreting messages from the
weightless otoliths is the cause of the space sickness commonly experienced by two-
thirds of all space travelers, mentioned at the start of this module (Flam, 1991; Stern &
Koch, 1996).

Smell and Taste

Until he bit into a piece of raw cabbage on that February evening . . ., Raymond
Fowler had not thought much about the sense of taste. The cabbage, part of a
pasta dish he was preparing for his family’s dinner, had an odd, burning taste, but
he did not pay it much attention. Then a few minutes later, his daughter handed
him a glass of cola, and he took a swallow. “It was like sulfuric acid,” he said. “It
was like the hottest thing you could imagine boring into your mouth.” (Goode,
1999, pp. D1-D2)

It was evident that something was very wrong with Fowler’s sense of taste. After
extensive testing, it became clear that he had damaged the nerves involved in his
sense of taste, probably because of a viral infection or a medicine he was taking.
(Luckily for him, a few months later his sense of taste returned to normal.)

Even without disruptions in our ability to perceive the world such as those expe-
rienced by Fowler, we all know the important roles that taste and smell play. We'll
consider these two senses next.

SMELL

Although many animals have keener abilities to detect odors than we do, the
human sense of smell (olfaction) permits us to detect more than 10,000 separate
smells. We also have a good memory for smells, and long-forgotten events and
memories—good and bad-can be brought back with the mere whiff of an odor
associated with a memory (Willander & Larsson, 2006; Schroers, Prigot, & Fagen,
2007; Arshamian et al., 2013).

Results of “sniff tests” have shown that women generally have a better sense of
smell than men do (Engen, 1987). People also have the ability to distinguish males
from females on the basis of smell alone. In one experiment, blindfolded students
who were asked to sniff the breath of a female or male volunteer who was hidden
from view were able to distinguish the sex of the donor at better than chance levels.
People can also distinguish happy from sad emotions by sniffing underarm smells,
and women are able to identify their babies solely on the basis of smell just a few
hours after birth (Doty et al, 1982; Haviland-Jones & Chen, 1999; Fusari & Ballesteros,
2008; Silva, 2011).

Zero gravity presents numerous
challenges, some of which were depicted
in the film Gravity with Sandra Bullock.
For example, the weightlessness of the
ear’s ototliths produces space sickness in
most astronauts.

More than 1,000 receptor cells, known as
olfactory cells, are spread across the

nasal cavity. The cells are specialized

to react to particular odors. Do you think
it is possible to “train” the nose to pick up
a greater number of odors?
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PsychTech

When male participants in a
study sniffed women’s tears,
fMRI brain scans showed
reduced activity in the parts
of the brain associated with
sexual arousal. Apparently,
tears contain a chemical
signal.

The sense of smell is sparked when the molecules of a substance enter the nasal
passages and meet olfactory cells, the receptor neurons of the nose, which are spread
across the nasal cavity. More than 1,000 separate types of receptors have been identified
on those cells so far. Each of these receptors is so specialized that it responds only to
a small band of different odors. The responses of the separate olfactory cells are then
transmitted to the brain, where they are combined into recognition of a particular smell
(Murphy et al, 2004; Marshall, Laing, & Jinks, 2006; Zhou & Buck, 2006).

Smell may also act as a hidden means of communication for humans. It has long
been known that nonhumans release pheromones, chemicals they secrete into the
environment that produce a social response in other members of the same species.
Pheromones transmit messages such as alarm (“‘danger—predators are close by!”) or
sexual availability (“I'm interested in sex”). For instance, the vaginal secretions of
female monkeys contain pheromones that stimulate the sexual interest of male
monkeys (Touhara, 2007; Hawkes & Doty, 2009; Brennan, 2011).

The degree to which pheromones are part of the human experience remains
an open question. Some psychologists believe that human pheromones affect emo-
tional responses, although the evidence is inconclusive. For one thing, it is not
clear what specific sense organ is receptive to pheromones. In nonhumans, it is the
vomeronasal organ in the nose, but in humans the organ appears to recede during
fetal development (Haviland-Jones & Wilson, 2008, Hummer & McClintock, 2009;
Gelstein et al.,, 2011).

TASTE

The sense of taste (gustation) involves receptor cells that respond to four basic stimulus
qualities: sweet, sour, salty, and bitter. A fifth category also exists, a flavor called umami,
although there is controversy about whether it qualifies as a fundamental taste. Umami
is a hard-to-translate Japanese word, although the English “meaty” or “savory” comes close.
Chemically, umami involves food stimuli that contain amino acids (the substances that
make up proteins) (McCabe & Rolls, 2007; Erickson, 2008; Nakamura et al, 2011).

Although the specialization of the receptor cells leads them to respond most
strongly to a particular type of taste, they are capable of responding to other tastes as
well. Ultimately, every taste is simply a combination of the basic flavor qualities, in
the same way that the primary colors blend into a vast variety of shades and hues
(Dilorenzo & Youngentob, 2003; Yeomans, Tepper, & Ritezschel, 2007).

The receptor cells for taste are located in roughly 10,000 taste buds, which are
distributed across the tongue and other parts of the mouth and throat. The taste buds
wear out and are replaced every 10 days or so. That's a good thing, because if our
taste buds weren’t constantly reproducing, we’d lose the ability to taste
after we’d accidentally burned our tongues.

The sense of taste differs significantly from one person to another, largely
as a result of genetic factors. Some people, dubbed “supertasters,” are highly
sensitive to taste; they have twice as many taste receptors as “nontasters,”
who are relatively insensitive to taste. Supertasters (who, for unknown reasons,
are more likely to be female than male) find sweets sweeter, cream creamier,
and spicy dishes spicier, and weaker concentrations of flavor are enough to
satisfy any cravings they may have (Bartoshuk, 2000; Snyder, Fast, & Bar-
toshuk, 2004; Pickering & Gordon, 2006).

Supertasters—who make up about 15% of the U.S. population—-may even
be healthier than nontasters. Because supertasters find fatty foods distaste-
ful, they are thinner than the general population. In contrast, because they
aren’t so sensitive to taste, nontasters may seek out relatively sweeter and

There are 10,000 taste buds on the tongue and other fattier foods in order to maximize the taste. As a consequence, they may
parts of the mouth. Taste buds wear out and are be prone to obesity (Reddy, 2013).
replaced every 10 days. What would happen if taste Are you a supertaster? To find out, complete the questionnaire in

buds were not regenerated?

Figure 4.
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Take a Taste Test

1. Taste Bud Count
Punch a hole with a standard hole punch in a square of wax paper. Paint the front of
your tongue with a cotton swab dipped in blue food coloring. Put wax paper on the tip
of your tongue, just to the right of center. With a flashlight and magnifying glass, count
the number of pink, unstained circles. They contain taste buds.

. Sweet Taste
Rinse your mouth with water before tasting each sample. Put 2 cup sugar in a
measuring cup, and then add enough water to make | cup. Mix. Coat front half of your
tongue, including the tip, with a cotton swab dipped in the solution. Wait a few
moments. Rate the sweetness according to the scale shown below.

. Salt Taste
Put 2 teaspoons of salt in a measuring cup and add enough water to make | cup.
Repeat the steps listed above, rating how salty the solution is.

. Spicy Taste
Add | teaspoon of Tabasco sauce to | cup of water. Apply with a cotton swab to first 2

inch of the tongue, including the tip. Keep your tongue out of your mouth until the burn
reaches a peak, then rate the burn according to the scale.

TASTE SCALE

Barely Moderate Strongest

Detectable Strong Very Strong Imaginable Sensation
Weak

ST IHHHHHHHHlHHHHHHHHlHHHHHHHHHHHHHHHHHHHHHHHi

I | I | I | I | I |
10 20 3 40 50 60 70 80 90 100

SUPERTASTERS NONTASTERS
Number of taste buds 25 on Average 10
Sweet rating 56 on Average 32
Tabasco 64 on Average 31

Average tasters lie in between supertasters and nontasters. Bartoshuk and Lucchina
lack the data at this time to rate salt reliably, but you can compare your results with
others taking the test.

The Skin Senses: Touch, Pressure,
Temperature, and Pain

It started innocently when Jennifer Darling hurt her right wrist during gym class.
At first it seemed like a simple sprain. But even though the initial injury healed,
the excruciating, burning pain accompanying it did not go away. Instead, it spread
to her other arm and then to her legs. The pain, which Jennifer described as similar
to “a hot iron on your arm,” was unbearable-and never stopped.

The source of Darling’s pain turned out to be a rare condition known as reflex
sympathetic dystrophy syndrome, or RSDS. For a victim of RSDS, a stimulus as mild as
a gentle breeze or the touch of a feather can produce agony. Even bright sunlight or
a loud noise can trigger intense pain (Coderre, 2011; Harden et al, 2013).

FIGURE 4 All tongues are not
created equal, according to
taste researchers Linda
Bartoshuk and Laurie Lucchina.
Instead they suggest that the
intensity of a flavor experienced
by a given person is determined
by that person’s genetic
background. This taste test can
help determine if you are a
nontaster, average taster, or
supertaster. (Source: Bartoshuk &
Lucchina, 1997)
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skin senses The senses of touch,
pressure, temperature, and pain.

Study Alert

Remember that there are
multiple skin senses, including
touch, pressure, temperature,
and pain.

FIGURE 5 Skin sensitivity in various
areas of the body. The lower the average
threshold is, the more sensitive a body
partis. The fingers and thumb, lips,

nose, cheeks, and big toe are the most
sensitive. Why do you think certain areas
are more sensitive than others?

Pain such as Darling’s can be devastating, yet a lack of pain can be equally
bad. If you never experienced pain, for instance, you might not notice that your
arm had brushed against a hot pan, and you would suffer a severe burn. Similarly,
without the warning sign of abdominal pain that typically accompanies an inflamed
appendix, your appendix might eventually rupture, spreading a fatal infection
throughout your body.

In fact, all our skin senses—touch, pressure, temperature, and pain—play a critical
role in survival, making us aware of potential danger to our bodies. Most of these senses
operate through nerve receptor cells located at various depths throughout the skin,
distributed unevenly throughout the body. For example, some areas, such as the finger-
tips, have many more receptor cells sensitive to touch and as a consequence are notably
more sensitive than other areas of the body (Gardner & Kandel, 2000) (see Figure 5).

Probably the most extensively researched skin sense is pain, and with good reason:
People consult physicians and take medication for pain more than any other symptom
or condition. Chronic pain afflicts more than 76 million people and costs $100 billion
a year in the United States alone (Kalb, 2003; Pesmen, 2006; Park, 2011).

Pain is a response to a great variety of different kinds of stimuli. A light that is
too bright can produce pain, and sound that is too loud can be painful. One expla-
nation is that pain is an outcome of cell injury; when a cell is damaged, regardless
of the source of damage, it releases a chemical called substance P that transmits pain
messages to the brain.

Some people are more susceptible to pain than others. For example, women expe-
rience painful stimuli more intensely than men. These gender differences are associated
with the production of hormones related to menstrual cycles. In addition, certain genes
are linked to the experience of pain, so that we may inherit our sensitivity to pain
(Kim, Clark, & Dionne, 2009; Nielsen, Staud, & Price, 2009; Park, 2011).

Forehead

Nose
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Shoulder
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Breast
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But the experience of pain is not determined by biological factors alone. For
example, women report that the pain experienced in childbirth is moderated to some
degree by the joyful nature of the situation. In contrast, even a minor stimulus can
produce the perception of strong pain if it is accompanied by anxiety (for example,
during a visit to the dentist). Clearly, then, pain is a perceptual response that depends
heavily on our emotions and thoughts (Rollman, 2004; Lang, Sorrell, & Rodgers, 2006;
Kennedy et al, 2011).

From the perspective of . . .\

A Medical or Dental Services Provider How
would you handle a patient who is anxiously awaiting
:}\ treatment and complaining that her pain is getting worse?

__,;\_w‘ J

According to the gate-control theory of pain, particular nerve receptors in the
spinal cord lead to specific areas of the brain related to pain. When these receptors
are activated because of an injury or problem with a part of the body, a “gate” to the
brain is opened, allowing us to experience the sensation of pain (Melzack & Katz, 2004;
Moayedi & Massieh Davis, 2013).

However, another set of neural receptors can, when stimulated, close the “gate”
to the brain, thereby reducing the experience of pain. The gate can be shut in
two different ways. First, other impulses can overwhelm the nerve pathways relat-
ing to pain, which are spread throughout the brain. In this case, nonpainful stim-
uli compete with and sometimes displace the neural message of pain, thereby
shutting off the painful stimulus. This explains why rubbing the skin around an
injury (or even listening to distracting music) helps reduce pain. The competing
stimuli can overpower the painful ones (Villemure, Slotnick, & Bushnell, 2003;
Somers et al, 2011).

Psychological factors account for the second way a gate can be shut. Depending
on an individual’s current emotions, interpretation of events, and previous experience,
the brain can close a gate by sending a message down the spinal cord to an injured
area, producing a reduction in or relief from pain. Thus, sol-
diers who are injured in battle may experience no pain—the
surprising situation in more than half of all combat injuries.
The lack of pain probably occurs because a soldier experiences
such relief at still being alive that the brain sends a signal to
the injury site to shut down the pain gate (Turk, 1994; Gatchel
& Weisberg, 2000; Pincus & Morley, 2001).

Gate-control theory also may explain cultural differences
in the experience of pain. Some of these variations are astound-
ing. For example, in India people who participate in the
“hook-swinging” ritual to celebrate the power of the gods have
steel hooks embedded under the skin and muscles of their
backs. During the ritual, they swing from a pole, suspended
by the hooks. What would seem likely to induce excruciating
pain instead produces a state of celebration and near euphoria.
In fact, when the hooks are later removed, the wounds heal

gate-control theory of pain The
theory that particular nerve receptors in
the spinal cord lead to specific areas of
the brain related to pain.

PsychTech

Researcher Sean Mackey
exposed participants in a
study to a painful stimulus
while watching an fMRI
scan of their brain. Mackey
found that the participants
could be trained to exert
control over the region of
the brain activated by the
pain, thereby reducing their
experience of pain.

quickly, and after 2 weeks almost no visible marks remain The ancient practice of acupuncture is still used in the 21st century. How
(Kosambi, 1967; Melzack & Katz, 2001). does the gate-control theory of pain explain how acupuncture works?
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Gate-control theory suggests that the lack of pain is due to a message from the
participant’s brain, which shuts down the pain pathways. Gate-control theory also may
explain the effectiveness of acupuncture, an ancient Chinese technique in which sharp
needles are inserted into various parts of the body. The sensation from the needles
may close the gateway to the brain, reducing the experience of pain. It is also possible
that the body’s own painkillers—called endorphins—as well as positive and negative
emotions, play a role in opening and closing the gate (Fee et al, 2002; Witt, Jena, &
Brinkhaus, 2006; Cabioglu, Ergene, & Tan, 2007).

Although the basic ideas behind gate-control theory have been supported by
research, other processes are involved in the perception of pain. For instance, it appears
that there are multiple neural pathways involved in the experience of pain. Further-
more, it is clear that the suppression of pain can occur through the natural release of
endorphins and other compounds that produce a reduction of discomfort and a sense
of well-being (Grahek, 2007).

% of Psychology

Managing Pain

Are you one of the 100 million people in the United States who suffer from chronic pain?
Psychologists and medical specialists have devised several strategies to fight pain. Among
the most important approaches are these:

* Medication. Painkilling drugs are the most popular treatment in fighting pain.
Drugs range from those that directly treat the source of the pain—such as reduc-
ing swelling in painful joints—to those that work on the symptoms. Medication
can be in the form of pills, patches, injections, or liquids. In a recent innovation,
drugs are pumped directly into the spinal cord (Kalb, 2003; Pesmen, 2006;
Bagnall, 2010).

* Nerve and brain stimulation. Pain can sometimes be relieved when a low-voltage
electric current is passed through the specific part of the body that is in pain.
For example, in peripheral-nerve stimulation, a tiny battery-operated generator
is implanted in the low back. In even more severe cases, electrodes can be
implanted surgically directly into the brain, or a handheld battery pack can
stimulate nerve cells to provide direct relief (Tugay et al.,, 2007; Landro, 2010;
Tan et al., 2011).

+ Light therapy. One of the newest forms of pain reduction involves exposure to
specific wavelengths of red or infrared light. Certain kinds of light increase
the production of enzymes that may promote healing (Underwood, 2005;

Evcik et al., 2007).

* Hypnosis. For people who can be hypnotized, hypnosis can greatly relieve pain (Neron &
Stephenson, 2007; Walker, 2008; Accardi & Milling, 2009; Lee & Raja, 201).

* Biofeedback and relaxation techniques. Using biofeedback, people learn to
control “involuntary” functions such as heartbeat and respiration. If the pain
involves muscles, as in tension headaches or back pain, sufferers can be
trained to relax their bodies systematically (Nestoriuc & Martin, 2007; Vitiello,
Bonello, & Pollard, 2007).

« Surgery. In one of the most extreme methods, specific nerve fibers that carry
pain messages to the brain can be cut surgically. Still, because of the danger
that other bodily functions will be affected, surgery is a treatment of last resort,
used most frequently with dying patients (Cullinane, Chu, & Mamelak, 2002;
Amid & Chen, 2011).
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+ Cognitive restructuring. Cognitive treatments are effective for people who continually
say to themselves, “This pain will never stop,” “The pain is ruining my life,” or |
can’t take it anymore” and are thereby likely to make their pain even worse. By sub-
stituting more positive ways of thinking, people can increase their sense of control—
and actually reduce the pain they experience (Spanos, Barber, & Lang, 2005; Bogart
et al., 2007; Liedl! et al., 20M).

How Our Senses Interact

When Matthew Blakeslee shapes hamburger patties with his hands, he experiences
a vivid bitter taste in his mouth. Esmerelda Jones (a pseudonym) sees blue

when she listens to the note C sharp played on the piano; other notes evoke
different hues—so much so that the piano keys are actually color-coded, making
it easier for her to remember and play musical scales. (Ramachandran & Hubbard,
2001, p. 53)

The explanation? Both of these people have an unusual condition known as synesthesia,
in which the stimulation of one sensory system (such as the auditory system)
involuntarily leads a person to experience an additional sensory response in a different
sensory system (such as vision).

The origins of synesthesia are a mystery. It is possible that people with synesthe-
sia have unusually dense neural linkages between the different sensory areas of the
brain. Another hypothesis is that they lack neural controls that usually inhibit connec-
tions between sensory areas (Pearce, 2007, Kadosh, Henik, & Walsh, 2009; Deroy &
Ophelia Spence, 2013).

Whatever the reason for synesthesia, it is a rare condition. (If you'd like to check
out this phenomenon, see Figure 6.) Even so, the senses of all of us do interact and
integrate in a variety of ways. For example, the taste of food is influenced by its tex-
ture and temperature. We perceive food that is warmer as sweeter (think of the
sweetness of steamy hot chocolate compared with cold chocolate milk). Spicy foods
stimulate some of the same pain receptors that are also stimulated by heat-making
the use of “hot” as a synonym for “spicy” quite accurate (Green & George, 2004; Balaban,
McBurney, & Affeltranger, 2005; Brang et al, 2011).

It's important, then, to think of our senses as interacting with one another. For
instance, brain imaging studies show that the senses work in tandem to build our
understanding of the world around us. We engage in multimodal perception, in which
the brain collects the information from the individual sensory systems and integrates
and coordinates it (Macaluso & Driver, 2005; Paulmann, Jessen, & Kotz, 2009). (Also
see the Neuroscience in Your Life feature.)

Moreover, despite the fact that very different sorts of stimuli activate our individual
senses, they all react according to the same basic principles that we discussed at the
start of this chapter. For example, our responses to visual, auditory, and taste stimuli all
follow Weber’s law involving our sensitivity to changes in the strength of stimuli.
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FIGURE 6 (a) Try to pick out the Os in the
display. (Note: each O appears as a rectan-
gular “@” with a slash through it.) Most
people take several seconds to find them
buried among the 8s and to see that the
@s form a triangle. For people with certain
forms of synesthesia, however, it’s easy,
because they perceive the different
numbers in contrasting colors as in (b).
(Source: Adapted from Ramachandran,
Hubbard, 2003.)
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In short, in some ways our senses are more similar to one another than different.
Each of them is designed to pick up information from the environment and translate
it into useable information. Furthermore, individually and collectively, our senses help
us to understand the complexities of the world around us, allowing us to navigate
through the world effectively and intelligently.

Neuroscience in Your Life;

Synesthesia and the
Overconnected Brain

Although most of us see color and hear sounds, people with synesthesia may also “see”
sounds or “hear” color. Specifically, individuals with color-sequence synesthesia associate
colors with letters and associate numbers with color and times (e.g., days of the month).
Recent studies suggest that these associations may be due to differences in how the brain is
connected and what networks are active during processing. For example, when participants
in one study were listening to audio clips of Sesame Street where numbers and letters are
discussed, similar areas of the brain are used to process letters (seen in the brain images on
the left). In the graphical representations of networks of activity on the right, however,
people with synesthisia show stronger connections (green dots) between the visual cortex
and letter-related areas than those without synesthesia.
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RECAP/EVALUATE/RETHINK

RECAP

LO 10-1 What role does the ear play in the senses of sound,
motion, and balance?

Sound, motion, and balance are centered in the ear.
Sounds, in the form of vibrating air waves, enter through
the outer ear and travel through the auditory canal until
they reach the eardrum.

The vibrations of the eardrum are transmitted into the
middle ear, which consists of three bones: the hammer,
the anvil, and the stirrup. These bones transmit vibrations
to the oval window.

In the inner ear, vibrations move into the cochlea, which
encloses the basilar membrane. Hair cells on the basilar
membrane change the mechanical energy of sound waves
into nerve impulses that are transmitted to the brain. The
ear is also involved in the sense of balance and motion.
Sound has a number of physical characteristics, including fre-
quency and amplitude. The place theory of hearing and the
frequency theory of hearing explain the processes by which
we distinguish sounds of varying frequency and intensity.

LO 10-2 How do smell and taste functiom?

Smell depends on olfactory cells (the receptor cells of
the nose), and taste is centered in the tongue’s taste buds.

LO 10-3 Whart are the skin senses, and how do they relate to
the experience of pain?

The skin senses are responsible for the experiences of
touch, pressure, temperature, and pain. Gate-control the-
ory suggests that particular nerve receptors, when acti-
vated, open a “gate” to specific areas of the brain related to
pain, and that another set of receptors closes the gate
when stimulated.

Among the techniques used frequently to alleviate pain
are medication, hypnosis, biofeedback, relaxation tech-
niques, surgery, nerve and brain stimulation, and cognitive
therapy.

KEY TERMS

sound
eardrum
cochlea (KOKE-lee-uh)

basilar membrane
hair cells
place theory of hearing

4. The

6. The
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EVALUATE

1. The tube-like passage leading from the outer ear to the

eardrum is known as the

2. The purpose of the eardrum is to protect the sensitive

nerves underneath it. It serves no purpose in actual hearing.
True or false?

3. The three middle ear bones transmit their sound to the

theory of hearing states that the entire
basilar membrane responds to a sound, vibrating more or
less, depending on the nature of the sound.

5. The three fluid-filled tubes in the inner ear that are

responsible for our sense of balance are known as the

theory states that when
certain skin receptors are activated as a result of an injury,
a “pathway” to the brain is opened, allowing pain to be
experienced.

RETHINK

1. Much research is being conducted on repairing faulty sensory

organs through devices such as personal guidance systems
and eyeglasses, among others. Do you think that researchers
should attempt to improve normal sensory capabilities
beyond their “natural” range (for example, make human visual
or audio capabilities more sensitive than normal)? What bene-
fits might this ability bring? What problems might it cause?

2. Why might sensitivity to pheromones have evolved differ-

ently in humans than in other species? What cultural factors
might have played a role?

Answers to Evaluate Questions

frequency theory of hearing
semicircular canals
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skin senses
gate-control theory of pain
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Learning Outcomes

LO 11-1 What principles
underlie our organization of
the visual world and allow
us to make sense of our
environment?

LO 11-2 How are we able to
perceive the world in three
dimensions when our retinas
are capable of sensing only
two-dimensional images?

LO 11-32 What clues do visual
illusions give us about our
understanding of general
perceptual mechanisms?

gestalt laws of organization A series
of principles that describe how we orga-
nize bits and pieces of information into
meaningful wholes.

FIGURE 1 When the usual cues we use to
distinguish figure from ground are absent,
we may shift back and forth between dif-
ferent views of the same figure. In (a), you
can see either a vase or the profiles of
two people. In (b), the shaded portion of
the figure, called a Necker cube, can
appear to be either the front or the back
of the cube.

116

Constructing Ou

View of the Worlc

Consider the vase shown in Figure 1a for a moment. Or is it a vase? Take another look,
and instead you may see the profiles of two people.

Now that an alternative interpretation has been pointed out, you will probably
shift back and forth between the two interpretations. Similarly, if you examine the
shapes in Figure 1b long enough, you will probably experience a shift in what
you're seeing. The reason for these reversals is this: Because each figure is two-
dimensional, the usual means we employ for distinguishing the figure (the object
being perceived) from the ground (the background or spaces within the object) do
not work.

The fact that we can look at the same figure in more than one way illustrates an
important point. We do not just passively respond to visual stimuli that happen to fall
on our retinas. Rather, we actively try to organize and make sense of what we see.

We turn now from a focus on the initial response to a stimulus (sensation) to
what our minds make of that stimulus—perception. Perception is a constructive process
by which we go beyond the stimuli that are presented to us and attempt to construct
a meaningful situation.

The Gestalt Laws of Organization

Some of the most basic perceptual processes can be described by a series of principles
that focus on the ways we organize bits and pieces of information into meaningful
wholes. Known as gestalt laws of organization, these principles were set forth in
the early 1900s by a group of German psychologists who studied patterns, or gestalts
(Wertheimer, 1923). Those psychologists discovered a number of important principles
that are valid for visual (as well as auditory) stimuli, illustrated in Figure 2: closure,
proximity, similarity, and simplicity.

(b)
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(a) Closure (b) Proximity (c) Similarity

FIGURE 2 Organizing these various bits and pieces of information into meaningful wholes
constitutes some of the most basic processes of perception, which are summed up in the gestalt
laws of organization. How might we determine if any other species share this organizational
tendency?

Figure 2a illustrates closure: We usually group elements to form enclosed or com-
plete figures rather than open ones. We tend to ignore the breaks in Figure 2a and
concentrate on the overall form. Figure 2b demonstrates the principle of proximity: We
perceive elements that are closer together as grouped together. As a result, we tend
to see pairs of dots rather than a row of single dots in Figure 2b.

Elements that are similar in appearance we perceive as grouped together. We see,
then, horizontal rows of circles and squares in Figure 2c rather than vertical mixed
columns. Finally, in a general sense, the overriding gestalt principle is simplicity: When
we observe a pattern, we perceive it in the most basic, straightforward manner that
we can. For example, most of us see Figure 2d as a square with lines on two sides,
rather than as the block letter W on top of the letter M. If we have a choice of inter-
pretations, we generally opt for the simpler one.

Although gestalt psychology no longer plays a prominent role in contemporary
psychology, its legacy endures. One fundamental gestalt principle that remains
influential is that two objects considered together form a whole that is different
from the simple combination of the objects. Gestalt psychologists argued that the
perception of stimuli in our environment goes well beyond the individual elements
that we sense. Instead, it represents an active, constructive process carried out
within the brain (van der Helm, 2006; Klapp & Jagacinski, 2011; Wagemans et al,,
2012) (see Figure 3).

(d) Simplicity

The gestalt laws of organization
are classic principles in the field
of psychology. Figure 2 can
help you remember them.

FIGURE 3 Although at first it is difficult to
distinguish anything in this drawing, keep
looking, and eventually you may see the
figure of a dog. The dog represents a
gestalt, or perceptual, whole, which is
something greater than the sum of the
individual elements.
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top-down processing Perception that
is guided by higher-level knowledge,
experience, expectations, and
motivations.

bottom-up processing Perception
that consists of the progression of recog-
nizing and processing information from
individual components of a stimuli and
moving to the perception of the whole.

FIGURE 4 The power of context is shown
in this figure. Note how the B and the

13 are identical. (Adapted from Coren &
Ward, 1989.)

Top-Down and Bottom-Up
Processing

Ca- yo- re-d tis -en-en-e, w-ic- ha- evry -hi-d l-ttT m-ssng? It probably won't take you too long
to figure out that it says, “Can you read this sentence, which has every third letter missing?”

If perception were based primarily on breaking down a stimulus into its most basic
elements, understanding the sentence, as well as other ambiguous stimuli, would not
be possible. The fact that you were probably able to recognize such an imprecise
stimulus illustrates that perception proceeds along two different avenues, called top-
down processing and bottom-up processing.

In top-down processing, perception is guided by higher-level knowledge, expe-
rience, expectations, and motivations. You were able to figure out the meaning of the
sentence with the missing letters because of your prior reading experience and because
written English contains redundancies. Not every letter of each word is necessary to
decode its meaning. Moreover, your expectations played a role in your being able to
read the sentence. You were probably expecting a statement that had something to do
with psychology, not the lyrics to a Lady Gaga song.

Top-down processing is illustrated by the importance of context in determining how
we perceive objects. Look, for example, at Figure 4. Most of us perceive that the first
row consists of the letters A through F, while the second contains the numbers 9 through
14. But take a more careful look and you’'ll see that the “B” and the “13” are identical.
Clearly, our perception is affected by our expectations about the two sequences—even
though the two stimuli are exactly the same.

However, top-down processing cannot occur on its own. Even though top-down
processing allows us to fill in the gaps in ambiguous and out-of-context stimuli, we
would be unable to perceive the meaning of such stimuli without bottom-up process-
ing. Bottom-up processing consists of the progression of recognizing and processing
information from individual components of a stimuli and moving to the perception of
the whole. We would make no headway in our recognition of the sentence without
being able to perceive the individual shapes that make up the letters. Some perception,
then, occurs at the level of the patterns and features of each of the separate letters.

Top-down and bottom-up processing occur simultaneously, and interact with each
other, in our perception of the world around us. Bottom-up processing permits us to process
the fundamental characteristics of stimuli, whereas top-down processing allows us to bring
our experience to bear on perception. As we learn more about the complex processes
involved in perception, we are developing a better understanding of how the brain contin-
ually interprets information from the senses and permits us to make responses appropriate
to the environment (Sobel et al, 2007; Folk & Remington, 2008; Westerhausen et al., 2009).

Depth Perception:
Translating 2-D to 3-D

As sophisticated as the retina is, the images projected onto it are flat and two-dimensional.
Yet the world around us is three-dimensional, and we perceive it that way. How do we
make the transformation from 2-D to 3-D?

AIBCDEF
3iI0NI21314
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The ability to view the world in three dimensions and to perceive distance—a skill
known as depth perception-is due largely to the fact that we have two eyes. Because
there is a certain distance between the eyes, a slightly different image reaches each
retina. The brain integrates the two images into one view, but it also recognizes the
difference in images and uses this difference to estimate the distance of an object from
us. The difference in the images seen by the left eye and the right eye is known as
binocular disparity (Kara & Boyd, 2009; Gillam, Palmisano, & Govan, 2011; Valsecchi
et al, 2013).

To get a sense of binocular disparity, hold a pencil at arm’s length and look at it
first with one eye and then with the other. There is little difference between the two
views relative to the background. Now bring the pencil just 6 inches away from your
face, and try the same thing. This time you will perceive a greater difference between
the two views.

The fact that the discrepancy between the images in the two eyes varies accord-
ing to the distance of objects that we view provides us with a means of determining
distance. If we view two objects and one is considerably closer to us than the other
is, the retinal disparity will be relatively large and we will have a greater sense of
depth between the two. However, if the two objects are a similar distance from us,
the retinal disparity will be minor, and we will perceive them as being a similar distance
from us.

In some cases, certain cues permit us to obtain a sense of depth and distance
with just one eye. These cues are known as monocular cues. One monocular cue—motion
parallax—is the change in position of an object on the retina caused by movement
of your body relative to the object. For example, suppose you are a passenger in a
moving car, and you focus your eye on a stable object such as a tree. Objects that
are closer than the tree will appear to move backward, and the nearer the object
is, the more quickly it will appear to move. In contrast, objects beyond the tree
will seem to move at a slower speed, but in the same direction as you are. Your
brain is able to use these cues to calculate the relative distances of the tree and
other objects.

Similarly, the monocular cue of relative size reflects the assumption that if two
objects are the same size, the object that makes a smaller image on the retina is
farther away than the one that makes a larger image. But itU’s not just size of an

depth perception The ability to view
the world in three dimensions and to
perceive distance.

Railroad tracks that seem to join together
in the distance are an example of linear
perception.
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Despite the moon appearing very large
when it is close to the horizon, perceptual
constancy helps us to know that the
moon’s size has not changed and remains
the same size.

object that provides information about distance; the quality of the image on the
retina helps us judge distance. The monocular cue of texture gradient provides infor-
mation about distance, because the details of things that are far away are less distinct
(Proffitt, 2006).

Finally, anyone who has ever seen railroad tracks that seem to come together in
the distance knows that distant objects appear to be closer together than are nearer
ones, a phenomenon called linear perspective. People use linear perspective as a mon-
ocular cue in estimating distance, allowing the two-dimensional image on the retina
to record the three-dimensional world (Dobbins et al., 1998; Shimono & Wade, 2002;
Bruggeman, Yonas, & Konczak, 2007).

From the perspective of . . .\

A Computer Game Designer What are some
techniques you might use to produce the appearance of
three-dimensional terrain on a two-dimensional computer
screen? What are some techniques you might use to sug-
gest motion?

Perceptual Constancy

Consider what happens as you finish a conversation with a friend and he begins to
walk away from you. As you watch him walk down the street, the image on your
retina becomes smaller and smaller. Do you wonder why he is shrinking?

Of course not. Despite the very real change in the size of the retinal image, because
of perceptual constancy you factor into your thinking the knowledge that your friend
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is moving farther away from you. Perceptual constancy is the recognition that
physical objects are unvarying and consistent even though our sensory input about
them varies. Perceptual constancy allows us to view objects as having an unchanging
size, shape, color, and brightness, even if the image on our retina changes. For example,
despite the varying size or shape of the images on the retina as an airplane approaches,
flies overhead, and then disappears, we do not perceive the airplane as changing shape
or size. Experience has taught us that the plane’s size remains constant (Redding, 2002;
Wickelgren, 2004; Garrigan & Kellman, 2008).

In some cases, though, our application of perceptual constancy can mislead us. One
good example of this involves the rising moon. When the moon first appears at night,
close to the horizon, it seems to be huge-much larger than when it is high in the sky
later in the evening. You may have thought that the apparent change in the size of
the moon was caused by the moon’s being physically closer to the earth when it first
appears. In fact, though, this is not the case at all: the actual image of the moon on
our retina is the same, whether it is low or high in the sky.

There are several explanations for the moon illusion. One suggests that the moon
appears to be larger when it is close to the horizon primarily because of perceptual
constancy. When the moon is near the horizon, the perceptual cues of intervening
terrain and objects such as trees on the horizon produce a misleading sense of distance,
leading us to misperceive the moon as relatively large.

In contrast, when the moon is high in the sky, we see it by itself, and we
don’t try to compensate for its distance from us. In this case, then, perceptual con-
stancy leads us to perceive it as relatively small. To experience perceptual con-
stancy, try looking at the moon when it is relatively low on the horizon through
a paper-towel tube; the moon suddenly will appear to “shrink” back to normal size
(Coren, 1992; Ross & Plug, 2002; Imamura & Nakamizo, 2006; Kaufman, Johnson, &
Liu, 2008).

Perceptual constancy is not the only explanation for the moon illusion, and it
remains a puzzle to psychologists. It may be that several different perceptual processes
are involved in the illusion (Gregory, 2008; Kim, 2008).

Motion Perception:
As the World Turns

When a batter tries to hit a pitched ball, the most important factor is the motion of
the ball. How is a batter able to judge the speed and location of a target that is moving
at some 90 miles per hour?

The answer rests in part on several cues that provide us with relevant infor-
mation about the perception of motion. For one thing, the movement of an object
across the retina is typically perceived relative to some stable, unmoving back-
ground. Moreover, if the stimulus is heading toward us, the image on the retina
expands in size, filling more and more of the visual field. In such cases, we assume
that the stimulus is approaching—not that it is an expanding stimulus viewed at a
constant distance.

It is not, however, just the movement of images across the retina that brings about
the perception of motion. If it were, we would perceive the world as moving every
time we moved our heads. Instead, one of the critical things we learn about perception
is to factor information about our own head and eye movements along with information
about changes in the retinal image.

Sometimes we perceive motion when it doesn’t occur. Have you ever been on a
stationary train that feels as if it is moving, because a train on an adjacent track begins
to slowly move past? Or have you been in an IMAX movie theater, in which you feel as
if you were falling as a huge image of a plane moves across the screen? In both cases, the
experience of motion is convincing. Apparent movement is the perception that a stationary

perceptual constancy Our under-
standing that physical objects are
unvarying and consistent even though
sensory input about them may vary.
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Applying Psychology in the 21st Cent

Study-Break Soundtrack

Headphones and earbuds are as common on
a college campus as flip-flops and no. 2 pen-
cils. In residence halls, classrooms, and the
library, students can be found studying text-
books or writing papers while engrossed in
their favorite music. And if you ask them
why, the answer is often that the music
helps them to concentrate. But is that true?

There is some research showing that
background music can improve performance
on certain cognitive tasks. These tasks, how-
ever, tend to be unrelated to studying. For
example, background music may help some-
one who is mentally rotating a three-dimen-
sional image. The boost to a person’s
performance seems to be the result of the
music both improving mood and increasing
overall physical arousal. Furthermore, in loud
and chaotic environments, music without
lyrics can help block out the more distracting
stimuli (Angel, Polzella, & Elvers, 2010).

On the other hand, when it comes to aca-
demic and work-related tasks, research gener-
ally doesn’t support the notion that listening
to music improves studying or writing. For
example, the results of one study of students
who were listening to music with lyrics
showed a decline in their performance on a
test of concentration. The results in another
study of participants who listened to hip-hop
music showed a decline in tests of their read-
ing comprehension. And in yet another
study, workers who either strongly liked or
strongly disliked the background music in
their work environment scored lower on

tests of attention than their co-workers who
had no strong feeling about the music or
who worked in areas where they couldn’t
hear it. Taken together, these studies suggest,
then, that background music is usually more
of a distractor than a help—-and this seems to
be especially true when the music has lyrics
(Perham & Sykora, 2012; Shellenbarger, 2012).

RETHINK

Do headphones and earbuds do any-
thing useful to help studying? Yes, they
do. They ward off distracting social
interaction, much like a sign that says,
“I'm busy—don’t interrupt.” That might
be the devices’ biggest benefit of all-
and for that, they don’t even have to be
plugged in (Shellenbarger, 2012).

e Why do you think music with lyrics
lyrics?

e Are there other ways that help you
without listening to music?

is more distracting than music without

to tune out the external environment

object is moving. It occurs when different areas of the retina are quickly stimulated,
leading us to interpret motion (Ekroll & Scherzer, 2009; Lindemann & Bekkering, 2009;
Brandon & Saffran, 2011).

Perceptual lllusions:
The Deceptions of Perceptions

If you look carefully at the Parthenon, one of the most famous buildings of ancient Greece,
still standing at the top of an Athens hill, you'll see that it was built with a bulge on one
side. If it didn’t have that bulge-and quite a few other architectural “tricks” like it, such
as columns that incline inward—it would look as if it were crooked and about to fall down.
Instead, it appears to stand completely straight, at right angles to the ground.
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FIGURE 5 (a) In building the Parthenon, the Greeks constructed an architectural wonder that
looks perfectly straight, with right angles at every corner. (b) However, if it had been built with
completely true right angles, it would have looked as it does here. (c) To compensate for this
illusion, the Parthenon was designed to have a slight upward curvature, as shown here.
(Source: Adapted from Lukeish, 1921.)

The fact that the Parthenon appears to be completely upright is the result of a
series of visual illusions. Visual illusions are physical stimuli that consistently produce
errors in perception. In the case of the Parthenon, the building appears to be completely
square, as illustrated in Figure 5a. However, if it had been built that way, it would look
to us as it does in Figure Sb. The reason for this is an illusion that makes right angles
placed above a line appear as if they were bent. To offset the illusion, the Parthenon
was constructed as in Figure Sc, with a slight upward curvature.

The Miiller-Lyer illusion (illustrated in Figure 6) has fascinated psychologists for
decades. Although the two lines are the same length, the one with the arrow tips
pointing outward, away from the vertical line (Figure 6a, left) appears to be shorter
than the one with the arrow tips pointing inward (Figure 6a, right).

Although all kinds of explanations for visual illusions have been suggested, most con-
centrate either on the physical operation of the eye or on our misinterpretation of the
visual stimulus. For example, one explanation for the Miller-Lyer illusion is that eye
movements are greater when the arrow tips point inward, making us perceive the line as
longer than it is when the arrow tips face outward. In contrast, a different explanation for
the illusion suggests that we unconsciously attribute particular significance to each of the
lines (Gregory, 1978; Redding & Hawley, 1993). When we see the left line in Figure 6a,
we tend to perceive it as if it were the relatively close outside corner of a rectangular
object, such as the outside corner of the room illustrated in Figure 6b. In contrast, when
we view the line on the right in Figure 6a, we perceive it as the relatively more distant
inside corner of a rectangular object, such as the inside room corner in Figure 6¢. Because
previous experience leads us to assume that the outside corner is closer than the inside
corner, we make the further assumption that the inside corner must therefore be longer.

Despite the complexity of the latter explanation, a good deal of evidence supports
it. For instance, cross-cultural studies show that people raised in areas where there are
few right angles—such as the Zulu in Africa—are much less susceptible to the illusion
than are people who grow up where most structures are built using right angles and
rectangles (Segall, Campbell, & Herskovits, 1966).

M

(b)

(c)

visual illusions Physical stimuli
that consistently produce errors in
perception.

Study Alert

The explanation for the
Miiller-Lyer illusion is compli-
cated. Figure 6 will help you
master it.
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FIGURE 6 In the Mller-Lyer illusion (a), the
vertical line on the left appears shorter than
the one on the right, even though they are
identical in length. One explanation for the
Miiller-Lyer illusion suggests that the line
on the left (with arrow points directed
outward) is perceived as the relatively
close corner of a rectangular object, such
as the building corner in (b), and the line on
the right (with the arrow points directed
inward) is interpreted as the inside corner
of a rectangular object, such as the room
extending away from us (c). Our previous
experience with distance cues leads us to
assume that the outside corner is closer
than the inside corner and, consequently,
the inside corner must be longer.

FIGURE 7 The “devil’s tuning fork” has
three prongs . . . or does it have two?
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As the example of the Zulu indicates, the culture in which we are raised has clear conse-
quences for how we perceive the world. Consider the drawing in Figure 7. Sometimes
called the “devil’s tuning fork,” it is likely to produce a mind-boggling effect, as the center
tine of the fork alternates between appearing and disappearing.

Now try to reproduce the drawing on a piece of paper. Chances are that the task is
nearly impossible for you—unless you are a member of an African tribe with little exposure
to Western cultures. For such individuals, the task is simple; they have no trouble repro-
ducing the figure. The reason is that Westerners automatically interpret the drawing as
something that cannot exist in three dimensions, and they therefore are inhibited from
reproducing it. The African tribal members, in contrast, do not make the assumption that
the figure is “impossible” and instead view it in two dimensions, a perception that enables
them to copy the figure with ease (Deregowski, 1973).

Cultural differences are also reflected in depth perception. A Western viewer of
Figure 8 would interpret the hunter in the drawing as aiming for the antelope in the
foreground, while an elephant stands under the tree in the background. A member of
an isolated African tribe, however, interprets the scene very differently by assuming
that the hunter is aiming at the elephant. Westerners use the difference in sizes
between the two animals as a cue that the elephant is farther away than the antelope
(Hudson, 1960).

Does this mean that basic perceptual processes differ among people of different cul-
tures? No. Variations in learning and experience produce cross-cultural differences in per-
ception, and the underlying psychological processes involved in perception are similar
(McCauley & Henrich, 2006).

Although visual illusions may seem like mere psychological curiosities, they actu-
ally illustrate something fundamental about perception. There is a basic connection
between our prior knowledge, needs, motivations, and expectations about how the
world is put together and the way we perceive it. Our view of the world is very much
an outcome, then, of fundamental psychological factors. Furthermore, each person
perceives the environment in a way that is unique and special (Knoblich & Sebanz,
2006; Repp & Knoblich, 2007).

Exploring

Culture and Perception
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SUBLIMINAL PERCEPTION

Can stimuli that we’re not consciously aware of change our behavior? In some ways, yes.

Subliminal perception refers to the perception of messages about which we have no
awareness. The stimulus could be a written word, a sound, or even a smell that acti-
vates the sensory system but that is not intense enough for a person to report having
experienced it. For example, in some studies people are exposed to a descriptive
label—called a prime—about a person (such as the word smart or happy) so briefly that
they cannot report seeing the label. Later, however, they form impressions that are
influenced by the content of the prime. Somehow, they have been influenced by the
prime that they say they couldn’t see, providing some evidence for subliminal percep-
tion (Greenwald, Draine, & Abrams, 1996; Key, 2003).

Although subliminal messages (which social psychologists refer to as priming) can
influence behavior in subtle ways, there’s little evidence that it can lead to major
changes in attitudes or behavior. Most research suggests that they cannot. For example,
people who are subliminally exposed to an image of a Coke can and the word “thirst”
do later rate themselves as thirstier, and they actually do drink more when given the
opportunity. However, they don’t particularly care if they drink Coke or some other
liquid to quench their thirst (Dijksterhuis, Chartrand, & Aarts, 2007).

In short, although we are able to perceive at least some kinds of information of
which we are unaware, there’s little evidence that subliminal messages can change our
attitudes or behavior in substantial ways. At the same time, subliminal perception does
have at least some consequences. If our motivation to carry out a behavior is already
high and the appropriate stimuli are presented subliminally, subliminal perception
may have at least some effect on our behavior (Pratkanis, Epley, & Savitsky, 2007;
Randolph-Seng & Nielsen, 2009; Gafner, 2013).

EXTRASENSORY PERCEPTION (ESP)

Given the lack of evidence that subliminal perception can alter our behavior in sub-
stantial ways, psychologists are particularly skeptical of reports of extrasensory percep-
tion, or ESP—perception that does not involve our known senses. Although half of the
general population of the United States believes it exists, most psychologists reject the
existence of ESP, asserting that there is no sound documentation of the phenomenon
(Gallup Poll, 2001).

FIGURE 8 Is the man aiming for the
elephant or the antelope? Westerners
assume that the difference in size
between the two animals indicates that
the elephant is farther away, and
therefore the man is aiming for the
antelope. In contrast, members of some
African tribes, not used to depth cues in
two-dimensional drawings, assume that
the man is aiming for the elephant.

(The drawing is based on Hudson, 1960.)
Do you think people who view the
picture in three dimensions could explain
what they see to someone who views
the scene in two dimensions and
eventually get that person to view it in
three dimensions? (Source: Adapted from
Hudson, 1960.)
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However, a debate in one of the most prestigious psychology journals, Psychological
Bulletin, heightened interest in ESP. According to proponents of ESP, reliable evidence
exists for an “anomalous process of information transfer,” or psi. These researchers, who
painstakingly reviewed considerable evidence, argue that a cumulative body of research
shows reliable support for the existence of psi (Bem & Honorton, 1994; Storm & Ertel,
2001; Parra & Argibay, 2007).

Their conclusion has been challenged on several counts. For example, critics sug-
gest that the research methodology was inadequate and that the experiments support-
ing psi are flawed (Milton & Wiseman, 1999; Kennedy, 2004; Rouder, Morey, &
Province, 2013).

Because of questions about the quality of the research, as well as a lack of any
credible theoretical explanation for how extrasensory perception might take place, the
vast majority of psychologists continue to believe that there is no reliable scientific
support for ESP (Rose & Blackmore, 2002; Wiseman & Greening, 2002). Still, the
exchanges in Psychological Bulletin are likely to heighten the debate. More important,
the renewed interest in ESP among psychologists is likely to inspire more research,
which is the only way the issue can be resolved.

e Motion perception depends on cues such as the perceived

LO 11-1 Whart principles underlie our organization of the visual
world and allow us to make sense of our environment?

e Perception is a constructive process in which people go

movement of an object across the retina and information
about how the head and eyes are moving.

LO 11-3 What clues do visual illusions give us about our under-
standing of general perceptual mechanisms?

beyond the stimuli that are physically present and try to
construct a meaningful interpretation.

The gestalt laws of organization are used to describe the
way in which we organize bits and pieces of information
into meaningful wholes, known as gestalts, through clo-
sure, proximity, similarity, and simplicity.

In top-down processing, perception is guided by
higher-level knowledge, experience, expectations, and
motivations. In bottom-up processing, perception consists
of the progression of recognizing and processing information
from individual components of a stimuli and moving to
the perception of the whole.

LO 11-2 How are we able to perceive the world in three
dimensions when our retinas are capable of sensing only
two-dimensional images?

Depth perception is the ability to perceive distance and
view the world in three dimensions even though the
images projected on our retinas are two-dimensional. We
are able to judge depth and distance as a result of binocular
disparity and monocular cues, such as motion parallax,
the relative size of images on the retina, and linear
perspective.

Perceptual constancy permits us to perceive stimuli as
unvarying in size, shape, and color despite changes in the
environment or the appearance of the objects being
perceived.

e Visual illusions are physical stimuli that consistently pro-
duce errors in perception, causing judgments that do
not reflect the physical reality of a stimulus accurately.
One of the best-known illusions is the Miiller-Lyer illusion.

e Visual illusions are usually the result of errors in the
brain’s interpretation of visual stimuli. Furthermore,
culture clearly affects how we perceive the world.

e Subliminal perception refers to the perception of messages
about which we have no awareness. The reality of the
phenomenon, as well as of ESP, is open to question

and debate.

EVALUATE

1. Match each of the following organizational laws with its
meaning:
a. closure 1. Elements close together
b. proximity are grouped together.
c. similarity 2. Patterns are perceived
d. simplicity in the most basic, direct

manner possible.
3. Groupings are made in
terms of complete figures.
4. Elements similar in
appearance are grouped
together.
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analysis deals with the way in which we break
an object down into its component pieces in order to un-
derstand it.

. Processing that involves higher functions such as expecta-

tions and motivations is known as whereas
processing that recognizes the individual components of a
stimulus is known as .

When a car passes you on the road and appears to shrink as
it gets farther away, the phenomenon of permits
you to realize that the car is not in fact getting smaller.

is the ability to view the world in
three dimensions instead of two.

. The brain makes use of a phenomenon known as

or the difference in the images the
two eyes see, to give three dimensions to sight.

top-down processing

organization bottom-up processing

depth perception
perceptual constancy

RETHINK

1. In what ways do painters represent three-dimensional

scenes in two dimensions on a canvas? Do you think artists
in non-Western cultures use the same or different principles
to represent three-dimensionality? Why?

. Can you think of examples of the combined use of top-

down and bottom-up processing in everyday life? Is one
type of processing superior to the other?

Answers to Evaluate Questions
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visual illusions
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Epilogue

We h/éve noted the important distinction between sensation and perception, and we have
examined the processes that underlie both of them. We've seen how external stimuli evoke
sensory responses and how our different senses process the information contained in
those responses. We also have focused on the physical structure and internal workings of
the individual senses, including vision, hearing, balance, smell, taste, and the skin senses,
and we’ve explored how our brains organize and process sensory information to construct
a consistent, integrated picture of the world around us.

To end our investigation of sensation and perception, let’s reconsider super-recognizers
like C.S., who are able to recognize faces years after they have met people, often only in passing.
Using your knowledge of sensation and perception, answer the following questions:

1. Why might some people be extremely capable at recognizing faces?

2. Is having extremely sensitive perception always a good thing? What might be some
drawbacks to being a super-recognizer?

3. Does the ability of super-recognizers seem to be a matter of sensation or of
perception? Why do you think so?
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Learning Outcomes for Chapter 4

LO 12-1 What are the different states of consciousness? Sleep and Dreams
The Stages of Sleep

REM Sleep: The Paradox of Sleep
and function of dreams? Why Do We Sleep, and How Much

LO 12-2 What happens when we sleep, and what are the meaning

Sleep Is Necessary?

LO 12-3 What are the major sleep disorders, and how can they be Neuroscience in Your Life: Why Are You So

treated? Irritable When You Don’t Get Enough Sleep?
The Function and Meaning of Dreaming
LO 12-4 How much do we daydream? Sleep Disturbances: Slumbering Problems
Circadian Rhythms: Life Cycles
Daydreams: Dreams Without Sleep

Becoming an Informed Consumer of
Psychology: Sleeping Better

LO 13-1 What is hypnosis, and are hypnotized people in a different Hypnosis and Meditation
state of consciousness? Hypnosis: A Trance-Forming Experience?
Meditation: Regulating Our Own State of
LO 13-2 What are the effects of meditation? Consciousness

Applying Psychology in the 21st Century:
Will the Person on the Cell Phone Please
Pipe Down!

Exploring Diversity: Cross-Cultural Routes
to Altered States of Consciousness

LO 14-1 What are the major classifications of drugs, and what are Drug Use: The Highs and Lows of
their effects? Consciousness
Stimulants: Drug Highs
Depressants: Drug Lows
Narcotics: Relieving Pain and Anxiety
Hallucinogens: Psychedelic Drugs

Becoming an Informed Consumer of
Psychology: Identifying Drug and Alcohol
Problems
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Prologue Speeding Up

Justin Rowe is not unlike the other members of his college
swim team—he’s disciplined, motivated, and focused on
improving his performance and winning competitions. Like
the other swimmers, he regularly visits practitioners of
sports medicine as needed. Last year he spent time with an
orthopedic doctor for his injured shoulder, and he regularly
gets massage therapy for tense back muscles. But there’s
one practitioner Justin sees regularly that his teammates
wonder about: a hypnotist.

“My hypnotist specializes in athletic hypnotism,” Justin
explained. “The hypnotherapy sessions help me in a lot of
ways. You know, the key to competitive swimming is staying
focused. Whatever | can do to shave even a tenth of a second
off my time helps me be more competitive. And hypnosis helps
me do that. It also helped me a lot last year, when | was having
shoulder problems, to tune out the pain and just to not let it
drag me down.”

OOKINJ aneaa

To Justin Rowe, it is clear that hypnosis has improved his perfor-
mance and pain tolerance significantly. Others, though, might
disagree. For instance, some researchers question'the very
existence of a hypnotic state, and the nature of hypnosis remains
controversial. What is clear, though, is that hypnosis represents
just one of a number of methods people can use to alter their
state of consciousness.

Consciousness is the awareness of the sensations,
thoughts, and feelings we experience at a given moment.
Consciousness is our subjective understanding of both the
environment around us and our private internal world,
unobservable to outsiders.

In waking consciousness, we are awake and aware of our
thoughts, emotions, and perceptions. All other states of
consciousness are considered altered states of consciousness.
Among these, sleeping and dreaming occur naturally; drug use
and hypnosis, in contrast, are methods of deliberately altering
one’s state of consciousness.

In the past, because consciousness is so personal a
phenomenon, psychologists were sometimes reluctant to
study it. After all, who can say that your consciousness is
similar to or, for that matter, different from anyone else’s?
Although the earliest psychologists, including William James
(1890), saw the study of consciousness as central to the
field, later psychologists suggested that it was out of bounds
for the discipline. They argued that consciousness could be
understood only by relying “unscientifically” on what
experimental participants said they were experiencing. In
this view, it was philosophers—not psychologists—who should
speculate on such knotty issues as whether consciousness
is separate from the physical body, how people know they
exist, and how the body and mind are related to each other
(Gennaro, 2004; Barresi, 2007).
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Contemporary psychologists reject the view that the study
of consciousness is unsuitable for the field of psychology. Instead,
they argue that several approaches permit the scientific study
of consciousness. For example, behavioral neuroscientists can
measure brain-wave patterns under conditions of consciousness
ranging from sleep to waking to hypnotic trances. And new
understanding of the chemistry of drugs such as marijuana and
alcohol has provided insights into the way they produce their
pleasurable—as well as adverse—effects (Baars & Seth, 2009;
Wells, Phillips, & McCarthy, 2011; Malouff & Rooke, 2013).

Yet how humans experience consciousness remains an
open question. Some psychologists believe that the
experience of consciousness is produced by a quantitative
increase in neuronal activity that occurs throughout the brain.
For example, an alarm clock moves us from sleep to waking
consciousness by its loud ringing, which stimulates neurons
throughout the brain as a whole (Greenfield, 2002; Koch &
Greenfield, 2007; Ward, 2011).

In contrast, others believe that states of consciousness are
produced by particular sets of neurons and neuronal pathways
that are activated in specific ways. In this view, an alarm clock
wakes us from sleep into consciousness because specific
neurons related to the auditory nerve are activated; the auditory
nerve then sends a message to other neurons to release
particular neurotransmitters that produce awareness of the
alarm (Tononi & Koch, 2008; Saper, 2013).

Although we don’t know yet which of these views is correct,
it is clear that whatever state of consciousness we are in—be it
waking, sleeping, hypnotic, or drug-induced—the complexities
of consciousness are profound.

consciousness The awareness of the sensations, thoughts, and
feelings being experienced at a given moment.



During a 9-day cross-country bike race, 29-year-old Mike Trevino averaged one hour of sleep
per day. The first three days he didn’t sleep at all, and over the next six he took completely
dream-free naps of at most 90 minutes. His waking thoughts became fuzzy, depicting
movie-like plots starring himself and his crew. The whole experience was like a serial dream
in which he remained conscious, if only barely. He finished in second place.

Trevino’s case is unusual-in part because he was able to function with so little
sleep for so long—and it raises a host of questions about sleep and dreams. Can we live
without sleep? What is the meaning of dreams? More generally, what is sleep?

Although sleeping is a state that we all experience, there are still many unanswered
questions about sleep that remain, along with a considerable number of myths. Test
your knowledge of sleep and dreams by answering the questionnaire in Figure 1.

" T . &9
Sleep Quiz

Although sleeping is something we all do for a significant part of our lives, myths
and misconceptions about the topic abound. Check your knowledge by reading
each statement below and check True or False.

1. ltis a proven fact that 8 hours of 6. The best long-term cure for
sleep are needed to remain sleeplessness is regular use of
mentally healthy. insomnia medications.

[]True []False []True []False

. Sleep “turns off” most brain activity . Dreams are most often the result
to promote brain rest of stomach distress caused by
and recovery. what and when we eat.

[] True []False [] True []False

. Sleep deprivation always causes . When we are asleep and
mental imbalance. dreaming, our muscles are the
[] True []False most relaxed they can get.

[]True []False

. It is impossible to go more than . If you can’t remember your
48 hours without sleep. dreams, it's because you want to
[] True []False forget them.

[]True []False

. If we lose sleep we can always . Many people never dream.
make it up another night or on the []True []False
weekend.

[]True []False

Scoring: It is easy to score this quiz because every statement is false. But don’t lose any sleep if you
missed a few; these are among the most widely held misconceptions about sleeping and dreaming.

Learning Outcomes

LO 12-1 What are the different
states of consciousness?

LO 12-2 What happens when
we sleep, and what are the
meaning and function of
dreams?

LO 12-3 What are the major
sleep disorders, and how can
they be treated?

LO 12-4 How much do we
daydream?

FIGURE 1 There are many unanswered
questions about sleep. Taking this quiz
can help you clear up some of the myths.
(Source: Palladino & Carducci, 1984.)
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The Stages of Sleep

Most of us consider sleep a time of tranquility when we set aside the tensions of the
day and spend the night in uneventful slumber. However, a closer look at sleep shows
that a good deal of activity occurs throughout the night.

Measures of electrical activity in the brain show that the brain is quite active
during the night. It produces electrical discharges with systematic, wavelike patterns
that change in height (or amplitude) and speed (or frequency) in regular sequences.
There is also significant physical activity in muscle and eye movements.

People progress through a series of distinct stages of sleep during a night’s rest—
known as stage 1 through stage 4 and REM sleep—moving through the stages in cycles
lasting about 90 minutes. Each of these sleep stages is associated with a unique pattern
of brain waves, which you can see in Figure 2.

When people first go to sleep, they move from a waking state in which they are

stage 1 sleep The state of transition relaxed with their eyes closed into stage 1 sleep, which is characterized by relatively
between wakefulness and sleep, rapid, low-amplitude brain waves. This is actually a stage of transition between wake-
characterized by relatively rapid, fulness and sleep and lasts only a few minutes. During stage 1, images sometimes
low-amplitude brain waves. appear, as if we were viewing still photos, although this is not true dreaming, which
occurs later in the night.

stage 2 sleep A sleep deeper than that As sleep becomes deeper, people enter stage 2 sleep, which makes up about half
of stage 1, characterized by a slower, of the total sleep of those in their early 20s and is characterized by a slower, more
more regular wave pattern, along with regular wave pattern. However, there are also momentary interruptions of sharply pointed,
momentary interruptions of “sleep spiky waves that are called, because of their configuration, sleep spindles. It becomes
spindles.” increasingly difficult to awaken a person from sleep as stage 2 progresses.

As people drift into stage 3 sleep, the brain waves become slower, with higher
peaks and lower valleys in the wave pattern. By the time sleepers arrive at stage 4
sleep, the pattern is even slower and more regular, and people are least responsive to
outside stimulation.

As you can see in Figure 3, stage 4 sleep is most likely to occur during the early

stage 3 sleep A sleep characterized by
slow brain waves, with greater peaks
and valleys in the wave pattern than

in stage 2 sleep.

stage 4 sleep The deepest stage of part of the night. In the first half of the night, sleep is dominated by stages 3 and 4.
sleep, during which we are least The second half is characterized by stages 1 and 2-as well as a fifth stage during which
responsive to outside stimulation. dreams occur.

As sleep becomes
deeper, brain waves

MW"WM take on a slower

wave pattern.

Awake
Depth Sleep spindle MM/‘AV"WJW
of 1 —
sleep Stage 1 REM
(non-REM)
Stage 2 ”\
(non-REM)

Stage 3
(non-REM)

Stage 4
(non-REM)
FIGURE 2 Brain-wave patterns (measured by an EEG apparatus) vary significantly during the
different stages of sleep (adapted from Hobson, 1989). As sleep moves from stage 1through stage
4, brain waves become slower. During REM sleep, however, the fast wave patterns are similar to
relaxed wakefulness.
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REM Sleep: The Paradox of Sleep

Several times a night, when sleepers have cycled back to a shallower state of sleep,
something curious happens. Their heart rate increases and becomes irregular, their
blood pressure rises, and their breathing rate increases. Most characteristic of this period
is the back-and-forth movement of their eyes, as if they were watching an action-filled
movie. This period of sleep is called rapid eye movement, or REM sleep, and it
contrasts with stages 1 through 4, which are collectively labeled non-REM (or NREM)
sleep. REM sleep occupies a little more than 20% of adults’ total sleeping time.

Paradoxically, while all this activity is occurring, the major muscles of the body appear
to be paralyzed. In addition, and most important, REM sleep is usually accompanied by
dreams, which-whether or not people remember them-are experienced by everyone
during some part of their night’s sleep. Although some dreaming occurs in non-REM
stages of sleep, dreams are most likely to occur in the REM period, where they are the
most vivid and easily remembered (Conduit, Crewther, & Coleman, 2004; Lu et al, 2006;
Leclair-Visonneau et al, 2011; Manni, Raffaele, & Terzaghi, 2013).
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FIGURE 3 During the night, the typical
sleeper passes through all four stages of
sleep and several REM periods. (Source:
Adapted from Hartmann, 1967.)

rapid eye movement (REM) sleep
Sleep occupying 20% of an adult’s
sleeping time, characterized by in-
creased heart rate, blood pressure, and
breathing rate; erections; eye move-
ments; and the experience of dreaming.

People progress through four distinct stages of sleep during a night’s rest spread over cycles
lasting about 90 minutes. REM sleep, which occupies only 20% of adults’ sleeping time, occurs in
stage 1sleep. These photos, taken at different times of night, show the synchronized patterns of
a couple accustomed to sleeping in the same bed.



136 Chapter 4 States of Consciousness

Study Alert

Differentiate the five stages of
sleep (stage 1, stage 2, stage 3,
stage 4, and REM sleep), which
produce different brain-wave
patterns.

FIGURE 4 Although most people report
sleeping between 8 and 9 hours per
night, the amount that individuals need
varies a great deal (Borbely, 1986). Where
would you place yourself on this graph,
and why do you think you need more or
less sleep than others? (Source: Adapted
from Borbely, 1986.)

There is good reason to believe that REM sleep plays a critical role in everyday human
functioning. People deprived of REM sleep-by being awakened every time they begin to
display the physiological signs of that stage-show a rebound effect when allowed to rest
undisturbed. With this rebound effect, REM-deprived sleepers spend significantly more
time in REM sleep than they normally would. In addition, REM sleep may play a role in
learning and memory, allowing us to rethink and restore information and emotional expe-
riences that we've had during the day (Nishida et al,, 2009; Walker & van der Helm, 2009).

From the perspective of . ..

An Educator How might you use the findings in

sleep research to maximize student learning?

Why Do We Sleep, and How
Much Sleep Is Necessary?

Sleep is a requirement for normal human functioning, although, surprisingly, we don’t
know exactly why. It is reasonable to expect that our bodies would require a tranquil
“rest and relaxation” period to revitalize themselves, and experiments with rats show
that total sleep deprivation results in death. But why?

One explanation, based on an evolutionary perspective, suggests that sleep permitted
our ancestors to conserve energy at night, a time when food was relatively hard to come
by. Consequently, they were better able to forage for food when the sun was up.

A second explanation for why we sleep is that sleep restores and replenishes our
brains and bodies. For instance, the reduced activity of the brain during non-REM sleep
may give neurons in the brain a chance to repair themselves. Furthermore, the onset
of REM sleep stops the release of neurotransmitters called monoamines and so permits
receptor cells to get some necessary rest and to increase their sensitivity during peri-
ods of wakefulness (McNamara, 2004; Steiger, 2007; Bub, Buckhalt, & El-Sheikh, 2011).
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Finally, sleep may be essential because it assists physical growth and brain devel-
opment in children. For example, the release of growth hormones is associated with
deep sleep (Peterfi et al, 2010).

Still, these explanations remain speculative, and there is no definitive answer as
to why sleep is essential. Furthermore, scientists have been unable to establish just
how much sleep is absolutely required. Most people today sleep between 7 and 8
hours each night, which is 3 hours a night less than people slept a hundred years
ago. In addition, there is wide variability among individuals, with some people need-
ing as little as 3 hours of sleep (see Figure 4).

Men and women sleep differently. Women typically fall asleep more quickly, sleep
for longer periods and more deeply than men, and they get up fewer times in the
night. On the other hand, men have fewer concerns about the amount of sleep they
get than women do, even though they get less sleep. Furthermore, sleep requirements
vary over the course of a lifetime: As they age, people generally need less and less
sleep (Monk et al, 2011; Petersen, 2011).

People who participate in sleep deprivation experiments, in which they are kept awake
for stretches as long as 200 hours, show no lasting effects. It’s no fun—they feel weary and
irritable, can’t concentrate, and show a loss of creativity, even after only minor deprivation.
They also show a decline in logical reasoning ability. However, after being allowed to sleep
normally, they bounce back quickly and are able to perform at predeprivation levels after
just a few days (Babson et al, 2009; Mograss et al, 2009; Jackson et al, 2013).

Neuroscience in Your Life;

You So Irritable When You L
Enough Sleep?

Although we’re always hearing about the importance of getting enough sleep, we often don’t.
And we all know the consequences: we can be irritable and easily annoyed throughout the
following day. But why? Recent studies provide at least one explanation. It seems that the parts of
our brain that process emotion, such as the amygdala, become more sensitive and overreact
when we do not get sufficient sleep. For example, these fMRI images show the amygdala reacting
more strongly (illustrated in yellow areas) to images of fearful faces when participants had been
deprived of sleep across the course of 5 days. In short, blame the jumpiness of your amygdala for
your crankiness when you’ve slept badly (Motomura et al., 2013).

Module 12 Sleep and Dreams

137



138 Chapter 4 States of Consciousness

[ Study Alert

Use Figure 6 to learn the differ-
ences between the three main
explanations of dreaming.

unconscious wish fulfillment
theory Sigmund Freud’s theory that
dreams represent unconscious wishes
that dreamers desire to see fulfilled.

FIGURE 5 Although dreams tend to be
subjective to the person having them,
common elements frequently occur in
everyone’s dreams. Why do you think so
many common dreams are unpleasant and
so few are pleasant? Do you think this tells
us anything about the function of dreams?
(Source: Adapted from Schneider & Domhoff,
2002.)

In short, as far as we know, most people suffer no permanent consequences of such
temporary sleep deprivation. But—and this is an important but-a lack of sleep can make
us feel edgy, slow our reaction time, and lower our performance on academic and phys-
ical tasks. In addition, we put ourselves, and others, at risk when we carry out routine
activities, such as driving, when we’re very sleepy (Philip et al., 2005; Anderson & Home,
2006; Morad et al, 2009). (Also see Neuroscience in Your Life.)

The Function and Meaning
of Dreaming

I was being chased, and I couldn’t get away. My attacker, wearing a mask, was carrying
a long knife. He was gaining ground on me. I felt it was hopeless; I knew I was about
to be killed.

If you have had a similar dream, you know how utterly convincing are the panic
and fear that the events in the dream can bring about. Nightmares, unusually frightening
dreams, occur fairly often. In one survey, almost half of a group of college students who
kept records of their dreams over a 2-week period reported having at least one nightmare.
This works out to some 24 nightmares per person each year, on average (Levin & Nielsen,
2009; Schredl et al, 2009; Schredl & Reinhard, 2011).

However, most of the 150,000 dreams the average person experiences by the age
of 70 are much less dramatic. They typically encompass everyday events such as going
to the supermarket, working at the office, and preparing a meal. Students dream about
going to class; professors dream about lecturing. Dental patients dream of getting their
teeth drilled; dentists dream of drilling the wrong tooth. The English have tea with
the queen in their dreams; in the United States, people go to a bar with the president
(Dombhoft, 1996; Schredl & Piel, 2005; Taylor & Bryant, 2007). Figure 5 shows the most
common themes found in people’s dreams.

But what, if anything, do all these dreams mean? Whether dreams have a specific
significance and function is a question that scientists have considered for many years,
and they have developed the three alternative theories we discuss below (and sum-
marized in Figure 6).

PSYCHOANALYTIC EXPLANATIONS OF DREAMS:
DO DREAMS REPRESENT UNCONSCIOUS WISH FULFILLMENT?

Using psychoanalytic theory, Sigmund Freud viewed dreams as a guide to the uncon-
scious (Freud, 1900). In his unconscious wish fulfillment theory, he proposed that
dreams represent unconscious wishes that dreamers desire to see fulfilled. To Freud,
the manifest content of the dream is what we remember and report about the dream-—
its storyline. The manifest content, however, disguises the latent content, which includes

Percentage of Dreams
Reporting at Least One Event

Thematic Event Males Females
Aggression 47% 44%
Friendliness 38 42
Sexuality 12 4
Misfortune 36 33
Success 15 8

Failure 15 10



Theory

Unconscious wish fulfillment
theory (Freud)

Dreams-for-survival theory

Activation-synthesis theory

Basic Explanation

Psychoanalytical explanation
where dreams represent
unconscious wishes the
dreamer wants to fulfill

Evolutionary explanation
where information relevant to
daily survival is reconsidered
and reprocessed

Neuroscience explanation
where dreams are the result

Module 12 Sleep and Dreams

Meaning of Dreams

Latent content reveals
unconscious wishes

Clues to everyday concerns
about survival

Dream scenario that is
constructed is related to

Is Meaning of Dream
Disguised?

Yes, by manifest content of
dreams

Not necessarily

Not necessarily
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of random activation of dreamer’s concerns
various memories, which are
tied together in a logical story

line

FIGURE 6 Three theories of dreams. As researchers have yet to agree on the fundamental
meaning of dreams, several theories about dreaming have emerged.

the actual, underlying wishes that the dream represents. Because the underlying wishes
(the latent content) are threatening to the dreamer, they are hidden in the dream’s
storyline (the manifest content).

To Freud, it was important to pierce the armor of a dream’s manifest content to
understand its true meaning. To do this, Freud tried to get people to discuss their
dreams, associating symbols in the dreams with events in the past. He also suggested
that certain common symbols with universal meanings appear in dreams. For example,
to Freud, dreams in which a person is flying symbolize a wish for sexual intercourse.
(See Figure 7 for other common symbols.)

Many psychologists reject Freud’s view that dreams typically represent uncon-
scious wishes and that particular objects and events in a dream are symbolic. Rather,
they believe that the direct, overt action of a dream is the focal point of its meaning.
For example, a dream in which we are walking down a long hallway to take an exam
for which we haven't studied does not relate to unconscious, unacceptable wishes.
Instead, it simply may mean that we are concerned about an impending test. Even
more complex dreams can often be interpreted in terms of everyday concerns and
stress (Picchioni et al, 2002; Cartwright, Agargum, & Kirkby, 2006).

Moreover, some dreams reflect events occurring in the dreamer’s environment as
he or she is sleeping. For example, sleeping participants in one experiment were
sprayed with water while they were dreaming. Those unlucky volunteers reported
more dreams involving water than did a comparison group of participants who were

Symbol (Manifest Content of Dream) Interpretation (Latent Content)

Climbing up a stairway, crossing a bridge, riding Sexual intercourse
an elevator, flying in an airplane, walking down a
long hallway, entering a room, train traveling

through a tunnel
Apples, peaches, grapefruits

Bullets, fire, snakes, sticks, umbrellas, guns, hoses,
knives

Ovens, boxes, tunnels, closets, caves, bottles, ship

Breasts
Male sex organs

Female sex organs

FIGURE 7 According to Freud, dreams contain common symbols with universal meanings.
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dreams-for-survival theory The theory
suggesting that dreams permit informa-
tion that is critical for our daily survival
to be reconsidered and reprocessed
during sleep.

activation-synthesis theory Hobson’s
theory that the brain produces random

electrical energy during REM sleep that
stimulates memories stored in the brain.

left to sleep undisturbed (Dement & Wolpert, 1958). Similarly, it is not unusual to
wake up to find that the doorbell that was heard ringing in a dream is actually an
alarm clock telling us it is time to get up.

However, PET brain scan research does lend a degree of support for the wish
fulfillment view. For instance, the limbic and paralimbic regions of the brain, which
are associated with emotion and motivation, are particularly active during REM sleep.
At the same time, the association areas of the prefrontal cortex, which control logical
analysis and attention, are inactive during REM sleep. The high activation of emotional
and motivational centers of the brain during dreaming makes it more plausible that
dreams may reflect unconscious wishes and instinctual needs, as Freud suggested
(Braun et al,, 1998; Occhionero, 2004; Wehrle et al., 2007).

EVOLUTIONARY EXPLANATIONS OF DREAMS:
DREAMS-FOR-SURVIVAL THEORY

According to the dreams-for-survival theory, which is based in the evolutionary
perspective, dreams permit us to reconsider and reprocess during sleep information
that is critical for our daily survival. Dreaming is considered an inheritance from our
animal ancestors, whose small brains were unable to sift sufficient information during
waking hours. Consequently, dreaming provided a mechanism that permitted the pro-
cessing of information 24 hours a day.

In the dreams-for-survival theory, dreams represent concerns about our daily lives,
illustrating our uncertainties, indecisions, ideas, and desires. Dreams are seen, then, as
consistent with everyday living. Rather than being disguised wishes, as Freud sug-
gested, they represent key concerns growing out of our daily experiences (Winson,
1990; Ross, 2006; Horton, 2011).

Research supports the dreams-for-survival theory, suggesting that certain dreams
permit people to focus on and to consolidate memories, particularly dreams that pertain
to “how-to-do-it” memories related to motor skills. For example, rats seem to dream
about mazes that they learned to run through during the day, at least according to
the patterns of brain activity that appear while they are sleeping (Stickgold et al., 2001;
Kuriyama, Stickgold, & Walker, 2004; Smith, 2006).

A similar phenomenon appears to work in humans. For instance, in one experi-
ment, participants learned a visual memory task late in the day. They were then sent
to bed, but awakened at certain times during the night. When they were awakened
at times that did not interrupt dreaming, their performance on the memory task
typically improved the next day. But when they were awakened during rapid eye
movement (REM) sleep—the stage of sleep when people dream-—their performance
declined. The implication is that dreaming, at least when it is uninterrupted, can play
a role in helping us remember material to which we have been previously exposed
(Marshall & Born, 2007; Nishida et al., 2009; Blechner, 2013).

NEUROSCIENCE EXPLANATIONS OF DREAMS:
ACTIVATION-SYNTHESIS THEORY

Using the neuroscience perspective, psychiatrist J. Allan Hobson has proposed the
activation-synthesis theory of dreams. The activation-synthesis theory focuses on
the random electrical energy that the brain produces during REM sleep, possibly as a
result of changes in the production of particular neurotransmitters. This electrical
energy randomly stimulates memories stored in the brain. Because we have a need to
make sense of our world even while asleep, the brain takes these chaotic memories
and weaves them into a logical story line, filling in the gaps to produce a rational
scenario (Porte & Hobson, 1996; Hobson, 2005; Hangya et al, 2011).
Activation-synthesis theory has been refined by the activation information modu-
lation (AIM) theory. According to AIM, dreams are initiated in the brain’s pons,
which sends random signals to the cortex. Areas of the cortex that are involved in



particular waking behaviors are related to the content of dreams. For example, areas
of the brain related to vision are involved in the visual aspects of the dream, while
areas of the brain related to movement are involved in aspects of the dream related
to motion (Hobson, 2007).

Activation-synthesis and AIM theories do not entirely reject the view that dreams
reflect unconscious wishes. They suggest that the particular scenario a dreamer pro-
duces is not random but instead is a clue to the dreamer’s fears, emotions, and concerns.
Hence, what starts out as a random process culminates in something meaningful.

Sleep Disturbances:
Slumbering Problems

At one time or another, almost all of us have difficulty sleeping—a condition known as
insomnia. It could be due to a particular situation, such as the breakup of a relationship,
concern about a test score, or the loss of a job. Some cases of insomnia, however, have
no obvious cause. Some people are simply unable to fall asleep easily, or they go to
sleep readily but wake up frequently during the night. Insomnia is a problem that afflicts
as many as one-third of all people. Women and older adults are more likely to suffer
from insomnia, as well as people who are unusually thin or are depressed (Bains, 2006;
Henry et al, 2008; Karlson et al, 2013).

Some people who think they have sleeping problems actually are mistaken. For
example, researchers in sleep laboratories have found that some people who report
being up all night actually fall asleep in 30 minutes and stay asleep all night. Further-
more, some people with insomnia accurately recall sounds that they heard while they
were asleep, which gives them the impression that they were awake during the night
(Semler & Harvey, 2005; Yapko, 2006).

Other sleep problems are less common than insomnia, although they are still wide-
spread. For instance, some 20 million people suffer from sleep apnea. Sleep apnea is a
condition in which a person has difficulty breathing while sleeping. The result is
disturbed, fitful sleep, and a significant loss of REM sleep, as the person is constantly
reawakened when the lack of oxygen becomes great enough to trigger a waking
response. Some people with apnea wake as many as 500 times during the course of a
night, although they may not even be aware that they have wakened. Not surprisingly,
such disturbed sleep results in extreme fatigue the next day. Sleep apnea also may play
a role in sudden infant death syndrome (SIDS), a mysterious killer of seemingly normal
infants who die while sleeping (Gami et al,, 2005; Aloia, Smith, & Arnedt, 2007; Tippin,
Sparks, & Rizzo, 2009; Arimoto, 2011).

Night terrors are sudden awakenings from non-REM sleep that are accompanied by
extreme fear, panic, and strong physiological arousal. Usually occurring in stage 4 sleep,
night terrors may be so frightening that a sleeper awakens with a shriek. Although
night terrors initially produce great agitation, victims usually can get back to sleep
fairly quickly. They are far less frequent than nightmares, and, unlike nightmares, they
typically occur during slow-wave, non-REM sleep. They occur most frequently in chil-
dren between the ages of 3 and 8 (Lowe, Humphreys, & Williams, 2007).

Narcolepsy is uncontrollable sleeping that occurs for short periods while a person
is awake. No matter what the activity—holding a heated conversation, exercising, or
driving—a narcoleptic will suddenly fall asleep. People with narcolepsy go directly from
wakefulness to REM sleep, skipping the other stages. The causes of narcolepsy are not
known, although there could be a genetic component, because narcolepsy runs in
families (Mahmood & Black, 2005; Ervik, Abdelnoor, & Heier, 2006; Nishino, 2007;
Billiard, 2008).

We know relatively little about sleeptalking and sleepwalking, two sleep distur-
bances that are usually harmless. Both occur during stage 4 sleep and are more common
in children than in adults. Sleeptalkers and sleepwalkers usually have a vague

Module 12 Sleep and Dreams 141

PsychTech

Surveys show that use of
laptops, tablets, texting, or
other technologies in the
hour prior to going to bed
is associated with sleeping
problems.

Sleepwalking and sleeptalking are more
common in children than adults, and they
both occur during stage 4 of sleep.
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Bright lights may counter some of the
symptoms of seasonal affective disorder,
which occurs during the winter.

circadian rhythms Biological processes
that occur regularly on approximately a
24-hour cycle.

FIGURE 8 A year of tweets shows that
Fridays (orange dots), Saturdays (red
dots), and Sundays (dark blue dots) are
happier than weekdays. The happiest
days are holidays, and the unhappiest
days are associated with bad news.
(Source: Adapted from Dodds, Danforth, 2011.)

consciousness of the world around them, and a sleepwalker may be able to walk with
agility around obstructions in a crowded room. Unless a sleepwalker wanders into a
dangerous environment, sleepwalking typically poses little risk. And the common idea
that it's dangerous to wake a sleepwalker? It’s just superstition (Baruss, 2003;
Guilleminault et al, 2005; Lee-Chiong, 2006; Licis et al, 2011).

Circadian Rhythms: Life Cycles

The fact that we cycle back and forth between wakefulness and sleep is one exam-
ple of the body’s circadian rhythms. Circadian rhythms (from the Latin circa diem,
or “about a day”) are biological processes that occur regularly on approximately a
24-hour cycle. Sleeping and waking, for instance, occur naturally to the beat of an
internal pacemaker that works on a cycle of about 24 hours. Several other bodily
functions, such as body temperature, hormone production, and blood pressure, also
follow circadian rhythms (Saper et al., 2005; Beersma & Gordijn, 2007; Blatter &
Cajochen, 2007).

Circadian cycles are complex, and they involve a variety of behaviors. For instance,
sleepiness occurs not just in the evening but throughout the day in regular patterns,
with most of us getting drowsy in mid-afternoon-regardless of whether we have eaten
a heavy lunch. By making an afternoon siesta part of their everyday habit, people in
several cultures take advantage of the body’s natural inclination to sleep at this time
(Wright, 2002; Takahashi et al., 2004; Reilly & Waterhouse, 2007).

The brain’s suprachiasmatic nucleus (SCN) controls circadian rhythms. However,
the relative amount of light and darkness, which varies with the seasons of the year,
also plays a role in regulating circadian rhythms. In fact, some people experience
seasonal affective disorder, a form of severe depression in which feelings of despair and
hopelessness increase during the winter and lift during the rest of the year. The
disorder appears to be a result of the brevity and gloom of winter days. Daily expo-
sure to bright lights is sometimes sufficient to improve the mood of those with this
disorder (Golden et al,, 2005; Rohan, Roecklein, & Tierney Lindsey, 2007; Kasof, 2009;
Monteleone, Martiadis, & Maj, 2011).

People’s moods also seem to follow regular patterns. By examining more than
500 million tweets using publicly available Twitter records, a team of psychologists
found that words with positive associations (fantastic, super) and negative associations
(afraid, mad) followed regular patterns. Across the globe and among different cultures,
people were happier in the morning, less so during the day, with a rebound in the
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evening. Moods are also happier on certain days of the week: we’re happier on
weekends and holidays. Finally, positive emotions increase from late December to
late June as the days get longer, and negative emotions increase as days get shorter
(Golder & Macy, 2011; see Figure 8).

Furthermore, there seem to be optimal times for carrying out various tasks. Most
adults are at their peak for carrying out cognitive tasks in the late morning. In contrast,
focus and concentration on academic tasks declines throughout the afternoon. On the
other hand, some research findings show that creativity increases in the evening when
people are tired. It may be that fatigue decreases inhibitions, allowing for more creative
thought (Matchock & Mordkoff, 2009; Wieth & Zacks, 2011; Shellenbarger, 2012).

Daydreams: Dreams Without Sleep

It is the stuff of magic: Our past mistakes can be wiped out and the future filled with
noteworthy accomplishments. Fame, happiness, and wealth can be ours. In the next
moment, though, the most horrible tragedies can occur, leaving us devastated, alone,
and penniless.

The source of these scenarios is daydreams, fantasies that people construct while
awake. Unlike dreaming that occurs during sleep, daydreams are more under people’s
control. Therefore, their content is often more closely related to immediate events in
the environment than is the content of the dreams that occur during sleep. Although
they may include sexual content, daydreams also pertain to other activities or events
that are relevant to a person’s life.

Daydreams are a typical part of waking consciousness, even though our awareness
of the environment around us declines while we are daydreaming. People vary con-
siderably in the amount of daydreaming they do. For example, around 2% to 4% of
the population spend at least half their free time fantasizing. Although most people
daydream much less frequently, almost everyone fantasizes to some degree. In fact, a
study in which experimenters sent texts at random times found that the participants
were thinking about something other than what they were doing about half the time
(Killingsworth & Gilbert, 2010; Singer, 2006; Pisarik, Rowell, & Currie, 2013).

The brain is surprisingly active during daydreaming. For example, several areas of
the brain that are associated with complex problem solving become activated during
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daydreams Fantasies that people con-
struct while awake.

Daydreams are fantasies that people
construct while they are awake. What are
the similarities and differences between
daydreams and night dreams?
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daydreaming. In fact, daydreaming may be the only time these areas are activated
simultaneously, suggesting that daydreaming may lead to insights about problems that
we are grappling with (Fleck et al, 2008; Kounios et al., 2008).

Furthermore, some scientists see a link between daydreaming and dreams
during sleep. The content of daydreams and dreams show many parallels, and the
brain areas and processes involved in daydreaming and dreams during sleep are
related (Dombhoff, 2011).

¥ of Psychology

Sleeping Better

Do you have trouble sleeping? You're not alone—70 million people in the United States
have sleep problems. Half of Americans aged 19 to 29 report they rarely or never get a
good night’s sleep on weekdays, and nearly a third of working adults get less than 6 hours
of sleep a night (Randall, 2012).

For those of us who spend hours tossing and turning in bed, psychologists studying
sleep disturbances have a number of suggestions for overcoming insomnia. Here are some
ideas (Benca, 2005; Finley & Cowley, 2005; Buysse et al., 2011; Reddy, 2013):

« Exercise during the day (at least 6 hours before bedtime). Not surprisingly, it helps to
be tired before going to sleep! Moreover, learning systematic relaxation techniques
and biofeedback can help you unwind from the day’s stresses and tensions.

« Avoid long naps—but consider taking short ones. If you have trouble sleeping
at night, it's best to avoid long naps. On the other hand, a short nap lasting 10 to
20 minutes may be ideal to boost energy and increase alertness. In fact, research
shows that, at least in preschool children, midday naps improve recall of material
learned earlier in the day—although we don’t yet know if that applies to older
individuals (Kurdziel, Duclos, & Spencer, 2013).

« Choose a regular bedtime and stick to it. Adhering to a habitual schedule helps
your internal timing mechanisms regulate your body more effectively.

« Avoid drinks with caffeine after lunch. The effects of beverages such as coffee,
tea, and some soft drinks can linger for as long as 8 to 12 hours after they are
consumed.

« Drink a glass of warm milk at bedtime. Your grandparents were right when they
dispensed this advice: Milk contains the chemical tryptophan, which helps people
fall asleep.

+ Avoid sleeping pills. Even though 25% of U.S. adults report having taken medication
for sleep in the previous year, and some 60 million sleeping aid prescriptions are
filled annually, in the long run sleep medications can do more harm than good,
because they disrupt the normal sleep cycle.

« Try not to sleep. This approach works because people often have difficulty falling
asleep because they are trying so hard. A better strategy is to go to bed only when
you feel tired. If you don’t get to sleep within 10 minutes, leave the bedroom and do
something else, returning to bed only when you feel sleepy. Continue this process all
night if necessary. But get up at your usual hour in the morning, and don’t take any
naps during the day. After three or four weeks, most people become conditioned to
associate their beds with sleep—and fall asleep rapidly at night (Sloan et al., 1993;
Ubell, 1993; Smith, 2001).

For long-term problems with sleep, you might consider visiting a sleep disorders center.
For information on accredited clinics, consult the American Academy of Sleep Medicine at
www.aasmnet.org.
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RECAP/EVALUATE/RETHINK

RECAP EVALUATE

LO 12-1 What are the different states of consciousness? 1. is the term used to describe our understand-
ing of the world external to us, as well as our own
internal world.

2. A great deal of neural activity goes on during sleep. True

¢ Consciousness is a person’s awareness of the sensations,
thoughts, and feelings at a given moment. Waking conscious-
ness can vary from more active to more passive states.

. . or false?
e Altered states of consciousness include naturally )
. . ) 3. Dreams most often occurin_ sleep.
occurring sleep and dreaming, as well as hypnotic and . .
) 4. are internal bodily processes that
drug-induced states. .
occur on a daily cycle.

LO 12-2 What happens when we sleep, and what are the mean- 5. Freud’s theory of unconscious
ing and function of dreams? states that the actual wishes an individual expresses in

dreams are disguised because they are threatening to the
person’s conscious awareness.
6. Match the theory of dreaming with its definition.

1. activation-synthesis theory

2. dreams-for-survival theory

3. dreams as wish fulfillment

a. Dreams permit important information to be reprocessed
during sleep.

b. The manifest content of dreams disguises the latent
content of the dreams.

e The brain is active throughout the night, and sleep proceeds
through a series of stages identified by unique patterns of
brain waves.

¢ REM (rapid eye movement) sleep is characterized by an
increase in heart rate, a rise in blood pressure, an increase
in the rate of breathing, and, in males, erections. Dreams
most often occur during this stage.

e According to Freud’s psychoanalytic approach, dreams
have both a manifest content (an apparent story line)
and a latent content (a true meaning). He suggested

. . , c. Electrical energy stimulates random memories, which are
that the latent content provides a guide to a dreamer’s
) ) ) . ) woven together to produce dreams.
unconscious, revealing unfulfilled wishes or desires.
e The dreams-for-survival theory, grounded in an evolutionary
perspective, suggests that information relevant to daily RETHINK
survival is reconsidered and reprocessed in dreams. Taking a 1. Suppose that a new “miracle pill” allows a person to
neuroscience approach, the activation-synthesis theory function with only 1 hour of sleep per night. However,
proposes that dreams are a result of random electrical because a night’s sleep is so short, a person who takes
energy that stimulates different memories, which then the pill will never dream again. Knowing what you do
are woven into a coherent story line. about the functions of sleep and dreaming, what would

be some advantages and drawbacks of such a pill from a
personal standpoint? Would you take such a pill?
2. How would studying the sleep patterns of nonhuman

LO 12-3 What are the major sleep disorders, and how can they
be treated?

e Insomnia is a sleep disorder characterized by difficulty species potentially help us figure out which of the
sleeping. Sleep apnea is a condition in which people have theories of dreaming provides the best account of the
difficulty sleeping and breathing at the same time. People functions of dreaming?

with narcolepsy have an uncontrollable urge to sleep.

Sleepwalking and sleeptalking are relatively harmless. ORISR O S L

qJ-¢ ‘-z O-1 "9 auawW(yny
LO 12-4 How much do we daydream? USIM *§ SWIAYL URIPEDILD) “f NHY “€ ONI g SSAUSNOIdSuo)) I

e Wide individual differences exist in the amount of time
devoted to daydreaming. Almost everyone daydreams or
fantasizes to some degree.

KEY TERMS

consciousness rapid eye movement (REM) dreams-for-survival theory
stage 1 sleep sleep activation-synthesis theory
stage 2 sleep unconscious wish circadian rhythms

stage 3 sleep fulfillment theory daydreams

stage 4 sleep



Learning Outcomes

LO 13-1 What is hypnosis, and
are hypnotized people in a dif-
ferent state of consciousness?

LO 13-2 What are the effects
of meditation?

hypnosis A trancelike state of height-
ened susceptibility to the suggestions
of others.

146

You are feeling relaxed and drowsy. You are getting sleepier. Your body
is becoming limp. Your eyelids are feeling heavier. Your eyes are closing;
you can’t keep them open anymore. You are totally relaxed. Now, place
your hands above your head. But you will find they are getting heavier
and heavier—so heavy you can barely keep them up. In fact, although
you are straining as hard as you can, you will be unable to hold them
up any longer.

An observer watching this scene would notice a curious phenomenon. Many of the
people listening to the voice are dropping their arms to their sides. The reason for this
strange behavior? Those people have been hypnotized.

Hypnosis: A Trance-Forming
Experience?

People under hypnosis are in a trancelike state of heightened susceptibility to the
suggestions of others. In some respects, it appears that they are asleep. Yet other aspects
of their behavior contradict this notion, for people are attentive to the hypnotist’s
suggestions and may carry out bizarre or silly suggestions.

How is someone hypnotized? Typically, the process follows a series of four steps.
First, a person is made comfortable in a quiet environment. Second, the hypnotist
explains what is going to happen, such as telling the person that he or she will
experience a pleasant, relaxed state. Third, the hypnotist tells the person to concen-
trate on a specific object or image, such as the hypnotist’s moving finger or an image
of a calm lake. The hypnotist may have the person concentrate on relaxing different
parts of the body, such as the arms, legs, and chest. Fourth, once the subject is in a
highly relaxed state, the hypnotist may make suggestions that the person interprets
as being produced by hypnosis, such as “Your arms are getting heavy” and “Your
eyelids are more difficult to open.” Because the person begins to experience these
sensations, he or she believes they are caused by the hypnotist and becomes suscep-
tible to the suggestions of the hypnotist.

Despite their compliance when hypnotized, people do not lose all will of their own.
They will not perform antisocial behaviors, and they will not carry out self-destructive
acts. People will not reveal hidden truths about themselves, and they are capable of
lying. Moreover, people cannot be hypnotized against their will-despite popular miscon-
ceptions (Gwynn & Spanos, 1996; Raz, 2007).

There are wide variations in people’s susceptibility to hypnosis. About 5% to 20%
of the population cannot be hypnotized at all, and some 15% are very easily hypnotized.
Most people fall somewhere in between. Moreover, the ease with which a person is
hypnotized is related to a number of other characteristics. People who are readily
hypnotized are also easily absorbed while reading books or listening to music, becom-
ing unaware of what is happening around them, and they often spend an unusual
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Despite common misconceptions, people
cannot be hypnotized against their will,
nor do they lose all will of their own when
they are hypnotized. Why, then, do people
sometimes behave so unusually when
asked to by a hypnotist?

amount of time daydreaming. In sum, then, they show a high ability to concentrate
and to become completely absorbed in what they are doing (Kirsch & Braffman, 2001;
Rubichi et al, 2005; Benham, Woody, & Wilson, 2006).

A DIFFERENT STATE OF CONSCIOUSNESS?

The question of whether hypnosis is a state of consciousness that is qualitatively dif-
ferent from normal waking consciousness is controversial. Some psychologists believe
that hypnosis represents a state of consciousness that differs significantly from other
states. In this view, high suggestibility, increased ability to recall and construct images,
and acceptance of suggestions that clearly contradict reality suggest it is a different
state. Moreover, changes in electrical activity in the brain are associated with hypnosis,
supporting the position that hypnosis is a state of consciousness different from normal
waking (Hilgard, 1992; Fingelkurts, Fingelkurts, & Kallio, 2007; Hinterberger, Schoner, &
Halsband, 2011).

In this view, hypnosis represents a state of divided consciousness. According to

famed hypnosis researcher Ernest Hilgard, hypnosis brings about a dissociation, or Study Alert

division, of consciousness into two simultaneous components. In one stream of con- The question of whether
sciousness, hypnotized people are following the commands of the hypnotist. Yet on hypnosis represents a different
another level of consciousness, they are acting as “hidden observers,” aware of what state of consciousness or

is happening to them. For instance, hypnotic subjects may appear to be following the is similar to normal waking
hypnotist’s suggestion about feeling no pain, yet in another stream of consciousness consciousness is a key issue.

they may be actually aware of the pain.

On the other side of the controversy are psychologists who reject the notion
that hypnosis is a state significantly different from normal waking consciousness.
They argue that altered brain-wave patterns are not sufficient to demonstrate a
qualitative difference, because no other specific physiological changes occur when
people are in trances. Furthermore, little support exists for the contention that
adults can recall memories of childhood events accurately while hypnotized. That
lack of evidence suggests that there is nothing qualitatively special about the
hypnotic trance (Hongchun & Ming, 2006; Wagstaff, 2009; Wagstaff, Wheatcroft, &
Jones, 2011).

There is increasing agreement that the controversy over the nature of hypnosis
has led to extreme positions on both sides of the issue. More recent approaches
suggest that the hypnotic state may best be viewed as lying along a continuum in
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which hypnosis is neither a totally different state of consciousness nor totally
similar to normal waking consciousness (Lynn et al, 2000; Kihlstrom, 2005b;
Jamieson, 2007).

THE VALUE OF HYPNOSIS

As arguments about the true nature of hypnosis continue, though, one thing is
clear: Hypnosis has been used successfully to solve practical human problems. In
fact, psychologists working in many different areas have found hypnosis to be
a reliable, effective tool. It has been applied to a number of areas, including the
following:

e Controlling pain. Patients suffering from chronic pain may be given the sug-
gestion, while hypnotized, that their pain is gone or reduced. They also may
be taught to hypnotize themselves to relieve pain or gain a sense of control
over their symptoms. Hypnosis has proved to be particularly useful during
childbirth and dental procedures (Mehl-Madrona, 2004; Hammond, 2007;
Accardi & Milling, 2009).

® Reducing smoking. Although it hasn’t been successful in stopping drug and alcohol
abuse, hypnosis sometimes helps people stop smoking through hypnotic sugges-
tions that the taste and smell of cigarettes are unpleasant (Elkins et al, 2006;
Fuller, 2006; Green, Lynn, & Montgomery, 2008).

e Treating psychological disorders. Hypnosis sometimes is used during treatment for
psychological disorders. For example, it may be employed to heighten relaxation,
reduce anxiety, increase expectations of success, or modify self-defeating
thoughts (Iglesias, 2005; Golden, 2006; Etzrodt, 2013).

o Assisting in law enforcement. Witnesses and victims are sometimes better able
to recall the dertails of a crime when hypnotized. In one often-cited case, a
witness to the kidnapping of a group of California schoolchildren was placed
under hypnosis and was able to recall all but one digit of the license number
on the kidnapper’s vehicle. However, hypnotic recollections may also be
inaccurate, just as other recollections are often inaccurate. Consequently, the
legal status of hypnosis is unresolved (Whitehouse et al,, 2005; Kazar, 2006;
Knight & Meyer, 2007).

e Improving athletic performance. Athletes sometimes turn to hypnosis to improve
their performance. For example, some baseball players have used hypnotism
to increase their concentration when batting, with considerable success
(Grindstaff & Fisher, 2006; Lindsay, Maynard, & Thomas, 2005; Barker & Jones,
2008; Tramontana, 2011).

meditation A learned technique for Medltation: R@gUlatlng Our

refocusing attention that brings about

an altered state of consciousness. OW n State Of CO n S Ci O u S n eSS

When traditional practitioners of the ancient Eastern religion of Zen Bud-
dhism want to achieve greater spiritual insight, they turn to a technique
that has been used for centuries to alter their state of consciousness. This
technique is called meditation.

Meditation is a learned technique for refocusing attention that brings
about an altered state of consciousness. Meditation typically consists of the
repetition of a mantra—a sound, word, or syllable-over and over. In some
forms of meditation, the focus is on a picture, flame, or specific part of the
body. Regardless of the nature of the particular initial stimulus, the key to
the procedure is concentrating on it so thoroughly that the meditator

© Mischa Richter/The New Yorker Collection/

www.cartoonbank.com.
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becomes unaware of any outside stimulation and reaches a different state of con-
sciousness. (But see Applying Psychology in the 21st Century for the difficulty in
ignoring environmental stimuli.)

After meditation, people report feeling thoroughly relaxed. They sometimes
relate that they have gained new insights into themselves and the problems they
are facing. The long-term practice of meditation may even improve health because
of the biological changes it produces. For example, during meditation, oxygen usage
decreases, heart rate and blood pressure decline, and brain-wave patterns change
(Barnes et al., 2004; Lee, Kleinman, & Kleinman, 2007; Travis et al., 2009).

Anyone can meditate by following a few simple procedures. The fundamentals
include sitting in a quiet room with the eyes closed, breathing deeply and rhyth-
mically, and repeating a word or sound—such as the word one—over and over. Prac-
ticed twice a day for 20 minutes, the technique is effective in bringing about
relaxation (Benson et al, 1994; Aftanas & Golosheykin, 2005; Mohan, Sharma, &
Bijlani, 2011).

From the perspective of . . .\

A Human Resources Specialist would you
allow (or even encourage) employees to engage in
meditation during the workday? Why or why not?
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Applying Psychology in the 21st Century

Will the Person on the Cell
Phone Please Pipe Down!

You're relaxing at your favorite coffee shop,
engrossed in a good book. You're easily able
to tune out the distractions happening
around you-people coming and going, ani-
mated conversations, traffic noises outside—
and remain ensconced in your own little
meditative world. That is, until another
patron starts having a conversation on her
cell phone. You can’t tune her out. You
now find that you have to read each sen-
tence three times. Why does she have to
talk so loud? With every passing minute
you get increasingly annoyed, until finally
the call ends and you can resume tuning
out the world around you.

We’ve all had this experience of find-
ing cell phone conversations to be partic-
ularly distracting and annoying, even in
contexts that are already filled with other
kinds of distractors. Is there something
special about cell phone conversations
that make them particularly difficult to
ignore?

Yes there is, research finds. In one
study, college students were to complete
anagrams while a bystander talked on a
cell phone. They reported feeling more
irritated and more distracted than did stu-
dents who completed the same task while
two bystanders engaged in a conversation
with each other. It’s not the talking itself
that’'s bothersome—it’s the one-sided
nature of a cell-phone conversation. The
normal back and forth of a conversation
that is occurring nearby is a familiar stimu-
lus that we can readily tune out. But a
one-sided conversation is practically
tailor-made to grab our attention. The long
pauses between utterances make it
difficult to anticipate when the next one is
coming. When we hear the talker again, it

Why is it so hard to tune out the conversation of someone talking on a cell phone?

comes as a surprise—and unexpected stim-
uli tend to grab our attention (Galvan,
Vessal, & Golley, 2013).

The inability to tune out a nearby cell
phone conversation is what makes us feel
that the talker is unusually loud. In one
study, participants were exposed to a con-
versation that was either face-to-face or on
a cell phone. The researchers varied the
volume levels of the speaker in both types
of conversation. Participants judged the
cell phone conversations, but not the

RETHINK

face-to-face conversations, to be louder
than they actually were. As one of the
researchers explains, it’s much like how a
light seems brighter when you stare at it—a
noise that keeps grabbing your attention,
forcing you to listen to it, similarly seems
louder (Emberson et al., 2010).

So itU’s not just your imagination; cell
phone conversations really are particularly
grating to those forced to listen in.
Remember that the next time your phone
rings in a public place!

e Why might incomplete stimuli, such
particularly likely to break our focus?

e Rapidly advancing technology is making the one-sided phone conversation a more
ubiquitous phenomenon. Do you think humanity will adapt to this relatively new

sensory feature of our environment?

as a one-sided phone conversation, be

Meditation is a means of altering consciousness that is practiced in many
cultures, though it can take different forms and serve different purposes across cul-
tures. In fact, one impetus for the study of consciousness is the realization that
people in different cultures routinely seek ways to alter their states of consciousness
(Walsh & Shapiro, 2006).
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Exploring

Cross-Cultural Routes to Altered States of Consciousness

A group of Native-American Sioux men sit naked in a steaming sweat lodge as a medicine
man throws water on sizzling rocks to send billows of scalding steam into the air.

Aztec priests smear themselves with a mixture of crushed poisonous herbs, hairy black
worms, scorpions, and lizards. Sometimes they drink the potion.

During the 16th century, a devout Hasidic Jew lies across the tombstone of a celebrated
scholar. As he murmurs the name of God repeatedly, he seeks to be possessed by the
soul of the dead wise man’s spirit. If successful, he will attain a mystical state, and the
deceased’s words will flow out of his mouth.

Each of these rituals has a common goal: suspension from the bonds of everyday aware-
ness and access to an altered state of consciousness. Although they may seem exotic from
the vantage point of many Western cultures, these rituals represent an apparently univer-
sal effort to alter consciousness (Bartocci, 2004; Irwin, 2006).

Some scholars suggest that the quest to alter consciousness represents a basic
human desire (Siegel, 1989). Whether or not we accept such an extreme view, variations
in states of consciousness clearly share some basic characteristics across a variety of
cultures. One is an alteration in thinking, which may become shallow, illogical, or otherwise
different from normal. In addition, people’s sense of time can become disturbed, and their
perceptions of the physical world and of themselves may change. They may lose self-
control, doing things that they would never otherwise do. Finally, they may feel a sense of all designed to bring about an
ineffability—the inability to understand an experience rationally or describe it in words altered state of consciousness
(Finkler, 2004; Travis, 2006). in which attention is refocused.

Of course, realizing that efforts to produce altered states of consciousness are wide-
spread throughout the world’s societies does not answer a fundamental question: Is the
experience of unaltered states of consciousness similar across different cultures?

Because humans share basic biological commonalities in the ways their brains and
bodies are wired, we might assume that the fundamental experience of consciousness is
similar across cultures. As a result, we could suppose that consciousness shows some
basic similarities across cultures. However, the ways in which certain aspects of conscious-
ness are interpreted and viewed show substantial differences from culture to culture. For
example, people in disparate cultures view the experience of the passage of time in vary-
ing ways. For instance, Arabs appear to perceive the passage of time more slowly than
North Americans (Alon & Brett, 2007; Haynes, Nixon, & West, 2007).

RECAP/EVALUATE/RETHINK

| Study Alert

Remember that although
there are alternate techniques
used in meditation, they are

RECAP LO 13-2 What are the effects of meditation?
LO 13-1 What is hypnosis, and are hypnotized people in a e Meditation is a learned technique for refocusing attention
different state of consciousness? that brings about an altered state of consciousness.

e Different cultures have developed their own unique ways

e Hypnosis produces a state of heightened susceptibility to .
to alter states of consciousness.

the suggestions of the hypnotist. Under hypnosis, signifi-
cant behavioral changes occur, including increased con-
centration and suggestibility, heightened ability to recall
and construct images, lack of initiative, and acceptance of 1. isastate of heightened susceptibility to the
suggestions that clearly contradict reality. suggestions of others.

EVALUATE
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2. A friend tells you, “I once heard of a person who was mur- 2. Meditation produces several physical and psychological
dered by being hypnotized and then told to jump from the benefits. Does this suggest that we are physically and
Golden Gate Bridge!” Could such a thing have happened? mentally burdened in our normal state of waking
Why or why not? consciousness? Why?

3. is a learned technique for refocusing attention

. . Answers to Evaluate Questions
to bring about an altered state of consciousness.

4. Leslie repeats a unique sound, known as a
when she engages in meditation.
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RETHINK

1. Why do you think people in almost every culture seek
ways of altering their states of consciousness?

KEY TERMS

hypnosis
meditation



and Lows of Consciousness

John Brodhead’s bio reads like a script for an episode of VH1’s Behind the Music. A
young rebel from the New Jersey suburbs falls in with a fast crowd, gets hooked on
parties and booze, and, with intensive counseling and a bit of tough love, manages
to get his life back together. What makes his story different? Just one thing: his age.
John is 13 (Rogers, 2002).

John Brodhead was lucky. Now in recovery, John had begun to drink when he was
in the 6th grade. He is not alone: The number of teens who start drinking by the
8th grade has increased by almost a third since the 1970s, even though alcohol
consumption overall has stayed fairly steady among the general population.

Drugs of one sort or another are a part of almost everyone’s life. From infancy on,
most people take vitamins, aspirin, cold-relief medicine, and the like, and surveys find
that 80% of adults in the United States have taken an over-the-counter pain reliever
in the last 6 months. However, these drugs rarely produce an altered state of con-
sciousness (Dortch, 1996).

In contrast, some substances, known as psychoactive drugs, lead to an altered state of
consciousness. Psychoactive drugs influence a person’s emotions, perceptions, and behav-
ior. Yet even this category of drugs is common in most of our lives. If you have ever had
a cup of coffee or sipped a beer, you have taken a psychoactive drug. A large number of
individuals have used more potent—and more dangerous—psychoactive drugs than coffee and
beer (see Figure 1); for instance, surveys find that 41% of high school seniors have used an
illegal drug in the last year. In addition, 30% report having been drunk on alcohol. The
figures for the adult population are even higher (Johnston et al, 2012).

Of course, drugs vary widely in the effects they have on users, in part because
they affect the nervous system in very different ways. Some drugs alter the limbic
system, and others affect the operation of specific neurotransmitters across the synapses
of neurons. For example, some drugs block or enhance the release of neurotransmitters,
others block the receipt or the removal of a neurotransmitter, and still others mimic
the effects of a particular neurotransmitter (see Figure 2).

Addictive drugs produce a physiological or psychological dependence (or
both) in the user, and withdrawal from the drugs leads to a craving for the drug
that may be overpowering and nearly irresistible. In physiological dependence, the
body becomes so accustomed to functioning in the presence of a drug that it
cannot function without it. In psychological dependence, people believe that they
need the drug to respond to the stresses of daily living. Although we generally
associate addiction with drugs such as heroin, everyday sorts of drugs, such as
caffeine (found in coffee) and nicotine (found in cigarettes), have addictive aspects
as well (Li, Volkow, & Balu, 2007).

We know surprisingly little about the underlying causes of addiction. One of the
problems in identifying those causes is that different drugs (such as alcohol and cocaine)
affect the brain in very different ways—yet they may be equally addicting. Furthermore,
it takes longer to become addicted to some drugs than to others, even though the
ultimate consequences of addiction may be equally grave (Crombag & Robinson, 2004;
Nestler & Malenka, 2004; Smart, 2007).

Learning Outcome

LO 14-1 What are the major
classifications of drugs, and
what are their effects?

John Brodhead began to drink heavily
when he was in 6th grade.

psychoactive drugs Drugs that
influence a person’s emotions,
perceptions, and behavior.

addictive drugs Drugs that produce a
biological or psychological dependence in
the user so that withdrawal from them
leads to a craving for the drug that, in
some cases, may be nearly irresistible.
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FIGURE 1 How many teenagers use
drugs? The results of the most recent
comprehensive survey of 14,000 high
school seniors across the United States
show the percentage of respondents
who have used various substances for
nonmedical purposes at least once. Can
you think of any reasons why teenagers—
as opposed to older people—might be
particularly likely to use drugs? (Source:
Adapted from Johnston et al., 2012.)

PsychTech

Drugs are not the only
source of addiction.
Increasing evidence
suggests that people can
develop psychological
dependence to the use

of technologies, such as
social networking sites like
Facebook or e-mail.

FIGURE 2 Different drugs affect different
parts of the nervous system and brain,
and each drug functions in one of these
specific ways.

Study Alert

Use Figure 2 to learn the

different ways that drugs

produce their effects on a
neurological level.
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Why do people take drugs in the first place? There are many reasons, ranging from
the perceived pleasure of the experience itself, to the escape that a drug-induced high
affords from the everyday pressures of life, to an attempt to achieve a religious or
spiritual state. However, other factors having little to do with the nature of the expe-
rience itself also lead people to try drugs (McDowell & Spitz, 1999; Korcha et al, 2011).

For instance, the highly publicized drug use of role models such as movie stars
and professional athletes, the easy availability of some illegal drugs, and peer pressure
all play a role in the decision to use drugs. In some cases, the motive is simply the
thrill of trying something new. Finally, genetic factors may predispose some people to
be more susceptible to drugs and to become addicted to them. Regardless of the forces

3locks removal of
_ neurotransmitter

Blocks release of
neurotransmitter

Blocks receptor for
neurotransmitter
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that lead a person to begin using drugs, drug addiction is among the most difficult of
all behaviors to modify, even with extensive treatment (Mosher & Akins, 2007; Ray &
Hutchison, 2007; Vrieze et al, 2013).

Because of the difficulty in treating drug problems, there is little disagreement
that the best hope for dealing with the overall societal problem of substance abuse is
to prevent people from becoming involved with drugs in the first place. However,
there is little accord on how to accomplish this goal.

Even drug reduction programs widely publicized for their effectiveness—such as
D.ARE. (Drug Abuse Resistance Education)-are of questionable effectiveness. Used in
more than 80% of school districts in the United States, D.A.R.E. consists of a series of
17 lessons on the dangers of drugs, alcohol, and gangs taught to 5th- and 6th-graders
by a police officer. The program is highly popular with school officials, parents, and
politicians. The problem? Repeated careful evaluations have been unable to demonstrate
that the D.ARE. program is effective in reducing drug use over the long term. In fact,
one study even showed that D.A.R.E. graduates were more likely to use marijuana than
was a comparison group of nongraduates (West & O’Neal, 2004; Des Jarlais et al., 2006;
Lucas, 2008; Vincus et al, 2010).

Stimulants: Drug Highs

[t's 1:00 am., and you still havent finished reading the last chapter of the text on
which you will be tested later in the morning. Feeling exhausted, you turn to the one
thing that may help you stay awake for the next 2 hours: a cup of strong black coffee.

If you have ever found yourself in such a position, you have resorted to a major
stimulant, caffeine, to stay awake. Caffeine is one of a number of stimulants, drugs whose
effect on the central nervous system causes a rise in heart rate, blood pressure, and
muscular tension. Caffeine is present not only in coffee; it is an important ingredient in
tea, soft drinks, and chocolate as well (see Figure 3).

Decaffeinated Coffee - 8 oz.

Hot Cocoa - 8 oz.

Starbucks Brewed
Grande - 16 oz.

Brewed Coffee - 8 oz.

Espresso - 1 oz.

Brewed Tea - 8 oz.

Jolt Cola - 12 oz.
Coca-Cola - 12 oz.
Pepsi - 12 oz.

Red Bull - 8 oz.

Ben & Jerry’s Coffee |
Ice Cream - 8 fl. oz.

Hershey’s Special Dark
Chocolate - 1.45 oz.

NoDoz - 1 tablet

Excedrin (Extra Strength) l l
- 2 tablets ! !
0 50 100 150 200 250 300 350

Milligrams

stimulants Drugs that have an arousal
effect on the central nervous system,
causing a rise in heart rate, blood
pressure, and muscular tension.

FIGURE 3 How much caffeine do you
consume? This chart shows the range of
caffeine found in common foods, drinks,
and legal drugs. (Source: Adapted from
Center for Science in the Public Interest,
2007.)
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Caffeine produces several reactions. The major behavioral effects are an increase
in attentiveness and a decrease in reaction time. Caffeine can also bring about an
improvement in mood, most likely by mimicking the effects of a natural brain
chemical, adenosine. Too much caffeine, however, can result in nervousness and
insomnia. People can build up a biological dependence on the drug. Regular users
who suddenly stop drinking coffee may experience headaches or depression. Many
people who drink large amounts of coffee on weekdays have headaches on weekends
because of the sudden drop in the amount of caffeine they are consuming (Kendler,
Myers, & Gardner, 2006; Hammond & Gold, 2008; Clayton & Lundberg-Love, 2009;
Kennedy & Haskell, 2011).

Nicotine, found in cigarettes, is another common stimulant. The soothing effects
of nicotine help explain why cigarette smoking is addictive. Smokers develop a depen-
dence on nicotine, and those who suddenly stop smoking develop a strong craving
for the drug. This is not surprising: Nicotine activates neural mechanisms similar to
those activated by cocaine, which, as we see below, is also highly addictive (Haberstick
et al, 2007; Ray et al,, 2008).

AMPHETAMINES

Amphetamines such as dexedrine and benzedrine, popularly known as speed, are strong
stimulants. In small quantities, amphetamines—which stimulate the central nervous
system-bring about a sense of energy and alertness, talkativeness, heightened confi-
dence, and a mood “high” They increase concentration and reduce fatigue. Amphet-
amines also cause a loss of appetite, increased anxiety, and irritability. When taken
over long periods of time, amphetamines can cause feelings of being persecuted by
others, as well as a general sense of suspiciousness. People taking amphetamines may
lose interest in sex. If taken in too large a quantity, amphetamines overstimulate
the central nervous system to such an extent that convulsions and death can occur
(Carhart-Harris, 2007).

Methamphetamine is a white, crystalline drug that US. police now say is the most
dangerous street drug. “Meth” is highly addictive and relatively cheap, and it produces
a strong, lingering high. It has made addicts of people across the social spectrum, ranging
from soccer moms to urban professionals to poverty-stricken inner-city residents. After
becoming addicted, users take it more and more frequently and in increasing doses.
Long-term use of the drug can lead to brain damage (Sharma, Sjoquist, & Ali, 2007;
Halkitis, 2009; Kish et al., 2009).

More than 1.5 million people in the United States are regular methamphetamine
users. Because it can be made from nonprescription cold pills, retailers such as Walmart
and Target have removed these medications from their shelves. Illicit labs devoted to the
manufacture of methamphetamine have sprung up in many locations around the United
States (Jefferson, 2005). Figure 4 provides a summary of the effects of amphetamines and
other illegal drugs.

Bath salts are an amphetamine-like stimulant containing chemicals related to cathi-
none. They can produce euphoria and a rise in sociability and sex drive, but the side
effects can be severe, including paranoia and agitation (Cottencin, Rolland, & Karila, 2013).

COCAINE

Although its use has declined over the last decade, the stimulant cocaine and its deriv-
ative, crack, still represent a serious concern. Cocaine is inhaled or “snorted” through the
nose, smoked, or injected directly into the bloodstream. It is rapidly absorbed into the
body and takes effect almost immediately.

When used in relatively small quantities, cocaine produces feelings of profound
psychological well-being, increased confidence, and alertness. Cocaine produces this
“high” through the neurotransmitter dopamine. Dopamine is one of the chemicals



Drugs

Stimulants

Amphetamines
Benzedrine
Dexedrine

Cocaine

Cathinone

Depressants

Alcohol

Barbiturates
Nembutal
Seconal
Phenobarbital

Rohypnol

Narcotics
Heroin

Morphine

Oxycodone

Hallucinogens

Cannabis
Marijuana
Hashish
Hash oil

MDMA

LSD

Steroids

Street Name

Speed

Speed

Coke, blow, snow,
lady, crack

Bath salts

Booze

Yellowjackets
Reds

Roofies, rope,
“date-rape drug”

H, hombre, junk,
smack, dope, crap,
horse

Drugstore dope,
cube, first line, mud

Oxy, OC, Percs

Bhang, kif, ganja,
dope, grass, pot,
hemp, joint, weed,
bone, Mary Jane,
reefer

Ecstasy

Acid, quasey,
microdot, white
lightning

Rhoids, juice

Effects

Increased confidence,
mood elevation, sense of
energy and alertness,
decreased appetite, anxiety,
irritability, insomnia, transient
drowsiness, delayed orgasm

Anxiety reduction,
impulsiveness,

dramatic mood

swings, bizarre thoughts,
suicidal behavior, slurred
speech, disorientation,
slowed mental and
physical functioning,
limited attention span

Muscle relaxation,
amnesia, sleep

Anxiety and pain reduction,
apathy, difficulty in
concentration, slowed
speech, decreased physical
activity, drooling, itching,
euphoria, nausea

Pain reduction, shallow
breathing, slow heartbeat,
seizure (convulsions); cold,
clammy skin; confusion

Euphoria, relaxed inhibitions,
increased appetite,
disoriented behavior

Heightened sense of
oneself and insight, feelings
of peace, empathy, energy

Heightened aesthetic
responses; vision and
depth distortion;
heightened sensitivity to
faces and gestures;
magnified feelings;
paranoia, panic, euphoria

Aggression, depression,
acne, mood swings,
masculine traits in women
and feminine traits in men

Withdrawal Symptoms

Apathy, general fatigue,
prolonged sleep,
depression, disorientation,
suicidal thoughts, agitated
motor activity, irritability,
bizarre dreams

Weakness, restlessness,
nausea and vomiting,
headaches, nightmares,
irritability, depression,
acute anxiety,
hallucinations, seizures,
possible death

Seizures

Anxiety, vomiting, sneezing,
diarrhea, lower back pain,
watery eyes, runny nose,
yawning, irritability, tremors,
panic, chills and sweating,
cramps

Sweating, chills, abdominal
cramps, insomnia, vomiting,
diarrhea

Hyperactivity, insomnia,
decreased appetite,
anxiety

Depression, anxiety,
sleeplessness

Not reported

Symptoms can mimic other
medical problems and
include weakness, fatigue,
decreased appetite, weight
loss; women may note
menstrual changes

FIGURE 4 Drugs and their effects. A comprehensive breakdown of effects of the most
commonly used drugs.

Adverse/Overdose
Reactions

Elevated blood pressure,
increase in body temperature,
face picking, suspiciousness,
bizarre and repetitious
behavior, vivid hallucinations,
convulsions, possible death

Confusion, decreased
response to pain, shallow
respiration, dilated pupils,
weak and rapid pulse,
coma, possible death

Seizures, coma, incapacitation,
inability to resist sexual assault

Depressed levels of
consciousness, low blood
pressure, rapid heart rate,
shallow breathing, convulsions,
coma, possible death

Extreme drowsiness, muscle
weakness, confusion, cold and
clammy skin, pinpoint pupils,
shallow breathing, slow heart
rate, fainting, or coma

Severe reactions rare but
include panic, paranoia,
fatigue, bizarre and dangerous
behavior, decreased
testosterone over long-term;
immune-system effects

Increase in body temperature,
memory difficulties

Nausea and chills; increased
pulse, temperature, and
blood pressure; slow, deep
breathing; loss of appetite;
insomnia; bizarre, dangerous
behavior

Long-term, high-dose effects
of steroid use are largely
unknown, but can lead to
swelling and weight gain
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| Study Alert

Figure 4, which summarizes

the different categories of
drugs (stimulants, depressants,
narcotics, and hallucinogens),
will help you learn the effects of
particular drugs.

depressants Drugs that slow down
the nervous system.

that transmit between neurons messages that are related to ordinary feelings
of pleasure. Normally when dopamine is released, excess amounts of the
neurotransmitter are reabsorbed by the releasing neuron. However, when cocaine
enters the brain, it blocks reabsorption of leftover dopamine. As a result, the brain
is flooded with dopamine-produced pleasurable sensations (Redish, 2004; Jarlais,
Arasteh, & Perlis, 2007).

However, there is a steep price to be paid for the pleasurable effects of cocaine.
The brain may become permanently rewired, triggering a psychological and phys-
ical addiction in which users grow obsessed with obtaining the drug. Over time,
users deteriorate mentally and physically. In extreme cases, cocaine can cause hal-
lucinations—a common one is of insects crawling over one’s body. Ultimately, an
overdose of cocaine can lead to death (Paulozzi, 2006; Little et al., 2009; Roncero
et al, 2013).

Almost 2.5 million people in the United States are occasional cocaine users, and
as many as 1.8 million people use the drug regularly. Given the strength of cocaine,
withdrawal from the drug is difficult. Although the use of cocaine among high school
students has declined in recent years, the drug still represents a major problem (Johnston
et al, 2009).

Depressants: Drug Lows

In contrast to the initial effect of stimulants, which is an increase in arousal of the
central nervous system, the effect of depressants is to impede the nervous system
by causing neurons to fire more slowly. Small doses result in at least temporary
feelings of intoxication—drunkenness—along with a sense of euphoria and joy. When
large amounts are taken, however, speech becomes slurred and muscle control
becomes disjointed, making motion difficult. Ultimately, heavy users may lose con-
sciousness entirely.

ALCOHOL

The most common depressant is alcohol, which is used by more people than is
any other drug. Based on liquor sales, the average person over the age of 14 drinks
2V, gallons of pure alcohol over the course of a year. This works out to more than
200 drinks per person. Although alcohol consumption has declined steadily over
the last decade, surveys show that more than three-fourths of college students
indicate that they have had a drink within the last 30 days (Jung, 2002; Midanik,
Tam, & Weisner, 2007).

One of the more disturbing trends is the high frequency of binge drinking among
college students. For men, binge drinking is defined as having five or more drinks in
one sitting; for women, who generally weigh less than men and whose bodies absorb
alcohol less efficiently, binge drinking is defined as having four or more drinks at one
sitting (Mokdad, Brewer, & Naimi, 2007; Rooke & Hine, 2011).

In Figure 5, people of different ages reported binge drinking in the last 30 days.
Note that the highest percentage is that of college-age people. Furthermore, even light
drinkers were affected by the high rate of alcohol use: Two-thirds of lighter drinkers
said that they had had their studying or sleep disturbed by drunk students, and a
quarter of the women said they had been the target of an unwanted sexual advance
by a drunk classmate (Wechsler et al, 2002; CDC, 2009; Rivis & Sheeran, 2013).

Women are typically somewhat lighter drinkers than men-although the gap
between the sexes is narrowing for older women and has closed completely for teen-
agers. Women are more susceptible to the effects of alcohol, and alcohol abuse may
harm the brains of women more than men (Wuethrich, 2001; Mann et al, 2005;
Mancinelli, Binetti, & Ceccanti, 2007; Chavez et al, 2011).
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Percentage of People Who Reported Binge
Drinking in the Past 30 Days
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* High school students

Sources: CDC, Youth Risk Behavior Surveillance System and Behavioral
Risk Factor Surveillance System, 2009.

There are also cultural and ethnic differences in alcohol consumption. For example,
teenagers in Europe drink more than teenagers in the United States do. Furthermore,
people of East Asian backgrounds who live in the United States tend to drink signifi-
cantly less than do Caucasians and African Americans, and their incidence of alcohol-
related problems is lower. It may be that physical reactions to drinking, which may
include sweating, a quickened heartbeat, and flushing, are more unpleasant for East
Asians than for other groups (Garcia-Andrade, Wall, & Ehlers, 1997; Garlow, Purselle, &
Heninger, 2007; Kantrowitz & Underwood, 2007).

Although alcohol is a depressant, most people claim that it increases their sense
of sociability and well-being. The discrepancy between the actual and the perceived
effects of alcohol lies in the initial effects it produces in the majority of individu-
als who use it: release of tension and stress, feelings of happiness, and loss of
inhibitions.

As the dose of alcohol increases, however, the depressive effects become more
pronounced (see Figure 6). People may feel emotionally and physically unstable. They
also show poor judgment and may act aggressively. Moreover, memory is impaired,
brain processing of spatial information is diminished, and speech becomes slurred

FIGURE 5 Self-reported binge drinking
at different ages. For men, binge drinking
was defined as consuming five or more
drinks in one sitting; for women, the total
was four or more. (Source: Adapted from
CDC, 2009,

The effects of alcohol vary significantly, depending on who is drinking it and the setting in which

people drink. If alcohol were a newly discovered drug, do you think its sale would be legal?
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FIGURE 6 The effects of alcohol. The
quantities represent only rough
benchmarks; the effects vary significantly
depending on an individual’s weight,
height, recent food intake, genetic
factors, and even psychological state.

Number of drinks Alcohol Typical effects
consumed in 2 hours in blood
(percentage)
l l 2 0.05 Judgment, thought, and restraint
weakened; tension released, giving
@ @ carefree sensation
l . 3 0.08 Tensions and inhibitions of everyday

life lessened; cheerfulness

0.10 Voluntary motor action affected,
making hand and arm movements,
walk, and speech clumsy

0.20 Severe impairment—staggering, loud,
incoherent, emotionally unstable, 100
times greater traffic risk; exuberance
and aggressive inclinations magnified

0.30 Deeper areas of brain affected, with
stimulus-response and understanding
confused; stuporous; blurred vision

0.40 Incapable of voluntary action; sleepy,
difficult to arouse; equivalent of
surgical anesthesia

0.50 Comatose; centers controlling
breathing and heartbeat anesthetized;
death increasingly probable

Note: A drink refers to a typical 12-ounce bottle of
beer, a 1.5-ounce shot of hard liquor, or a 5-ounce
glass of wine.

and incoherent. Eventually they may fall into a stupor and pass out. If they drink
enough alcohol in a short time, they may die of alcohol poisoning (Zeigler et al,
2005; Thatcher & Clark, 2006).

Although most people fall into the category of casual users, 14 million people in
the United States-1 in every 13 adults-have a drinking problem. Alcoholics, people
with alcohol-abuse problems, come to rely on alcohol and continue to drink even
though it causes serious difficulties. In addition, they become increasingly immune to
the effects of alcohol. Consequently, alcoholics must drink progressively more to expe-
rience the initial positive feelings that alcohol produces.

In some cases of alcoholism, people must drink constantly in order to feel
well enough to function in their daily lives. In other cases, though, people drink
inconsistently but occasionally go on binges in which they consume large quan-
tities of alcohol.
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It is not clear why certain people become alcoholics and develop a tolerance for
alcohol, whereas others do not. There may be a genetic cause, although the question
of whether there is a specific inherited gene that produces alcoholism is controversial.
What is clear is that the chances of becoming an alcoholic are considerably higher if
alcoholics are present in earlier generations of a person’s family. However, not all alco-
holics have close relatives who are alcoholics. In these cases, environmental stressors
are suspected of playing a larger role (Nurnberger & Bierut, 2007; Zimmermann,
Blomeyer, & Laucht, 2007; Gizer et al, 2011).

BARBITURATES

Barbiturates, which include drugs such as Nembutal, Seconal, and phenobarbital, are
another form of depressant. Frequently prescribed by physicians to induce sleep or
reduce stress, barbiturates produce a sense of relaxation. At larger doses, they produce
altered thinking, faulty judgment, and sluggishness. They are also psychologically and
physically addictive. When combined with alcohol, they can be deadly, because such
a combination relaxes the muscles of the diaphragm to such an extent that the user
stops breathing.

ROHYPNOL

Rohypnol is sometimes called the “date rape drug” because, when it is mixed with
alcohol, it can prevent victims from resisting sexual assault. Sometimes people who are
unknowingly given the drug are so incapacitated that they have no memory of the
assault.

Narcotics: Relieving Pain
and Anxiety

Narcotics are drugs that increase relaxation and relieve pain and anxiety. Two of the
most powerful narcotics, morphine and heroin, are derived from the poppy seed pod.
Although morphine is used medically to control severe pain, heroin is illegal in the
United States. This status has not prevented its widespread use.

Heroin users usually inject the drug directly into their veins with a hypodermic
needle. The immediate effect has been described as a “rush” of positive feeling, similar
in some respects to a sexual orgasm—and just as difficult to describe. After the rush, a
heroin user experiences a sense of well-being and peacefulness that lasts 3 to 5 hours.
When the effects of the drug wear off, however, the user feels extreme anxiety and
a desperate desire to repeat the experience. Moreover, larger amounts of heroin are
needed each time to produce the same pleasurable effect. These last two properties
are all the ingredients necessary for physiological and psychological dependence: The
user is constantly either shooting up or attempting to obtain ever-increasing amounts
of the drug. Eventually, the life of the addict revolves around heroin.

Because of the powerful positive feelings the drug produces, heroin addiction is
particularly difficult to cure. One treatment that has shown some success is the use
of methadone. Methadone is a synthetic chemical that satisfies a heroin user’s physio-
logical cravings for the drug without providing the “high” that accompanies heroin.
When heroin users are placed on regular doses of methadone, they may be able to
function relatively normally. The use of methadone has one substantial drawback,
however: Although it removes the psychological dependence on heroin, it replaces the
physiological dependence on heroin with a physiological dependence on methadone.
Researchers are attempting to identify nonaddictive chemical substitutes for heroin as
well as substitutes for other addictive drugs that do not replace one addiction with

Even legal drugs, when used improperly,
lead to addiction.

narcotics Drugs that increase
relaxation and relieve pain and anxiety.
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hallucinogen A drug that is capable
of producing hallucinations, or changes
in the perceptual process.
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another (Amato et al, 2005; Verdejo, Toribio, & Orozco, 2005; Joe, Flynn, & Broome,
2007; Oviedo-Joekes et al., 2009).

Oxycodone (sold as the prescription drug OxyContin) is a type of pain reliever that
has led to a significant amount of abuse. Many well-known people (including Courtney
Love and Rush Limbaugh) have become dependent on it.

Hallucinogens: Psychedelic Drugs

What do mushrooms, jimsonweed, and morning glories have in common? Besides
being fairly common plants, each can be a source of a powerful hallucinogen, a
drug that is capable of producing hallucinations, or changes in the perceptual
process.

MARIJUANA

The most common hallucinogen in widespread use today is marijuana, whose active
ingredient—tetrahydrocannabinol (THC)—is found in a common weed, cannabis. Marijuana
is typically smoked in cigarettes or pipes, although it can be cooked and eaten. Just
over 32% of high school seniors and 11% of 8th-graders report having used marijuana
in the last year (Johnston et al, 2012; see Figure 7).

The effects of marijuana vary from person to person, but they typically consist
of feelings of euphoria and general well-being. Sensory experiences seem more vivid
and intense, and a person’s sense of self-importance seems to grow. Memory may
be impaired, causing users to feel pleasantly “spaced out.” However, the effects are
not universally positive. Individuals who use marijuana when they feel depressed
can end up even more depressed, because the drug tends to magnify both good
and bad feelings.

There are clear risks associated with long-term, heavy marijuana use. Although
marijuana does not seem to produce addiction by itself, some evidence suggests
that there are similarities in the way marijuana and drugs such as cocaine and
heroin affect the brain. Furthermore, there is some evidence that heavy use at
least temporarily decreases the production of the male sex hormone testosterone,
potentially affecting sexual activity and sperm count (Lane, Cherek, & Tcheremiss-
ine, 2007; Rossato, Pagano, & Vettor, 2008).

In addition, marijuana smoked during pregnancy may have lasting effects on
children who are exposed prenatally, although the results are inconsistent. Heavy
use also affects the ability of the immune system to fight off germs and increases
stress on the heart, although it is unclear how strong these effects are. There is
one unquestionably negative consequence of smoking marijuana: The smoke dam-
ages the lungs much the way cigarette smoke does, producing an increased
likelihood of developing cancer and other lung diseases (Cornelius et al, 1995;
Julien, 2001; Reid, Macleod, & Robertson, 2010).

Despite the possible dangers of marijuana use, there is little scientific evidence
for the popular belief that users “graduate” from marijuana to more dangerous

'90 '94 '98 '02 '06 '10 '14 drugs. Furthermore, the use of marijuana is routine in certain cultures. For instance,

Year

some people in Jamaica habitually drink a marijuana-based tea related to religious

- 8th grade 10th grade —12th grade

practices. In addition, marijuana has several medical uses; it can be used to prevent
nausea from chemotherapy, treat some AIDS symptoms, and relieve muscle spasms

FIGURE 7 Although the level of marijuana use
has declined slightly in recent years, overall the
absolute number of teenagers who have used
the drug in the last year remains relatively high.
(Source: Adapted from Johnston et al., 2012.)

for people with spinal cord injuries, and it may be helpful in the treatment of
Alzheimer’s disease. In a controversial move, 20 states have made the use of the
drug legal if it is prescribed by a physician—although it remains illegal under U.S.
federal law (Cohen, 2009; Krishman, Cairns, & Howard, 2009; Baumrucker et al.,
2011; Roffman, 2013).
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MDMA (ECSTASY OR MOLLY) AND LSD

MDMA (“Ecstasy” or “Molly”) and lysergic acid diethylamide (LSD or “acid”) fall into the
category of hallucinogens. Both drugs affect the operation of the neurotransmitter serotonin
in the brain, causing an alteration in brain-cell activity and perception (Buchert et al,
2004; Aleksander, 2013).

MDMA produces feelings of increased energy and euphoria, but also increased
empathy and connection with others. Its use, in a pure form known as Molly, is often
associated with raves and music festivals, and it has led to a rising number of over-
doses and even deaths. Although the data are not conclusive, some researchers have
found declines in memory and performance on intellectual tasks, and such findings
suggest that there may be long-term changes in serotonin receptors in the brain
(El-Mallakh & Abraham, 2007; Jones et al., 2008; McKinley, 2013).

LSD, which is structurally similar to serotonin, produces vivid hallucinations. Per-
ceptions of colors, sounds, and shapes are altered so much that even the most mundane
experience—such as looking at the knots in a wooden table-can seem moving and
exciting. Time perception is distorted, and objects and people may be viewed in a
new way, with some users reporting that LSD increases their understanding of the
world. For others, however, the experience brought on by LSD can be terrifying, par-
ticularly if users have had emotional difficulties in the past. Furthermore, people occa-
sionally experience flashbacks, in which they hallucinate long after they initially used
the drug (Baruss, 2003; Wu, Schlenger, & Galvin, 2006).

% of Psychology

Identifying Drug and Alcohol Problems

In a society bombarded with commercials for drugs that are guaranteed to do everything
from curing restless leg syndrome to erectile dysfunction, it is no wonder that drug-related
problems are a major social issue. Yet many people with drug and alcohol problems deny
that they have them, and even close friends and family members may fail to realize when
occasional social use of drugs or alcohol has turned into abuse.

Certain signs, however, indicate when use becomes abuse (National Institute on Drug
Abuse, 2000). Among them are the following:

+ Always getting high to have a good time.

+ Being high more often than not.

+ Getting high to get oneself going.

+ Going to work or class while high.

+ Missing or being unprepared for class or work because you were high.
+ Feeling badly later about something you said or did while high.
+ Driving a car while high.

+ Coming in conflict with the law because of drugs.

+ Doing something while high that you wouldn’t do otherwise.

+ Being high in nonsocial, solitary situations.

+ Being unable to stop getting high.

+ Feeling a need for a drink or a drug to get through the day.

+ Becoming physically unhealthy.

+ Failing at school or on the job.

+ Thinking about liquor or drugs all the time.

+ Avoiding family or friends while using liquor or drugs.
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This drawing, made by someone taking
LSD, suggests the effects of hallucino-
gens on thinking.
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Any combination of these symptoms should be sufficient to alert you to the potential of a
serious drug problem. Because drug and alcohol dependence are almost impossible to
cure on one’s own, people who suspect that they have a problem should seek immediate
attention from a psychologist, physician, or counselor.

You can also get help from national hotlines. For alcohol difficulties, call the National
Council on Alcoholism at (800) 622-2255. For drug problems, call the National Institute on
Drug Abuse at (800) 662-4357. You can also check your telephone book for a local listing
of Alcoholics Anonymous or Narcotics Anonymous. Finally, check out the websites of the
National Institute on Alcohol Abuse and Alcoholism (www.niaaa.nih.gov) and the National
Institute on Drug Abuse (www.nida.nih.gov).

~

RECAP/EVALUATE/RETHINK

RECAP

LO 14-1 What are the major classifications of drugs, and what
are their effects?

Drugs can produce an altered state of consciousness.
However, they vary in how dangerous they are and in
whether they are addictive.

From the perspective of . ..

A Substance Abuse Counselor How would
you explain why people start using drugs to the family
members of someone who was addicted? What types of
drug prevention programs would you advocate?

e A number of signals indicate when drug use becomes
drug abuse. A person who suspects that he or she has
a drug problem should get professional help. People
are almost never capable of solving drug problems on
their own.

. ) EVALUATE
e Stimulants cause arousal in the central nervous system.
Two common stimulants are caffeine and nicotine. More 1. Drugs that affect a person’s consciousness are referred to
dangerous are cocaine and amphetamines, which in large as )
quantities can lead to convulsions and death. 2. Match the type of drug to an example of that type.
e Depressants decrease arousal in the central nervous sys- 1. narcotic—a pain reliever
tem. They can cause intoxication along with feelings of 2. amphetamine-a strong stimulant
euphoria. The most common depressants are alcohol and 3. hallucinogen—capable of producing hallucinations
barbiturates. a. LSD
e Alcohol is the most frequently used depressant. Its ini- b. heroin
tial effects of released tension and positive feelings yield c. dexedrine, or speed
to depressive effects as the dose of alcohol increases. 3. Classify each drug listed as a stimulant (S), depressant (D),
Both heredity and environmental stressors can lead to hallucinogen (H), or narcotic (N).
alcoholism. 1. nicotine
e Morphine and heroin are narcotics, drugs that produce re- 2. cocaine
laxation and relieve pain and anxiety. Because of their ad- 3. alcohol
dictive qualities, morphine and heroin are particularly 4. morphine
dangerous. 5. marijuana
e Hallucinogens are drugs that produce hallucinations or 4. The effects of LSD can recur long after the drug has been
other changes in perception. The most frequently used taken. True or false?
hallucinogen is marijuana, which has several long-term 5. is a drug that has been used to treat people

risks. Two other hallucinogens are LSD and Ecstasy.

with heroin addiction.
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RETHINK the difference between this type of “addiction” and a true
physiological addiction? Is there a difference between this

1. Why have drug education campaigns largely been ineffec- e o e s e hellsstel addinTon

tive in stemming the use of illegal drugs? Should the use of

certain now-illegal drugs be made legal? Would it be more Answers to Evaluate Questions
effective to stress reduction of drug use rather than a com- SUOPPYIDN S
plete prohibition of drug use? Pnn p H-S Nv ‘A€ ‘S ST € B¢ D Q1 g Andeoydhsd -1

2. People often use the word addiction loosely, speaking of an
addiction to candy or a television show. Can you explain

KEY TERMS

psychoactive drugs stimulants narcotics
addictive drugs depressants hallucinogen
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Our examination of states of consciousness has ranged widely. It focuses both on natural
factors, such as sleep, dreaming, and daydreaming, and on more intentional modes of
altering consciousness, including hypnosis, meditation, and drugs. As we consider why
people seek to alter their consciousness, we need to reflect on the uses and abuses of
the various consciousness-altering strategies in which people engage.

Return briefly to the case of Justin Rowe. Consider the following questions in light of
your understanding of hypnotherapy:

1. Would you agree with Justin that hypnosis may help him to be more competitive?
Why or why not?

2. Do you think that Justin could gain the same benefits from meditation that he does
from hypnosis? What reasons might there be to prefer one approach over the other?

3. What might be some drawbacks to using hypnosis the way Justin does?

4. Why do you think Justin’s teammates aren’t sold on the benefits of hypnosis? If you
were the team coach, would you recommend hypnosis to the other swimmers?
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MODULE 12 Sleep and Dreams

Stages of Sleep: Four stages of sleep, plus REM sleep

As sleep becomes
deeper, brain waves
take on a slower
wave pattern

WAyl Y

Awake

Sleep spindle
1

Stage 1
(non-REM)

Stage 2
(non-REM)

Stage 3
(non-REM)

Stage 4
(non-REM)

—— Stage 1

e Transition from wakefulness to sleep
e Rapid brain waves

—— Stage 2

e Slower, more regular brain waves
e Sleep spindles

—— Stages 3 & 4

e Slow, high-peaked waves

e |eastresponsive to stimulation
— REM sleep

e Rebound effect

e Dreaming

-

unction and Meaning of Dreams: Dreams typically
encompass everyday
events

¢ Unconscious wish fulfillment theory

e Dreams-for-survival theory

¢ Activation-synthesis theory

|en

eep Disturbances

—— e Insomnia
——e Sleep apnea
——e SIDS

—— ¢ Night terrors
—— e Narcolepsy

Circadian Rhythms: 24-hour cycle

MODULE 13 Hypnosis and Meditation

Hypnosis: A trancelike state
of heightened suggestibility

Meditation: Learned
technique for refocusing
attention

Drug Use

Stimulants: Increase arousal in the nervous system

e Caffeine
e Cocaine
* Amphetamines

Decaffeinated Coffee - 8 oz.

Hot Cocoa - 8 0z.

Starbucks Brewed
Grande - 16 oz.

Brewed Coffee - 8 0z.

Espresso - 1 oz.

Brewed Tea - 8 0z.

P
—
Jolt Cola - 12 oz.
Coca-Cola - 12 oz.
Pepsi - 12 oz.
Red Bull - 8 oz.
Ben & Jerry’s Coffee |
Ice Cream - 8 fl. oz.
Hershey’s Special Dark
Chocolate - 1.45 oz.
NoDoz - 1 tablet
Excedrin (Extra Strength) I I
- 2 tablets 1 1
300 350

0 50 100 150 200 250

@

Milligrams

Depressants: Impede the nervous system

e Alcohol
e Barbiturates
¢ Rohypnol: “Date-rape” drug

Percentage of People Who Reported Binge
Drinking in the Past 30 Days

2429 256%

Percentage

0
Students*  18-24 25-34  35-44  45-64 265
Age Groups (years)

* High school students
Sources: CDC, Youth Risk Behavior Surveillance System and Behavioral
Risk Factor Surveillance System, 2009.

Narcotics: Reduce pain and anxiety
e Heroin

e Morphine

Hallucinogens: Produce changes in perceptual processes

e Marijuana
* MDMA
e LSD
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Learning Outcomes for Chapter 5

LO 15-1 What is learning?

LO 15-2 How do we learn to form associations between stimuli

and responses?

LO 16-1 What is the role of reward and punishment in learning?

LO 16-2 What are some practical methods for bringing about
behavior change, both in ourselves and in others?

LO 17-1 What is the role of cognition and thought in learning?

Classical Conditioning

The Basics of Classical Conditioning

Applying Conditioning Principles to
Human Behavior

Extinction
Generalization and Discrimination

Beyond Traditional Classical Conditioning:
Challenging Basic Assumptions

Operant Conditioning
Thorndike’s Law of Effect
The Basics of Operant Conditioning

Becoming an Informed Consumer of
Psychology: Using Behavior Analysis and
Behavior Modification

Cognitive Approaches to Learning
Latent Learning

Observational Learning: Learning
Through Imitation

Neuroscience in Your Life: Learning
Through Imitation

Applying Psychology in the 21st Century:
What Do We Learn About Gender from
the Media?

Exploring Diversity: Does Culture
Influence How We Learn?
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Prologue Learning to Love Facebook

“Facebook is my arch-nemesis!” complained Jean Davis, a college
sophomore majoring in accounting. “I tell myself that I'm going to
be productive today and get a bunch of studyingdone, but | can’t
resist just checking my Facebook news feed first. | tell myself it’ll
be just a quick peek, and then bam! Half the day is shot!

“The most frustrating thing is, no matter how mad | get at
myself or how guilty | feel, the next day | turn around and do the
same thing again.”

L OOKINQ anea

Do you eagerly check for texts, tweets, and Facebook/pdates
at every opportunity? Do you wonder why you find yourself so
drawn to the possibility that some intriguing communication is
about to come your way?

The same processes that make social media so reinforcing
allow us to learn to read a book, drive a car, play poker, study for
a test, or perform any of the numerous activities that make up our
daily routine. Each of us must acquire and then refine our skills
and abilities through learning.

Learning is a fundamental topic for psychologists and plays
a central role in almost every specialty area of psychology. For
example, a psychologist studying perception might ask, “How do
we learn that people who look small from a distance are far away
and not simply tiny?” A developmental psychologist might inquire,
“How do babies learn to distinguish their mothers from other
people?” A clinical psychologist might wonder, “Why do some
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people learn to be afraid when they see a spider?” A social
psychologist might ask, “How do we learn to believe that we've
fallen in love?”

Each of these questions, although drawn from very different
branches of psychology, can be answered only through an under-
standing of basic learning processes. In each case, a skill or a
behavior is acquired, altered, or refined through experience.

Psychologists have approached the study of learning from
several angles. Among the most fundamental are studies of the
type of learning that is illustrated in responses ranging from a dog
salivating when it hears its owner opening a can of dog food to
the emotions we feel when our national anthem is played. Other
theories consider how learning is a consequence of rewarding
circumstances. Finally, several other approaches focus on the
cognitive aspects of learning, or the thought processes that
underlie learning.



Does the mere sight of the golden arches in front of McDonald’s make you feel pangs
of hunger and think about hamburgers? If it does, you are displaying an elementary
form of learning called classical conditioning. Classical conditioning helps explain such
diverse phenomena as crying at the sight of a bride walking down the aisle, fearing
the dark, and falling in love.

Classical conditioning is one of a number of different types of learning that
psychologists have identified, but a general definition encompasses them all: Learning
is a relatively permanent change in behavior that is brought about by experience.

How do we know when a behavior has been influenced by learning—or even is a
result of learning? Part of the answer relates to the nature-nurture question, one of the
fundamental issues underlying the field of psychology. In the acquisition of behaviors,
experience—which is essential to the definition of learning—is the “nurture” part of the
nature-nurture question.

However, it’s not always easy to identify whether a change in behavior is due to
nature or nurture, because some changes in behavior or performance come about
through maturation alone and don’t involve experience. For instance, children become
better tennis players as they grow older partly because their strength increases with
their size—a maturational phenomenon. To understand when learning has occurred, we
must differentiate maturational changes from improvements resulting from practice,
which indicate that learning actually has occurred.

Similarly, short-term changes in behavior that are due to factors other than learning,
such as declines in performance resulting from fatigue or lack of effort, are different
from performance changes that are due to actual learning. If Serena Williams has a bad
day on the tennis court because of tension or fatigue, this does not mean that she has
not learned to play correctly or has “unlearned” how to play well. Because there is
not always a one-to-one correspondence between learning and performance, under-
standing when true learning has occurred is difficult.

It is clear that we are primed for learning from the beginning of life. Infants
exhibit a simple type of learning called habituation. Habituation is the decrease in
response to a stimulus that occurs after repeated presentations of the same stimulus.
For example, young infants may initially show interest in a novel stimulus, such as a
brightly colored toy, but they will soon lose interest if they see the same toy over
and over. (Adults exhibit habituation, too: Newlyweds soon stop noticing that they
are wearing a wedding ring.) Habituation permits us to ignore things that have stopped
providing new information.

Most learning is considerably more complex than habituation, and the study of
learning has been at the core of the field of psychology. Although philosophers since
the time of Aristotle have speculated on the foundations of learning, the first system-
atic research on learning was done at the beginning of the 20th century, when
Ivan Pavlov (does the name ring a bell?) developed the framework for learning called
classical conditioning.

Learning Outcomes
LO 15-1 What is learning?

LO 15-2 How do we learn to
form associations between
stimuli and responses?

learning A relatively permanent
change in behavior brought about by
experience.
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Ivan Pavlov (center) developed the principles of classical conditioning.

classical conditioning A type of
learning in which a neutral stimulus
comes to bring about a response after it
is paired with a stimulus that naturally
brings about that response.

neutral stimulus A stimulus that,
before conditioning, does not naturally
bring about the response of interest.

unconditioned stimulus (UCS)

A stimulus that naturally brings about a
particular response without having
been learned.

unconditioned response (UCR)

A response that is natural and needs
no training (e.g., salivation at the smell
of food).

conditioned stimulus (CS) A
once-neutral stimulus that has been
paired with an unconditioned stimulus
to bring about a response formerly
caused only by the unconditioned
stimulus.

conditioned response (CR) A
response that, after conditioning,
follows a previously neutral stimulus
(e.g., salivation at the ringing of a bell).

The Basics of Classical
Conditioning

Ivan Pavlov, a Russian physiologist, never intended to do psy-
chological research. In 1904 he won the Nobel Prize for his
work on digestion, testimony to his contribution to that field.
Yet Pavlov is remembered not for his physiological research
but for his experiments on basic learning processes—work that
he began quite accidentally (Marks, 2004; Samoilov & Zayas,
2007; Grant & Wingate, 2011).

Pavlov had been studying the secretion of stomach acids
and salivation in dogs in response to the ingestion of varying
amounts and kinds of food. While doing that, he observed a
curious phenomenon: Sometimes stomach secretions and salivation would begin in
the dogs when they had not yet eaten any food. The mere sight of the experimenter
who normally brought the food, or even the sound of the experimenter’s footsteps,
was enough to produce salivation in the dogs. Pavlov’s genius lay in his ability to
recognize the implications of this discovery. He saw that the dogs were responding
not only on the basis of a biological need (hunger) but also as a result of learning—
or, as it came to be called, classical conditioning. Classical conditioning is a type
of learning in which a neutral stimulus (such as the experimenter’s footsteps) comes
to elicit a response after being paired with a stimulus (such as food) that naturally
brings about that response.

To demonstrate classical conditioning, Pavlov (1927) attached a tube to the sali-
vary gland of a dog, allowing him to measure precisely the dog’s salivation. He then
rang a bell and, just a few seconds later, presented the dog with meat. This pairing
occurred repeatedly and was carefully planned so that, each time, exactly the same
amount of time elapsed between the presentation of the bell and the meat. At first
the dog would salivate only when the meat was presented, but soon it began to
salivate at the sound of the bell. In fact, even when Pavlov stopped presenting the
meat, the dog still salivated after hearing the sound. The dog had been classically
conditioned to salivate to the bell.

As you can see in Figure 1, the basic processes of classical conditioning that
underlie Pavlov’s discovery are straightforward, although the terminology he chose is
not simple. First, consider the diagram in Figure 1a. Before conditioning, there are two
unrelated stimuli: the ringing of a bell and meat. We know that normally the ringing
of a bell does not lead to salivation but to some irrelevant response, such as pricking
up the ears or perhaps a startle reaction. The bell is therefore called the neutral
stimulus, because it is a stimulus that, before conditioning, does not naturally bring
about the response in which we are interested. We also have meat, which naturally
causes a dog to salivate-the response we are interested in conditioning. The meat is
called an unconditioned stimulus (UCS) because food placed in a dog’s mouth
automatically causes salivation to occur. The response that the meat elicits (salivation)
is called an unconditioned response (UCR)-a natural, innate response that occurs
automatically and needs no training. Unconditioned responses are always brought about
by the presence of unconditioned stimuli.

Figure 1b illustrates what happens during conditioning. The bell is rung just before
each presentation of the meat. The goal of conditioning is for the dog to associate the
bell with the unconditioned stimulus (meat) and therefore to bring about the same
sort of response as the unconditioned stimulus.

After a number of pairings of the bell and meat, the bell alone causes the dog to
salivate (as in Figure 1c). When conditioning is complete, the bell has changed from a
neutral stimulus to a conditioned stimulus (CS). At this time, salivation that occurs as
a response to the conditioned stimulus (bell) is considered a conditioned response (CR).
After conditioning, then, the conditioned stimulus brings about the conditioned response.
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The sequence and timing of the presentation of the unconditioned stimulus and the
conditioned stimulus are particularly important. Like a malfunctioning warning light at a
railroad crossing that goes on after the train has passed by, a neutral stimulus that follows
an unconditioned stimulus has little chance of becoming a conditioned stimulus. However,
just as a warning light works best if it goes on right before a train passes, a neutral
stimulus that is presented just before the unconditioned stimulus is most apt to result in
successful conditioning. More specifically, conditioning is most effective if the neutral
stimulus (which will become a conditioned stimulus) precedes the unconditioned stim-
ulus by between a half second and several seconds, depending on what kind of response
is being conditioned (Wasserman & Miller, 1997; Bitterman, 2006; Jennings et al., 2013).

Although the terminology Pavlov used to describe classical conditioning may seem
confusing, the following summary can help make the relationships between stimuli
and responses easier to understand and remember:

e Conditioned = learned.

e Unconditioned = not learned.

Module 15 Classical Conditioning 173

FIGURE 1 The basic process of classical
conditioning. (a) Before conditioning, the
ringing of a bell does not bring about
salivation—making the bell a neutral
stimulus. In contrast, meat naturally
brings about salivation, making the meat
an unconditioned stimulus (UCS) and
salivation an unconditioned response
(UCR). (b) During conditioning, the bell is
rung just before the presentation of the
meat. (c) Eventually, the ringing of the
bell alone brings about salivation. We
now can say that conditioning has been
accomplished: The previously neutral
stimulus of the bell is now considered a
conditioned stimulus (CS) that brings
about the conditioned response of
salivation (CR).

Figure 1 can help you to learn
and understand the process
(and terminology) of classical
conditioning, which can be
confusing.
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¢ An unconditioned stimulus (UCS) leads to an unconditioned response (UCR).

e Unconditioned stimulus-unconditioned response pairings are not learned and not
trained: They are naturally occurring.

e During conditioning, a previously neutral stimulus is transformed into the condi-
tioned stimulus.

¢ A conditioned stimulus (CS) leads to a conditioned response (CR), and a
conditioned stimulus-conditioned response pairing is a consequence of learning
and training.

¢ An unconditioned response and a conditioned response are similar (such as sali-
vation in Pavlov’s experiment), but the unconditioned response occurs naturally,
whereas the conditioned response is learned.

Applying Conditioning
Principles to Human Behavior

Although the initial conditioning experiments were carried out with animals, clas-
sical conditioning principles were soon found to explain many aspects of everyday
human behavior. Recall, for instance, the earlier illustration of how people may
experience hunger pangs at the sight of McDonald’s golden arches. The cause of
this reaction is classical conditioning: The previously neutral arches have become
associated with the food inside the restaurant (the unconditioned stimulus), causing
the arches to become a conditioned stimulus that brings about the conditioned
response of hunger.

Emotional responses are especially likely to be learned through classical condition-
ing processes. For instance, how do some of us develop fears of mice, spiders, and
other creatures that are typically harmless? In a now infamous case study, psychologist
John B. Watson and colleague Rosalie Rayner (1920) showed that classical conditioning
was at the root of such fears by conditioning an 11-month-old infant named Albert to
be afraid of rats. “Little Albert,” like most infants, initially was frightened by loud noises
but had no fear of rats.

In the study, the experimenters sounded a loud noise whenever Little Albert
touched a white, furry rat. The noise (the unconditioned stimulus) evoked fear (the
unconditioned response). After just a few pairings of noise and rat, Albert began to
show fear of the rat by itself, bursting into tears when he saw it. The rat, then, had
become a CS that brought about the CR, fear. Furthermore, the effects of the condi-
tioning lingered: five days later, Albert reacted with some degree of fear not only when
shown a rat, but when shown objects that looked similar to the white, furry rat, includ-
ing a white rabbit, a white seal-skin coat, and even a white Santa Claus mask. (By the
way, although we don’t know for certain what happened to the unfortunate Little
Albert, it appears he was a sickly child who died at the age of 5. In any case, Watson,
the experimenter, has been condemned for using ethically questionable procedures that
could never be conducted today; Beck, Levinson, & Irons, 2009; Powell, 2011.)

Learning by means of classical conditioning also occurs during adulthood. For
example, you may not go to a dentist as often as you should because of previous
associations of dentists with pain. In more extreme cases, classical conditioning can
lead to the development of phobias, which are intense, irrational fears. For example, an
insect phobia might develop in someone who is stung by a bee. The insect phobia
might be so severe that the person refrains from leaving home.

Posttraumatic stress disorder (PTSD), suffered by some war veterans and others who
have had traumatic experiences, can also be produced by classical conditioning. Even
years after their battlefield experiences, veterans may feel a rush of fear and anxiety
at a stimulus such as a loud noise (Kastelan et al., 2007; Roberts, Moore, & Beckham,
2007; Schreurs, Smith-Bell, & Burhans, 2011).



On the other hand, classical conditioning also relates to pleasant experiences. For
instance, you may have a particular fondness for the smell of a certain perfume or
aftershave lotion because thoughts of an early love come rushing back whenever you
encounter it. Or hearing a certain song can bring back happy or bittersweet emotions
due to associations that you have developed in the past.

Classical conditioning also explains why drug addictions are so difficult to treat.
Drug addicts learn to associate certain stimuli—such as drug paraphernalia like a syringe
or a room where they use drugs—with the pleasant feelings produced by the drugs. So
simply seeing a syringe or entering a room can produce reactions associated with the
drug and continued cravings for it (James et al, 2011; Saunders, Yager, & Robinson, 2013).

From the perspective of . . .\

An Advertising Executive How might knowl-
edge of classical conditioning be useful in creating an
advertising campaign? What, if any, ethical issues arise
from this use?

Extinction

What do you think would happen if a dog that had become classically conditioned to
salivate at the ringing of a bell never again received food when the bell was rung? The
answer lies in one of the basic phenomena of learning: extinction. Extinction occurs
when a previously conditioned response decreases in frequency and eventually disappears.

To produce extinction, one needs to end the association between conditioned stim-
uli and unconditioned stimuli. For instance, if we had trained a dog to salivate (the
conditioned response) at the ringing of a bell (the conditioned stimulus), we could
produce extinction by repeatedly ringing the bell but not providing meat (the uncondi-
tioned stimulus; see Figure 2). At first the dog would continue to salivate when it heard
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stimulus and unconditioned
stimulus presented

together)
Extinction (conditioned

Strong stimulus by itself)
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Weak | (a) Training (b) CS alone (c) Pause (d) Spontaneous recovery

Time ——
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extinction A basic phenomenon of
learning that occurs when a previously
conditioned response decreases in
frequency and eventually disappears.

FIGURE 2 Acquisition, extinction, and
spontaneous recovery of a classically
conditioned response. (a) A conditioned
response (CR) gradually increases in
strength during training. (b) However,

if the conditioned stimulus (CS) is
presented by itself enough times, the
conditioned response gradually fades,
and extinction occurs. (c) After a pause
(d) in which the conditioned stimulus is
not presented, spontaneous recovery
can occur. However, extinction typically
reoccurs soon after.
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Because of a previous unpleasant
experience, a person may expect a
similar occurrence when faced with a
comparable situation in the future, a pro-
cess known as stimulus generalization.
Can you think of ways that this process
occurs in everyday life?

Study Alert

Remember that stimulus gener-
alization relates to stimuli that
are similar to one another, while
stimulus discrimination relates
to stimuli that are different from
one another.

spontaneous recovery The reemer-
gence of an extinguished conditioned
response after a period of rest and with
no further conditioning.

stimulus generalization A process in
which, after a stimulus has been condi-
tioned to produce a particular response,
stimuli that are similar to the original
stimulus produce the same response.

stimulus discrimination The pro-
cess that occurs if two stimuli are
sufficiently distinct from one another
that one evokes a conditioned response
but the other does not; the ability to
differentiate between stimuli.

the bell, but after a few such instances, the amount of salivation would probably decline,
and the dog would eventually stop responding to the bell altogether. At that point, we
could say that the response had been extinguished. In sum, extinction occurs when the
conditioned stimulus is presented repeatedly without the unconditioned stimulus.

We should keep in mind that extinction can be a helpful phenomenon. Consider,
for instance, what it would be like if the fear you experienced while watching the
shower murder scene in the classic movie Psycho never was extinguished. You might
well tremble with fright every time you took a shower.

Once a conditioned response has been extinguished, has it vanished forever? Not
necessarily. Pavlov discovered this phenomenon when he returned to his dog a few
days after the conditioned behavior had seemingly been extinguished. If he rang a bell,
the dog once again salivated—an effect known as spontaneous recovery, or the
reemergence of an extinguished conditioned response after a period of time and with
no further conditioning.

Spontaneous recovery also helps explain why it is so hard to overcome drug
addictions. For example, cocaine addicts who are thought to be “cured” can experience
an irresistible impulse to use the drug again if they are subsequently confronted by a
stimulus with strong connections to the drug, such as a white powder (Diaz & De la
Casa, 2011; Tunstall, Verendeev, & Kearns, 2013).

Generalization
and Discrimination

Despite differences in color and shape, to most of us a rose is a rose is a rose. The
pleasure we experience at the beauty, smell, and grace of the flower is similar for
different types of roses. Pavlov noticed a similar phenomenon. His dogs often salivated
not only at the ringing of the bell that was used during their original conditioning
but at the sound of a buzzer as well.

Such behavior is the result of stimulus generalization. Stimulus generalization
is a process in which, after a stimulus has been conditioned to produce a particular
response, stimuli that are similar to the original stimulus produce the same response.
The greater the similarity between two stimuli, the greater the likelihood of stimulus
generalization. Little Albert, who, as we mentioned earlier, was conditioned to be
fearful of white rats, grew afraid of other furry white things as well. However, accord-
ing to the principle of stimulus generalization, it is unlikely that he would have been
afraid of a black dog, because its color would have differentiated it sufficiently from
the original fear-evoking stimulus.

The conditioned response elicited by the new stimulus is usually not as intense
as the original conditioned response, although the more similar the new stimulus is to
the old one, the more similar the new response will be. It is unlikely, then, that Little
Alberts fear of the Santa Claus mask was as great as his learned fear of a rat. Still,
stimulus generalization permits us to know, for example, that we ought to brake at
all red lights, even if there are minor variations in size, shape, and shade.

Stimulus discrimination, in contrast, occurs if two stimuli are sufficiently
distinct from each other that one evokes a conditioned response but the other does
not. Stimulus discrimination provides the ability to differentiate between stimuli. For
example, my dog Cleo comes running into the kitchen when she hears the sound of
the electric can opener, which she has learned is used to open her dog food when
her dinner is about to be served. She does not bound into the kitchen at the sound
of the food processor, although it sounds similar. In other words, she discriminates
between the stimuli of can opener and food processor. Similarly, our ability to dis-
criminate between the behavior of a growling dog and that of one whose tail is
wagging can lead to adaptive behavior-avoiding the growling dog and petting the
friendly one.
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Beyond Traditional Classical
Conditioning: Challenging
Basic Assumptions

Although Pavlov hypothesized that all learning is nothing more than long strings of con-
ditioned responses, this notion has not been supported by subsequent research. It turns
out that classical conditioning provides us with only a partial explanation of how people
and animals learn; indeed, Pavlov was wrong in some of his basic assumptions (Hollis, 1997).

For example, according to Pavlov, the process of linking stimuli and responses
occurs in a mechanistic, unthinking way. In contrast to this perspective, learning theo-
rists influenced by cognitive psychology have argued that learners actively develop an
understanding and expectancy about which particular unconditioned stimuli are matched
with specific conditioned stimuli. A ringing bell, for instance, gives a dog something to
think about: the impending arrival of food (Rescorla, 1988; Kirsch et al, 2004).

Traditional explanations of how classical conditioning operates have also been
challenged by John Garcia, a learning psychologist. He found that some organisms—
including humans—were biologically prepared to quickly learn to avoid foods that smelled
or tasted like something that made them sick. For instance, a dog quickly learns to
avoid rotting food that in the past made it sick. Similarly, if every time you ate peanuts
you had an upset stomach several hours later, eventually you would learn to avoid
peanuts. In fact, you might develop a learned taste aversion, when the taste of a par-
ticular food is associated with unpleasant symptoms such as nausea or vomiting. If you
developed a taste aversion to peanuts, merely tasting (or even smelling or in more
extreme cases seeing a peanut) could produce such disagreeable symptoms (Garcia,
1990, 2003; Masi et al, 2013).

The surprising part of Garcia’s discovery was his demonstration that conditioning could
occur even when the interval between exposure to the conditioned stimulus of tainted
food and the response of sickness was as long as eight hours. Furthermore, the condition-
ing persisted over very long periods and sometimes occurred after just one exposure.

These findings have had important practical implications. For example, to keep crows
from stealing eggs, dairy farmers may lace an egg with a chemical and leave it in a place
where crows will find it. The drug temporarily makes the crows ill, but it does not harm
them permanently. After exposure to a chemical-laden egg, crows no longer find them
appetizing (Cox et al, 2004; Baker, Johnson, & Slater, 2007; Bouton et al, 2011).

RECAP/EVALUATE/RETHINK

RECAP e Conditioning occurs when the neutral stimulus is repeat-
edly presented just before the unconditioned stimulus.
After repeated pairings, the neutral stimulus elicits the
same response that the unconditioned stimulus brings about.
When this occurs, the neutral stimulus has become a con-
ditioned stimulus, and the response a conditioned response.

LO 15-1 What is learning?

e [earning is a relatively permanent change in behavior
resulting from experience.

LO 15-2 How do we learn to form associations between stimuli * Learning is not always permanent. Extinction occurs when
and responses? a previously learned response decreases in frequency and
eventually disappears.

* One major form of learning is classical conditioning, e Stimulus generalization is the tendency for a conditioned
which occurs when a neutral stimulus-one that normally response to follow a stimulus that is similar to, but not the
brings about no relevant response—is repeatedly paired same as, the original conditioned stimulus. The converse
with a stimulus (called an unconditioned stimulus) that phenomenon, stimulus discrimination, occurs when an

brings about a natural, untrained response. organism learns to distinguish between stimuli.
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EVALUATE

1.

involves changes brought about by experience,
whereas maturation describes changes resulting from
biological development.

is the name of the scientist responsible for dis-
covering the learning phenomenon known as
conditioning, whereby an organism learns a response to a
stimulus to which it normally would not respond.

Refer to the passage below to answer questions 3 through 5:

The last three times little Theresa visited Dr. Lopez for
checkups, he administered a painful preventive immuniza-
tion shot that left her in tears. Today, when her mother
takes her for another checkup, Theresa begins to sob as
soon as she comes face to face with Dr. Lopez, even before
he has had a chance to say hello.

. The painful shot that Theresa received during each visit was

a(n) that elicited the
, her tears.

KEY TERMS

learning unconditioned response
classical conditioning (UCR)
neutral stimulus conditioned stimulus (CS)

unconditioned stimulus

(ucs)

4. Dr. Lopez is upset because his presence has become a

for Theresa’s crying.

5. Fortunately, Dr. Lopez gave Theresa no more shots for quite
some time. Over that period she gradually stopped crying
and even came to like him. had occurred.

RETHINK

1. How likely is it that Little Albert, Watson’s experimental
subject, might have gone through life afraid of Santa Claus?
Describe what could have happened to prevent his
continual dread of Santa.

2. Can you think of ways that classical conditioning is used by
politicians? advertisers? moviemakers? Do ethical issues arise
from any of these uses?

Answers to Evaluate Questions

UONDUNXH S SN[NWNS PIUONIPUOD 4 dsuodsar
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conditioned response (CR) stimulus generalization
extinction stimulus discrimination
spontaneous recovery



Very good . . . What a clever idea . . . Fantastic . . . I agree . . . Thank you . . .
Excellent . . . Super . . . Right on . . . This is the best paper you've ever written;
you get an A . .. You are really getting the hang of it . . . 'm impressed . . .
You're getting a raise . . . Have a cookie . . . You look great . . . I love you . . .

Few of us mind being the recipient of any of these comments. But what is especially
noteworthy about them is that each of these simple statements can be used, through
a process known as operant conditioning, to bring about powerful changes in behavior
and to teach the most complex tasks. Operant conditioning is the basis for many of
the most important kinds of human, and animal, learning.

Operant conditioning is learning in which a voluntary response is strengthened
or weakened, depending on its favorable or unfavorable consequences. When we say
that a response has been strengthened or weakened, we mean that it has been made
more or less likely to recur regularly.

Unlike classical conditioning, in which the original behaviors are the natural, bio-
logical responses to the presence of a stimulus such as food, water, or pain, operant
conditioning applies to voluntary responses, which an organism performs deliberately
to produce a desirable outcome. The term operant emphasizes this point: The organism
operates on its environment to produce a desirable result. Operant conditioning is at
work when we learn that toiling industriously can bring about a raise or that studying
hard results in good grades.

As with classical conditioning, the basis for understanding operant conditioning
was laid by work with animals. We turn now to some of that early research, which
began with a simple inquiry into the behavior of cats.

Thorndike’s Law of Effect

If you placed a hungry cat in a cage and then put a small piece of food outside the
cage, just beyond the cat’s reach, chances are that the cat would eagerly search for a
way out of the cage. The cat might first claw at the sides or push against an opening.
Suppose, though, you had rigged things so that the cat could escape by stepping on
a small paddle that released the latch to the door of the cage (see Figure 1). Eventu-
ally, as it moved around the cage, the cat would happen to step on the paddle, the
door would open, and the cat would eat the food.

What would happen if you then returned the cat to the box? The next time,
it would probably take a little less time for the cat to step on the paddle and escape.
After a few trials, the cat would deliberately step on the paddle as soon as it was
placed in the cage. What would have occurred, according to Edward L. Thorndike
(1932), who studied this situation extensively, was that the cat would have learned
that pressing the paddle was associated with the desirable consequence of getting
food. Thorndike summarized that relationship by formulating the law of effect:
Responses that lead to satisfying consequences are more likely to be repeated.

Thorndike believed that the law of effect operates as automatically as leaves fall
off a tree in autumn. It was not necessary for an organism to understand that there
was a link between a response and a reward. Instead, Thorndike believed, over time

Learning Outcomes

LO 16-1 What is the role of
reward and punishment in
learning?

LO 16-2 What are some
practical methods for bringing
about behavior change, both
in ourselves and in others?

operant conditioning Learning in
which a voluntary response is strength-
ened or weakened, depending on its
favorable or unfavorable consequences.
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FIGURE 1 Edward L. Thorndike devised
this puzzle box to study the process by
which a cat learns to press a paddle to
escape from the box and receive food.
Do you think Thorndike’s work has rele-
vance to the question of why people vol-
untarily work on puzzles and play games,
such as sudoku, Angry Birds, and jigsaw
puzzles? Do they receive any rewards?

FIGURE 2 B. F. Skinner with a Skinner
box used to study operant conditioning.
Laboratory rats learn to press the lever in
order to obtain food, which is delivered
in the tray.

= =

\

A

and through experience the organism would make a direct connection between the
stimulus and the response without any awareness that the connection existed.

The Basics of Operant Conditioning

Thorndike’s early research served as the foundation for the work of one of the 20th cen-
tury’s most influential psychologists, B. F. Skinner (1904-1990). You may have heard of the
Skinner box (shown in Figure 2), a chamber with a highly controlled environment that was
used to study operant conditioning processes with laboratory animals. Whereas Thorndike’s
goal was to get his cats to learn to obtain food by leaving the box, animals in a Skinner
box learn to obtain food by operating on their environment within the box. Skinner became
interested in specifying how behavior varies as a result of alterations in the environment.

Skinner, whose work went far beyond perfecting Thorndike’s earlier apparatus, is
considered the inspiration for a whole generation of psychologists studying operant
conditioning. To illustrate Skinner’s contribution, let’s consider what happens to a rat
in the typical Skinner box (Soorya, Carpenter, & Romanczyk, 2011; Huston et al,, 2013).




Suppose you want to teach a hungry rat to press a lever that is in its box. At first
the rat will wander around the box, exploring the environment in a relatively random
fashion. At some point, however, it will probably press the lever by chance, and when
it does, it will receive a food pellet. The first time this happens, the rat will not learn
the connection between pressing a lever and receiving food and will continue to
explore the box. Sooner or later the rat will press the lever again and receive a pellet,
and in time the frequency of the pressing response will increase. Eventually, the rat
will press the lever continually until it satisfies its hunger, thereby demonstrating that
it has learned that the receipt of food is contingent on pressing the lever.

REINFORCEMENT: THE CENTRAL CONCEPT
OF OPERANT CONDITIONING

Skinner called the process that leads the rat to continue pressing the key “reinforce-
ment.” Reinforcement is the process by which a stimulus increases the probability
that a preceding behavior will be repeated. In other words, pressing the lever is more
likely to occur again because of the stimulus of food.

In a situation such as this one, the food is called a reinforcer. A reinforcer is any
stimulus that increases the probability that a preceding behavior will occur again.
Hence, food is a reinforcer, because it increases the probability that the behavior of
pressing (formally referred to as the response of pressing) will take place.

What kind of stimuli can act as reinforcers? Bonuses, toys, and good grades can serve
as reinforcers—if they strengthen the probability of the response that occurred before
their introduction. What makes something a reinforcer depends on individual preferences.
Although a Hershey’s bar can act as a reinforcer for one person, an individual who dislikes
chocolate may find one dollar more desirable. The only way we can know if a stimulus
is a reinforcer for a particular organism is to observe whether the frequency of a previ-
ously occurring behavior increases after the presentation of the stimulus.

Of course, we are not born knowing that one dollar can buy us a candy bar. Rather,
through experience we learn that money is a valuable commodity because of its asso-
ciation with stimuli, such as food and drink, that are naturally reinforcing. This fact
suggests a distinction between primary reinforcers and secondary reinforcers. A primary
reinforcer satisfies some biological need and works naturally, regardless of a person’s
previous experience. Food for a hungry person, warmth for a cold person, and relief
for a person in pain all would be classified as primary reinforcers.

In contrast, a secondary reinforcer is a stimulus that becomes reinforcing because
of its association with a primary reinforcer. For instance, we know that money is
valuable, because we have learned that it allows us to obtain other desirable objects,
including primary reinforcers such as food and shelter. Money thus becomes a second-
ary reinforcer (Moher et al, 2008; Qu & Aiyi Chen, 2013).

Secondary reinforcers make up the heart of token systems sometimes used in the
treatment of some psychological disorders for those who are in institutions. In a token
system, a patient is rewarded for showing desired behavior with a token such as a
poker chip. The token—an example of a secondary reinforcer—can then be redeemed
for something desirable, such as snacks, games, or real money.

Neuroscientists are beginning to explore the biological underpinnings of reinforc-
ers. For example, we now know that the neurotransmitter dopamine plays a key role
in the reinforcement of behavior. When we are exposed to certain kinds of stimuli,
a flood of dopamine cascades through parts of the brain, leading to feelings of pleasure
that are reinforcing (Nargeot & Simmers, 2011; Trujillo-Pisanty et al, 2011).

POSITIVE REINFORCERS, NEGATIVE REINFORCERS,
AND PUNISHMENT

In many respects, reinforcers can be thought of in terms of rewards; both a reinforcer
and a reward increase the probability that a preceding response will occur again. But
the term reward is limited to positive occurrences, and this is where it differs from a
reinforcer—for it turns out that reinforcers can be positive or negative.
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reinforcement The process by which
a stimulus increases the probability that
a preceding behavior will be repeated.

reinforcer Any stimulus that increases
the probability that a preceding behav-
ior will occur again.

| Study Alert

Remember that primary
reinforcers satisfy a biological
need; secondary reinforcers
are effective due to previous
association with a primary
reinforcer.
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positive reinforcer A stimulus added
to the environment that brings about
an increase in a preceding response.

negative reinforcer An unpleasant
stimulus whose removal leads to an
increase in the probability that a
preceding response will be repeated
in the future.

punishment A stimulus that
decreases the probability that a
previous behavior will occur again.

Study Alert

The differences between
positive reinforcement, neg-
ative reinforcement, positive
punishment, and negative
punishment are tricky, so pay
special attention to Figure 3
and the definitions in the text.

A positive reinforcer is a stimulus added to the environment that brings about
an increase in a preceding response. If food, water, money, or praise is provided after
a response, it is more likely that that response will occur again in the future. The
paychecks that workers get at the end of the week, for example, increase the likelihood
that they will return to their jobs the following week.

In contrast, a negative reinforcer refers to an unpleasant stimulus whose removal
leads to an increase in the probability that a preceding response will be repeated in
the future. For example, if you have an itchy rash (an unpleasant stimulus) that is
relieved when you apply a certain brand of ointment, you are more likely to use that
ointment the next time you have an itchy rash. Using the ointment, then, is negatively
reinforcing, because it removes the unpleasant itch. Similarly, if your iPod volume is
so loud that it hurts your ears when you first turn it on, you are likely to reduce the
volume level. Lowering the volume is negatively reinforcing, and you are more apt to
repeat the action in the future when you first turn it on. Negative reinforcement, then,
teaches the individual that taking an action removes a negative condition that exists
in the environment. Like positive reinforcers, negative reinforcers increase the likeli-
hood that preceding behaviors will be repeated (Magoon & Critchfield, 2008).

Note that negative reinforcement is not the same as punishment. Punishment
refers to a stimulus that decreases the probability that a prior behavior will occur again.
Unlike negative reinforcement, which produces an increase in behavior, punishment
reduces the likelihood of a prior response. If we receive a shock that is meant to
decrease a certain behavior, then we are receiving punishment, but if we are already
receiving a shock and do something to stop that shock, the behavior that stops the
shock is considered to be negatively reinforced. In the first case, the specific behavior
is apt to decrease because of the punishment; in the second, it is likely to increase
because of the negative reinforcement.

There are two types of punishment: positive punishment and negative punishment,
just as there are positive reinforcement and negative reinforcement. (In both cases,
“positive” means adding something, and “negative” means removing something.) Positive
punishment weakens a response through the application of an unpleasant stimulus. For
instance, spanking a child for misbehaving or spending 10 years in jail for committing
a crime is positive punishment. In contrast, negative punishment consists of the removal
of something pleasant. For instance, when a teenager is told she is “grounded” and will
no longer be able to use the family car because of her poor grades, or when an
employee is informed that he has been demoted with a cut in pay because of a poor
job evaluation, negative punishment is being administered. Both positive and negative
punishment result in a decrease in the likelihood that a prior behavior will be repeated.

The following rules (and the summary in Figure 3) can help you distinguish these
concepts from one another:

« Reinforcement increases the frequency of the behavior preceding it; punishment
decreases the frequency of the behavior preceding it.

- The application of a positive stimulus brings about an increase in the frequency
of behavior and is referred to as positive reinforcement; the application of a
negative stimulus decreases or reduces the frequency of behavior and is
called punishment.

« The removal of a negative stimulus that results in an increase in the frequency
of behavior is negative reinforcement; the removal of a positive stimulus that
decreases the frequency of behavior is negative punishment.

THE PROS AND CONS OF PUNISHMENT:
WHY REINFORCEMENT BEATS PUNISHMENT

Is punishment an effective way to modify behavior? Punishment often presents the quick-
est route to changing behavior that, if allowed to continue, might be dangerous to an
individual. For instance, a parent may not have a second chance to warn a child not to
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Intended Result When stimulus is added, the resultis . . . When stimulus is removed or terminated, the resultis . . .
Increase in Positive reinforcement Negative reinforcement
behavior

Example: Giving a raise

reinforcement
( ) for good performance

relieve an itchy rash
Result: /Increase in
response of good
performance

the ointment

using ointment

Decrease in Positive punishment
behavior

(punishment) Example: Yelling at a

teenager when she
steals a bracelet

Result: Decrease in
frequency of response
of stealing

breaking curfew

FIGURE 3 Types of reinforcement and punishment.

run into a busy street, and so punishing the first incidence of this behavior may prove to
be wise. Moreover, the use of punishment to suppress behavior, even temporarily, provides
an opportunity to reinforce a person for subsequently behaving in a more desirable way.

There are some rare instances in which punishment can be the most humane approach
to treating certain severe disorders. For example, some children suffer from autism, a
psychological disorder that can lead them to abuse themselves by tearing at their skin or
banging their heads against the wall, injuring themselves severely in the process. In such
cases—and when all other treatments have failed—punishment in the form of a quick but
intense electric shock has been used to prevent self-injurious behavior. Such punishment,
however, is used only to keep the child safe and to buy time until positive reinforcement
procedures can be initiated (Humphreys & Lee, 2011; Madden et al, 2013).

Punishment has several disadvantages that make its routine use questionable. For one
thing, punishment is frequently ineffective, particularly if it is not delivered shortly
after the undesired behavior or if the individual is able to leave the setting in which
the punishment is being given. An employee who is reprimanded by the boss may
quit; a teenager who loses the use of the family car may borrow a friend’s car instead.
In such instances, the initial behavior that is being punished may be replaced by one
that is even less desirable.

Even worse, physical punishment can convey to the recipient the idea that phys-
ical aggression is permissible and perhaps even desirable. A father who yells at and hits
his son for misbehaving teaches the son that aggression is an appropriate, adult response.
The son soon may copy his father’s behavior by acting aggressively toward others. In
addition, physical punishment is often administered by people who are themselves angry
or enraged. It is unlikely that individuals in such an emotional state will be able to
think through what they are doing or control carefully the degree of punishment they
are inflicting. Ultimately, those who resort to physical punishment run the risk that they

Example: Applying ointment to

higher future likelihood of applying

Result: Increase in response of

Example: Restricting teenager’s
access to car due to breaking curfew

Result: Decrease in response of

leads to a
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schedules of reinforcement Different
patterns of frequency and timing of
reinforcement following desired
behavior.

continuous reinforcement
schedule A schedule in which behav-
ior is reinforced every time the behavior
occurs.

partial (or intermittent) reinforce-
ment schedule A schedule in which
behavior is reinforced some but not all
of the time.

will grow to be feared. Punishment can also reduce the self-esteem of recipients unless
they can understand the reasons for it (Leary et al, 2008; Zolotor et al., 2008; Miller-Perrin,
Perrin, & Kocur, 2009; Smith, Springer, & Barrett, 2011).

Finally, punishment does not convey any information about what an alternative,
more appropriate behavior might be. To be useful in bringing about more desirable
behavior in the future, punishment must be accompanied by specific information about
the behavior that is being punished, along with specific suggestions concerning a more
desirable behavior. Punishing a child for staring out the window in school could merely
lead her to stare at the floor instead. Unless we teach her appropriate ways to respond,
we have merely managed to substitute one undesirable behavior for another. If pun-
ishment is not followed up with reinforcement for subsequent behavior that is more
appropriate, little will be accomplished. That's why the scientific research is clear:
spanking is both ineffective and ultimately harmful to children. Even punishment in
the form of yelling is damaging (Gershoff, 2013; Wang & Kenny, 2013).

In short, reinforcing desired behavior is a more appropriate technique for modify-
ing behavior than using punishment. Both in and out of the scientific arena, then,
reinforcement usually beats punishment (Pogarsky & Piquero, 2003; Hiby, Rooney, &
Bradshaw, 2004; Sidman, 2006; Hall et al., 2011).

SCHEDULES OF REINFORCEMENT: TIMING LIFE’'S REWARDS

The world would be a different place if poker players never played cards again after
the first losing hand, fishermen returned to shore as soon as they missed a catch, or
telemarketers never made another phone call after their first hang-up. The fact that
such unreinforced behaviors continue, often with great frequency and persistence,
illustrates that reinforcement need not be received continually for behavior to be
learned and maintained. In fact, behavior that is reinforced only occasionally can ulti-
mately be learned better than can behavior that is always reinforced.

When we refer to the frequency and timing of reinforcement that follows desired
behavior, we are talking about schedules of reinforcement. Behavior that is rein-
forced every time it occurs is said to be on a continuous reinforcement schedule;
if it is reinforced some but not all of the time, it is on a partial (or intermittent)
reinforcement schedule. Although learning occurs more rapidly under a continuous
reinforcement schedule, behavior lasts longer after reinforcement stops when it is
learned under a partial reinforcement schedule (Casey, Cooper-Brown, & Wacher, 2006;
Reed, 2007; Holtyn & Lattal, 2013).

Why should intermittent reinforcement result in stronger, longer-lasting learning
than continuous reinforcement? We can answer the question by examining how we
might behave when using a candy vending machine compared with a Las Vegas slot
machine. When we use a vending machine, previous experience has taught us that
every time we put in the appropriate amount of money, the reinforcement, a candy
bar, ought to be delivered. In other words, the schedule of reinforcement is continuous.
In comparison, a slot machine offers intermittent reinforcement. We have learned that
after putting in our cash, most of the time we will not receive anything in return. At
the same time, though, we know that we will occasionally win something.

Now suppose that, unknown to us, both the candy vending machine and the slot
machine are broken, and so neither one is able to dispense anything. It would not be
very long before we stopped depositing coins into the broken candy machine. Probably
at most we would try only two or three times before leaving the machine in disgust.
But the story would be quite different with the broken slot machine. Here, we would
drop in money for a considerably longer time, even though there would be no payoff.

In formal terms, we can see the difference between the two reinforcement sched-
ules: Partial reinforcement schedules (such as those provided by slot machines) maintain
performance longer than do continuous reinforcement schedules (such as those
established in candy vending machines) before extinction—the disappearance of the
conditioned response—occurs.



Certain kinds of partial reinforcement schedules produce stronger and lengthier
responding before extinction than do others. Although many different partial reinforce-
ment schedules have been examined, they can most readily be put into two categories:
schedules that consider the number of responses made before reinforcement is given,
called fixed-ratio and variable-ratio schedules, and those that consider the amount of time
that elapses before reinforcement is provided, called fixed-interval and variable-interval
schedules (Gottlieb, 2006; Reed & Morgan, 2008; Miguez, Witnauer, & Miller, 2011).

Fixed- and Variable-Ratio Schedules. In a fixed-ratio schedule, reinforcement is
given only after a specific number of responses. For instance, a rat might receive a
food pellet every 10th time it pressed a lever; here, the ratio would be 1:10. Similarly,
garment workers are generally paid on fixed-ratio schedules: They receive a specific
number of dollars for every blouse they sew. Because a greater rate of production
means more reinforcement, people on fixed-ratio schedules are apt to work as quickly
as possible (see Figure 4).

In a variable-ratio schedule, reinforcement occurs after a varying number of
responses rather than after a fixed number. Although the specific number of responses
necessary to receive reinforcement varies, the number of responses usually hovers
around a specific average. A good example of a variable-ratio schedule is a telephone
salesperson’s job. He might make a sale during the 3rd, 8th, 9th, and 20th calls without
being successful during any call in between. Although the number of responses he
must make before making a sale varies, it averages out to a 20% success rate. Under
these circumstances, you might expect that the salesperson would try to make as many
calls as possible in as short a time as possible. This is the case with all variable-ratio
schedules, which lead to a high rate of response and resistance to extinction.

(a) Fixed-ratio schedule (b) Variable-ratio schedule

Responding occurs
at a high, steady rate.

There are
relatively short
pauses in
responding after
reinforcement is
provided.

Cumulative frequency of responses

Cumulative frequency of responses

Time Time

(c) Fixed-interval schedule (d) Variable-interval schedule

There are typically long
pauses in responding after
reinforcement is provided.

\

Responding occurs
at a steady rate.

Cumulative frequency of responses

Cumulative frequency of responses

Time Time
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fixed-ratio schedule A schedule
in which reinforcement is given only
after a specific number of responses
are made.

variable-ratio schedule A schedule
by which reinforcement occurs after a
varying number of responses rather than
after a fixed number.

Study Alert

Remember that the different
schedules of reinforcement
affect the rapidity with which a
response is learned and how
long it lasts after reinforcement
is no longer provided.

FIGURE 4 Typical outcomes of different
reinforcement schedules. (a) In a fixed-ratio
schedule, reinforcement is provided after
a specific number of responses are made.
Because the more responses, the more
reinforcement, fixed-ratio schedules
produce a high rate of responding. (b) In a
variable-ratio schedule, responding also
occurs at a high rate. (c) A fixed-interval
schedule produces lower rates of
responding, especially just after reinforce-
ment has been presented, because the
organism learns that a specified time
period must elapse between reinforce-
ments. (d) A variable-interval schedule
produces a fairly steady stream of
responses.
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fixed-interval schedule A schedule
in which reinforcement is provided for
a response only after a fixed time period
has elapsed.

variable-interval schedule A sched-
ule by which the time between rein-
forcements varies around some average
rather than being fixed.

Fixed- and Variable-Interval Schedules: The Passage of Time. In contrast to fixed
and variable-ratio schedules, in which the crucial factor is the number of responses,
fixed-interval and variable-interval schedules focus on the amount of time that has
elapsed since a person or animal was rewarded. One example of a fixed-interval schedule
is a weekly paycheck. For people who receive regular, weekly paychecks, it typically
makes relatively little difference exactly how much they produce in a given week.

Because a fixed-interval schedule provides reinforcement for a response only if
a fixed time period has elapsed, overall rates of response are relatively low. This is espe-
cially true in the period just after reinforcement, when the time before another rein-
forcement is relatively great. Students’ study habits often exemplify this reality. If the
periods between exams are relatively long (meaning that the opportunity for reinforce-
ment for good performance is given fairly infrequently), students often study minimally
or not at all until the day of the exam draws near. Just before the exam, however,
students begin to cram for it, signaling a rapid increase in the rate of their studying
response. As you might expect, immediately after the exam there is a rapid decline in
the rate of responding, with few people opening a book the day after a test. Fixed-interval
schedules produce the kind of “scalloping effect” shown in Figure 4 (Saville, 2009).

One way to decrease the delay in responding that occurs just after reinforcement,
and to maintain the desired behavior more consistently throughout an interval, is to use
a variable-interval schedule. In a variable-interval schedule, the time between rein-
forcements varies around some average rather than being fixed. For example, a professor
who gives surprise quizzes that vary from one every 3 days to one every 3 weeks,
averaging one every 2 weeks, is using a variable-interval schedule. Compared to the study
habits we observed with a fixed-interval schedule, students’ study habits under such a
variable-interval schedule would most likely be very different. Students would be apt to
study more regularly because they would never know when the next surprise quiz was
coming. Variable-interval schedules, in general, are more likely to produce relatively
steady rates of responding than are fixed-interval schedules, with responses that take
longer to extinguish after reinforcement ends.

~

From the perspective of . ..

An Educator How would you use your knowledge of
operant conditioning to set up a program to increase the
likelihood that students will complete their homework
more frequently?

DISCRIMINATION AND GENERALIZATION
IN OPERANT CONDITIONING

It does not take a child long to learn that a red light at an intersection means stop
and a green light indicates that it is permissible to continue, in the same way that a
pigeon can learn to peck a key when a green light goes on but not when a red light
appears. Just as in classical conditioning, then, operant learning involves the phenomena
of discrimination and generalization.

The process by which people learn to discriminate stimuli is known as stimulus
control training. In stimulus control training, a behavior is reinforced in the presence of
a specific stimulus, but not in its absence. For example, one of the most difficult
discriminations many people face is determining when someone’s friendliness is not



mere friendliness, but a signal of romantic interest. People learn to make the discrim-
ination by observing the presence of certain nonverbal cues—such as increased eye
contact and touching—that indicate romantic interest. When such cues are absent,
people learn that no romantic interest is indicated. In this case, the nonverbal cue acts
as a discriminative stimulus, one to which an organism learns to respond during stim-
ulus control training. A discriminative stimulus signals the likelihood that reinforcement
will follow a response. For example, if you wait until your roommate is in a good
mood before you ask to borrow her favorite CD, your behavior can be said to be under
stimulus control because you can discriminate between her moods.

Just as in classical conditioning, the phenomenon of stimulus generalization, in
which an organism learns a response to one stimulus and then exhibits the same
response to slightly different stimuli, occurs in operant conditioning. If you have
learned that being polite helps you to get your way in a certain situation (reinforcing
your politeness), you are likely to generalize your response to other situations. Some-
times, though, generalization can have unfortunate consequences, as when people
behave negatively toward all members of a racial group because they have had an
unpleasant experience with one member of that group.

SHAPING: REINFORCING WHAT DOESN’'T COME NATURALLY

Consider the difficulty of using operant conditioning to teach people to repair an
automobile transmission. If you had to wait until they chanced to fix a transmission
perfectly before you provided them with reinforcement, the Model T Ford might be
back in style long before they mastered the repair process.

There are many complex behaviors, ranging from auto repair to zoo management,
that we would not expect to occur naturally as part of anyone’s spontaneous behavior.
For such behaviors, for which there might otherwise be no opportunity to provide
reinforcement (because the behavior would never occur in the first place), a procedure
known as shaping is used. Shaping is the process of teaching a complex behavior by
rewarding closer and closer approximations of the desired behavior. In shaping, you start
by reinforcing any behavior that is at all similar to the behavior you want the person
to learn. Later, you reinforce only responses that are closer to the behavior you ultimately
want to teach. Finally, you reinforce only the desired response. Each step in shaping,
then, moves only slightly beyond the previously learned behavior, permitting the person
to link the new step to the behavior learned earlier (Krueger & Dayan, 2009).

Shaping allows even lower animals to learn complex responses that would never occur
naturally, ranging from lions jumping through hoops, dolphins rescuing divers lost at sea,
or rodents finding hidden land mines. Shaping also underlies the learning of many complex
human skills. For instance, the organization of most textbooks is based on the principles
of shaping. Typically, information is presented so that new material builds on previously
learned concepts or skills. Thus, the concept of shaping could not be presented until we
had discussed the more basic principles of operant learning (Meyer & Ladewig, 2008).

BIOLOGICAL CONSTRAINTS ON LEARNING: YOU CAN'T
TEACH AN OLD DOG JUST ANY TRICK

Not all behaviors can be trained in all species equally well. Instead, there are biological
constraints, built-in limitations in the ability of animals to learn particular behaviors. In
some cases, an organism has a special predisposition that will aid in its learning a behav-
ior (such as pecking behaviors in pigeons). In other cases, biological constraints act to
prevent or inhibit an organism from learning a behavior. For example, it’s impossible to
train pigs to pick up a disk, because they are biologically programmed to push objects
like it along the ground. Similarly, although a raccoon can be conditioned to drop a sin-
gle coin into a piggy bank, it will do so only after rubbing the coin against the outside
of the bank. The reason? After catching a fish, raccoons instinctually rub them against the
ground to remove their outer covering (Breland & Breland, 1966; Stevens & Pashler, 2002;
Thurman & Lu, 2013).
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PsychTech
Computer-based adaptive
learning techniques—based
on the principles of shaping—
present students with new
material and then quiz them
on it online. Presentation

of subsequent material is
based on students’ previous
performance on the quiz, so
that the level and difficulty
of new material is person-
alized, leading to great
student success.

shaping The process of teaching a
complex behavior by rewarding closer
and closer approximations of the
desired behavior.
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Biological constraints make it nearly impossible for animals to learn

certain behaviors. Here, psychologist Marian Breland attempts to

overcome the natural limitations that inhibit the success of condition-

ing this rooster.

Concept

Basic principle

Nature
of behavior

Order of events

Example

The existence of biological constraints is consistent with
evolutionary explanations of behavior. Clearly, there are adaptive
benefits that promote survival for organisms that quickly learn—
or avoid—certain behaviors. For example, our ability to rapidly
learn to avoid touching hot surfaces increases our chances of
survival. Additional support for the evolutionary interpretation
of biological constraints lies in the fact the associations that
animals learn most readily involve stimuli that are most relevant
to the specific environment in which they live (Cosmides &
Tooby, 2004; Davis, 2007; Behrendt, 2011).

Furthermore, psychologists taking an evolutionary perspective
have suggested that we may be genetically predisposed to be
fearful of certain stimuli, such as snakes or even threatening faces.
For example, people in experiments learn associations relatively
quickly between photos of faces with threatening expressions and
neutral stimuli (such as an umbrella). In contrast, they are slower
to learn associations between faces that have pleasant expressions
and neutral stimuli. Stimuli that pose potential threats, like snakes
or people with hostile facial expressions, posed a potential danger
to early humans, and there may be an evolved “fear module” in
the brain that is sensitized to such threats (Endres & Fendt, 2007;
DelLoache & LoBue, 2009; Gerdes, Uhl, & Alpers, 2009).

COMPARING CLASSICAL AND OPERANT CONDITIONING

We've considered classical conditioning and operant conditioning as two completely
different processes. And, as summarized in Figure S, there are a number of key distinc-
tions between the two forms of learning. For example, the key concept in classical

Classical Conditioning

Operant Conditioning

Building associations between a conditioned stimulus Reinforcement increases the frequency of the behavior

and conditioned response.

preceding it; punishment decreases the frequency of the
behavior preceding it.

Based on involuntary, natural, innate behavior. Behavior Organism voluntarily operates on its environment to produce
is elicited by the unconditioned or conditioned stimulus. a desirable result. After behavior occurs, the likelihood of the

behavior occurring again is increased or decreased by the
behavior’'s consequences.

Before conditioning, an unconditioned stimulus leads to Reinforcement leads to an increase in behavior; punishment

an unconditioned response. After conditioning, a

leads to a decrease in behavior.

conditioned stimulus leads to a conditioned response.

After a physician gives a child a series of painful injections A student who, after studying hard for a test, earns an A (the
(an unconditioned stimulus) that produce an emotional positive reinforcer), is more likely to study hard in the future.
reaction (an unconditioned response), the child develops A student who, after going out drinking the night before a

an emotional reaction (a conditioned response) whenever test, fails the test (punishment) is less likely to go out drinking

he sees the physician (the conditioned stimulus).

the night before the next test.

FIGURE 5 Comparing key concepts in classical conditioning and operant conditioning.



conditioning is the association between stimuli, whereas in operant conditioning it is
reinforcement. Furthermore, classical conditioning involves an involuntary, natural, innate
behavior, but operant conditioning is based on voluntary responses made by an organism.

Some researchers are asking if, in fact, the two types of learning are so different after
all. Some learning psychologists have suggested that classical and operant conditioning
might share some underlying processes. Arguing from an evolutionary viewpoint, they
contend that it is unlikely that two completely separate basic processes would evolve.
Instead, one process—albeit with considerable complexity in the way it operates—might
better explain behavior. Although it’s too early to know if this point of view will be sup-
ported, it is clear that there are a number of processes that operate both in classical and
operant conditioning, including extinction, stimulus generalization, and stimulus discrimi-
nation (Donahoe, 2003; Donahoe & Vegas, 2004; Silva, Gongalves, & Garcia-Mijares, 2007).

of Psychology

Using Behavior Analysis and Behavior Modification

A couple who had been living together for 3 years began to fight frequently. The issues of
disagreement ranged from who was going to do the dishes to the quality of their love life.

Disturbed, the couple went to a behavior analyst, a psychologist who specialized in
behavior-modification techniques. He asked them to keep a detailed written record of
their interactions over the next 2 weeks.

When they returned with the data, he carefully reviewed the records with them. In doing
so, he noticed a pattern: Each of their arguments had occurred just after one or the other
had left a household chore undone, such as leaving dirty dishes in the sink or draping
clothes on the only chair in the bedroom.

Using the data the couple had collected, the behavior analyst asked them to list all the chores
that could possibly arise and assign each one a point value depending on how long it took to
complete. Then he had them divide the chores equally and agree in a written contract to fulfill
the ones assigned to them. If either failed to carry out one of the assigned chores, he or she

would have to place $1 per point in a fund for the other to spend. They also agreed to a pro-
gram of verbal praise, promising to reward each other verbally for completing a chore.

The couple agreed to try it for a month and to keep careful records of the number of
arguments they had during that period. To their surprise, the number declined rapidly.

The case just presented provides an illustration of behavior modification, a formalized
technique for promoting the frequency of desirable behaviors and decreasing the incidence
of unwanted ones. Using the basic principles of learning theory, behavior-modification tech-
niques have proved to be helpful in a variety of situations. People with severe mental
retardation have, for the first time in their lives, started dressing and feeding themselves.
Behavior modification has also helped people lose weight, give up smoking, and behave
more safely (Carels et al., 2011; Geller, 2011; Etienne, 2013).

The techniques used by behavior analysts are as varied as the list of processes that
modify behavior. They include reinforcement scheduling, shaping, generalization training,
discrimination training, and extinction. Participants in a behavior-change program do,
however, typically follow a series of similar basic steps that include the following:

- Identifying goals and target behaviors. The first step is to define desired behavior. Is it
an increase in time spent studying? A decrease in weight? An increase in the use of
language? A reduction in the amount of aggression displayed by a child? The goals
must be stated in observable terms and must lead to specific targets. For instance, a
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behavior modification A formalized
technique for promoting the frequency
of desirable behaviors and decreasing
the incidence of unwanted ones.
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goal might be “to increase study time,” whereas the target behavior would be “to
study at least 2 hours per day on weekdays and an hour on Saturdays.”

- Designing a data-recording system and recording preliminary data. To determine
whether behavior has changed, it is necessary to collect data before any changes
are made in the situation. This information provides a baseline against which future
changes can be measured.

« Selecting a behavior-change strategy. The crucial step is to select an appropriate strat-
egy. Because all the principles of learning can be employed to bring about behavior
change, a “package” of treatments is normally used. This might include the systematic
use of positive reinforcement for desired behavior (verbal praise or something more tan-
gible, such as food), as well as a program of extinction for undesirable behavior (ignor-
ing a child who throws a tantrum). Selecting the right reinforcers is critical, and it may
be necessary to experiment a bit to find out what is important to a particular individual.

« Implementing the program. Probably the most important aspect of program implemen-
tation is consistency. It is also important to reinforce the intended behavior. For exam-
ple, suppose a mother wants her son to spend more time on his homework, but as
soon as he sits down to study, he asks for a snack. If the mother gets a snack for
him, she is likely to be reinforcing her son’s delaying tactic, not his studying.

« Keeping careful records after the program is implemented. Another crucial task is
record keeping. If the target behaviors are not monitored, there is no way of know-
ing whether the program has actually been successful.

» Evaluating and altering the ongoing program. Finally, the results of the program
should be compared with baseline, pre-implementation data to determine its effective-
ness. If the program has been successful, the procedures employed can be phased
out gradually. For instance, if the program called for reinforcing every instance of pick-
ing up one’s clothes from the bedroom floor, the reinforcement schedule could be
modified to a fixed-ratio schedule in which every third instance was reinforced. How-
ever, if the program has not been successful in bringing about the desired behavior
change, consideration of other approaches might be advisable.

Behavior-change techniques based on these general principles have enjoyed wide suc-
cess and have proved to be one of the most powerful means of modifying behavior. Clearly,
it is possible to employ the basic notions of learning theory to improve our lives.

RECAP/EVALUATE/RETHINK

RECAP

LO 16-1 What is the role of reward and punishment in learning?

Operant conditioning is a form of learning in which a
voluntary behavior is strengthened or weakened.
According to B. F. Skinner, the major mechanism underly-
ing learning is reinforcement, the process by which a
stimulus increases the probability that a preceding
behavior will be repeated.

Primary reinforcers are rewards that are naturally effective
without previous experience, because they satisty a biological
need. Secondary reinforcers begin to act as if they were pri-
mary reinforcers through association with a primary reinforcer.
Positive reinforcers are stimuli that are added to the envi-
ronment and lead to an increase in a preceding response.
Negative reinforcers are stimuli that remove something
unpleasant from the environment, also leading to an
increase in the preceding response.

e Punishment decreases the probability that a prior behav-

ior will occur. Positive punishment weakens a response
through the application of an unpleasant stimulus,
whereas negative punishment weakens a response by
the removal of something positive. In contrast to
reinforcement, in which the goal is to increase the inci-
dence of behavior, punishment is meant to decrease or
suppress behavior.

Schedules and patterns of reinforcement affect the strength
and duration of learning. Generally, partial reinforcement
schedules—in which reinforcers are not delivered on every
trial-produce stronger and longer-lasting learning than do
continuous reinforcement schedules.

Among the major categories of reinforcement schedules
are fixed- and variable-ratio schedules, which are based on
the number of responses made, and fixed- and
variable-interval schedules, which are based on the time
interval that elapses before reinforcement is provided.



¢ Stimulus control training (similar to stimulus discrimina-
tion in classical conditioning) is reinforcement of a behav-
ior in the presence of a specific stimulus but not in its
absence. In stimulus generalization, an organism learns a
response to one stimulus and then exhibits the same
response to slightly different stimuli.

e Shaping is a process for teaching complex behaviors by
rewarding closer and closer approximations of the desired
final behavior.

e There are biological constraints, or built-in limitations,
on the ability of an organism to learn: Certain behaviors
will be relatively easy for individuals of a species to
learn, whereas other behaviors will be either difficult or
impossible for them to learn.

LO 16-2 What are some practical methods for bringing about
behavior change, both in ourselves and in others?

e Behavior modification is a method for formally using the
principles of learning theory to promote the frequency
of desired behaviors and to decrease or eliminate un-
wanted ones.

EVALUATE

1. conditioning describes learning that occurs as a
result of reinforcement.
2. Match the type of operant learning with its definition:

1. An unpleasant stimulus a. positive reinforcement
is presented to decrease b. negative reinforcement
behavior. c. positive punishment

2. An unpleasant stimulus d. negative punishment
is removed to increase
behavior.

3. A pleasant stimulus
is presented to
increase behavior.

4. A pleasant stimulus
is removed to
decrease behavior.

operant conditioning punishment
reinforcement schedules of reinforcement
reinforcer continuous reinforcement
positive reinforcer schedule

negative reinforcer
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3. Sandy had had a rough day, and his son’s noisemaking was

not helping him relax. Not wanting to resort to scolding,
Sandy told his son in a serious manner that he was very
tired and would like the boy to play quietly for an hour.
This approach worked. For Sandy, the change in his son’s
behavior was

a. positively reinforcing.

b. negatively reinforcing.

4.1In a reinforcement schedule, behavior is

reinforced some of the time, whereas in a
reinforcement schedule, behavior is reinforced all
the time.

. Match the type of reinforcement schedule with its
definition.

1. Reinforcement occurs a. fixed-ratio
after a set time period. b. variable-interval
2. Reinforcement occurs c. fixed-interval
after a set number d. variable-ratio
of responses.

3. Reinforcement occurs
after a varying time
period.

4. Reinforcement occurs
after a varying number
of responses.

RETHINK

1. Using the scientific literature as a guide, what would you tell

parents who want to know if the routine use of physical pun-
ishment is a necessary and acceptable form of child rearing?

2. How might operant conditioning be used to address serious

personal concerns, such as smoking and unhealthy eating?

Answers to Evaluate Questions

pP-¥ ‘Q-¢ ‘®-z O-1 S ‘snonunuod
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partial (or intermittent) fixed-interval schedule
reinforcement schedule variable-interval schedule

fixed-ratio schedule shaping

variable-ratio schedule behavior modification



to Learning

Learning Outcome

LO 17-1 What is the role of
cognition and thought in
learning?

cognitive learning theory An
approach to the study of learning that
focuses on the thought processes that
underlie learning.

Study Alert

Remember that the cognitive
learning approach focuses

on the internal thoughts and
expectations of learners,
whereas classical and operant
conditioning approaches focus
on external stimuli, responses,
and reinforcement.

latent learning Learning in which a
new behavior is acquired but is not
demonstrated until some incentive is
provided for displaying it.
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Consider what happens when people learn to drive a car. They don’t just get behind
the wheel and stumble around until they randomly put the key into the ignition and,
later, after many false starts, accidentally manage to get the car to move forward,
thereby receiving positive reinforcement. Rather, they already know the basic elements
of driving from previous experience as passengers, when they more than likely noticed
how the key was inserted into the ignition, the car was put in drive, and the gas pedal
was pressed to make the car go forward.

Clearly, not all learning is due to operant and classical conditioning. In fact, such
activities as learning to drive a car imply that some kinds of learning must involve
higher-order processes in which people’s thoughts and memories and the way they
process information account for their responses. Such situations argue against regarding
learning as the unthinking, mechanical, and automatic acquisition of associations
between stimuli and responses, as in classical conditioning, or the presentation of
reinforcement, as in operant conditioning.

Some psychologists view learning in terms of the thought processes, or cognitions,
that underlie it-an approach known as cognitive learning theory. Although
psychologists working from the cognitive learning perspective do not deny the impor-
tance of classical and operant conditioning, they have developed approaches that focus
on the unseen mental processes that occur during learning, rather than concentrating
solely on external stimuli, responses, and reinforcements.

In its most basic formulation, cognitive learning theory suggests that it is not
enough to say that people make responses because there is an assumed link between
a stimulus and a response—a link that is the result of a past history of reinforcement
for a response. Instead, according to this point of view, people, and even lower animals,
develop an expectation that they will receive a reinforcer after making a response. Two
types of learning in which no obvious prior reinforcement is present are latent learn-
ing and observational learning.

Latent Learning

Evidence for the importance of cognitive processes comes from a series of animal
experiments that revealed a type of cognitive learning called latent learning. In latent
learning, a new behavior is learned but not demonstrated until some incentive is
provided for displaying it (Tolman & Honzik, 1930). In short, latent learning occurs
without reinforcement.

In the studies demonstrating latent learning, psychologists examined the behavior
of rats in a maze such as the one shown in Figure la. In one experiment, a group
of rats was allowed to wander around the maze once a day for 17 days without ever
receiving a reward (called the unrewarded group). Understandably, those rats made
many errors and spent a relatively long time reaching the end of the maze. A second
group, however, was always given food at the end of the maze (the rewarded group).
Not surprisingly, those rats learned to run quickly and directly to the food box,
making few errors.
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FIGURE 1 Latent learning. (a) Rats were allowed to roam through a maze of this sort once a day
for 17 days. (b) The rats that were never rewarded (the unrewarded control condition) consistently
made the most errors, whereas those that received food at the finish every day (the rewarded
control condition) consistently made far fewer errors. But the results also showed latent learning:
Rats that were rewarded only after the 10th day (the experimental group) showed an immediate
reduction in errors and soon became similar in error rate to the rats that had been rewarded
consistently. According to cognitive learning theorists, the reduction in errors indicates that the
rats had developed a cognitive map—a mental representation—of the maze. Can you think of

other examples of latent learning? (Source: Adapted from Tolman & Honzik, 1930.)

A third group of rats (the experimental group) started out in the same situation
as the unrewarded rats, but only for the first 10 days. On the 11th day, a critical

experimental manipulation was introduced: From that point on, the

rats in this

group were given food for completing the maze. The results of this manipulation

were dramatic, as you can see from the graph in Figure 1b. The previ-
ously unrewarded rats, which had earlier seemed to wander about aim-
lessly, showed such reductions in running time and declines in error
rates that their performance almost immediately matched that of the
group that had received rewards from the start.

To cognitive theorists, it seemed clear that the unrewarded rats had
learned the layout of the maze early in their explorations; they just never
displayed their latent learning until the reinforcement was offered. Instead,
those rats seemed to develop a cognitive map of the maze—a mental rep-
resentation of spatial locations and directions.

People, too, develop cognitive maps of their surroundings. For exam-
ple, latent learning may permit you to know the location of a kitchenware
store at a local mall you've frequently visited, even though you've never
entered the store and don’t even like to cook.
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Albert Bandura examined the principles
of observational learning.

observational learning Learning by
observing the behavior of another
person, or model.

Study Alert

A key point of observational
learning approaches: Behavior
of models who are rewarded
for a given behavior is more
likely to be imitated than that of
models who are punished for
the behavior.

This boy is displaying observational learn-
ing based on previous observation of his
father. How does observational learning
contribute to learning gender roles?

The possibility that we develop our cognitive maps through latent learning presents
something of a problem for strict operant conditioning theorists. If we consider the results
of the maze-learning experiment, for instance, it is unclear what reinforcement permitted
the rats that initially received no reward to learn the layout of the maze, because there
was no obvious reinforcer present. Instead, the results support a cognitive view of learn-
ing, in which changes occurred in unobservable mental processes (Frensch & Riinger,
2003; Stouffer & White, 2006; laria et al, 2009; Lin et al, 2011).

Observational Learning:
Learning Through Imitation

LetUs return for a moment to the case of a person learning to drive. How can we account
for instances in which an individual with no direct experience in carrying out a partic-
ular behavior learns the behavior and then performs it To answer this question,
psychologists have focused on another aspect of cognitive learning: observational learning.

According to psychologist Albert Bandura and colleagues, a major part of human
learning consists of observational learning, which is learning by watching the behav-
ior of another person, or model. Because of its reliance on observation of others—a social
phenomenon—the perspective taken by Bandura is often referred to as a social cognitive
approach to learning (Bandura, 2004, 2009).

Bandura dramatically demonstrated the ability of models to stimulate learning in
a classic experiment. In the study, young children saw a film of an adult wildly hitting
a S-feet-tall inflatable punching toy called a Bobo doll (Bandura, Ross, & Ross, 1963a,
1963b). Later the children were given the opportunity to play with the Bobo doll
themselves, and, sure enough, most displayed the same kind of behavior, in some cases
mimicking the aggressive behavior almost identically.

Not only negative behaviors are acquired through observational learning. In one
experiment, for example, children who were afraid of dogs were exposed to a model-
dubbed the Fearless Peer—playing with a dog (Bandura, Grusec, & Menlove, 1967). After
exposure, observers were considerably more likely to approach a strange dog than were
children who had not viewed the Fearless Peer.

Observational learning is particularly important in acquiring skills in which the
operant conditioning technique of shaping is inappropriate. Piloting an airplane and
performing brain surgery, for example, are behaviors that could hardly be learned by
using trial-and-error methods without grave cost-literally-to those involved in the
learning process.

Observational learning may have a genetic basis. For example, we find observational
learning at work with mother animals teaching their young such activities as hunting.
In addition, the discovery of mirror neurons that fire when we observe another person
carrying out a behavior suggests that the capacity to imitate others may be innate
(Lepage & Theoret, 2007; Huesmann, Dubow, & Boxer, 2011; McElreath, Wallin, &
Fasolo, 2013) (see Neuroscience in Your Life).

Not all behavior that we witness is learned or carried out, of course. One crucial
factor that determines whether we later imitate a model is whether the model is
rewarded for his or her behavior. If we observe a friend being rewarded for putting
more time into his studies by receiving higher grades, we are more likely to imitate
his behavior than we would if his behavior resulted only in being stressed and tired.
Models who are rewarded for behaving in a particular way are more apt to be mim-
icked than are models who receive punishment. Observing the punishment of a model,
however, does not necessarily stop observers from learning the behavior. Observers can
still describe the model’s behavior-they are just less apt to perform it (Bandura, 1977,
1986, 1994).

Observational learning is central to a number of important issues relating to the
extent to which people learn simply by watching the behavior of others. For instance,
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Neuroscience in Your Life:

Learning Through Imitation

As any parent will tell you, children learn in part through imitation of others. Researchers are
beginning to understand how this learning occurs in the brain. This graph shows brain activity

in 14- to 15-month-old children as they observe a sequence of objects. Evidence that they
remember those objects in a sequence can be seen when they show more activity when learned
associations are violated, as represented by the yellow line (adapted from Heimann et al., 2013).
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the degree to which observation of media aggression produces subsequent aggression
on the part of viewers is a crucial-and controversial-question, as we discuss next.

VIOLENCE IN TELEVISION AND VIDEO GAMES:
DOES THE MEDIA'S MESSAGE MATTER?

In an episode of The Sopranos, a former television series, fictional mobster Tony Soprano
murdered one of his associates. To make identification of the victim’s body difficult,
Soprano and one of his henchmen dismembered the body and dumped the body parts.

A few months later, in real life, two half brothers in Riverside, California, strangled
their mother and then cut her head and hands from her body. Victor Bautista, 20, and
Matthew Montejo, 15, were caught by police after a security guard noticed that the
bundle they were attempting to throw in a Dumpster had a foot sticking out of it
They told police that the plan to dismember their mother was inspired by the Sopranos
episode (Martelle, Hanley, & Yoshino, 2003).

Like other “media copycat” killings, the brothers’ cold-blooded brutality raises a
critical issue: Does observing violent, antisocial acts in the media lead viewers to behave
in similar ways? Because research on modeling shows that people frequently learn and
imitate the aggression that they observe, this question is among the most important
issues being addressed by psychologists.

Certainly, the amount of violence in the mass media is enormous. By the time of
elementary school graduation, the average child in the United States will have viewed
more than 8,000 murders and more than 800,000 violent acts on network television
(Huston et al,, 1992; Mifflin, 1998).

Most psychologists agree that watching high levels of media violence makes viewers
more susceptible to acting aggressively. For example, one survey showed that one-fourth
of violent young male offenders incarcerated in Florida had attempted to commit a media-in-
spired copycat crime. A significant proportion of those teenage offenders noted that they
paid close attention to the media (Surette, 2002; Savage & Yancey, 2008; Boxer et al., 2009).

Violent video games have also been linked with actual aggression. In one of a
series of studies by psychologist Craig Anderson and his colleagues, college students
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Video gaming can also have
positive consequences:
Playing video games with
positive, prosocial themes
increases empathy and
thoughts about helping
others.

lllustrating observational learning, this
infant observes an adult on television and
then is able to imitate his behavior. Learn-
ing has obviously occurred through the
mere observation of the television model.

who frequently played violent video games, such as Postal or Doom, were more likely
to have been involved in delinquent behavior and aggression. Frequent players also
had lower academic achievement. Some researchers believe that violent video games
may produce certain positive results—such as a rise in social networking (Ferguson,
2010, 2011). But most agree the preponderance of evidence suggests that they pro-
duce negative outcomes (Anderson & Carnagey, 2009; Anderson et al., 2010; Bailey,
West, & Anderson, 2011).

From the perspective of . . .\

A Social Worker what advice would you give to
families about children’s exposure to violent media and
video games?

Several aspects of media violence may contribute to real-life aggressive behavior.
For one thing, experiencing violent media content seems to lower inhibitions
against carrying out aggression—watching television portrayals of violence or using
violence to win a video game makes aggression seem a legitimate response to par-
ticular situations. Exposure to media violence also may distort our understanding
of the meaning of others’ behavior, predisposing us to view even nonaggressive acts
by others as aggressive. Finally, a continuous diet of aggression may leave us desen-
sitized to violence, and what previously would have repelled us now produces
little emotional response. Our sense of the pain and suffering brought about by
aggression may be diminished (Bartholow, Bushman, & Sestir, 2006; Carnagey,
Anderson, & Bushman, 2007; Ramos et al., 2013).

What about real-life exposure to actual violence? Does it also lead to increases in
aggression? The answer is yes. Exposure to actual firearm violence (being shot or being
shot at) doubles the probability that an adolescent will commit serious violence over
the next 2 years. Whether the violence is real or fictionalized, then, observing violent
behavior leads to increases in aggressive behavior (Bingenheimer, Brennan, & Earls,
2005; Allwood, 2007). (For other consequences of observational learning, see Applying
Psychology in the 21st Century.)
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ology in the 21st Cent

What Do We Learn About
Gender from the Media?

It probably comes as no surprise to you
that young people like to watch television
and play video games—but you might be
surprised just how much. According to the
Kaiser Family Foundation (2010), children
8 to 18 years old watch about 4.5 hours of
television a day—about 40 minutes more
than a decade ago—and they spend almost
75 minutes on video games, a nearly three-
fold increase over 10 years. And what these
viewers are learning from all this media
exposure concerns some psychologists.

One issue is that these media present a
distorted view of gender. For example,
video games overwhelmingly favor male
characters over females, by a ratio of 5 to 1.
When female characters are present, they
are often highly sexualized or represented
as passive and weak and in need of rescue.
Women are a minority of characters on
television, too, particularly during chil-
dren’s programming. They are also more
likely than men to be thin, scantily dressed,
and to be judged for their appearance
(Ross, 2010; Scharrer, 2013).

Perhaps even more troubling is what tele-
vision seems to be teaching young people
about gender roles. When characters are
shown doing household chores, they are
more likely to be women-and when they
are men, half the time they are shown to be
incompetent at it for humorous effect. Male
characters on crime dramas are consistently
portrayed as hypermasculine, violent,

g e
VEAL

Exploring

Fathers are often portrayed as bungling and foolish in the media.

unemotional, and likely to engage in risky
behaviors. On the other hand, nurturing
males, such as fathers on domestic sitcoms,
are increasingly portrayed as slow and foolish
(think Homer Simpson) (Dill, 2013; Scharrer,
2013; Shafer, Bobkowski, & Brown, 2013).
These data show a pattern of linking the
masculine role with dominance and physical
aggression and linking the feminine role with
passivity and objectification. Psychologists
are concerned that frequent and prolonged

RETHINK

exposure to these distorted images is giving
young people a similarly distorted world-
view in terms of appropriate gender roles.
What can be done about this? Apart from
putting pressure on media suppliers to pres-
ent more realistic depictions of men and
women, consumers can minimize the effect
on children by being aware of the issue, mon-
itoring children’s media consumption, and
teaching more gender-egalitarian values
(Green & Dill, 2013; Scharrer, 2013).

e Why do you think women and men
games and on television?

e In what other ways do entertainment media present a distorted picture of the

world to young people?

are represented in these ways in video
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Does Culture Influence How We Learn?

When a member of the Chilcotin Indian tribe teaches her daughter to prepare salmon, at
first she allows the daughter only to observe the entire process. A little later, she permits
her child to try out some basic parts of the task. Her response to questions is noteworthy.
For example, when the daughter asks about how to do “the backbone part,” the mother’s
response is to repeat the entire process with another salmon. The reason? The mother
feels that one cannot learn the individual parts of the task apart from the context of pre-
paring the whole fish (Tharp, 1989).
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It should not be surprising that children raised in the Chilcotin tradition, which stresses
instruction that starts by communicating the entire task, may have difficulty with traditional
Western schooling. In the approach to teaching most characteristic of Western culture,
tasks are broken down into their component parts. Only after each small step is learned
is it thought possible to master the complete task.

Do the differences in teaching approaches between cultures affect how people learn?
Some psychologists, taking a cognitive perspective on learning, suggest that people
develop particular learning styles, characteristic ways of approaching material, based on
their cultural background and unique pattern of abilities (Barmeyer, 2004; Wilkinson &
Olliver-Gray, 2006; Sternberg, 2011).

Learning styles differ along several dimensions. For example, one central dimension
is relational versus analytical approaches to learning. As illustrated in Figure 2, people
with a relational learning style master material best through exposure to a complete unit
or phenomenon. Parts of the unit are comprehended only when their relationship to the
whole is understood. For example, students with a relational learning style might learn
about the brain by first focusing on the brain as a whole and how it functions. Only after
doing that would they then focus on the specific functions of separate areas of the brain.

In contrast, those with an analytical learning style do best when they first analyze the
principles or components underlying an object, phenomenon, or situation. By developing
an understanding of the fundamental principles and components, they are best able to
grasp the full picture. So students with an analytic learning style might learn about the
brain most easily by first considering its component parts (neurons, specific areas, lobes)
and then by focusing on how they fit together to form the brain.

According to educators James Anderson and Maurianne Adams, particular minority
groups in Western societies display characteristic learning styles. For instance, they argue
that Caucasian females and African-American, Native-American, and Hispanic-American
males and females are more apt to use a relational style of learning than are Caucasian
and Asian-American males, who are more likely to employ an analytical style (Anderson &
Adams, 1992; Adams, Bell, & Griffin, 2007; Chin, 2013).

Relational Style Analytical Style

e Perceive information as part of total e Focus on detail
picture

e Show intuitive thinking e Show sequential and structured thinking

e More easily learn materials that have a o More easily learn materials that are
human, social content gzl

e Have a good memory for verbally e Have a good memory for abstract ideas
presented ideas and information

e Are influenced by others’ opinion e Are not greatly affected by the opinions

of others

e Style conflicts with the traditional school o Style matches traditional school

environment environments

FIGURE 2 A comparison of relational versus analytical approaches to learning offers one exam-
ple of how learning styles differ along several dimensions. (Source: Anderson & Adams, 1992.)
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The conclusion that members of particular ethnic and gender groups have similar
learning styles is controversial. Because there is so much diversity within each particular
racial and ethnic group, critics argue that generalizations about learning styles cannot be
used to predict the style of any single individual, regardless of group membership.

Still, it is clear that values about learning, which are communicated through a person’s
family and cultural background, have an impact on how successful students are in school.
One theory suggests that members of minority groups who were voluntary immigrants are
more apt to be successful in school than those who were brought into a majority culture
against their will. For example, Korean children in the United States—the sons and daugh-
ters of voluntary immigrants—perform quite well, as a group, in school. In contrast, Korean
children in Japan, who were often the sons and daughters of people who were forced to
immigrate during World War I, essentially as forced laborers, do less well in school. The
theory suggests that the motivation to succeed is lower for children in forced immigration
groups (Ogbu, 1992, 2003; Foster, 2005).

RECAP

LO 17-1 What is the role of cognition and thought in learning?

Cognitive approaches to learning consider learning in
terms of thought processes, or cognition. Phenomena such
as latent learning—in which a new behavior is learned but
not performed until some incentive is provided for its
performance—and the apparent development of cognitive
maps support coghitive approaches.

Learning also occurs from observing the behavior of others.

The major factor that determines whether an observed
behavior will actually be performed is the nature of the
reinforcement or punishment a model receives.
Observation of violence is linked to a greater likelihood of
subsequently acting aggressively.

Learning styles are characteristic ways of approaching
learning, based on a person’s cultural background and
unique pattern of abilities. Whether an individual has an
analytical or a relational style of learning, for example, may
reflect family background or culture.

EVALUATE

1.

Cognitive learning theorists are concerned only with overt
behavior, not with its internal causes. True or false?

KEY TERMS

cognitive learning theory
latent learning
observational learning

. In cognitive learning theory, it is assumed that people
develop a(n) about receiving a reinforcer when
they behave a certain way.

. In learning, a new behavior is learned burt is not
shown until appropriate reinforcement is presented.

. Bandura’s theory of learning states that people
learn through watching a(n) (another person
displaying the behavior of interest).

RETHINK

1.

The relational style of learning sometimes conflicts with the
traditional school environment. Could a school be created that
takes advantage of the characteristics of the relational style?
How? Are there types of learning for which the analyrtical style
is clearly superior?

. What is the relationship between a model (in Bandura’s
sense) and a role model (as the term is used popularly)?
Celebrities often complain that their actions should not be
scrutinized closely because they do not want to be role
models. How would you respond?

Answers to Evaluate Questions

[9pOW ‘[EUONEBAISSAO “ U] "¢ ‘UONe1DdXd g ‘sassadoid
[eIUSW AIM PauIdU0D Afirewrid aIe s1SLI09Y1 Surures] aANIUS0D ds[ed "1
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L OOKINQea

pilogue

Here we have discussed several kinds of learning, ranging from classical conditioning,
which depends on the existence of natural stimulus—response pairings, to operant condi-
tioning, in which reinforcement is used to increase desired behavior. These approaches to
learning focus on outward, behavioral learning processes. Cognitive approaches to learn-
ing focus on mental processes that enable learning.

We have also noted that learning is affected by culture and individual differences, with
individual learning styles potentially affecting the ways in which people learn most effec-
tively. And we saw some ways in which our learning about learning can be put to practical
use, through such means as behavior-modification programs designed to decrease nega-
tive behaviors and increase positive ones.

Return to the prologue for this set of modules and consider the following questions
about Jean Davis’s addiction to Facebook:

1. Why is it so hard for Jean Davis to resist checking her Facebook news feed?

2. What is the most likely reinforcement schedule for Jean’s Facebook-checking
behavior?

3. Is Jean’s Facebook habit most likely positively reinforced, negatively reinforced, or
both? Why do you think so?

4. What could Jean do to break the Facebook habit?



VISUAL SUMMARY 5 Learning
MODULE 15 Classical Conditioning

Ivan Pavlov: Basic principles of classical conditioning Basic Principle: Behavior changes in frequency according
(a) Before conditioning to its consequences (continued)
Neutral stimulus Response unrelated to meat — Punishment : A stimulus that decreases the probability

Pricking of ears that a preceding behavior will be repeated

—— Positive punishment:
An unpleasant stimulus is presented

Unconditioned stimulus (UCS) Unconditioned response (UCR)

@ —_— Salivation

Meat

—— Negative punishment:
A pleasant stimulus
is withdrawn

(b) During conditioning

Neutral stimulus Unconditioned response (UCR)

///,\ Sound of bell

Savation —— Schedules of reinforcement

b) Variable-ratio schedule

Responding occurs
ata high, steady ratg.

(a) Fixed-ratio schedule

Unconditioned stimulus (UCS)

Meat

There are
relatively short
pauses in
responding after
reinforcement is
provided

(c) After conditioning

Conditioned stimulus (CS) Conditioned response (CR)

Cumulative frequency of responses
Cumulative frequency of responses

= Sound of bell

_— Salivation
Time Time

c) Fixed-interval schedule

(d) Variable-interval schedule

There are typically long

pauses in responding after
reinforcement is provided

J;’

— Extinction:
Conditioned response
disappears over time

Cumulative frequency of responses
Cumulative frequency of responses

— Stimulus generalization:

Stimuli that are similar to the conditioned stimulus also mime mime
elicit the conditioned response —— Shaping: Reinforcing successive
approximations of behavior

— Stimulus discrimination:
Stimuli that are different from the conditioned stimulus
do not elicit the conditioned response

Cognitive Approaches to Learning

Cognitive Learning Theory: Focuses on the internal
MODULE 16 Operant Conditioning thoughts and expectations

Basic Principle: Behavior changes in frequency according — Latent learning: A new behavior is learned but is not
to its consequences demonstrated until it is reinforced

Reinforcement: A stimulus that increases the
probability that a preceding behavior will be repeated

Finish
(with food)|

— Positive reinforcement:
A pleasant stimulus is presented

—— Negative reinforcement:
An unpleasant stimulus is withdrawn

M\ One-way door

[\ Curtain

— Observational learning:
We learn by watching the
behavior of others
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Learning Outcomes for Chapter 6

LO 18-1 What is memory?
LO 18-2 Are there different kinds of memory?

LO 18-3 What are the biological bases of memory?

LO 19-1 What causes difficulties and failures in remembering?

LO 20-1 Why do we forget information?

LO 20-2 What are the major memory impairments?

The Foundations of Memory

Sensory Memory
Short-Term Memory
Working Memory
Long-Term Memory

Neuroscience in Your Life: The Building
Blocks of Memory: Do You Have a Jennifer
Aniston Neuron?

Recalling Long-Term Memories
Retrieval Cues

Levels of Processing

Explicit and Implicit Memory

Flashbulb Memories

Constructive Processes in Memory:
Rebuilding the Past

Applying Psychology in the 21st Century:
Mind Pops

Exploring Diversity: Are There Cross-
Cultural Differences in Memory?

Forgetting: When Memory Fails
Why We Forget

Proactive and Retroactive Interference:
The Before and After of Forgetting

Memory Dysfunctions: Afflictions of
Forgetting

Becoming an Informed Consumer of
Psychology: Improving Your Memory

203



Prologue Remembering It All

of 14. If you give her a date, she can tell you what day of the week
it fell on, what she was doing, and what historical evehts were
happening in the world. In fact, she can’t stop herself from
remembering: her memories never stop coming.

Although we might think that having perfect recall for all the
events in our lives would be a blessing, Jill Price’s experience
suggests otherwise. Her extremely rare condition (called hyper-
thymestic syndrome) affects the part of her memory that stores
experiences related to life events. She has perfect, vivid memo-
ries of virtually every day of her life, memories both good and
bad. And although it’s pleasant for her to relive her fond memo-
ries, she can’t escape the pain of the bad ones (Parker, Cahill, &
McGaugh, 2006; Price, 2013).

204

she ate or wore on any particular date. For example, she can pin-
point the day she heard that Israeli Prime Minister Yitzhak Rabin
had been killed: Saturday, Nov. 4, 1995. It all just flashes through
her head, she says. “I'm totally in the moment—I just have a split
screen of my past, too.” (Perry, 2008)

Price’s condition illustrates the complexity and the mystery of
the phenomenon we call memory. Memory allows us to retrieve a
vast amount of information. We are able to remember the name
of a friend we haven’t talked with for years and recall the details
of a picture that hung in our bedroom as a child. At the same
time, though, memory failures are common. We forget where we
left the keys to the car and fail to answer an exam question about
material we studied only a few hours earlier. Why?

We turn now to the nature of memory, considering the ways
in which information is stored and retrieved. We examine the
problems of retrieving information from memory, the accuracy of
memories, and the reasons information is sometimes forgotten.
We also consider the biological foundations of memory and
discuss some practical means of increasing memory capacity.



MODULE 18

You are playing a game of Trivial Pursuit, and winning the game comes down to
one question: On what body of water is Mumbai located? As you rack your brain
for the answer, several fundamental processes relating to memory come into play.
You may never, for instance, have been exposed to information regarding Mumbai’s
location. Or if you have been exposed to it, it may simply not have registered in
a meaningful way. In other words, the information might not have been recorded
properly in your memory. The initial process of recording information in a form
usable to memory, a process called encoding, is the first stage in remembering
something.

Even if you had been exposed to the information and originally knew the name
of the body of water, you may still be unable to recall it during the game because
of a failure to retain it. Memory specialists speak of storage, the maintenance of
material saved in memory. If the material is not stored adequately, it cannot be
recalled later.

Memory also depends on one last process—retrieval: Material in memory storage
has to be located and brought into awareness to be useful. Your failure to recall
Mumbai’s location, then, may rest on your inability to retrieve information that you
learned earlier.

In sum, psychologists consider memory to be the process by which we encode, store,
and retrieve information (see Figure 1). Each of the three parts of this definition—encoding,
storage, and retrieval-represents a different process. You can think of these processes as
being analogous to a computer’s keyboard (encoding), hard drive (storage), and software
that accesses the information for display on the screen (retrieval). Only if all three
processes have operated will you experience success and be able to recall the body
of water on which Mumbai is located: the Arabian Sea.

Recognizing that memory involves encoding, storage, and retrieval gives us a
start in understanding the concept. But how does memory actually function? How
do we explain what information is initially encoded, what gets stored, and how it
is retrieved?

According to the three-system approach to memory that dominated memory research
for several decades, there are different memory storage systems or stages through
which information must travel if it is to be remembered (Atkinson & Shiffrin, 1968, 1971).

Retrieval
(Recovery of
stored information)

Encoding
(Initial recording
of information)

Storage
(Information saved
for future use)

loading from/
drive a

Learning Outcomes
LO 18-1 What is memory?

LO 18-2 Are there different
kinds of memory?

LO 18-3 What are the
biological bases of memory?

memory The process by which we
encode, store, and retrieve information.

FIGURE 1 Memory is built on three basic
processes—encoding, storage, and
retrieval—that are analogous to a
computer’s keyboard, hard drive, and
software to access the information for
display on the screen. The analogy is not
perfect, however, because human
memory is less precise than a computer.
How might you modify the analogy to
make it more accurate?
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Vi

Information 4‘ Sensory Memories
Sight (iconic)
Sound (echoic)

//[_

Other sensor

4

Forgetting Forgetting
typically within within 15 to
1 second 25 seconds

sensory memory The initial, momen-
tary storage of information, lasting only
an instant.

short-term memory Memory that
holds information for 15 to 25 seconds.

long-term memory Memory that
stores information on a relatively
permanent basis, although it may be
difficult to retrieve.

Study Alert

Although the three types of
memory are discussed as
separate memory stores,

these are not mini-warehouses
located in specific areas of the
brain. Instead, they represent
three different types of memory
systems with different
characteristics.

Repetitive rehearsal Elaborative rehearsal
(retains information in‘l I (moves information into
short-term memory) long-term memory)

Short-Term

Long-Term
Memory

Memo

mel

{

FIGURE 2 In this three-stage model of memory, information initially recorded by the person’s
sensory system enters sensory memory, which momentarily holds the information. The
information then moves to short-term memory, which stores it for 15 to 25 seconds. Finally, the
information can move into long-term memory, which is relatively permanent. Whether the
information moves from short-term to long-term memory depends on the kind and amount of
rehearsal of the material that is performed. (Source: Atkinson & Shifrin, 1968.)

Historically, the approach has been extremely influential in the development of our
understanding of memory, and—although new theories have augmented it—it still pro-
vides a useful framework for understanding how information is recalled.

The three-system memory theory proposes the existence of the three separate
memory stores shown in Figure 2. Sensory memory refers to the initial, momentary
storage of information that lasts only an instant. Here an exact replica of the stimulus
recorded by a person’s sensory system is stored very briefly. In a second stage, short-
term memory holds information for 15 to 25 seconds and stores it according to its
meaning rather than as mere sensory stimulation. The third type of storage system is
long-term memory. Information is stored in long-term memory on a relatively per-
manent basis, although it may be difficult to retrieve.

Sensory Memory

A momentary flash of lightning, the sound of a twig snapping, and the sting of a
pin-prick all represent stimulation of exceedingly brief duration, but they may none-
theless provide important information that can require a response. Such stimuli are
initially-and fleetingly—stored in sensory memory, the first repository of the infor-
mation the world presents to us. Actually, there are several types of sensory mem-
ories, each related to a different source of sensory information. For instance, iconic
memory reflects information from the visual system. Echoic memory stores auditory
information coming from the ears. In addition, there are corresponding memories for
each of the other senses.

Sensory memory can store information for only a very short time. If information
does not pass into short-term memory, it is lost for good. For instance, iconic mem-
ory seems to last less than a second, and echoic memory typically fades within 2 or
3 seconds. However, despite the brief duration of sensory memory, its precision is
high: Sensory memory can store an almost exact replica of each stimulus to which
it is exposed (Deouell, Parnes, & Pickard, 2006; Saneyoshi et al, 2011; Vlassova &
Pearson, 2013).
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Psychologist George Sperling (1960) demonstrated the existence of sensory mem-
ory in a series of clever and now-classic studies. He briefly exposed people to a series
of 12 letters arranged in the following pattern:

F T Y C
K D N L
Y w B M

When exposed to this pattern of letters for just one twentieth of a second, most
people could recall only four or five of the letters accurately. Although they knew
that they had seen more, the memory of those letters had faded by the time they
reported the first few letters. It was possible, then, that the information had initially
been accurately stored in sensory memory. But during the time it took to verbalize
the first four or five letters, the memory of the other letters faded.

To test that possibility, Sperling conducted an experiment in which a high,
medium, or low tone sounded just after a person had been exposed to the full pattern
of letters. People were told to report the letters in the highest line if a high tone was
sounded, the middle line if the medium tone occurred, or the lowest line at the sound
of the low tone. Because the tone occurred after the exposure, people had to rely on
their memories to report the correct row.

The results of the study clearly showed that people had been storing the complete
pattern in memory. They accurately recalled the letters in the line that had been
indicated by the tone regardless of whether it was the top, middle, or bottom line.
Obviously, all the lines they had seen had been stored in sensory memory. Despite its
rapid loss, then, the information in sensory memory was an accurate representation of
what people had seen.

By gradually lengthening the time between the presentation of the visual pattern
and the tone, Sperling was able to determine with some accuracy the length of time
that information was stored in sensory memory. The ability to recall a particular row
of the pattern when a tone was sounded declined progressively as the period between
the visual exposure and the tone increased. This decline continued until the period
reached about 1 second in duration, at which point the row could not be recalled
accurately at all. Sperling concluded that the entire visual image was stored in sensory
memory for less than a second.

In sum, sensory memory operates as a kind of snapshot that stores information—
which may be of a visual, auditory, or other sensory nature—for a brief moment in
time. But it is as if each snapshot, immediately after being taken, is destroyed and
replaced with a new one. Unless the information in the snapshot is transferred to some
other type of memory, it is lost.

Short-Term Memory

Because the information that is stored briefly in sensory memory consists of represen-
tations of raw sensory stimuli, it is not meaningful to us. If we are to make sense of
it and possibly retain it, the information must be transferred to the next stage of
memory: short-term memory. Short-term memory is the memory store in which infor-
mation first has meaning, although the maximum length of retention there is relatively
short (Hamilton & Martin, 2007).

The specific process by which sensory memories are transformed into short-term
memories is not clear. Some theorists suggest that the information is first translated
into graphical representations or images, and others hypothesize that the transfer occurs
when the sensory stimuli are changed to words (Baddeley & Wilson, 1985). What is
clear, however, is that unlike sensory memory, which holds a relatively full and
detailed-if short-lived-representation of the world, short-term memory has incomplete
representational capabilities.

A momentary flash of lightning leaves
a sensory visual memory, a fleeting
but exact replica of the stimulus that
fades away.
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chunk A grouping of information that
can be stored in short-term memory.

FIGURE 3 Examine the chessboard on the left for about 5 seconds. Then cover up the board
and draw the position of the pieces on the blank chessboard. (You could also use your own
chessboard and place the pieces in the same positions.) Unless you are an experienced chess
player, you are likely to have great difficulty carrying out such a task. Yet chess masters—those
who win tournaments—do this quite well (deGroot, 1966). They are able to reproduce correctly
90% of the pieces on the board. In comparison, inexperienced chess players are typically able to
reproduce only 40% of the board properly. The chess masters do not have superior memories in
other respects; they generally test normally on other measures of memory. What they can do
better than others is see the board in terms of chunks or meaningful units and reproduce the
position of the chess pieces by using those units.

In fact, the specific amount of information that can be held in short-term memory
has been identified as seven items, or “chunks,” of information, with variations up to
plus or minus two chunks. A chunk is a grouping of information that can be stored
in short-term memory. For example, a chunk can be a group of seven individual letters
or numbers, permitting us to hold a seven-digit phone number (such as 226-4610) in
short-term memory.

But a chunk also may consist of larger categories, such as words or other mean-
ingful units. For example, consider the following list of 21 letters:

PBSFOXCNNABCCBSMTVNBZC

Because the list of individual letters exceeds seven items, it is difficult to recall the
letters after one exposure. But suppose they were presented as follows:

PBS FOX CNN ABC CBS MTV NBC

In this case, even though there are still 21 letters, you'd be able to store them in
short-term memory since they represent only seven chunks.

Chunks can vary in size from single letters or numbers to categories that are far more
complicated. The specific nature of what constitutes a chunk varies according to one’s
past experience. You can see this for yourself by trying an experiment that was first car-
ried out as a comparison between expert and inexperienced chess players and is illustrated
in Figure 3 (deGroot, 1978; Gilchrist, Cowan, & Naveh-Benjamin, 2009; Grossberg, 2013).
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HOW_NOT To_REMCMBER NAMES ]

Although it is possible to remember seven or so relatively
complicated sets of information entering short-term memory,
the information cannot be held there very long. Just how brief
is short-term memory? If you've ever looked up a telephone
number in a phone directory, repeated the number to yourself,
put away the directory, and then forgotten the number after
you've tapped the first three numbers into your phone, you
know that information does not remain in short-term memory
very long. Most psychologists believe that information in short-
term memory is lost after 15 to 25 seconds—unless it is trans-
ferred to long-term memory.

REHEARSAL

The transfer of material from short- to long-term memory pro-
ceeds largely on the basis of rehearsal, the repetition of infor-
mation that has entered short-term memory. Rehearsal
accomplishes two things. First, as long as the information is
repeated, it is maintained in short-term memory. More import-
ant, however, rehearsal allows us to transfer the information
into long-term memory (Jarrold & Tam, 2011; Grenfell-Essam,
Ward, & Tan, 2013).

Whether the transfer is made from short- to long-term
memory seems to depend largely on the kind of rehearsal
that is carried out. If the information is simply repeated over and over again—as we
might do with a telephone number someone tells us as we rush to store it in our
phone—it is kept current in short-term memory, but it will not necessarily be placed
in long-term memory. Instead, as soon as we stop punching in the phone numbers,
the number is likely to be replaced by other information and will be completely
forgotten.

In contrast, if the information in short-term memory is rehearsed using a process
called elaborative rehearsal, it is much more likely to be transferred into long-term
memory. Elaborative rehearsal occurs when the information is considered and orga-
nized in some fashion. The organization might include expanding the information
to make it fit into a logical framework, linking it to another memory, turning it
into an image, or transforming it in some other way. For example, a list of vegeta-
bles to be purchased at a store could be woven together in memory as items being
used to prepare an elaborate salad, could be linked to the items bought on an
earlier shopping trip, or could be thought of in terms of the image of a farm with
rows of each item.

By using organizational strategies such as these—called mnemonics—we can vastly
improve our retention of information. Mnemonics (pronounced “neh MON ix”) are formal
techniques for organizing information in a way that makes it more likely to be remembered.
For instance, when a beginning musician learns that the spaces on the music staff spell
the word FACE, or when we learn the rhyme “Thirty days hath September, April, June,
and November . . . ,” we are using mnemonics (Carney & Levin, 2003; Sprenger, 2007,
Worthen & Hunt, 2011).

Working Memory

Rather than seeing short-term memory as an independent way station into which
memories arrive, either to fade or to be passed on to long-term memory, most con-
temporary memory theorists conceive of short-term memory as far more active. In
this view, short-term memory is like an information-processing system that manages

rhymes with Sutfon. Willie Sutton. Willie
Sutton robbed banks -I'Bans" rhymes
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rehearsal The repetition of information
that has entered short-term memory.

© Roz Chast/The New Yorker Collection/www.cartoonbank.com.
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working memory A memory system
that holds information temporarily
while actively manipulating and rehears-
ing that information.

Verbal store Episodic buffer
(speech, words, numbers) (episodes or occurrences)
362 cat 24

5% 153 dog

FIGURE 4 Working memory is an active “workspace” in which information is retrieved and
manipulated and in which information is held through rehearsal. (Source: Adapted from Baddeley,
Chincotta, & Adlam, 2001,

both new material gathered from sensory memory and older material that has been
pulled from long-term storage. In this increasingly influential view, short-term mem-
ory is referred to as working memory. Working memory is the memory system
that holds information temporarily while actively manipulating and rehearsing that
information. If you use the analogy of a computer, working memory is the process-
ing that occurs in an open window on your desktop, as compared with the long-
term storage of information in the computer’s hard drive (Unsworth & Engle, 2005;
Vandierendonck & Szmalec, 2011).

Working memory contains a central executive processor that is involved in reasoning
and decision making. The central executive coordinates three distinct storage-and-rehearsal
systems: the visual store, the verbal store, and the episodic buffer. The visual store specializes
in visual and spatial information, whereas the verbal store holds and manipulates material
relating to speech, words, and numbers. The episodic buffer contains information that
represents episodes or events (Rudner & Ronnberg, 2008; Baddeley, Allen, & Hitch, 2011;
Kuncel & Beatty, 2013; see Figure 4).

Working memory permits us to keep information in an active state briefly so that
we can do something with the information. For instance, we use working memory when
we're doing a multistep arithmetic problem in our heads, storing the result of one
calculation while getting ready to move to the next stage. (I make use of my working
memory when I figure a 20% tip in a restaurant by first calculating 10% of the total bill
and then doubling it.)

Although working memory aids in the recall of information, it uses a significant
amount of cognitive resources during its operation. In turn, this can make us less aware
of our surroundings—something that has implications for why it’s unsafe to use cell
phones while driving. If a phone conversation requires thinking, it will burden working
memory and leave drivers less aware of their surroundings, an obviously dangerous state
of affairs (Sifrit, 2006; Strayer & Drews, 2007).

Furthermore, stress can reduce the effectiveness of working memory by reducing
its capacity. In fact, one study found that students with the highest working memory
capacity and greatest math ability were the ones who were most vulnerable to pressure
to perform well. Those who should have performed best, then, were the ones most
apt to choke on the test because their working memory capacities were reduced by
the stress (Schweizer & Dalgleish, 2011; Schoofs et al, 2013).
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Long-Term Memory

Material that makes its way from short-term memory to long-term memory enters a
storehouse of almost unlimited capacity. Like a new file we save on a hard drive, the
information in long-term memory is filed and coded so that we can retrieve it when
we need it.

Evidence of the existence of long-term memory, as distinct from short-term mem-
ory, comes from a number of sources. For example, people with certain kinds of brain
damage have no lasting recall of new information received after the damage occurred,
although people and events stored in memory before the injury remain intact (Milner,
1966). Because information that was encoded and stored before the injury can be
recalled and because short-term memory after the injury appears to be operational-new
material can be recalled for a very brief period—we can infer that there are two distinct
types of memory: one for short-term and one for long-term storage.

Results from laboratory experiments are also consistent with the notion of separate
short-term and long-term memory. For example, in one set of studies, people were asked
to recall a relatively small amount of information (such as a set of three letters). Then, to
prevent practice of the initial information, participants were required to recite some extra-
neous material aloud, such as counting backward by threes (Brown, 1958; Peterson &
Peterson, 1959). By varying the amount of time between the presentation of the initial
material and the need for its recall, investigators found that recall was quite good when
the interval was very short but declined rapidly thereafter. After 15 seconds had gone by,
recall hovered at around 10% of the material initially presented.

Apparently, the distraction of counting backward prevented almost all the initial
material from reaching long-term memory. Initial recall was good because it was com-
ing from short-term memory, but those memories were lost at a rapid rate. Eventually,
all that could be recalled was the small amount of material that had made its way into
long-term storage despite the distraction of counting backward.

The distinction between short- and long-term memory is also supported by the
serial position effect, in which the ability to recall information in a list depends on where
in the list an item appears. For instance, often a primacy effect occurs, in which items
presented early in a list are remembered better. There is also a recency effect, in which
items presented late in a list are remembered best (Tan & Ward, 2008; Tydgat &
Grainger, 2009; Jacoby & Wahlheim, 2013).

LONG-TERM MEMORY MODULES

Just as short-term memory is often conceptualized in terms of working memory, many
contemporary researchers now regard long-term memory as having several different
components, or memory modules. Each of these modules represents a separate memory
system in the brain.

One major distinction within long-term memory is that between declarative mem-
ory and procedural memory. Declarative memory is memory for factual information:
names, faces, dates, and facts, such as “a bike has two wheels.” In contrast, procedural
memory (or nondeclarative memory) refers to memory for skills and habits, such as how
to ride a bike or hit a baseball. Information about things is stored in declarative mem-
ory; information about how to do things is stored in procedural memory (Brown &
Robertson, 2007; Bauer, 2008; Freedberg, 2011).

Declarative memory can be subdivided into semantic memory and episodic
memory. Semantic memory is memory for general knowledge and facts about the
world, as well as memory for the rules of logic that are used to deduce other facts.
Because of semantic memory, we remember that the ZIP code for Beverly Hills is
90210, that Mumbai is on the Arabian Sea, and that memoree is the incorrect spell-
ing of memory. Thus, semantic memory is somewhat like a mental almanac of facts
(Nyberg & Tulving, 1996; Tulving, 2002; McNamara, 2013).

PsychTech

Research shows that when
we are faced with complicat-
ed questions and material,
we are primed to think of
computers and search en-
gines like Google. In what is
called the Google effect, we
are then less likely to store
the information in short-term
memory and be less likely to
recall it—but have a better
memory for where we can
find it on the web (Sparrow,
Liu, & Wegner, 201).

declarative memory Memory for
factual information: names, faces, dates,
and the like.

procedura

I memory Memory for

skills and habits, such as riding a bike or
hitting a baseball; sometimes referred to
as nondeclarative memory.

semantic

memory Memory for

general knowledge and facts about

the world,

as well as memory for the

rules of logic that are used to deduce

other facts.
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FIGURE 5 Long-term memory can be
subdivided into several different types.
What type of long-term memory is
involved in your recollection of the
moment you first arrived on your campus
at the start of college? What type of long-
term memory is involved in remembering
the lyrics to a song, compared with the
tune of a song?

[ Study Alert

Use Figure 5 to help clarify the
distinctions between the differ-
ent types of long-term memory.

episodic memory Memory for events
that occur in a particular time, place,
or context.

Declarative memory

(factual information)
Example: George Washington
was the first president of the
United States

Procedural memory
(skills and habits)
Example: Riding a bicycle

Semantic memory
(general memory)
Example: George
Washington wore a wig

Episodic memory
(personal knowledge)
Example: Remembering
your visit to Washington’s
home, Mount Vernon

In contrast, episodic memory is memory for events that occur in a particular
time, place, or context. For example, recall of learning to hit a baseball, our first kiss,
or arranging a surprise 21st birthday party for our brother is based on episodic mem-
ories. Episodic memories relate to particular contexts. For example, remembering when
and how we learned that 2 X 2 = 4 would be an episodic memory; the fact itself
(that 2 X 2 = 4) is a semantic memory. (Also see Figure 5.)

Episodic memories can be surprisingly detailed. Consider, for instance, how you'd
respond if you were asked to identify what you were doing on a specific day 2 years
ago. Impossible? You may think otherwise as you read the following exchange between
a researcher and a participant in a study who was asked, in a memory experiment, what
he was doing “on Monday afternoon in the third week of September two years ago.”

PARTICIPANT: Come on. How should I know?
EXPERIMENTER: Just try it anyhow.

PARTICIPANT: OK. Let’s see: Two years ago . . . [ would be in high school in
Pittsburgh. . . . That would be my senior year. Third week in September—that’s just
after summer—that would be the fall term. . . . Let me see. I think I had chemistry
lab on Mondays. I don’t know. I was probably in chemistry lab. Wait a minute—that
would be the second week of school. I remember he started off with the atomic
table—a big fancy chart. I thought he was crazy trying to make us memorize that
thing. You know, I think I can remember sitting . . . (Lindsay & Norman, 1977).

Episodic memory, then, can provide information about events that happened long
in the past. But semantic memory is no less impressive, permitting us to dredge up
tens of thousands of facts ranging from the date of our birthday to the knowledge
that $1 is less than $5.

SEMANTIC NETWORKS

Try to recall, for a moment, as many things as you can think of that are the color red.
Now pull from your memory the names of as many fruits as you can recall.

Did the same item appear when you did both tasks? For many people, an apple
comes to mind in both cases since it fits equally well in each category. And the fact
that you might have thought of an apple when doing the first task makes it even
more likely that you'll think of it when doing the second task.
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FIGURE 6 Semantic networks in memory consist of relationships between pieces of information,
such as those relating to the concept of a fire engine. The lines suggest the connections that
indicate how the information is organized within memory. The closer together two concepts are,
the greater the strength of the association. (Source: Adapted from Collins & Loftus, 1975.)

It's actually quite amazing that we're able to retrieve specific material from the
vast store of information in our long-term memories. According to some memory
researchers, one key organizational tool that allows us to recall detailed information
from long-term memory is the associations that we build between different pieces of
information. In this view, knowledge is stored in semantic networks, mental repre-
sentations of clusters of interconnected information (Collins & Quillian, 1969; Collins &
Loftus, 1975; Cummings, Ceponiene, & Koyama, 2006).

Consider, for example, Figure 6, which shows some of the relationships in memory
relating to fire engines, the color red, and a variety of other semantic concepts. Think-
ing about a particular concept leads to recall of related concepts. For example, seeing
a fire engine may activate our recollections of other kinds of emergency vehicles, such
as an ambulance, which in turn may activate recall of the related concept of a vehicle.
And thinking of a vehicle may lead us to think about a bus that we’ve seen in the
past. Activating one memory triggers the activation of related memories in a process
known as spreading activation (Kreher et al, 2008; Nelson et al,, 2013).

From the perspective of . . .\

A Marketing Specialist How might advertisers
use ways of enhancing memory to promote their products?
What ethical principles are involved?

semantic networks Mental represen-
tations of clusters of interconnected
information.
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FIGURE 7 The hippocampus and amygdala,

Chapter 6 Memory

Amygdala

THE NEUROSCIENCE OF MEMORY

Can we pinpoint a location in the brain where long-term memories reside? Is there a
single site that corresponds to a particular memory, or is memory distributed in dif-
ferent regions across the brain? Do memories leave an actual physical trace that scien-
tists can view?

The search for the engram, the term for the physical memory trace in the brain
that corresponds to a memory, has proved to be a major puzzle to psychologists and
other neuroscientists interested in memory. Using advanced brain scanning procedures
in their efforts to determine the neuroscientific basis of memory formation, investigators
have learned that certain areas and structures of the brain specialize in different types
of memory-related activities. The hippocampus, a part of the brain’s limbic system (see
Figure 7), plays a central role in the consolidation of memories. Located within the
brain’s medial temporal lobes just behind the eyes, the hippocampus aids in the initial
encoding of information, acting as a kind of neurological e-mail system. That informa-
tion is subsequently passed along to the cerebral cortex of the brain, where it is
actually stored (J. Peters et al, 2007; Lavenex & Lavenex, 2009; Dudai, 2011).

The significance of the hippocampus is exemplified by studies of individuals who
have particularly good, yet specialized, types of memories. For instance, taxi drivers in
London, England, must have accurate, complete recall of the location of the maze of
streets and alleys within a 6-mile radius of the center of the city. It takes years of study
to memorize the material. MRI brain scans of taxi drivers show that, relative to non-taxi
drivers with fewer navigational skills, the back of the hippocampus is larger while the
front is smaller. The findings are consistent with the idea that particular areas of the
hippocampus are involved in the consolidation of spatial memories (Maguire, Woollett, &
Spiers, 2006; Spiers & Maguire, 2007; Woollett & Maguire, 2009).

The amygdala, another part of the limbic system, also plays an important role in mem-
ory. The amygdala is especially involved with memories involving emotion. For example,
if you are frightened by a large Doberman, you're likely to remember the event vividly—an
outcome related to the functioning of the amygdala. Encountering the Doberman or any
large dog in the future is likely to reactivate the amygdala and bring back the unpleasant
memory (Buchanan & Adolphs, 2004; Talmi et al, 2008; Pendyam et al, 2013).

Memory at the Level of Neurons. Although it is clear that the hippocampus and
amygdala play a central role in memory formation, how is the transformation of
information into a memory reflected at the level of neurons?

One answer is long-term potentiation, which shows that certain neural pathways
become easily excited while a new response is being learned. At the same time, the
number of synapses between neurons increase as the dendrites branch out
to receive messages. These changes reflect a process called consolidation, in
which memories become fixed and stable in long-term memory. Long-term
memories take some time to stabilize; this explains why events and other
stimuli are not suddenly fixed in memory. Instead, consolidation may continue
for days and even years (McGaugh, 2003; Meeter & Murre, 2004; Kawashima,
Izaki, & Grace, 2006).

Because a stimulus may contain different sensory aspects, visual, auditory,
and other areas of the brain may be simultaneously processing information
about that stimulus. Information storage appears to be linked to the sites where
this processing occurs, and it is therefore located in the particular areas that
initially processed the information in terms of its visual, auditory, and other

Hippocampus  sensory stimuli. For this reason, memory traces are distributed throughout the

brain. For example, when you recall a beautiful beach sunset, your recollection
draws on memory stores located in visual areas of the brain (the view of the
sunset), auditory areas (the sounds of the ocean), and tactile areas (the feel of

parts of the brain’s limbic system, play a central the wind) (Squire, Clark, & Bayley, 2004; Murayama & Kitagami, 2013).
role in the consolidation of memories. (Source: In short, the physical stuff of memory—the engram-is produced by a com-

Adapted from Van De Graaff, 2000.)

plex of biochemical and neural processes. Scientists are just beginning to
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understand how the brain compiles the individual neural components into a single,
coherent memory. It may be that the same neurons that fire when we are initially
exposed to material are reactivated during efforts to recall that information. Still, although
memory researchers have made considerable strides in understanding the neuroscience
behind memory, more remains to be learned—and remembered (Gelbard-Sagiv et al,
2008). (For more on the biological basis of memory, see Neuroscience in Your Life.)

Neuroscience in Your Life;

The Building Blocks of Memory:
Have a Jennifer Aniston Neuro

Can you bring to mind an image of your grandmother’s face from memory? How about the sound
of Maroon 5 lead singer Adam Levine’s voice or the name of the short green-skinned Jedi master
who trained Luke Skywalker?

If these images can come to mind, they are clearly stored in the neurons of your brain. But
where, exactly? Is there a relatively small cluster of specific neurons that holds the “grandmother”
memory, or does it take many millions of cells distributed all over your brain?

To help answer this question, neuroscientists presented patients with a wide array of vari-
ous stimuli to see what would provoke a response in individually monitored neurons. They
discovered a surprising degree of specificity. For example, in one case, an individual neuron
responded specifically to photographs of actor Jennifer Aniston, and no other person. In
another case, one neuron responded to pictures of the Star Wars character Luke Skywalker
and to his written or spoken name (Viskontas, Quiroga, & Fried, 2009; Quiroga, Fried, & Koch,
2013; see the figure below showing neuronal responses to different photos).

Further investigation revealed that these individual neurons were responding to concepts
rather than to any specific kind of stimulus. Specifically, the “Jennifer Aniston neuron” didn’t just
fire when Aniston’s face was seen, but also when her name was mentioned, or her voice was
heard, or the television show that made her famous was recalled. In short, there appear to be
concept cells that respond to a general concept rather than specific features of a stimulus.

The existence of small clusters of concept cells suggests how high-level memory works. By
activating a given concept, we can then quickly activate other related concepts. We think of
Starbucks, and the concept of our friend is also activated, as well as the topics we talked about.
Concept cells therefore act like building blocks of memory, which can be assembled together in
a variety of ways to store memories for complex concepts and events—memories that leave out
unimportant trivial details (Quiroga, 2012).
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RECAP/EVALUATE/RETHINK

Chapter 6 Memory

RECAP

LO 18-1 What is memory?

Memory is the process by which we encode, store, and
retrieve information.

LO 18-2 Are there different kinds of memory?

Sensory memory, corresponding to each of the sensory sys-
tems, is the first place where information is saved. Sensory
memories are very brief, but they are precise, storing a
nearly exact replica of a stimulus.

Roughly seven (plus or minus two) chunks of information
can be transferred and held in short-term memory.
Information in short-term memory is held from 15 to 25
seconds and, if not transferred to long-term memory, is lost.
Memories are transferred into long-term storage through
rehearsal. If memories are transferred into long-term mem-
ory, they become relatively permanent.

Some theorists view short-term memory as a working
memory in which information is retrieved and manipu-
lated and held through rehearsal. In this view, it is a cen-
tral executive processor involved in reasoning and
decision making; it coordinates a visual store, a verbal
store, and an episodic buffer.

Long-term memory can be viewed in terms of memory
modules, each of which is related to separate memory sys-
tems in the brain. For instance, we can distinguish
between declarative memory and procedural memory.
Declarative memory is further divided into episodic
memory and semantic memory.

Semantic networks suggest that knowledge is stored in
long-term memory as mental representations of clusters of
interconnected information.

LO 18-3 What are the biological bases of memory?

The hippocampus and amygdala are especially important
in the establishment of memory.

KEY TERMS

memory long-term memory
sensory memory chunk
short-term memory rehearsal

* Memories are distributed across the brain, relating to the
different sensory information-processing systems involved
during the initial exposure to a stimulus.

EVALUATE

1. Match the type of memory with its definition:

1. long-term memory a. holds information 15 to
2. short-term memory 25 seconds
3. sensory memory b. stores information on a

relatively permanent basis
c. direct representation of a
stimulus

2. A(n) s a meaningful group of stimuli that can
be stored together in short-term memory.
3. There appear to be two types of declarative memory:
memory for knowledge and facts and
memory for personal experiences.
4. Some memory researchers believe that long-term memory is
stored as associations between pieces of information in
networks.

RETHINK

1. It is a truism that “you never forget how to ride a bicycle.”
Why might this be so? In what type of memory is informa-
tion about bicycle riding stored?

2. The ability to remember specific skills and the order in
which they are used is known as procedural memory.
Because driving involves procedural memory, why is it so
unsafe to use a cell phone while driving?

Answers to Evaluate Questions
DNUBWNS 4 DIposids Onuewas "¢ unyd ‘g O-¢ e-¢ ‘q-1 "I

working memory semantic memory
declarative memory episodic memory
procedural memory semantic networks



An hour after his job interview, Ricardo was sitting in a coffee shop, telling his
friend Laura how well it had gone, when the woman who had interviewed him
walked in. “Well, hello, Ricardo. How are you doing?” Trying to make a good
impression, Ricardo began to make introductions, but suddenly realized he could
not remember the interviewer’s name. Stammering, he desperately searched his
memory but to no avail. “I know her name,” he thought to himself, “but here I am,
looking like a fool. I can kiss this job good-bye.”

Have you ever tried to remember someone’s name, convinced that you knew it but
unable to recall it no matter how hard you tried? This common occurrence—known as
the tip-of-the-tongue phenomenon-exemplifies how difficult it can be to retrieve
information stored in long-term memory (Brennen, Vikan, & Dybdahl, 2007; Schwartz,
2002, 2008; Schwartz & Metcalfe, 2011).

Retrieval Cues

Perhaps recall of names and other memories is not perfect because there is so much
information stored in long-term memory. Because the material that makes its way to
long-term memory is relatively permanent, the capacity of long-term memory is vast.
For instance, if you are like the average college student, your vocabulary includes some
50,000 words, you know hundreds of mathematical “facts,” and you are able to conjure
up images—such as the way your childhood home looked—with no trouble at all. In
fact, simply cataloging all your memories would probably take years of work.

How do we sort through this vast array of material and retrieve specific information
at the appropriate time? One way is through retrieval cues. A retrieval cue is a stimulus
that allows us to recall more easily information that is in long-term
memory. It may be a word, an emotion, or a sound; whatever the
specific cue, a memory will suddenly come to mind when the retrieval
cue is present. For example, the smell of roasting turkey may evoke
memories of Thanksgiving or family gatherings.

Retrieval cues guide people through the information stored in
long-term memory in much the same way that a search engine such
as Google guides people through the Internet. They are particularly
important when we are making an effort to recall information, as
opposed to being asked to recognize material stored in memory. In
recall, a specific piece of information must be retrieved—such as that
needed to answer a fill-in-the-blank question or to write an essay on
a test. In contrast, recognition occurs when people are presented
with a stimulus and asked whether they have been exposed to it
previously or are asked to identify it from a list of alternatives.

As you might guess, recognition is generally a much easier task
than recall (see Figures 1 and 2). Recall is more difficult because it
consists of a series of processes: a search through memory, retrieval of
potentially relevant information, and then a decision regarding whether

Learning Outcome

LO 19-1 What causes difficulties
and failures in remembering?

tip-of-the-tongue phenomenon The
inability to recall information that one
realizes one knows—a result of the diffi-
culty of retrieving information from
long-term memory.

recall Memory task in which specific
information must be retrieved.

recognition Memory task in which
individuals are presented with a
stimulus and asked whether they have
been exposed to it in the past or to
identify it from a list of alternatives.

FIGURE 1 Try to recall the names of these characters. Because
this is a recall task, it is relatively difficult.
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FIGURE 2 Naming the characters in
Figure 1 (a recall task) is more difficult
than solving the recognition problem
posed in this list.

Study Alert

Remember the distinction
between recall (in which specific
information must be retrieved)
and recognition (in which infor-
mation is presented and must
be identified or distinguished
from other material).

levels-of-processing theory The
theory of memory that emphasizes
the degree to which new material is
mentally analyzed.

Answer this recognition question:
Which of the following are the names of the seven dwarfs in the Disney movie
Snow White and the Seven Dwarfs?

Goofy Bashful
Sleepy Meanie
Smarty Doc
Scaredy Happy
Dopey Angry
Grumpy Sneezy
Wheezy Crazy
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the information you have found is accurate. If the information appears to be correct, the
search is over, but if it is not, the search must continue. In contrast, recognition is simpler
because it involves fewer steps (Miserando, 1991; Leigh, Zinkhan, & Swaminathan, 2006).

Levels of Processing

One determinant of how well memories are recalled is the way in which material is
first perceived, processed, and understood. The levels-of-processing theory empha-
sizes the degree to which new material is mentally analyzed. It suggests that the amount
of information processing that occurs when material is initially encountered is central
in determining how much of the information is ultimately remembered. According to
this approach, the depth of information processing during exposure to material-meaning
the degree to which it is analyzed and considered—is critical; the greater the intensity
of its initial processing, the more likely we are to remember it (Craik & Lockhart, 2008;
Mungan, Peynircioglu, & Halpern, 2011).

Because we do not pay close attention to much of the information to which we
are exposed, very little mental processing typically takes place, and we forget new
material almost immediately. However, information to which we pay greater attention
is processed more thoroughly. Therefore, it enters memory at a deeper level-and is
less apt to be forgotten than is information processed at shallower levels.

The theory goes on to suggest that there are considerable differences in the ways
in which information is processed at various levels of memory. At shallow levels, infor-
mation is processed merely in terms of its physical and sensory aspects. For example,
we may pay attention only to the shapes that make up the letters in the word dog.
At an intermediate level of processing, the shapes are translated into meaningful units—
in this case, letters of the alphabet. Those letters are considered in the context of
words, and specific phonetic sounds may be attached to the letters.

At the deepest level of processing, information is analyzed in terms of its meaning.
We may see it in a wider context and draw associations between the meaning of the
information and broader networks of knowledge. For instance, we may think of dogs not
merely as animals with four legs and a tail, but also in terms of their relationship to cats
and other mammals. We may form an image of our own dog, thereby relating the concept
to our own lives. According to the levels-of-processing approach, the deeper the initial
level of processing of specific information, the longer the information will be retained.

There are considerable practical implications to the notion that recall depends on
the degree to which information is initially processed. For example, the depth of
information processing is critical when learning and studying course material. Rote
memorization of a list of key terms for a test is unlikely to produce long-term recol-
lection of information because processing occurs at a shallow level. In contrast, think-
ing about the meaning of the terms and reflecting on how they relate to information
that one currently knows results in far more effective long-term retention (Conway,
2002; Wenzel, Zetocha, & Ferraro, 2007).
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Explicit and Implicit Memory

If you've ever had surgery, you probably hoped that the surgeons were focused com-
pletely on the surgery and gave you their undivided attention while slicing into your
body. The reality in most operating rooms is quite different, though. Surgeons may be
chatting with nurses about a new restaurant as soon as they sew you up.

If you are like most patients, you are left with no recollection of the conversation
that occurred while you were under anesthesia. However, it is very possible that although
you had no conscious memories of the discussions on the merits of the restaurant, on
some level you probably did recall at least some information. In fact, careful studies have
found that people who are anesthetized during surgery can sometimes recall snippets of
conversations they heard during surgery—even though they have no conscious recollec-
tion of the information (Kihlstrom et al, 1990; Sebel, Bonke, & Winograd, 1993).

The discovery that people have memories about which they are unaware has been
an important one. It has led to speculation that two forms of memory, explicit and
implicit, may exist side by side. Explicit memory refers to intentional or conscious
recollection of information. When we try to remember a name or date we have
encountered or learned about previously, we are searching our explicit memory.

In contrast, implicit memory refers to memories of which people are not consciously
aware but that can affect subsequent performance and behavior. Skills that operate auto-
matically and without thinking, such as jumping out of the path of an automobile coming
toward us as we walk down the side of a road, are stored in implicit memory. Similarly,
a feeling of vague dislike for an acquaintance, without knowing why we have that feeling,
may be a reflection of implicit memories. Perhaps the person reminds us of someone else
in our past that we didn’t like, even though we are not aware of the memory of that
other individual (Voss & Paller, 2008; Gopie, Craik, & Hasher, 2011; Wy, Y., 2013).

Implicit memory is closely related to the prejudice and discrimination people exhibit
toward members of minority groups. Although people may say and even believe they
harbor no prejudice, assessment of their implicit memories may reveal that they have
negative associations about members of minority groups. Such associations can influence
people’s behavior without their being aware of their underlying beliefs (Greenwald,
Nosek, & Banaji, 2003; Greenwald, Nosek, & Sriram, 2006; Hofmann et al,, 2008).

One way that memory specialists study implicit memory is through experiments that
use priming. Priming occurs when exposure to a word or concept (called a prime) later
makes it easier to recall related information. Priming allows us to remember new informa-
tion better and faster because of material we already have stored in memory. Priming
effects occur even when people have no conscious memory of the original word or concept
(Toth & Daniels, 2002; Schacter, Dobbins, & Schnyer, 2004; Geyer, Gokce, & Miiller, 2011).

The typical experiment designed to illustrate priming helps clarify the phenomenon. In
priming experiments, participants are rapidly exposed to a stimulus such as a word, an object,
or perhaps a drawing of a face. The second phase of the experiment is done after an inter-
val ranging from several seconds to several months. At that point, participants are exposed
to incomplete perceptual information that is related to the first stimulus, and they are asked
whether they recognize it. For example, the new material may consist of the first letter of
a word that had been presented earlier or a part of a face that had been shown earlier. If
participants are able to identify the stimulus more readily than they identify stimuli that
have not been presented earlier, priming has taken place. Clearly, the earlier stimulus has
been remembered-although the material resides in implicit memory, not explicit memory.

The same thing happens to us in our everyday lives. Suppose several months ago
you watched a documentary on the planets, and the narrator described the moons of
Mars, focusing on its moon named Phobos. You promptly forget the name of the moon,
at least consciously. Then, several months later, youre completing a crossword puzzle
that you have partially filled in, and it includes the letters obos. As soon as you look
at the set of letters, you think of Phobos, and suddenly you recall for the first time
since your initial exposure to the information that it is one of the moons of Mars. The
sudden recollection occurred because your memory was primed by the letters obos.

explicit memory Intentional or
conscious recollection of information.

implicit memory Memories of which
people are not consciously aware but
that can affect subsequent performance
and behavior.

priming A phenomenon that occurs
when exposure to a word or concept

(called a prime) later makes it easier to
recall related information.
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flashbulb memories Memories of a
specific, important, or surprising
emotionally significant event that are
recalled easily and with vivid imagery.

Being in or witnessing
a car accident

Met a roommate
for the first time

Night of high school
graduation

Night of your senior
prom

An early romantic
experience

Public speaking

Receipt of college
admissions letter

First date—when you
met him or her

First airplane flight

Moment you opened
your SAT scores

In short, when information that we are unable to consciously recall affects our behav-
ior, implicit memory is at work. Our behavior may be influenced by experiences of
which we are unaware—an example of what has been called “retention without remem-
bering” (Horton et al,, 2005; White, 2013).

Flashbulb Memories

Do you remember where you were on September 11, 20012

You may recall your location and a variety of other details that occurred when
you heard about the terrorist attacks on the United States, even though the incident
happened more than a dozen years ago. Your ability to remember details about this
fatal event illustrates a phenomenon known as flashbulb memory. Flashbulb memories
are memories related to a specific, important, or surprising event that are recalled easily
and with vivid imagery.

Several types of flashbulb memories are common among college students. For
example, involvement in a car accident, meeting one’s roommate for the first time, and
the night of high school graduation are all typical flashbulb memories (Bohn & Berntsen,
2007; Talarico, 2009; Lanciano et al,, 2013; see Figure 3).

Of course, flashbulb memories do not contain every detail of an original scene. I
remember vividly that more than five decades ago I was sitting in Mr. Sharp’s 10th-grade
geometry class when I heard that President John Kennedy had been shot. However,

10 20

30 40 50 60 70 80 90

Percentage of sample reporting that event resulted

in “flashbulb memories”

FIGURE 3 These are the most common flashbulb memory events, based on a survey of college
students. What are some of your flashbulb memories? (Source: Adapted from Rubin, 1985.)
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although I recall where I was sitting and how my classmates reacted to the news, I
do not recollect what I was wearing or what I had for lunch that day.

Furthermore, the details recalled in flashbulb memories are often inaccurate, particu-
larly when they involve highly emotional events. For example, those old enough to remem-
ber the day when the World Trade Center in New York was attacked by terrorists typically
remember watching television that morning and seeing images of the first plane, and then
the second plane, striking the towers. However, that recollection is wrong: In fact, televi-
sion broadcasts showed images only of the second plane on September 11. No video of
the first plane was available until early the following morning, September 12, when it was
shown on television (Begley, 2002; Schaefer, Halldorson, & Dizon-Reynante, 2011).

Flashbulb memories illustrate a more general phenomenon about memory: Memories
that are exceptional are more easily retrieved (although not necessarily accurately) than
are those relating to events that are commonplace. The more distinctive a stimulus is,
and the more personal relevance the event has, the more likely we are to recall it later
(Shapiro, 2006; Talarico & Rubin, 2007; Schaefer et al, 2011).

Even with a distinctive stimulus, however, we may not remember where the
information came from. Source amnesia occurs when an individual has a memory for
some material but cannot recall where he or she encountered it. For example, source
amnesia can explain situations in which you meet someone you know but can’t remem-
ber where you’d met that person initially.

Similarly, our motivation to remember material when we are exposed to it initially
affects how well we can later recall it. If we know we are going to need to recall
material later, we are going to be more attentive to it. In contrast, if we don’t expect
to need to recall material later, then we are less likely to remember it (Naveh-Benjamin
et al, 2000; Kassam et al, 2009). (Also see Applying Psychology in the 21st Century.)

Constructive Processes in
Memory: Rebuilding the Past

As we have seen, although it is clear that we can have detailed recollections of signif-
icant and distinctive events, it is difficult to gauge the accuracy of such memories. In
fact, it is apparent that our memories reflect, at least in part, constructive processes,
processes in which memories are influenced by the meaning we give to events. When
we retrieve information, then, the memory that is produced is affected not just by the
direct prior experience we have had with the stimulus, but also by our guesses and
inferences about its meaning.

The notion that memory is based on constructive processes was first put forward
by Frederic Bartlett, a British psychologist. He suggested that people tend to remember
information in terms of schemas, organized bodies of information stored in memory
that bias the way new information is interpreted, stored, and recalled (Bartlett, 1932).
Because we use schemas to organize information, our memories often consist of a
reconstruction of previous experience. Consequently, our schemas are based not only
on the actual material to which people are exposed, but also on their understanding
of the situation, their expectations about the situation, and their awareness of the
motivations underlying the behavior of others.

One of the earliest demonstrations of schemas came from a classic study that
involved a procedure similar to the children’s game of “telephone,” in which information
from memory is passed sequentially from one person to another. In the study, a partic-
ipant viewed a drawing in which there were a variety of people of differing racial and
ethnic backgrounds on a subway car, one of whom—-a white person-was shown with a
razor in his hand (Allport & Postman, 1958). The first participant was asked to describe
the drawing to someone else without looking back at it. Then that person was asked
to describe it to another person (without looking at the drawing), and then the process
was repeated with still one more participant.

constructive processes Processes in
which memories are influenced by the
meaning we give to events.

schemas Organized bodies of informa-
tion stored in memory that bias the
way new information is interpreted,
stored, and recalled.

Study Alert

A key fact about memory is that
it is a constructive process in
which memories are influenced
by the meaning given to what is
being recalled.



222

Chapter 6 Memory

ology in the 21st Century

Mind Pops

Most of the time, our memory works the
way we expect it to. Sometimes we use it to
mentally replay events from the past, such as
reminiscing about the first day of summer
vacation. Other times we use it to conjure
up facts and information, such as the name
of the president of France or where we
parked our car at the mall. In these cases,
memory operates under our control-we
deliberately retrieve information that we
specifically want. But sometimes memory
acts as if it has a mind of its own, delivering
seemingly random information to us at sur-
prising times. Researchers call these sponta-
neous bursts of memory “mind pops.”

Mind pops are bits of knowledge, such
as words or images, that spontaneously
pop into mind suddenly and without
warning. Mind pops differ from a triggered
memory—information that spontaneously
comes to mind because something in our
surroundings cued it, such as when the
scent of baking bread brings back memo-
ries of childhood trips to Grandma’s house.
Instead, mind pops lack any obvious trig-
ger. They are typically words or phrases
rather than visual or auditory memories,
and they usually happen when we are
doing something routine and mindless,
such as taking a shower (Mandler, 2007).

Researchers are interested in what mind
pops can tell us about the way memory

4.4

works. For one thing, we know that they are
a common phenomenon. And we know that
they aren’t actually as random as they seem—
they are connected to our experiences, but
in a deep and non-obvious way. Normally as
we go about our day, we encounter stimuli
in the environment that trigger related mem-
ory concepts. If a fire engine passes by, for
example, it activates our concept for fire
engines and other related concepts as well,
such as fire, fire fighters, other emergency
responders, and more. Such memories may

RETHINK

also include certain concepts that we might
have connected with fire engines, such as
birthdays if every birthday throughout child-
hood our aunt gave us a toy fire engine as a
gift. These concepts are normally activated
for a short duration, but they may remain
primed-readily accessible in memory—for
hours or even days thereafter. They are, in a
sense, waiting to pop into view. And later on,
that's exactly what happens when a distantly
related environmental cue that wouldn’t typ-
ically trigger that particular concept does
trigger it, simply because it was so accessible
(Bradley, Moulin, & Kvavilashvili, 2013).
What might mind pops do for us? For
one thing, they might help us be more cre-
ative if they allow us to see new links
between concepts. Some evidence, how-
ever, suggests that they might also be asso-
ciated with mental illness. Research on
mind pops is still in its infancy, so it’s too
early to say whether they are helpful or
harmful or both. But they do reflect our
mind’s ability to make connections between
events, even without our specific aware-
ness (Elua, Laws, & Kvavilashvili, 2012).

e What might happen if involuntary memories such as mind pops become intru-

sive and disturbing?

e What would be some particularly difficult challenges in trying to study the

phenomenon of mind pops?
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FIGURE 4 Yankee and Red Sox fans were
more accurate recalling details of a champi-
onship game their team won than they were
of a championship game that their team lost.
(Source: Adapted from Breslin & Safer, 2011.)

The report of the last person differed in significant, yet systematic, ways from the
initial drawing. Specifically, many people described the drawing as depicting an African
American with a knife-an incorrect recollection, given that the drawing showed a razor in
the hand of a Caucasian person. The transformation of the Caucasian’s razor into an African
American’s knife clearly indicates that the participants held a schema that included the
unwarranted prejudice that African Americans are more violent than Caucasians and thus
more apt to be holding a knife. In short, our expectations and knowledge—and prejudices—
affect the reliability of our memories (McDonald & Hirt, 1997; Newby-Clark & Ross, 2003).

Although the constructive nature of memory can result in memories that are
partially or completely false, they also may be beneficial in some ways. For example,
false memories may allow us to keep hold of positive self-images. In addition, they may
help us maintain positive relationships with others as we construct overly positive
views of others (Howe, 2011).

Similarly, memory is affected by the emotional meaning of experiences. For exam-
ple, in one experiment, researchers asked devoted Yankee or Red Sox fans about details
of two decisive baseball championship games between the teams, one won by the
Yankees and the other won by the Red Sox. Fans recalled details of the game their
team won significantly more accurately than the game their team lost (see Figure 4;
Breslin & Safer, 2011; Guida et al, 2013).
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MEMORY IN THE COURTROOM: THE EYEWITNESS ON TRIAL

For Calvin Willis, the inadequate memories of two people cost him more than two
decades of his life. Willis was the victim of mistaken identity when a young rape
victim picked out his photo as the perpetrator of the rape. On that basis, he was tried,
convicted, and sentenced to life in prison. Twenty-one years later, DNA testing showed
that Willis was innocent, and the victim’s identification wrong (Corsello, 2005).

Unfortunately, Willis is not the only victim to whom apologies have had to be made;
many cases of mistaken identity have led to unjustified legal actions. Research on eyewit-
ness identification of suspects, as well as on memory for other details of crimes, has shown
that eyewitnesses are apt to make significant errors when they try to recall details of
criminal activity—even if they are highly confident about their recollections. Because more
than 75,000 prosecutions a year are totally based on eyewitness recollections, the problem
is significant (Zaragoza, Belli, & Payment, 2007; Paterson, Kemp, & Ng, 2011; Lehrer, 2012).

One reason is the impact of the weapons used in crimes. When a criminal perpetrator
displays a gun or knife, it acts like a perceptual magnet, attracting the eyes of the witnesses.
As a consequence, witnesses pay less attention to other details of the crime and are less
able to recall what actually occurred (Steblay et al, 2003; Zaitsu, 2007; Pickel, 2009).

One reason eyewitnesses are prone to memory-related errors is that the specific
wording of questions posed to them by police officers or attorneys can affect the way
they recall information, as a number of experiments illustrate. For example, in one
experiment the participants were shown a film of two cars crashing into each other.
Some were then asked the question, “About how fast were the cars going when they
smashed into each other?” On average, they estimated the speed to be 40.8 miles per
hour. In contrast, when another group of participants was asked, “About how fast were
the cars going when they contacted each other?” the average estimated speed was only
31.8 miles per hour (Loftus & Palmer, 1974; see Figure 5).

Children’s Reliability. The problem of memory reliability becomes even more acute
when children are witnesses because increasing evidence suggests that children’s memo-
ries are highly vulnerable to the influence of others (Loftus, 1993; Douglas, Goldstein, &
Bjorklund, 2000). For instance, in one experiment, 5- to 7-year-old girls who had just had
a routine physical examination were shown an anatomically explicit doll. The girls were
shown the doll’s genital area and asked, “Did the doctor touch you here?” Three of the
girls who did not have a vaginal or anal exam said that the doctor had in fact touched
them in the genital area, and one of those three made up the detail “The doctor did it
with a stick” (Saywitz & Goodman, 1990).

Children’s memories are especially susceptible to influence when the situation is highly
emotional or stressful. For example, in trials in which there is significant pretrial publicity

About how fast were the cars going when they each other?

“Smashed into”

“Collided with”

“Bumped into”

“Hit®

“Contacted”

0 10 20 30 40 50
Estimated miles per hour

FIGURE 5 After viewing an accident
involving two cars, the participants in a
study were asked to estimate the speed
of the two cars involved in the collision.
Estimates varied substantially, depending
on the way the question was worded.
(Source: Adapted from Loftus & Palmer, 1974.)
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Paul Shanley, a Catholic priest, was
convicted of sexual abuse on the basis of

memories of a man who claimed to have
been abused for a six-year period during
childhood, but who only recalled the abuse
years later when he was an adult.

autobiographical memory Our
recollections of our own life
experiences.
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FIGURE 6 We tend to distort memories
of unpleasant events. For example,
college students are much more likely to
accurately recall their good grades while
inaccurately recalling their poor ones
(Bahrick, Hall, & Berger, 1996). Now that
you know this, how well do you think you
can recall your high school grades?
(Source: Adapted from Barick, Hall, and
Berger, 1996.)

or in which alleged victims are questioned repeatedly, often by untrained interviewers, the
memories of the alleged victims may be influenced by the types of questions they are
asked (Lamb & Garretson, 2003; Quas, Malloy, & Melinder, 2007; Goodman & Quas, 2008).

Repressed and False Memories: Separating Truth from Fiction. Consider the
case of Paul Shanley, a Catholic priest. He was convicted of sexual abuse of a man who
claimed he had no memory until adulthood of being abused as a child over a six-year
period, when his repressed memories gradually moved into consciousness. At that
point, he recalled his years of abuse, and on the basis of those previously repressed
memories, the priest was convicted (Wolf & Guyer, 2010).

There is good reason to question the validity of repressed memories, recollections
of events that are initially so shocking that the mind responds by pushing them into
the unconscious. Supporters of the notion of repressed memory (based on Freud’s
psychoanalytic theory) suggest that such memories may remain hidden, possibly
throughout a person’s lifetime, unless they are triggered by some current circumstance,
such as the probing that occurs during psychological therapy.

However, memory researcher Elizabeth Loftus maintains that so-called repressed
memories may well be inaccurate or even wholly false-representing false memory. For
example, false memories develop when people are unable to recall the source of a
memory of a particular event about which they have only vague recollections. When
the source of the memory becomes unclear or ambiguous, people may become confused
about whether they actually experienced the event or whether it was imagined. Ulti-
mately, people come to believe that the event actually occurred (Wade, Sharman, &
Garry, 2007; Bernstein & Loftus, 2009a; Choi, Kensinger, & Rajaram, 2013).

There is great controversy regarding the legitimacy of repressed memories. Many
therapists give great weight to authenticity of repressed memories, and their views are
supported by research showing that there are specific regions of the brain that help
keep unwanted memories out of awareness. On the other side of the issue are research-
ers who maintain that there is insufficient scientific support for the existence of such
memories. There is also a middle ground: memory researchers who suggest that false
memories are a result of normal information processing. The challenge for those on all
sides of the issue is to distinguish truth from fiction (Brown & Pope, 1996; Strange,
Clifasefi, & Garry, 2007; Bernstein & Loftus, 2009b).

AUTOBIOGRAPHICAL MEMORY: WHERE PAST MEETS PRESENT

Your memory of experiences in your own past may well be a fiction—or at least a
distortion of what actually occurred. The same constructive processes that make us
inaccurately recall the behavior of others also reduce the accuracy of autobiographical
memories. Autobiographical memory is our recollections of our own life experiences.
Autobiographical memories encompass the episodic memories we hold about ourselves
(Rubin, 1999; Sutin & Robins, 2007; Nalbantian, 2011).

For example, we tend to forget information about our past that is incompatible with
the way in which we currently see ourselves. One study found that adults who were
well adjusted but who had been treated for emotional problems during the early years of
their lives tended to forget important but troubling childhood events, such as being in
foster care. College students misremember their bad grades—but remember their good ones
(see Figure 6; Walker, Skowronski, & Thompson, 2003; Kemps & Tiggemann, 2007).

Similarly, when a group of 48-year-olds were asked to recall how they had responded
on a questionnaire they had completed when they were high school freshman, their
accuracy was no better than chance. For example, although 61% of the questionnaire
respondents said that playing sports and other physical activities was their favorite
pastime, only 23% of the adults recalled it accurately (Offer et al, 2000).

It is not just certain kinds of events that are distorted; particular periods of life
are remembered more easily than others. For example, when people reach late adult-
hood, they remember periods of life in which they experienced major transitions, such
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as attending college and working at their first job, better than they remember their
middle-age years. Similarly, although most adults’ earliest memories of their own lives
are of events that occurred when they were toddlers, toddlers show evidence of recall
of events that occurred when they were as young as 6 months old (Simcock & Hayne,
2002; Wang, 2003; Cordnoldi, De Beni, & Helstrup, 2007).

=

&

8 Exploring

Are There Cross-Cultural Differences in Memory?

Travelers who have visited areas of the world in which there is no written language often
have returned with tales of people with phenomenal memories. For instance, storytellers
in some preliterate cultures can recount long chronicles that recall the names and activities
of people over many generations. Those feats led experts to argue initially that people in
preliterate societies develop a different, and perhaps better, type of memory than do those
in cultures that employ a written language. They suggested that in a society that lacks
writing, people are motivated to recall information with accuracy, especially information

Storytellers in many cultures can recount
hundreds of years of history in vivid
detail. Research has found that this
amazing ability is due less to basic
memory processes than to the ways in
which they acquire and retain information.
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relating to tribal histories and traditions that would be lost if they were not passed down
orally from one generation to another (Daftary & Meri, 2002; Berntsen & Rubin, 2004).

Today, memory researchers dismiss that view. For one thing, preliterate peoples don’t
have an exclusive claim to amazing memory feats. Some Hebrew scholars memorize thou-
sands of pages of text and can recall the locations of particular words on the page. Similarly,
poetry singers in the Balkans can recall thousands of lines of poetry. Even in cultures in
which written language exists, then, astounding feats of memory are possible (Strathern &
Stewart, 2003; Rubin et al., 2007).

Memory researchers now suggest that there are both similarities and differences in
memory across cultures. Basic memory processes such as short-term memory capacity and
the structure of long-term memory—the “hardware” of memory—are universal and operate
similarly in people in all cultures. In contrast, the way information is acquired and the
degree to which it is rehearsed—the “software” of memory—show differences between
cultures. Culture determines how people frame information initially, how much they practice
learning and recalling it, and the strategies they use to try to recall it (Mack, 2003; Wang &

Conway, 2006; Rubin et al., 2007).

RECAP/EVALUATE/RETHINK

RECAP

LO 19-1 What causes difficulties and failures in remembering?

The tip-of-the-tongue phenomenon is the temporary in-
ability to remember information that one is certain one
knows. Retrieval cues are a major strategy for recalling
information successfully.

The levels-of-processing approach to memory suggests that
the way in which information is initially perceived and an-
alyzed determines the success with which it is recalled.
The deeper the initial processing, the greater the recall.
Explicit memory refers to intentional or conscious recol-
lection of information. In contrast, implicit memory refers
to memories of which people are not consciously aware
but that can affect subsequent performance and behavior.
Flashbulb memories are memories centered on a specific,
emotionally significant event. The more distinctive

a memory is, the more easily it can be retrieved.

Memory is a constructive process: We relate memories to
the meaning, guesses, and expectations we give to events.
Specific information is recalled in terms of schemas,
organized bodies of information stored in memory that bias
the way new information is interpreted, stored, and recalled.
Eyewitnesses are apt to make substantial errors when they try
to recall the details of crimes. The problem of memory reliabil-
ity becomes even more acute when the witnesses are children.
Autobiographical memory is influenced by constructive
processes.

KEY TERMS

tip-of-the-tongue
phenomenon
recall

recognition
levels-of-processing theory
explicit memory

EVALUATE

1

. While with a group of friends at a dance, Eva bumps into

a man she dated last month. But when she tries to intro-
duce him to her friends, she cannot remember his name.
What is the term for this occurrence?

is the process of retrieving a specific item from
memory.

. A friend tells you, “I know exactly where I was and what [

was doing when [ heard that Michael Jackson died.” What is
this type of memory phenomenon called?

theory states that the
more a person analyzes a statement, the more likely he or
she is to remember it later.

RETHINK

1.

Research shows that an eyewitness’s memory for details of
crimes can contain significant errors. How might a lawyer use
this information when evaluating an eyewitness’s testimony?
Should eyewitness accounts be permissible in a court of law?

. How do schemas help people process information during

encoding, storage, and retrieval? In what ways are they help-
ful? How can they contribute to inaccurate autobiographical
memories?

Answers to Evaluate Questions

implicit memory
priming
flashbulb memories
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constructive processes
schemas
autobiographical memory



He could not remember his childhood friends, the house he grew up in, or what
he had eaten for breakfast that morning. H.M., as he is referred to in the scientific
literature, had lost his ability to remember anything beyond a few minutes, the
result of experimental surgery intended to minimize his epileptic seizures. But the
removal of his brain’s hippocampus and the loss of his temporal lobes quite literally
erased H.M.s past. He had enjoyed a normal memory until he underwent the
operation at age 27. After that, HM. said, every moment felt like waking from a
dream. He never knew where he was or the identities of the people around him
(Milner, 2005).

As the case of H.M. illustrates, a person without a normal memory faces severe
difficulties. All of us who have experienced even routine instances of forgetting—such
as not remembering an acquaintance’s name or a fact on a test-understand the very
real consequences of memory failure.

Of course, memory failure is also essential to remembering important information.
The ability to forget inconsequential details about experiences, people, and objects
helps us avoid being burdened and distracted by trivial stores of meaningless data.
Forgetting helps keep unwanted and unnecessary information from interfering with
retrieving information that is wanted and necessary (Schooler & Hertwig, 2011).

Forgetting also permits us to form general impressions and recollections. For exam-
ple, the reason our friends consistently look familiar to us is because we’re able to
forget their clothing, facial blemishes, and other transient features that change from
one occasion to the next. Instead, our memories are based on a summary of various
critical features—a far more economical use of our memory capabilities.

The first attempts to study forgetting were made by German psychologist Hermann
Ebbinghaus about 100 years ago. Using himself as the only participant in his study,
Ebbinghaus memorized lists of three-letter nonsense syllables—meaningless sets of two
consonants with a vowel in between, such as FIW and BOZ. By measuring how easy it
was to relearn a given list of words after varying periods of time had passed since the
initial learning, he found that forgetting occurred systematically, as shown in Figure 1.
As the figure indicates, the most rapid forgetting occurs in the first 9 hours, particularly
in the first hour. After 9 hours, the rate of forgetting slows and declines little, even after
the passage of many days.

Despite his primitive methods, Ebbinghaus’s study had an important influence on
subsequent research, and his basic conclusions have been upheld. There is almost
always a strong initial decline in memory, followed by a more gradual drop over time.
Furthermore, relearning of previously mastered material is almost always faster than
starting from scratch, whether the material is academic information or a motor skill
such as serving a tennis ball (Wixted & Carpenter, 2007).

Learning Outcomes
LO 20-1 Why do we forget
information?

LO 20-2 What are the major
memory impairments?
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FIGURE 1 In his classic work, Ebbinghaus
found that the most rapid forgetting
occurs in the first 9 hours after exposure
to new material. However, the rate of
forgetting then slows down and declines
very little even after many days have
passed (Ebbinghaus, 1885, 1913). Check
your own memory: What were you doing
exactly 2 hours ago? What were you
doing last Tuesday at 5 p.m.? Which
information is easier to retrieve? (Source:
Adapted from Ebbinghaus, 1913.)

FIGURE 2 One of these pennies is the
real thing. Can you find it? Why is this
task harder than it seems at first?
(Source: Adapted from Nickerson &

Adams, 1979.)
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Why We Forget

Why do we forget? One reason is that we may not have paid attention to the material
in the first place—a failure of encoding. For example, if you live in the United States,
you probably have been exposed to thousands of pennies during your life. Despite this
experience, you probably don’t have a clear sense of the details of the coin. (See this
for yourself by looking at Figure 2.) Consequently, the reason for your memory failure
is that you probably never encoded the information into long-term memory initially.
Obviously, if information was not placed in memory to start with, there is no way the
information can be recalled.

But what about material that has been encoded into memory and that can’t later
be remembered? Several processes account for memory failures, including decay, inter-
ference, and cue-dependent forgetting.
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Decay is the loss of information in memory through nonuse. This explanation
for forgetting assumes that memory traces, the physical changes that take place in the
brain when new material is learned, simply fade away or disintegrate over time
(Grann, 2007).

Although there is evidence that decay does occur, this does not seem to be the
complete explanation for forgetting. Often there is no relationship between how long
ago a person was exposed to information and how well that information is recalled. If
decay explained all forgetting, we would expect that the more time that has elapsed
between the initial learning of information and our attempt to recall it, the harder it
would be to remember it because there would be more time for the memory trace
to decay. Yet people who take several consecutive tests on the same material often
recall more of the initial information when taking later tests than they did on earlier
tests. If decay were operating, we would expect the opposite to occur (Payne, 1986;
Hardt, Nader, & Nadel, 2013).

Because decay does not fully account for forgetting, memory specialists have
proposed an additional mechanism: interference. In interference, information
stored in memory disrupts the recall of other information stored in memory. For
example, if 'm trying to recall my college classmate Jake’s name and all I can
remember is the name of another classmate, James, interference may be at work
(Naveh-Benjamin, Guez, & Sorek, 2007; Pilotti, Chodorow, & Shono, 2009; Sole-
sio-Jofre et al,, 2011).

To distinguish between decay and interference, think of the two processes in terms
of a row of books on a library shelf. In decay, the old books are constantly crumbling
and rotting away, leaving room for new arrivals. Interference processes suggest that
new books knock the old ones off the shelf, where they become hard to find or even
totally inaccessible.

Finally, forgetting may occur because of cue-dependent forgetting, forgetting
that occurs when there are insufficient retrieval cues to rekindle information that is in
memory (Tulving & Thompson, 1983). For example, you may not be able to remember
where you lost a set of keys until you mentally walk through your day, thinking of
each place you visited. When you think of the place where you lost the keys—say, the
library—the retrieval cue of the library may be sufficient to help you recall that you
left them on the desk in the library. Without that retrieval cue, you may be unable
to recall the location of the keys.

Most research suggests that interference and cue-dependent forgetting are key
processes in forgetting (Mel'nikov, 1993; Bower, Thompson, & Tulving, 1994). We
forget things mainly because new memories interfere with the retrieval of old ones
or because appropriate retrieval cues are unavailable, not because the memory trace
has decayed.

Proactive and Retroactive
Interference: The Before
and After of Forgetting

There are actually two sorts of interference that influence forgetting. One is proac-
tive interference, and the other is retroactive interference (Bunting, 2006; Jacoby
et al., 2007).

In proactive interference, information learned earlier disrupts the recall of
newer material. Suppose, as a student of foreign languages, you first learned French
in the 10th grade, and then in the 11th grade you took Spanish. When in the 12th
grade you take a college subject achievement test in Spanish, you may find you have
difficulty recalling the Spanish translation of a word because all you can think of is
its French equivalent.

decay The loss of information
in memory through its nonuse.

interference The phenomenon by
which information in memory disrupts
the recall of other information.

cue-dependent forgetting Forgetting
that occurs when there are insufficient
retrieval cues to rekindle information
that is in memory.

[ Study Alert

Memory loss through decay
comes from nonuse of the
memory; memory loss through
interference is due to the
presence of other information
in memory.

proactive interference Interference in
which information learned earlier disrupts
the recall of material learned later.
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retroactive interference Interference
in which material that was learned later
disrupts the retrieval of information that
was learned earlier.

PsychTech

Having trouble remem-
bering something on your
computer screen? Accord-
ing to research by Connor
Diemand-Yauman and
colleagues, changing the
font into something harder
to read may make it easier
to remember. The expla-
nation is that the unusual
font forces us to concen-
trate more intently on the
information, making it more
memorable.

Take =
Spanish Proactive Interferenc

test

Take : Tl
French Retroactive Interference:

test

FIGURE 3 Proactive interference occurs when material learned earlier interferes with the recall
of newer material. In this example, studying French before studying Spanish interferes with
performance on a Spanish test. In contrast, retroactive interference exists when material
learned after initial exposure to other material interferes with the recall of the first material.

In this case, retroactive interference occurs when recall of French is impaired because of later
exposure to Spanish.

In contrast, retroactive interference occurs when material that was learned later
disrupts the retrieval of information that was learned earlier. If, for example, you have
difficulty on a French subject achievement test because of your more recent exposure
to Spanish, retroactive interference is the culprit (see Figure 3). Similarly, retroactive
interference can account for the lack of accuracy of eyewitness memories, as newer
information about a crime obtained from newspaper accounts may disrupt the initial
memory of the observation of the crime.

One way to remember the difference between proactive and retroactive interfer-
ence is to keep in mind that proactive interference progresses in time-the past inter-
feres with the present. In contrast, retroactive interference retrogresses in time,
working backward as the present interferes with the past.

Although the concepts of proactive and retroactive interference illustrate how
material may be forgotten, they still do not explain whether forgetting is caused by
the actual loss or modification of information or by problems in the retrieval of infor-
mation. Most research suggests that material that has apparently been lost because of
interference can eventually be recalled if appropriate stimuli are presented (Tulving &
Psotka, 1971; Anderson, 1981), but the question has not been fully answered.

Memory Dysfunctions:
Afflictions of Forgetting

Like so many things, it’s a process. It starts with little things like misplacing keys or
glasses. Then you forget the names of common household items and you miss appoint-
ments. Next you can’t drive in traffic without becoming confused and anxious. You
try to hide what’s happening, but everybody knows. Finally your lapses become more
consequential: You nearly get run over; you have a traffic accident. When you can no
longer do the things you rely on for everyday living, like getting dressed or making
coffee, you know what’s going on though you’re helpless to change it.
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These memory problems are symptomatic of Alzheimer’s disease, a progressive
brain disorder that leads to a gradual and irreversible decline in cognitive abilities.
Alzheimer’s is the fourth leading cause of death among adults in the United States,
affecting an estimated 5 million people.

In the beginning, Alzheimer’s symptoms appear as simple forgetfulness of things
such as appointments and birthdays. As the disease progresses, memory loss becomes
more profound, and even the simplest tasks—such as using a telephone—are forgotten.
Ultimately, victims may lose their ability to speak or comprehend language, and phys-
ical deterioration sets in, leading to death.

The causes of Alzheimer’s disease are not fully understood. Increasing evidence
suggests that Alzheimer’s results from an inherited susceptibility to a defect in
the production of the protein beta amyloid, which is necessary for the maintenance
of nerve cell connections. When the synthesis of beta amyloid goes awry, large
clumps of cells form, triggering inflammation and the deterioration of nerve cells
in the brain (Selkoe, 2008; Hyman, 2011).

~

From the perspective of . ..

A Health-Care Provider what sorts of activities
might health-care providers offer their patients to help
them combat the memory loss of Alzheimer’s disease?

Alzheimer’s disease is one of a number of memory dysfunctions. Another is amnesia,
memory loss that occurs without other mental difficulties. The type of amnesia immor-
talized in countless Hollywood films involves a victim who receives a blow to the head
and is unable to remember anything from his or her past. In reality, amnesia of this type,
known as retrograde amnesia, is quite rare. In retrograde amnesia, memory is lost for
occurrences prior to a certain event, but not for new events. Usually, lost memories
gradually reappear, although full restoration may take as long as several years. In certain
cases, some memories are lost forever. But even in cases of severe memory loss, the loss
is generally selective. For example, although people suffering from retrograde amnesia may
be unable to recall friends and family members, they still may be able to play complicated
card games or knit a sweater quite well (Verfaellie & Keane, 2002; Bright, Buckman, &
Fradera, 2006).

A second type of amnesia is exemplified by people who remember nothing of
their current activities. In anterograde amnesia, loss of memory occurs for events
that follow an injury. Information cannot be transferred from short-term to long-term
memory, resulting in the inability to remember anything other than what was in long-
term storage before the accident (Gilboa, Winocur, & Rosenbaum, 2006).

Amnesia is also a result of Korsakoff’s syndrome, a disease that afflicts long-term
alcoholics. Although many of their intellectual abilities may be intact, Korsakoff’s suffer-
ers display a strange array of symptoms, including hallucinations and a tendency to repeat
the same story over and over (van Oort & Kessels, 2009; Wester et al,, 2013).

Fortunately, most of us have intact memory, and the occasional failures we suffer may
actually be preferable to having a perfect memory. Consider, for instance, the case of a
man who had total recall. After reading passages of Dante’s The Divine Comedy in Italian—a
language he did not speak—he was able to repeat them from memory some 15 years later.
He could memorize lists of 50 unrelated words and recall them at will more than a decade
later. He could even repeat the same list of words backward, if asked (Luria, 1968).

Alzheimer’s disease A progressive
brain disorder that leads to a gradual
and irreversible decline in cognitive
abilities.

amnesia Memory loss that occurs
without other mental difficulties.

retrograde amnesia Amnesia in which
memory is lost for occurrences prior to a
certain event, but not for new events.

anterograde amnesia Amnesia in
which memory is lost for events that
follow an injury.

Korsakoff’s syndrome A disease that
afflicts long-term alcoholics, leaving
some abilities intact but including
hallucinations and a tendency to repeat
the same story.
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Study Alert

Except for Alzheimer’s
disease, memory disorders are
relatively rare.

Such a skill at first may seem to be enviable, but it actually presented quite a

problem. The man’s memory became a jumble of lists of words, numbers, and names;
when he tried to relax, his mind was filled with images. Even reading was difficult
because every word evoked a flood of thoughts from the past that interfered with his
ability to understand the meaning of what he was reading. Partially as a consequence
of the man’s unusual memory, psychologist A. R. Luria, who studied his case, found
him to be a “disorganized and rather dull-witted person” (Luria, 1968). We might be
grateful, then, that forgetfulness plays a role in our lives.

% of Psychology

Improving Your Memory

Apart from the advantages of forgetting, say, a bad date, most of us would like to find
ways to improve our memories. Among the effective strategies for studying and remem-
bering course material:

Use the keyword technique. If you are studying a foreign language, try the keyword
technique of pairing a foreign word with a common English word that has a similar
sound. This English word is known as the keyword. For example, to learn the
Spanish word for duck (pato, pronounced pot-0), you might choose the keyword
pot; for the Spanish word for horse (caballo, pronounced cob-eye-yo), the keyword
might be eye. Once you have thought of a keyword, imagine the Spanish word
“interacting” with the English keyword. You might envision a duck taking a bath in a
pot to remember the word pato or a horse with a large, bulging eye in the center
of its head to recall caballo (Carney & Levin, 1998; Wyra, Lawson, & Hungi, 2007).
Rely on organization cues. Recall material you read in textbooks by organizing the
material in memory the first time you read it. Organize your reading on the basis of
any advance information you have about the content and about its arrangement.
You will then be able to make connections and see relationships among the various
facts and process the material at a deeper level, which in turn will later aid recall.
Take effective notes. “Less is more” is perhaps the best advice for taking lecture
notes that facilitate recall. Rather than trying to jot down every detail of a lecture, it
is better to listen and think about the material, and take down the main points. In
effective note taking, thinking about the material when you first hear it is more
important than writing it down. This is one reason that borrowing someone else’s
notes is a bad idea; you will have no framework in memory that you can use to
understand them (Feldman, 2010).

Practice and rehearse. Although practice does not necessarily make perfect, it
helps. By studying and rehearsing material past initial mastery—a process called
overlearning—people are able to show better long-term recall than they show if
they stop practicing after their initial learning of the material.

Talk to yourself. If you have trouble remembering names of people who you have
recently met, one way to help yourself is to say their names out loud when you are
first introduced. It will make it easier to retrieve the information later because the
information is stored in additional ways in your brain.

Don'’t believe claims about drugs that improve memory. Advertisements for One-a-
Day vitamins with ginkgo biloba or Quanterra Mental Sharpness Product would have
you believe that taking a drug or supplement can improve your memory. Not so,
according to the results of numerous studies. No research has shown that commer-
cial memory enhancers are effective (Gold, Cahill, & Wenk, 2002; McDaniel, Maier, &
Einstein, 2002; Burns, Bryan, & Nettelbeck, 2006).
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RECAP/EVALUATE/RETHINK

RECAP 2. Difficulty in accessing a memory because of the presence
of other information is known as

SO Wieyy €0 e ot il onme o) 3. interference occurs when material is difficult
e Several processes account for memory failure, including to retrieve because of subsequent exposure to other
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cue-dependent forgetting. retrieving material as a result of the interference of previ-
. . . ously learned material.
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e Among the memory dysfunctions are Alzheimer’s disease, information:
which leads to a progressive loss of memory, and amne- 1. Affects alcoholics; may result in hallucinations.
sia, a memory loss that occurs without other mental diffi- 2. Memory loss occurring without other mental problems.
culties and can take the forms of retrograde amnesia and 3. Beta amyloid defect; progressive forgetting and physical
anterograde amnesia. Korsakoff’s syndrome is a disease deterioration.
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Our-examination of memory has highlighted the processes of encoding, storage, and retrieval,
and theories about how these processes occur. We also encountered several phenomena
relating to memory, including the tip-of-the-tongue phenomenon and flashbulb memories.
Above all, we observed that memory is a constructive process by which interpretations, expec-
tations, and guesses contribute to the nature of our memories.

Before moving on to the next chapter, return to the prologue on Jill Price’s perfect
memory for events in her life. Consider the following questions in light of what you now
know about memory.

1. How might you explain why someone like Price can remember ftrivial life events from
years ago but someone cannot remember to return a library book?

2. How might Price’s unusual memory be useful to her? How might it be detrimental
to her?

3. What might Price’s skills suggest about the nature of memory and forgetting?

4. From a researcher’s point of view, what would you do to ascertain that Price’s
memories are truly accurate?
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MODULE 18 The Foundations of Memory

Memory: Encoding, storing, and retrieving information
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MODULE 19 Recalling Long-Term Memaories

Retrieval Cues: Stimuli that allow recall of information
stored in long-term memory
¢ Recall: Remembering specific information
¢ Recognition: Knowing whether one has
been previously exposed to given information

Levels of Processing Theory: Recall depends on how much
the information was processed when it was first encountered

Explicit Memories: Conscious recall of information

Implicit Memories: Memories of which people are not
consciously aware

Flashbulb Memaories:
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event that are recalled
easily and with vivid
imagery
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Learning Outcomes for Chapter 7

LO 21-1
LO 21-2
LO 21-3

What is thinking?
What processes underlie reasoning and decision making?

How do people approach and solve problems?

LO 21-4 What are the major obstacles to problem solving?

LO 221
LO 22-2

LO 231

LO 23-2

LO 23-3
LO 23-4
LO 23-5

How do people use language?

How does language develop?

What are the different definitions and conceptions
of intelligence?

What are the major approaches to measuring intelligence,

and what do intelligence tests measure?
How can the extremes of intelligence be characterized?
Are traditional IQ tests culturally biased?

To what degree is intelligence influenced by the environment

and to what degree by heredity?

Thinking and Reasoning

Mental Images: Examining the Mind’s Eye
Concepts: Categorizing the World

Neuroscience in Your Life: How Culture
Influences How We Categorize the World

Algorithms and Heuristics
Solving Problems

Applying Psychology in the 21st Century:
Sleep On It

Creativity and Problem Solving

Becoming an Informed Consumer of
Psychology: Thinking Critically and
Creatively

Language
Grammar: Language’s Language

Language Development: Developing a
Way with Words

Understanding Language Acquisition:
Identifying the Roots of Language

The Influence of Language on Thinking:
Do Eskimos Have More Words for Snow
Than Texans Do?

Do Animals Use Language?

Exploring Diversity: Teaching with
Linguistic Variety: Bilingual Education

MODULE 23

Intelligence

Theories of Intelligence: Are There
Different Kinds of Intelligence?

Assessing Intelligence
Variations in Intellectual Ability

Group Differences in Intelligence: Genetic
and Environmental Determinants

Exploring Diversity: The Relative Influence
of Genetics and Environment: Nature,
Nurture, and 1Q
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Prologue I’ll take “Artificial Intelligence” for $1,000, Alex

“This facial wear made Israel’s Moshe Dayan instantly recognizable
worldwide.”

Such was the $1,600 clue in the category “The eyes have it”
of a mock round of the popular television game show, Jeopardy.

The contestants had mere moments to think about the question
that appeared in writing in front of them—as long as it took the host
to read the words aloud. As soon as he was done, it was time for the
contestants to compete to be the first to buzz in and give an answer.

The three contestants quickly performed these mental
gymnastics to come up with the correct answer, but only one hit
the buzzer first. “What is an eye patch?” he correctly replied,
adding $1,600 to his pot and handily beating his opponents—
opponents who happened to be former Jeopardy champions. But
this competitor was special in his own right: he wasn’t even
human. He was a computer named Watson, and he was winning
(Baker, 2011; Rachlin, 2012).

Y LOOKING anesc

Watson has gone on to do a lot more than win Jeopardy (which it
did easily, beating a team of human Jeopardy champions). Watson
is now better at diagnosing cancer than humans, is partnering
with banks to help make investment decisions, and is helping
workers who answer the phone at corporate call centers person-
alize their responses (IBM, 2012, 2013; Love, 2013).

Despite its capabilities, though, Watson is still no match for
the amazing human computer that resides within our bodies: the
brain. Our brains can recognize emotions displayed through
subtle nonverbal behavior, can comprehend complicated gram-
matical linguistic constructions, and can tell and understand
jokes. It can accomplish all this in the course of our daily lives,
even though we may have little or no idea how it does so. The
mystery of how the brain processes language and all its
nuances—as well as how it uses information to solve problems
and make decisions—is the subject to which we now turn.

Answers to these questions come from cognitive psychology,
the branch of psychology that focuses on the study of higher mental
processes, including thinking, language, memory, problem solving,
knowing, reasoning, judging, and decision making. Clearly, the
realm of cognitive psychology is broad.

238

We begin by considering concepts, the building blocks of
thinking. We examine different strategies for approaching prob-
lems, means of generating solutions, and ways of making judg-
ments about the usefulness and accuracy of solutions.

Next we turn to the way we communicate with others:
Language. We consider how language is developed and
acquired, its basic characteristics, and the relationship between
language and thought.

Finally, we examine intelligence. We consider the challenges
involved in defining and measuring intelligence, and then examine
the two groups displaying extremes of intelligence: people with
mental retardation and the gifted. We explore what are probably
the two most controversial issues surrounding intelligence: the
degree to which intelligence is influenced by heredity and by the
environment and whether traditional tests of intelligence are
biased toward the dominant cultural groups in society—a difficult
issue that has both psychological and social significance.

cognitive psychology The branch of psychology that focuses on
the study of higher mental processes, including thinking, language,
memory, problem solving, knowing, reasoning, and judging.



What are you thinking about at this momenw

The mere ability to pose such a question underscores the distinctive nature of the
human ability to think. No other species contemplates, analyzes, recollects, or plans the
way humans do. Understanding what thinking is, however, goes beyond knowing that
we think. Philosophers, for example, have argued for generations about the meaning of
thinking, with some placing it at the core of human beings’ understanding of their
own existence.

Psychologists define thinking as brain activity in which we mentally manipulate
information, including words, visual images, sounds, or other data. Thinking transforms
information into new and different forms, allowing us to answer questions, make
decisions, solve problems, or make plans.

Although a clear sense of what specifically occurs when we think remains elusive,
our understanding of the nature of the fundamental elements involved in thinking is
growing. We begin by considering our use of mental images and concepts, the building
blocks of thought.

Mental Images:
Examining the Mind’s Eye

Think of your best friend.

Chances are that you “see” some kind of visual image when asked to think of her
or him, or any other person or object for that matter. To some cognitive psychologists,
such mental images constitute a major part of thinking.

Mental images are representations in the mind of an object or event. They
are not just visual representations; our ability to “hear” a tune in our heads also
relies on a mental image. In fact, every sensory modality may produce correspond-
ing mental images (De Beni, Pazzaglia, & Gardini, 2007; Gardini et al., 2009; Ko¢ak
et al, 2011).

Research has found that our mental images have many of the properties of the actual
stimuli they represent. For example, it takes the mind longer to scan mental images of
large objects than small ones, just as the eye takes longer to scan an actual large object
than an actual small one. Similarly, we are able to manipulate and rotate mental images
of objects, just as we are able to manipulate and rotate them in the real world (Mast &
Kosslyn, 2002; Zacks, 2008; Reisberg, 2013; see Figure 1).

Some experts see the production of mental images as a way to improve various skills.
For instance, many athletes use mental imagery in their training. Basketball players may
try to produce vivid and detailed images of the court, the basket, the ball, and the noisy
crowd. They may visualize themselves taking a foul shot, watching the ball, and hearing
the swish as it goes through the net. And it works: The use of mental imagery can lead
to improved performance in sports (Fournier, Deremaux, & Bernier, 2008; Moran, 2009;
Velentzas, Heinen, & Schack, 2011).

Learning Outcomes
LO 21-1 What is thinking?

LO 21-2 What processes
underlie reasoning and
decision making?

LO 21-3 How do people
approach and solve problems?

LO 21-4 What are the major
obstacles to problem solving?

thinking Brain activity in which peo-
ple mentally manipulate information,
including words, visual images, sounds,
or other data.

mental images Representations in the
mind of an object or event.

PsychTech

Researcher Adam Wilson
has developed a method

of tweeting by thinking.

The process involves being
outfitted with electrodes that
react to changes in brain ac-
tivity. It's slow going, though:
the fastest tweeters are able
to create tweets at only

8 characters per minute.
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FIGURE 1 Try to mentally rotate one of
each pair of patterns to see if it is the same
as the other member of that pair. It’s likely
that the more you have to mentally rotate a
pattern, the longer it will take to decide if
the patterns match one another. Does this
mean that it will take you longer to visualize
a map of the world than a map of the United
States? Why or why not? (Source: Adapted
from Shepard & Metzler, 1971.)

Athletes use mental imagery to focus on a

task, a process they call “getting in the
zone.” What other occupations might
require the use of strong mental imagery?

concept A mental grouping of similar
objects, events, or people.

From the perspective of . . .\

A Human Resources Specialist How might
you use the research on mental imagery to improve

employees’ performance?

Concepts: Categorizing the World

If someone asks you what is in your kitchen cabinet, you might answer with a detailed
list of items (a jar of peanut butter, three boxes of macaroni and cheese, six unmatched
dinner plates, and so forth). More likely, though, you would respond by naming some
broader categories, such as “food” and “dishes.”

Using such categories reflects the operation of concepts. Concepts are mental
groupings of similar objects, events, or people. Concepts enable us to organize complex
phenomena into cognitive categories that are easier to understand and remember
(Murphy, 2005; Connolly, 2007; Kreppner et al,, 2011).

Concepts help us classify newly encountered objects on the basis of our past
experience. For example, we can surmise that someone tapping a handheld screen is
probably using some kind of computer or PDA, even if we have never encountered
that specific model before. Ultimately, concepts influence behavior. We would assume,
for instance, that it might be appropriate to pet an animal after determining that it is
a dog, whereas we would behave differently after classifying the animal as a wolf. (Also
see Neuroscience in Your Life.)

When cognitive psychologists first studied concepts, they focused on those that
were clearly defined by a unique set of properties or features. For example, an equilateral



Module 21 Thinking and Reasoning 241

Neuroscience in Your Life;

Influences How We Categoriz

The way we categorize our world is heavily influenced by the culture in which we develop. For
example, when English-speaking and Mandarin Chinese-speaking individuals are asked if certain
things belong in a category, they will place them in the same one. For example, if they are asked
if ducks and penguins are both birds, they will process the information similarly as seen in the
fMRI images (A). However, when they are asked if those same items are typical or atypical of
that category, different patterns of brain activity are seen in images (B). Only English speakers,
however, show different processing between typical and atypical images within categories,
suggesting that while overall we use similar areas for categorization across cultures, the way we
distinguish between those in a category may be different (Liu et al., 2013).

(A) Yes vs. No
English Chinese

(B) Atypical vs. Typical
English Chinese

triangle is a closed shape that has three sides of equal length. If an object has these
characteristics, it is an equilateral triangle; if it does not, it is not an equilateral triangle.

Other concepts—often those with the most relevance to our everyday lives—are more
ambiguous and difficult to define. For instance, broader concepts such as “table” and “bird”
have a set of general, relatively loose characteristic features, rather than unique, clearly
defined properties that distinguish an example of the concept from a nonexample. When
we consider these more ambiguous concepts, we usually think in terms of examples called
prototypes. Prototypes are typical, highly representative examples of a concept that cor-
respond to our mental image or best example of the concept. For instance, although a robin
and an ostrich are both examples of birds, the robin is an example that comes to most
people’s minds far more readily. Consequently, robin is a prototype of the concept “bird.”
Similarly, when we think of the concept of a table, we're likely to think of a coffee table
before we think of a drafting table, making a coffee table closer to our prototype of a table.

prototypes Typical, highly representa-
tive examples of a concept.
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algorithm A rule that, if applied
appropriately, guarantees a solution to
a problem.

heuristic A thinking strategy that may
lead us to a solution to a problem or de-
cision, but—unlike algorithms—may
sometimes lead to errors.

Study Alert

Remember that algorithms are
rules that always provide a
solution, whereas heuristics are
shortcuts that may provide a
solution.

Relatively high agreement exists among people in a particular culture about which
examples of a concept are prototypes as well as which examples are not. For instance,
most people in Western cultures consider cars and trucks good examples of vehicles,
whereas elevators and wheelbarrows are not considered very good examples. Conse-
quently, cars and trucks are prototypes of the concept of a vehicle.

Concepts enable us to think about and understand more readily the complex world
in which we live. For example, the suppositions we make about the reasons for other
people’s behavior are based on the ways in which we classify behavior. Hence, our con-
clusion about a person who washes her hands 20 times a day could vary, depending on
whether we place her behavior within the conceptual framework of a health-care worker
or a mental patient. Similarly, physicians make diagnoses by drawing on concepts and
prototypes of symptoms that they learned about in medical school. Finally, concepts and
prototypes facilitate our efforts to draw suitable conclusions through the cognitive process
we turn to next reasoning.

Algorithms and Heuristics

When faced with making a decision, we often turn to various kinds of cognitive shortcuts,
known as algorithms and heuristics, to help us. An algorithm is a rule that, if applied
appropriately, guarantees a solution to a problem. We can use an algorithm even if we
cannot understand why it works. For example, you may know that you can find the
length of the third side of a right triangle by using the formula a® + b*> = ¢? although
you may not have the foggiest notion of the mathematical principles behind the formula.

For many problems and decisions, however, no algorithm is available. In those
instances, we may be able to use heuristics to help us. A heuristic is a thinking
strategy that may lead us to a solution to a problem or decision, but—unlike algorithms—
may sometimes lead to errors. Heuristics increase the likelihood of success in coming
to a solution, but, unlike algorithms, they cannot ensure it. For example, when I play
tic-tac-toe, I follow the heuristic of placing an X in the center square when I start the
game. This tactic doesn’t guarantee that [ will win, but experience has taught me that
it will increase my chances of success. Similarly, some students follow the heuristic of
preparing for a test by ignoring the assigned textbook reading and only studying their
lecture notes—a strategy that may or may not pay off.

Although heuristics often help people solve problems and make decisions, certain
kinds of heuristics may lead to inaccurate conclusions. For example, the availability
heuristic involves judging the likelihood of an event occurring on the basis of how
easy it is to think of examples. According to this heuristic, we assume that events
we remember easily are likely to have occurred more frequently in the past—and are
more likely to occur in the future—than events that are harder to remember.

For instance, the availability heuristic makes us more afraid of dying in a plane crash
than in an auto accident, despite statistics clearly showing that airplane travel is much
safer than auto travel. Similarly, although 10 times as many people die from falling out
of bed than from lightning strikes, we’re more afraid of being hit by lightning. The reason
is that plane crashes and lightning strikes receive far more publicity, and they are there-
fore more easily remembered (Oppenheimer, 2004; Fox, 2006; Kluger, 2006; Caruso, 2008).

We also make use of a familiarity heuristic, in which familiar items are seen as superior
to those that are unfamiliar. For example, suppose each time you went to a supermarket
you had to ponder every type of yogurt to decide which you wanted-as well as every
other item on your grocery list. Instead, you see the brand of yogurt you usually buy and
settle for it. Usually it’s a good rule of thumb because it saves a lot of time.

On the other hand, it’s not so good if you are an emergency room physician
susceptible to the familiarity heuristic. If you simply settle on the first, most obvious
diagnosis for a patient presenting particular symptoms (the ones that are most familiar
to you), you may miss making a more accurate diagnosis (Herbert, 2011).

Algorithms and heuristics may be characteristic of human thinking, but scientists
are now programming computers to mimic human thinking and problem solving. In
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fact, they are making significant inroads with computers in terms of the ability to solve
problems and carry out some forms of intellectual activities. According to experts who
study artificial intelligence, the field that examines how to use technology to imitate
the outcome of human thinking, problem solving, and creative activities, computers
can show rudiments of humanlike thinking because of their knowledge of where
to look—and where not to look—for an answer to a problem. They suggest that the
capacity of computer programs (such as those that play chess) to evaluate potential
moves and to ignore unimportant possibilities gives them thinking ability (Prasad, 2006;
Copeland & Proudfoot, 2007; Megill, 2013).

Solving Problems

According to an old legend, a group of Vietnamese monks guard three towers on which
sit 64 golden rings. The monks believe that if they succeed in moving the rings from
the first tower to the third according to a series of rigid rules, the world as we know
it will come to an end. (Should you prefer that the world remain in its present state,
there’s no need for immediate concern: The puzzle is so complex that it will take the
monks about a trillion years to solve it.)

In the Tower of Hanoi puzzle, a simpler version of the task facing the monks,
three disks are placed on three posts in the order shown in Figure 2. The goal of the
puzzle is to move all three disks to the third post, arranged in the same order, by
using as few moves as possible. There are two restrictions: Only one disk can be moved
at a time, and no disk can ever cover a smaller one during a move.

Why are cognitive psychologists interested in the Tower of Hanoi problem? Because
the way people go about solving such puzzles helps illuminate how people solve
complex, real-life problems. Psychologists have found that problem solving typically
involves the three steps illustrated in Figure 3: preparing to create solutions, producing
solutions, and evaluating the solutions that have been generated.

PREPARATION: UNDERSTANDING AND DIAGNOSING PROBLEMS

When approaching a problem like the Tower of Hanoi, most people begin by trying
to understand the problem thoroughly. If the problem is a novel one, they probably
will pay particular attention to any restrictions placed on coming up with a solution—
such as the rule for moving only one disk at a time in the Tower of Hanoi problem.
If, by contrast, the problem is a familiar one, they are apt to spend considerably less
time in this preparation stage.

Problems vary from well defined to ill defined. In a well-defined problem—such as a
mathematical equation or the solution to a jigsaw puzzle-both the nature of the prob-
lem itself and the information needed to solve it are available and clear. Thus, we can
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FIGURE 2 The goal of the Tower of Hanoi puzzle is to move all three disks from the first post to
the third and still preserve the original order of the disks, using the fewest number of moves
possible while following the rules that only one disk at a time can be moved and no disk can
cover a smaller one during a move. Try it yourself before you look at the solution, which is listed
according to the sequence of moves.
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Study Alert

Use the three steps of problem
solving to organize your study-
ing: Preparation, Production,
and Judgment (PPJ).

\l‘

Preparation
Understanding
and diagnosing
problems

Production
- Generating
solutions

FIGURE 3 Steps in problem solving.
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FIGURE 4 The three major categories of a. Arrangement problems

problems: (a) arrangement, (b) inducing 1. Anagrams: Rearrange the letters in each set to make an English word:
structure, and (c) transformation. Solutions
appear in Figure 5. (Source: Adapted from
Bourne et al., 1986.)

2. Two strings hang from a ceiling but are too far apart to allow a person to hold one and walk
to the other. On the floor are a book of matches, a screwdriver, and a few pieces of cotton.
How could the strings be tied together?

I
&

b. Problems of inducing structure
1. What number comes next in the series?
142434445464
2. Complete these analogies:
baseball is to bat as tennis is to

merchant is to sell as customer is to
c. Transformation problems
1. Water jars: A person has three jars with the following capacities:

&

Jar A: Jar B: Jar C:
28 ounces 7 ounces 5 ounces

How can the person measure exactly 11 ounces of water?

2. Ten coins are arranged in the following way. By moving only two of the coins,
make two rows that each contains six coins.
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a. Arrangement problems
1. FACET, DOUBT, THICK, NAIVE, ANVIL
2. The screwdriver is tied to one of the

strings. This makes a pendulum that can
be swung to reach the other string.

b. Problems of inducing structure
1.7
2. racket; buy

c. Transformation problems

1. Fill jar A; empty into jar B once and into jar C twice.
What remains in jar A is 11 ounces.

2.
K
i
et
SOMETs,
S
Q;:-._.-.
o
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O L
a;ée‘s':,‘m;;'%i"’a‘ Geced et
L A
oo 8 1
Stack one - S ! Move one
coin in the . o ’ coin in the
vertical row in _."*q.‘é ¢ vertical row
A WL
the center, so e ;. tothe end
- Y we
it becomes v e ) ofthe
A q
part of both b horizontal
rows. o 2 row.
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make straightforward judgments about whether a potential solution is appropriate.
With an ill-defined problem, such as how to increase morale on an assembly line or to
bring peace to the Middle East, not only may the specific nature of the problem be
unclear, the information required to solve the problem may be even less obvious
(Newman, Willoughby, & Pruce, 2011; Mayer, 2013).

Kinds of Problems. Typically, a problem falls into one of the three categories shown
in Figure 4: arrangement, inducing structure, and transformation. Solving each type
requires somewhat different kinds of psychological skills and knowledge.

Arrangement problems require the problem solver to rearrange or recombine elements
in a way that will satisfy a certain criterion. Usually, several different arrangements can
be made, but only one or a few of the arrangements will produce a solution. Anagram
problems and jigsaw puzzles are examples of arrangement problems (Coventry et al., 2003).

In problems of inducing structure, a person must identify the existing relationships
among the elements presented and then construct a new relationship among them. In
such a problem, the problem solver must determine not only the relationships among
the elements but also the structure and size of the elements involved. In the example
shown in Figure 4b, a person must first determine that the solution requires the num-
bers to be considered in pairs (14-24-34-44-54-64). Only after identifying that part of
the problem can a person determine the solution rule (the first number of each pair
increases by one, whereas the second number remains the same).

The Tower of Hanoi puzzle represents the third kind of problem-—transformation
problems—that consist of an initial state, a goal state, and a method for changing the initial
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FIGURE 5 Solutions to the problems in
Figure 4. (Source: Adapted from Bourne

et al.,, 1986.)
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Problem: Surgery or radiation?

Survival Frame

Mortality Frame

Surgery: Of 100 people having surgery, 90 live through Surgery: Of 100 people having surgery, 10 die during
the post-operative period, 68 are alive at the end of the surgery, 32 die by the end of the first year, and 66 die by
first year, and 34 are alive at the end of 5 years. the end of 5 years.

Radiation: Of 100 people having radiation therapy, all live Radiation: Of 100 people having radiation therapy, none
through the treatment, 77 are alive at the end of 1 year, die during the treatment, 23 die by the end of 1 year,

and 22 are alive at the end of 5 years.

Far more patients choose surgery

and 78 die by the end of 5 years.

Far more patients choose radiation

FIGURE 6 A decision often is affected by the way a problem is framed. In this case, most would
choose radiation over surgery, despite similar results.

state into the goal state. In the Tower of Hanoi problem, the initial state is the original
configuration, the goal state is to have the three disks on the third peg, and the method is
the rules for moving the disks (Emick & Welsh, 2005; Majeres, 2007; Van Belle et al, 2011).

Whether the problem is one of arrangement, inducing structure, or transformation,
the preparation stage of understanding and diagnosing is critical in problem solving
because it allows us to develop our own cognitive representation of the problem and
to place it within a personal framework. We may divide the problem into subparts or
ignore some information as we try to simplify the task. Winnowing out nonessential
information is often a critical step in the preparation stage of problem solving. Our
ability to represent a problem-and the solution we eventually come to—depends on
the way a problem is framed. Imagine that you were a cancer patient having to choose
between either the option of surgery or of radiation, as shown in Figure 6. When the
options are framed in terms of survival, only 18% of participants in a study chose radi-
ation over surgery. However, when the choice was framed in terms of dying, 44% chose
radiation over surgery—even though the outcomes are similar with either treatment
option (Tversky & Kahneman, 1987; Chandran & Menon, 2004).

PRODUCTION: GENERATING SOLUTIONS

After preparation, the next stage in problem solving is the production of possible
solutions. If a problem is relatively simple, we may already have a direct solution stored
in long-term memory, and all we need to do is retrieve the appropriate information.
If we cannot retrieve or do not know the solution, we must generate possible solutions
and compare them with information in long- and short-term memory.

At the most basic level, we can solve problems through trial and error. Thomas
Edison invented the lightbulb only because he tried thousands of different kinds of
materials for a filament before he found one that worked (carbon). The difficulty with
trial and error, of course, is that some problems are so complicated that it would take
a lifetime to try out every possibility. For example, according to some estimates, there
are some 10'* possible sequences of chess moves (Fine & Fine, 2003).
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In place of trial and error, complex problem solving often involves the use of
heuristics, cognitive shortcuts that can generate solutions. Probably the most frequently
applied heuristic in problem solving is a means-ends analysis, which involves
repeated tests for differences between the desired outcome and what currently exists.
Consider this simple example (Huber, Beckmann, & Herrmann, 2004; Chrysikou, 2006;
Bosse, Gerritsen, & Treur, 2011):

I want to take my son to preschool. What’s the difference between what I have and
what I want? One of distance. What changes distance? My automobile. My automobile
won’t work. What is needed to make it work? A new battery. What has new batteries?
An auto repair shop. . . .

In a means-end analysis, each step brings the problem solver closer to a resolution.
Although this approach is often effective, if the problem requires indirect steps that
temporarily increase the discrepancy between a current state and the solution, means-ends
analysis can be counterproductive. For example, sometimes the fastest route to the sum-
mit of a mountain requires a mountain climber to backtrack temporarily; a means-end
approach—that implies that the mountain climber should always forge ahead and upward-
will be ineffective in such instances.

For other problems, the best approach is to work backward by focusing on the goal,
rather than the starting point, of the problem. Consider, for example, the water lily problem:

Water lilies are growing on Blue Lake. The water lilies grow rapidly, so that the
amount of water surface covered by lilies doubles every 24 hours. On the first day
of summer, there was just one water lily. On the 90th day of the summer, the lake
was entirely covered. On what day was the lake half covered? (Reisberg, 1997)

If you start searching for a solution to the problem by thinking about the initial
state on day 1 (one water lily) and move forward from there, you're facing a daunting
task of trial-and-error estimation. But try taking a different approach: Start with day
90, when the entire lake was covered with lilies. Given that the lilies double their
coverage daily, on the prior day only half the lake was covered. The answer, then, is
day 89, a solution found by working backward (Bourne et al, 1986; Hunt, 1994).

Forming Subgoals: Dividing Problems into Their Parts. Another heuristic com-
monly used to generate solutions is to divide a problem into intermediate steps, or
subgoals, and solve each of those steps. For instance, in our modified Tower of Hanoi
problem, we could choose several obvious subgoals, such as moving the largest disk
to the third post.

If solving a subgoal is a step toward the ultimate solution to a problem, identify-
ing subgoals is an appropriate strategy. In some cases, however, forming subgoals is
not all that helpful and may actually increase the time needed to find a solution. For
example, some problems cannot be subdivided. Others—like some complicated math-
ematical problems—are so complex that it takes longer to identify the appropriate
subdivisions than to solve the problem by other means (Reed, 1996; Kaller et al,, 2004;
Fishbach, Dhar, & Zhang, 2006).

Insight: Sudden Awareness. Some approaches to generating possible solutions focus
less on step-by-step heuristics than on the sudden bursts of comprehension that one
may experience during efforts to solve a problem. In a classic study the German psy-
chologist Wolfgang K&hler examined learning and problem-solving processes in chim-
panzees (Koéhler, 1927). In his studies, Kohler exposed chimps to challenging situations
in which the elements of the solution were all present; all the chimps needed to do
was put them together.

In one of Kohler’s studies, chimps were kept in a cage in which boxes and sticks
were strewn about, and a bunch of tantalizing bananas hung from the ceiling, out of
reach. Initially, the chimps made trial-and-error attempts to get to the bananas: They
would throw the sticks at the bananas, jump from one of the boxes, or leap wildly from

means-ends analysis Involves
repeated tests for differences between
the desired outcome and what cur-
rently exists.

PsychTech

Research comparing people
working together to solve
problems face-to-face
versus communicating

via e-mail finds that those
using e-mail are more
satisfied with the process
and believe they find better
solutions.
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g

insight A sudden awareness of the
relationships among various elements
that had previously appeared to be in-
dependent of one another.

(b) (c)

FIGURE 7 (a) In an impressive display of insight, Sultan, one of the chimpanzees in Kdhler’s
experiments in problem solving, sees a bunch of bananas that is out of reach. (b) He then carries
over several crates, stacks them, and (c) stands on them to reach the bananas.

the ground. Frequently, they would seem to give up in frustration, leaving the bananas
dangling temptingly overhead. But then, in what seemed like a sudden revelation, they
would stop whatever they were doing and stand on a box to reach the bananas with
a stick (Figure 7). Kohler called the cognitive process underlying the chimps new
behavior insight, a sudden awareness of the relationships among various elements that
had previously appeared to be unrelated.

Although Koéhler emphasized the apparent suddenness of insightful solutions, sub-
sequent research has shown that prior experience and trial-and-error practice in prob-
lem solving must precede “insight.” Consequently, the chimps’ behavior may simply
represent the chaining together of previously learned responses, no different from the
way a pigeon learns, by trial and error, to peck a key (Fields, 2011; Wen, Butler, &
Koutstaal, 2013; also see Applying Psychology in the 21st Century).

JUDGMENT: EVALUATING SOLUTIONS

The final stage in problem solving is judging the adequacy of a solution. Often this is
a simple matter: If the solution is clear-as in the Tower of Hanoi problem-we will
know immediately whether we have been successful (Varma, 2007).

If the solution is less concrete or if there is no single correct solution, evaluating
solutions becomes more difficult. In such instances, we must decide which alternative
solution is best. Unfortunately, we often quite inaccurately estimate the quality of our
own ideas. For instance, a team of drug researchers working for a particular company
may consider their remedy for an illness to be superior to all others, overestimating
the likelihood of their success and downplaying the approaches of competing drug
companies (Eizenberg & Zaslavsky, 2004).

Theoretically, if we rely on appropriate heuristics and valid information to make
decisions, we can make accurate choices among alternative solutions. However, as we
see next, several kinds of obstacles to and biases in problem solving affect the quality
of the decisions and judgments we make.
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ology in the 21st Cent

Sleep On It

Have you ever had the experience of trying
desperately to recall the name of a song or
the title of a movie, and try as you might, you
just can’t-so you forget about it for a while,
and then hours later, the answer just pops
into your head, seemingly out of nowhere?

Most of us can relate to this kind of
“ahal” phenomenon, just as many of us
have had the experience of struggling for
a long time with a problem and then hav-
ing the answer emerge in a dream or after
a good night’s sleep. It’s as if our brains
are continuing to work on the problem
“in the background,” even as we turn our
conscious attention elsewhere. And that
is, in fact, what cognitive scientists say is
going on.

It’s rather like running a task in a com-
puter program that takes a long time to
complete; you can minimize the program on
your screen to work on something else, but
your computer continues to work on the

task outside of your awareness. It turns out  vyord-association puzzles to solve. In these
this nonconscious problem-solving ability of puzzles, three words were provided and
the brain may be improved during sleep. (pe participants were asked to find a

The prefrontal cortex, which keeps the fyurth word that linked them. (For exam-
brain on task during wakeful consciousness,

eases off during sleep, allowing thoughts to

Is this person really problem solving, despite
outward appearances?

RETHINK

ple, for the words water, shot, and eye, the
answer would be glass.) Participants took
the test twice; some merely rested
between sessions, some had a light nap,
and others were induced into sleep that
included a period of dreaming. Those who
dreamed between sessions showed a 40%
improvement afterward, whereas the
others actually did a bit worse (Cai et
al., 2009).

In another study, participants were
given a set of tedious math problems to
solve. What they weren’t told, though,
was that there was a simple shortcut to
finding the solutions. About a quarter
of the participants discovered this short-
cut on their own during a single session.
But when participants were allowed a
full night’s sleep, nearly 6