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Introduction 
Over the next decade, wireless devices and connectivity are likely to 
have even more transformational impact on everyday life. Key to the 
wireless revolution is the implementation of multifunctionality and 
broadband reception at high data rates. This was a neglected area 
for several years as the industry was focusing on microelectronics, 
compact low noise circuits, and low bit error modulation techniques. 
Not surprisingly, the need for high performance small antennas and 
RF front ends has emerged as a key driver in marketing and realizing 
next generation devices. 

The challenge in miniaturizing the RF front end was already high
lighted by Harold Wheeler, a pioneer of small-size antennas. He noted 
that 1/ • • •  [Electrical Engineers] embraced the new field of wireless 
and radio, which became a fertile field for electronics and later the 
computer age. But antennas and propagation will always retain their 
identity, being immune to miniaturization or digitization." However, 
novel materials, either natural or synthetic (metamaterials), and a va
riety of synthesized anisotropic media are changing the status quo. 
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Also, materials such as modified polymers (friendly to copper) for sil
icon chip integration, high conductivity carbon nanofibers and nan
otubes, and electric textiles and conductive fibers, all coupled in 3D 
packaging, are providing a new integration paradigm attractive to 
the IC industry. Certainly, low loss magnetics, or synthetic structures 
emulating magnetic structures, when and if realized, will provide a 
transformational impact in the wireless industry. 

, This book aims to provide the reader with a single stop on small 
antennas: theory and applications, performance limits subject to 
bandwidth, gain and size; narrowband and wideband; conformal 
and integrated; passive and negative (non-foster) impedance match
ing; materials (polymers, ceramics, and magnetics) and shape opti
mization; high impedance, artificially magnetic and electromagnetic 
bandgap (EBG) ground planes; techniques for miniaturizing narrow
band and wideband antennas; metamaterial and photonic crystal an
tennas; RFIDs and power harvesting rectennas; and a multitude of 
real-world applications that represent an extensive literature survey 
over the past several years. ', -' 

The book contains nine chapters as described next. 

Chapter 1: Survey of Small Antenna Theory This extensive chapter starts 
with a presentation of key antenna parameters that defines their 
performance in terms of size, bandwidth, quality factor, and gain. As 
the title implies, the chapter goes on to provide step-by-step develop
ment of small antenna theory starting with the classic developments 
of Chu, Harrington, and Wheeler. The contributions of several other 
authors to small antennas performance limits is also included in a sys
tematic and didactic manner. Among the works presented are those 
of Collin and Rothschild, Fante, Hansen, McLean"Foltz, Thiele, Geyi, 
Best and Yaghjian, K won and Pozar, Gustafsson and ThaI. A sum
mary of these works is provided at the end of the chapter along with 
their differences and implied assumptions. We hope that this chapter 
will provide the reader with an invaluable coverage and fundamental 
understanding of small antenna theory. 

Chapter 2: Fundamental Limits and Design GUidelines for Miniaturizing 
Ultra-Wldeband Antennas This chapter builds on the small antenna the
ory in Chap. 1 and extends it to wideband antennas. Specifically, this 
chapter develops the theory that leads to the maximum gain at the 
lowest operational frequency of a given size aperture. Key to this 
development is the representation of the antenna by a set of cas
caded equivalent circuit blocks. Subsequently, the Fano-Bode theory 
is applied to demonstrate how the antenna's electrical size impacts 
impedance matching for narrowband (bandpass response) and ultra
wideband antennas (high-pass response). In doing so, a set of perfor
mance limits is derived for UWB antennas. 



.. 

Introdu ction XVII 

Chapter 3: Overview of Small Antenna Designs This lengthy chapter at
tempts to fulfill a tall order in presenting a literature survey of small 
anteimas (in practical settings). This extensive survey focuses on sub
wavelength antennas and covers (a) a survey of miniaturization tech
niques based on shape design such as bending, folding, meandering, 
lumped circuit loading, etc., (b) example small antennas based on ma
terial loading, (c) antennas based on formal design optimization, and 
(d) low-profile and conformal UWB antenna examples. 

Chapter 4: Antenna Miniaturization via Slow Waves This chapter presents 
a number of practical antenna miniaturization techniques. Particular 
emphasis is on wave slowdown techniques based on inductive and 
capacitive loading. Techniques such as circuit loading, volumetric coil
ing as well as slot loading and meandering are covered with practical 
examples. 

Chapter 5: Spiral Antenna Minia�urization This chapter employs the spi
ral as an example UWB antenna to demonstrate practical approaches 
in designing miniature conformal antennas. By building on miniatur
ization techniques presented in Chaps. 3 and 4, spirals with volumetric 
coiling, and dielectric and magnetic material loadings are developed. 
The chapter presents a step-by-step design process in realizing optimal 
performance for conformal wideband antennas by exploiting the third 
dimension of the structure and by incorporating treated ground planes 
using a variety of materials. 

Chapter 6: Negative Refractive Index Metamaterial and Electromagnetic 

Band Gap Based Antennas Over the past decade, concepts that realize 
negative reflective index (NRI) propagation were exploited to design 
small narrowband antennas. This chapter begins by describing the 
classic periodic arrangements of materials (isotropic or anisotropic 
dielectrics, magnetic materials, conductors, etc.) and their equivalent 
circuits used to form metamaterial structures. The classic Bloch K-w 
diagrams are described and the NRI transmission lines leading to 
slow and leaky waves are explained. An extensive survey of litera
ture examples based on NRI concepts are collected in this chapter. In 
addition, an extensive discussion of electromagnetic bandgap (EBG) 
structures and frequency selective surfaces (FSS) is provided along 
with example designs to lower the antenna's profile. 

Chapter 7: Antenna Miniaturization Using Magnetic Photonic and Degen

erate Band Edge Crystals This chapter covers recent work on using 
periodic material structures to realize anisotropic periodic media that 
exhibit extraordinary wave slowdown to achieve antenna miniatur
ization. The concept is associated with the so-called frozen modes. After 
describffigihe frozen mode theory, a practical realization based on the 
concept of planar coupled microstrip transmission lines is presented. 
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This simple structure is shown to realize in-plane anisotropy, intro
ducing several additional design parameters. These are used to de
velop a systematic way to design miniature low-cost printed anten
nas. Designs on substrates with magnetic inserts are presented for 
further functionality and greater bandwidth antennas that reach the 
optimal Chu-Harrington limits. The described coupled transmission 
line concept has recently been adapted to develop small wideband 
conformal antennas. 

Chapter 8: Impedance Matching for Small Antennas Including Passive and 

Active Circuits This chapter begins with passive impedance matching, 
and provides explicit formulae for the circuit elements needed to bring 
sub-wavelength antennas to resonance. Broadband antenna matching 
is discussed next with the inclusion of specific practical examples. The 
latter half of the chapter covers the topic of matching using negative 
impedances with examples demonstrating their potential in reducing 
the antenna's operational frequency. This is an ongoing research topic 
with the potential to overcome the performance limits associated with 
small antenna theories in Chaps. 1 and 2. 

Chapter 9: Antennas for RFID Systems With the explosive growth of 
RFIDs, bound to become ubiquitous, there is a concurrent need for 
small antennas as front ends to these wireless devices. RFIDs are al
ready used from tracking products in supermarkets to monitoring 
information and critical components in ground and airborne vehicles. 
This chapter begins with a didactic description of RFID functionality 
and related components. Both passive and active RFIDs are described 
with particular emphasis on passive tags as these are more prevalent. 
Expanding on Chap, 3, several RFID tag antennas are described from 
the literature. The latter portion of the chapter is focused on rectennas 
(antennas with integrated Schottky diodes) for RF power harvesting. 
These rectennas are used as front ends to RFID tags and serve to power 
and turn-on the tag to transmit its stored data. The chapter describe� , 
critical components of the power harvesting subsystem, and provides 
design examples. 



CHAPTER 1 

Survey of Small 
Antenna Theory 

Jeffrey Chalas, Kyohei Fujimoto, John L. .Iakis, and Kubilay Sertel 

1.1 Introduction 
Antenna miniaturization has long been discussed as one of the most 
significant and interesting subjects in antenna and related fields. Since 
the beginning of radio communications, the desire for small and ver
satile antennas has been ever increasing. Today's needs for more 
multifunctional systems further drive requirements for small mobile 
terminals, including cell phones, handheld portable wireless equip
ment for internet connection, short- and long-range communication 
devices, RFIDs (radio frequency identification), etc. Similarly, small 
equipment and devices used for data transmission and navigation 
(GPS systems) require small antennas. These applications and contin
uing growth of wireless devices will continue to challenge the com
munity to create smaller and more multifunctional antennas. 

This chapter is intended to provide a chronological review of past 
theoretical work crucial to antenna miniaturization. Throughout, we 
shall refer to the small antennas as "electrically small antennas," or 
ESAs, implying that their size is much smaller than a wavelength at 
the operational frequency. 

Wheeler [1] proposed the ESA definition as an antenna whose max
imum dimension is less than }"/27r, referred to as a "radianlength." 
Another commonly used (and equivalent) definition of an ESA is an 

1 
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antenna that satisfies the condition 

ka < 0.5 (1.1) 

where k is the wave number 21T lA, and a is the radius of the minimum 
size sphere that encloses the antenna (see Fig. 1.1). We shall refer to 
this spherical enclosure as the "Chu sphere." Small antennas fitting the 
Wheeler definition radiate the first order spherical modes of a Hertzian 
dipole (see Fig. 1.2) and have radiation resistances, efficiencies, and 
bandwidths. As is well known, these parameters typically decrease 
with electrical size ka. 

Another commonly accepted definition of a small antenna is 
ka < I, [2]. This definition can be interpreted as an antenna enclosed 
inside a sphere of radius equal to one radianlength. Such a sphere 
is referred to as a "radiansphere" [33], and represents the bound
ary between the near- and far-field radiation for a Hertzian dipole. 
Hansen [2] notes that for antennas of this size, higher order spherical 
modes (n > 1) are evanescent. 

In the sections to follow, the small antenna performance will be char
acterized by their size ka, quality factor Q, fractional bandwidth B, and 
gain G4 It is therefore important to have an understanding of these 
parameters. Of particular interest is how antenna bandwidth (or Q) 
is related to the antenna size. As will see, there is an optimum Q 

Chu 
sphere 

Input 

radius = a 

x 

FIGURE 1.1 Chu sphere of radius "a" centered about the origin. 
The Chu sphere is the minimum circumscribing sphere enclosing the antenna 
of maximum dimension 2a. 
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z 

x 

FIGURE 1.2 TM10 or TElO mode power pattern with the region 
(0° < <I> < 90°,0° < e < 90°) omitted for clarity. 

(smallest possible Q) for a given antenna size. Following a review of 
some basic antenna parameters, a short discussion on lumped reso
nant circuits and circuit Q is presented, which lays the foundation 
for small antenna analysis. A chronological review of the significant 
contributions to small antennas will then be presented, with a focus 
on the theoretical development of the field. 

1.2 Small Antenna Parameters 
To establish a foundation for discussing small antennas, an overview 
of their most important characteristics is presented below. 

- 1.2.1 Directivity 
It is often stated that small antennas have the familiar doughnut
shaped (see Fig. 1 .2) omni-directional radiation pattern of a Hertzian 
dipole of directivity D = 1.5. )This pattern may be also thought as 
the radiation of TElO or TMlO spherical modes. However, this is not 
the only possible pattern for a small antenna, as seen in the work 
presented by Harrington [3], Kwon [4, 5], and Pozar [6], By super
posing various electric and magnetic Hertzian dipole arrangements, 
unidirectional and bidirectional patterns are theoretically possible, 
along with directivities ranging from D = 1.5 to 3 (see Sec. 1.3.11 
in this chapter). We can state that antennas having significant spher
ical TErun and TMrun mode radiation with n > 1 are generally not 
of the- small type. Small antennas are also classified as superdirec
tive ante�s, since for decreasing size ka, their directivity D remains 
constant [2, 7]. 
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1.2.2 Radiation Efficiency 
Radiation efficiency is a critical topic for small antennas but has 
not been studied rigorously. Antenna radiation efficiency factor 'TI is 
simply the ratio of the power radiated by the antenna to the power 
delivered to the input terminals of the antenna� Often the efficiency 
factor is seen in the formula G = 'TI(1,.- jr 12) D where G is the realized 
gain that includes the mismatches between the source and matching 
network (see Fig. 1.3). We assume the matching network of Fig. 1.3 is 
lossless. \rhe losses in the antenna apart from radiation are frequently 
modeled through a series loss resistor Rloss, in which case the radiation 
efficiency 'TI can be represented as 

Rrad 
'TI= ----Rrad + Rloss 

(1.2) 

where RA is the total antenna input resistance Rrad + Rloss (see Fig. 1.3). 
It has been observed that as antenna size ka decreases, Rrad 

decreases and the loss resistance Rloss dominates the efficiency ex
pression of Eq. (1.2). This decrease in efficiency is primarily due to 
frequency-dependent conduction and dielectric losses within the an
tenna. As mentioned later, Harrington [3] quantified the efficiency for 
an ideal spherical antenna, showing that losses are extremely promi
nent for smaller ka values. 

A simple method to find the radiation efficiency 'TI and separate 
Rrad from RA is to use the Wheeler Cap [8] method (see Fig. 1.4). The 
Wheeler Cap (shown in Fig. 1.4) is a hollow perfectly electric con
ducting (PEC), enclosing sphere of the same size as the radiansphere. 
Wheeler noted that the size and shape of the Wheeler Cap is not crit
ical. However, it must be electrically large enough so that the near
zone-antenna fields are not disturbed while still preventing radiation, 
and small enough so that cavity resonances are not excited. Indeed, 

Lossless 
passive 

matching 
network 

Antenna 

� 

FIGURE 1.3 Lossless passive matching network with antenna load and 
input reflection coefficient r. 
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Shielding PEC sphere 
equal to 1 radiansphere 

���mrulan� 
of lea« 0.5 

FIGURE 1.4 Wheeler Cap for small antenna efficiency measurement. (After 
Wheeler [8].) 

Huang [9] proved rigorously that using the radiansphere-sized spher
ical Wheeler Cap does not significantly affect the near fields excited. 

To measure the radiation efficiency 'Tl using the Wheeler Cap 
method, first a computation or measurement is done at the antenna 
resonant frequency in the absence of the Wheeler Cap to obtain RA. 
If the antenna is not self-resonant, it must be tuned to resonance 
by a reactive element at the input. The tuned antenna is then en
closed inside the Wheeler Cap, and the measured input resistance 
then yields Rloss. Substitution of RA and Rloss in Eq. (1.2) then gives 
'Tl = Rrad/ RA. 

1.2.3 Quality Factor 

1.2.3.1 Antenna Quality Factor 

An intrinsic quantity of interest for a small antenna is the Q factor, 
defined in [3] as 

Q = 
2womax( WE I WM) 

PA 
(1.3) 

WE anclJ:YM are the time averaged stored electric and magnetic 
energies, and P A is the antenna received power. The radiated power 
is related to the received power through Prad = 'TlPAI where 'Tl is the 
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antenna efficiency. It is assumed in Eq. (1.3) that the small antenna is 
tuned to resonance at the frequency wo, either through self-resonance 
or by using a lossless reactive tuning element. 

Antenna Q is a quantity of interest and can be also evaluated using 
equivalent circuit representations of the antenna. Another important 
characteristic of Q is that it is inversely proportional to antenna band
width (approximately). A commonly used approximation between Q 
and the 3 dB fractional bandwidth B of the antenna is 

1 Q � 
B for Q» 1 ) (1.4) 

Equation (1.4) is based on resonant circuit analysis and tends to 
become more accurate as Q increases. An explicit relationship between 
Q and bandwidth is given later (see Sec. 1.3.10 or Yaghjian and Best 
[10]). For the moment let us review the lumped resonant circuit anal
ysis used for computing Q in this chapter. 

The reader may wonder why Q is the quantity of interest rather than 
bandwidth itself. One practical reason is that bandwidth remains an 
ambiguous term. Though it is often implied that bandwidth refers 
to the 3 dB bandwidth, this is not always the case for antennas. It 
is desirable to find an independently derived quantity Q that is also 
related to bandwidth. This idea is given in Sec. 1.3.10 by Yaghjian 
and Best [10]. However, the most important reason that Q remains of 
interest for small antennas is that a fundamental lower limit on Q can 
be found using a number of techniques (and consequently the max 
bandwidth of a small antenna). This fundamental limitation on Q (or 
max bandwidth) drives the majority of the �ork examined later on 
small antennas. 

.J 

1.2.3.2 Quality Factor for Lumped Circuits 

Wheeler [1] recognized that a small antenna radiating the single spher
ical TElO mode can be accurately represented as a RLC combination 
of Fig. 1. Sa. We note the series capacitor represents the ideal tuning 
element in Eq. (1. 3) which brings the antenna to resonance. Similarly, a 
small antenna radiating only a spherical TMIO mode can be accurately 
represented by the parallel RLC combination as in Fig. I.Sb, where the 
shunt inductor represents the ideal tuning element in Eq. (1.3) that 
brings the antenna to resonance. More complicated, high-Q circuits 
can be accurately represented as a series [for �(wo) > 0] or paral
lel [for �(wo) < 0] RLC circuits within the neighborhood of their 
resonant frequencies. 
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FIGURE 1.S Series and parallel RLC circuits. (a) Series RLC, (b) Parallel RLC. 

Series RLC Circuit For the series RLC circuit of Fig. 1.5a, the input 
impedance is 

j (ui - (02) 1 
Zin = R + jwL -

wC 
= R + jwL 

002 
0 

with 000 = 
,JLC 

(1.5) 

where 000 represents the resonant frequency at which the input 
impedance is purely real. This resonance occurs when the average 
stored electric energy is equal to the average stored magnetic energy 
in the circuit. Using the general definition of Q in Eq. (1.3) and rec
ognizing the current is the same in all circuit components, we find 
that 

woL 1 
= R = 

woRC 
(1.6) 

where I is the current through the series RLC circuit in Fig. 1.5a. The 
bandwidth of the series RLC circuit can be estimated after introducing 
the approx-in!ation 

F(w) = 002 - 005 � F(wo) + (00 - wo)F'(wo) = 2w�w (1.7) 
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valid for small �w = 00 -, 000. With this Taylor series, Eq. (1.5) becomes 

R . (200(00 - (00» )  R '2L 2m � + JwL 002 = + J �w (1.8) 

From Eq. (1.8) , it is then evident that the 3 dB points occur when 

2L�W 3d3 = ±R (1.9) 

where-�w 3dB is the difference between the 3 dB frequency and reso
nant frequency. Using Eqs. (1.6) and (1.9) we can now write 

2Q
�W 3d3 = QB = 1 000 (1.10) 

since by definition, 2�W 3dB/WO = B for an antenna having 000 as its 
operational frequency. From this result, we then have the relationship 
B = 1;Q as mentioned in Eq. (1.4). Figure 1.6 depicts the impedance 
as a function of frequency for a typical series RLC circuit for various 
Q » 1 values. 

0.996 

I zin I = I R(l + j2Q!l.oo/ roo) I 

0.998 

3 dB above I Zin(roo) I 

1 

00/ roo 

1.002 1.004 1.006 

FIGURE 1.6 Normalized impedance magnitude for a series RLC circuit near 
resonance. 



Chapter 1: Survey of Small Antenna Theory 9 

Parallel RLC Circuit For the parallel RLC circuit of Fig. 1.5b, the input 
admittance is 

j (w2 - (2) 1 
Yin = G + jwC -

wL 
= G + jwC \ 

w2 0 with Wo = 
JLC (1.11) 

where Wo is again the resonant frequency for which the input admit
tance is purely real. Using the general definition of Q and recognizing 
for the parallel RLC circuit the voltage V across each component is the 
same, the Q for the parallel RLC circuit at resonance is found to be 

2000 GCV2) 
�V2G 
2 

woC 1 
= --=--

G woGL 
(1.12) 

From the dual nature of the series and parallel RLC circuits, the same 
bandwidth relations obtained in Eq. (1.10) hold for the parallel RLC 
circuit. Figure 1.7 depicts the impedance as' a function of frequency 
for a typical parallel RLC circuit having Q » 1. 

Arbitrary Lumped Networks In many cases, tuning the antenna impe
dance to resonance using a single lossless reactive element does not 
give a suitable value for the input resistance to match the transmis
sion line. To minimize mismatches (reflections) and deliver maximum 
power to the antenna, two degrees of freedom are needed to provide 

1.2 
I 2in I = I R(l + jQIJ.ro/ roo) 1-1 

1 

0.8 

N50.6 

0.4 

0.2 
3 dB below 12in(roo) I Q=500 

OL-�----�----�----�----�----�----�� 0.994 0.996 0.998 1 
ro/roo 

1.002 1.004 1.006 

FIGURE 1.7 Normalized impedance magnitude for a parallel RLC circuit 
near resonance. 
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FIGURE 1.8 Antenna circuit with LC tuner. 

Antenna / Load Circuit 
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� 

+ 
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CL VL RL 

-

an impedance match to a transmission line. Figure 1.8 shows an exam
ple of a lumped matching network with two degrees of freedom-one 
series and another shunt element. With these two degrees of freedom, 
an arbitrary load impedance can be transformed to a real impedance 
value, and matched to the transmission line. 

To find the Q for the circuit configuration in Fig. 1.8, we note that 
at resonance 

Zm = Re( Zm) = Rin 
1 2 Pin = PL = 2: IlL I RL 

where Zm is the input impedance, Pin is the input power, and PL is 
the power at the load. Using these conditions, we can find Q from 
Eq. (1.3). To employ Eq. (1.3), we note 

Pin = � IVI2 = PL = � IVLI2 
2 Rin 2 RL 
1 2 WEl = 41VI Cl 

l. 

WEL = � IVLI2 CL = �CL RL IVli 4 4 Rin 
Substituting these quantities into Eq. (1.3), we get 

Q 
2000 WE 2ooo(WEl + WEd C C R = = =000 lRin+ooo L L PL PL 

(1.13) 

(1.14) 

(1.15) 

(1.16) 

Finding Q for arbitrary circuit topologies can become a cumbersome 
procedure. Formulating the topology using approximate RLC circuits 
can therefore be beneficial. One method used by Chu [11] is to equate 
the input resistance, reactance, and reactance frequency derivative of 
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a more complicated passive circuit to those of a series RLC circuit at 
the resonant frequency. 

1.2.3.3 External and Loaded Q 
The Q described thus far is an intrinsic circuit quantity known as the 
unloaded Q, and is independent of the source. Figure 1.9 shows the 
more realistic situation of a source of impedance Rs driving a resonant 
circuit characterized by the unloaded quality factor Q. If the resonant 
circuit is a series RLC, the source impedance Rs combines in series 
with the input resistance R. Thus, to find the overall Q in Eq. (1.6), R 
is replaced with R + Rs. Similarly, for a parallel RLC circuit, the value 
of G in Eq. (1.12) need be replaced with G + Gs. It is nevertheless 
clear from Eqs. (1.6) and (1.12) that the source resistance has the effect 
of reducing the overall quality factor. To account for this Q reduction, 
the external quality factor Qs is introduced and defined by 

woL 
Series resonator --

Rs 
Qs = (1.17) 

Rs 
Shunt resonator 

rooL 

The total circuit Q, now referred to as the loaded quality factor QL, 
can then be defined by the known relation (adding Qs in parallel) 

1 1 1 - =-+-
QL Q Qs 

(1.18) 

We observe that when the source is matched to the resonant circuit 
(typically at resonance) then QL = Q/2, implying double the band
width. 

Resonant 
circuit 

Q 

FIGURE 1.9 Resonant circuit with unloaded Q driven by a source of 
impedance Rs. 
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1.2.4 Input Impedance and Matching 

In general, the input impedanc� of small antennas is typically char
acterized by low resistance and high reactance [12]. As the antenna 
size decreases, the radiation resistance Rrad decreases, causing the an
tenna reactance XA to dominate. Withrespect to Fig. LID, a convenient 
proportionality relationship ,for small monopole antennas was given 
by [12] and [13] as 

(1.19) 

Here, h is the monopole height and A. is the wavelength, implying 
that the input resistance decreases quadratically with electrical size. 
Matching circuits are therefore needed to improve the small antenna 
efficiency over a wide range of frequencies. But this imposes a signif
icant practical design challenge as the matching network must also 
be physically small. It is therefore important to design self-resonant 
antennas with high radiation resistances that can be matched to stan
dard transmission lines. In this context, certain self-resonant (folded) 
antenna structures have been shown to have input resistances that 
approach those of standard transmission lines [13]. 

Several texts [14-16] have sections dedicated to both lumped and 
distributed matching networks, and in Chap. 2 we consider match
ing as an essential component to achieving optimal size narrowband 
and wideband antennas. For the narrowband antennas, the funda
mental bounds on lossless passive matching networks were derived 
by Fano [17] as 

(1.20) 

where B is the 3 dB fractional bandwidth, r maJ is the maximum allow
able reflection coefficient in the passband, and Q is the quality factor 
of the load to be matched. 

Monopole 

h 

( 

)� 
FIGURE 1.10 Monopole antennas. 
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FIGURE 1.11 Bode limit on reflection coefficient r for various B values. 

The interpretation of Eq. (1.20) is depicted in Fig. 1.11 (see Chap. 2 
as well) for B = 0.25,0.5, and 1, with Q = 7T. The fundamental limita
tion given by Eq. (1.20) indicates that greater bandwidth can only be 
achieved at the cost of increased maximum reflection coefficient (less 
realized gain). 

1.3 Small Antenna Theory 
Work on small antennas can be first traced back to the treatments done 
by Wheeler in 1947 [1]. Wheeler later discussed the fundamental lim
itations of small antennas using a simple model that approximates 
the small antenna with a lumped capacitance or inductance and a 
radiation resistance. He applied the concept of the radiation power 
factor (RPF)-a ratio of the radiated power to reactive power-to the 
antenna model [1] in an attempt to find a relationship between antenna 
size and radiation properties. He was the first to note that the reduc
tion in the antenna size imposes a fundamental limitation on band
width. Wheeler concluded that the RPF was directly proportional to 
the physical antenna volume. To a degree, we can say that the RPF 
was the precursor to the commonly used quantity, Q. In Wheeler's 
circuit model, Q is the inverse of RPF (implying that RPF represents 
the small antenna bandwidth). 

Wheel�work was a rough approximation that was accurate only 
for extremely small antenna sizes. This is because it did not take into 
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account the radiated spherical modes as the antenna size increased. 
Nevertheless, his treatment can be recognized as the first intense study 
of small antennas, and encouraged many followers to investigate fun
damental properties and limitations proposed in his work. It also 
inspired advances in the theory of the small antennas and also the 
development of practical small antennas. 

In 1948, Chu derived the minimum possible Q for an omni
directional antenna enclosed in a Chu sphere (see Fig. 1.1 for defini
tion) along with the maximum GIQ [11]. He accomplished this by 
using spherical mode wavefunction expansions outside the mathe
matical sphere enclosing the antenna (by expressing the radiated field 
as a sum of spherical modes). Each mode was then expressed in terms 
of an equivalent circuit, and through lumped circuit analysis the Q 
for each mode was found. Though Chu restricted his analysis to a 
specific type of omni-directional antenna, his contributions would lay 
the groundwork for many future authors that refined these limits. 
Chu's expression for calculating the minimum Q was later simplified 
by Hansen [2] (1981). Harrington [3] followed much of Chu's analysis 
(1960), and was the first to consider the antenna as radiating both TE 
and TM modes. As a result, his work led to lower minimum Q values. 

As noted, the analysis done by Chu and Harrington involved equiv
alent circuit approximations for representing each generated mode. 
Collin and Rothschild (1964) pursued a field-based technique calcu
lating the exact radiation Q [18] for an antenna radiating only TM 
or TE modes, and found the minimum Q possible for such an an
tenna enclosed in a Chu sphere. Their analysis was later generalized by 
Fante [19] to include both TE and TM modes. Fante [19] derived an 
exact Q expression for an arbitrary TM and TE mode configuration. 

McLean (1996) used another method to calculate Q, and his results 
were in agreement with those presented by Collin and Rothschild [37]. 
McLean felt that Wheeler's method was too rough an approxima
tion, and Chu's equivalent circuit approxirpatioI).s were not accurate 
enough to establish a fundamental limit on Q. Later, Foltz and McLean 
(1999) recognized that their lower Q bounds were not close to the 
verifiable values for many antennas, especially dipoles. As a result 
they repeated Chu's analysis using a prolate spheroidal wavefunc
tion expansion outside a prolate spheroid. Their intention was to more 
accurately represent the geometry of many practical antennas such as 
dipoles [20]. They discussed the minimum possible Q associated with 
antennas enclosed in such a prolate spheroid, assuming only TM or 
only TE modes. Foltz and McLean concluded that Q increases as the 
spheroid becomes thinner, further reinforcing the concept that Q is 
inversely proportional to physical antenna volume. 

Thiele (2003) observed that the exact lower limit for Q derived in 
earlier works was far from that of actual antennas and conjectured 
that the current distribution on the antenna had strong effect on the 
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value of Q [7].. His method for determining Q utilized an extension 
of the superdirective ratio concept. Thus1 his analysis was unique in 
deteqnining Q from the far-field pattern and not a modal expansion. 
Thiele applied his approach to a dipole antenna having non-uniform 
current distributionl and obtained favorable results as compared to 
practical dipole antennas with a similar current distribution. 

Geyi (2003-2005) thoughtl as previous authorsl that Chul s treatment 
was not adequately accuratel and pointed out that Collinl s analysis 
involved integrations which were not feasible for many applications. 
Geyi began by reinvestigation the antenna Q and directivity limits 
[21]. H� also presented an approximate method for calculating Q using 
less taxing integrations than those derived by Collin and Rothschild. 

More recently 1 Best (2003-2008)1 Yaghjianl and their colleagues 
[10J3123-26] carried out extensive work both on the theory of small 
antennas and their design. Among the theoretical topics pursued by 
Best are the exact and approximate expressions for Q in terII\s of fields 
and impedancel and the relationship between Q and bandwidth [10]. 
He also considered specific self-resonant wire antennas that approach 
the Q limits. His work explored the effect of wire geometryl wire fold
ingl and volume utilization on radiation resistance and Q. Best's [24] 
folded spherical helix antenna was shown to deliver nearly the low
est possible Q for a single radiating mode antenna. This design of the 
folded spherical helix is reminiscent of the spherical inductor antenna 
proposed decades earlier by Wheeler [27]. 

While previous theoretical work focused on finding the physical 
limitations on antenna QI Kwon and Pozar (2005-2009) noted that 
many authors were not consistent in defining the TM and TE modesl 
the antenna gainl QI and directionality. With this motivationl K won 
[415] performed extensive analytical work on the gain and Q asso
ciated with electric and magnetic dipoles in varying configurations. 
Pozar [6] summarized the results of Kwon and othersl and pointed 
out inconsistencies among previous small antennas authors. 

ThaI (2006-2009) set out to determine a more restrictive Q than pre
viously derived for a class of antennas represented by a surface current 
distribution over a sphere and radiating both TE and TM modes [28]. 
His work extended the equivalent mode circuit method of Chu by in
troducing an additional equivalent circuit to account for energy stor
age inside the sphere (previously assumed by Chu and others to be 
zero). The Q of Besfs spherical helix antenna [24] was found to be 
nearly identical to the minimum Q limit found by ThaI. ThaI also con
sidered the relationship between gainl Q, and the energy inside the 
Chu sphere for a small antennal and concludes that these quantities are 
not ind�pendent of one another [29]. 

The more-recent work of Gustafsson and associates (2007) [30] pro
vided Q and gain expressions for small antennas having arbitrary 
shape. Specifically, Gustafsson took an approach radically different 
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than previous authors using scattering theory and representing the 
antenna in terms of material dyadics. His work seems to indic�te that 
accurate gain and Q limitations on antenna geometries such as prolate 
and oblate spheroids, disks, needles, and cylinders are now possible 
through numerical computations. 

In the following sections we proceed to examine the aforementioned 
works in more detail. 

1.3.1 Work of Wheeler (1947-1975) 
The first widely published paper (in 1947) on small antennas was 
by H: A. Wheeler entitled "Fundamental Limitations of Small An
tennas" [1]. Wheeler approximated the small antenna as a lumped 
capacitance or a lumped inductance, with a radiation resistance. He 
claimed that the physical limitations on small antenna design could 
then be found based on this simplified representation. 

Wheeler explored the limitations of small antennas in [27] provid
ing an analysis of the properties for a spherical coil antenna. Wheeler 
introduced the fundamental limitations of small antennas using the 
lumped element models which closely match the work of later authors 
based on rigorous field analysis. Wheeler's 1975 review paper [8] on 
small antennas stressed the importance of the small antenna's spheri
cal "effective volume." He interpreted the latter as a "sphere of influ
ence" for nonspherical antenna structures. 

Much of Wheeler's work was reviewed and verified through com
puter simulation in Lopez's work [31], and later by many authors. 

1.3.1.1 The Radiation Power Factor 

In [1], Wheeler recognized that small antennas had far-field patterns 
and stored energy properties similar to those of electric and mag
netic dipoles. Figure 1.12 presents a simplified lumped circuit for 
small L-type (magnetic) antenna and a small C-type (electric) an
tenna. Wheeler recognized that a small jffit�nna used as an electric 
dipole would have far greater capacitively stored energy (as com
pared to inductive energy). Thus, the antenna could be represented 

L-type antenna C-type antenna 
L 

FIGURE 1.12 Small L-type antenna and C-type antenna models. (See [1].) 
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as a capacitance in parallel with a radiation conductance Grad. Sim
ilarly, if the small antenna behaves as a magnetic dipole, the stored 
inductive energy is far greater. Thus it can be represented by a circuit 
having an inductance in series with a radiation resistance Rrad. Ohmic 
losses Rloss were neglected in his analysis as the goal was to gain in
sight on the behavior of the antenna Q. As such, in Wheeler's analysis 
the only real power dissipation was due to the radiation resistance, 
representing the radiated power. 

With respect to the circuits in Fig . 1.12, Wheeler introduced the 
quantity he referred to as the radiation power factor (RPF). RPF is de
fined as the ratio of the radiated power Prad to the reactive power Preact 
at the feed point of the antennas. He also introduced the definitions 
pe = RPF for the capacitive (C-type) antenna and pm = RPF for the 
inductive (L-type) antenna. His specific definitions are 

Rrad 
pm=-wL (1.21) 

Grad 
pe = - (1.22) wC 

Using the expressions (1.6) and (1.12) for the lumped RLC resonators, 
one can express the quality factors Qm and Qe of the magnetic and 
electric dipole circuits of Fig. 1.12 as 

Qm = 
2WWM = wL 

= 
� 

Prad Rrad pm 

Qe = 
2WWE = wC 

= 
� 

Prad Grad pe 

(1.23) 

(1.24) 

By inspection, one can see that Wheeler's RPF is equal to the inverse 
of the Q for the circuit models in Fig. 1.12. As Q has become the 
commonly used parameter today, it is appropriate to employ Q (rather 
than pe and Pm) from here on. 

In order to analyze the effect of antenna size to Q, Wheeler examin�d 
the circuit parameters for a cylindrically shaped capacitor and induc
tor representing the C-type or L-type dipole antennas (as depicted 
in Fig. 1.13), respectively. Wheeler also considered the cases where 
the C-type antenna may be filled with dielectric material of relative 
permittivity Er, and the L-type antenna may be filled with magnetic 
material of relative permeability J.Lr. 

Wheeler approximated the capacitance and inductance of the 
C-type and L-type antennas in Fig. 1.13 using the formulae 

and 

C=EokaA 
b 

2 A L = IJ..o n kb b 

(1.25) 

(1.26) 
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D 

b 

FIGURE 1.13 Small C-type and L-type cylindrical antennas occupying equal 
volume. (See [1].) 

where n indicates the number of turns in the coil. We note that the 
Eqs. (1.25) and (1.26) differ from the standard formulas found in most 
texts through the additional factors ka and kb (which Wheeler de
fines as the shape factors). The capacitor shape factor ka multiplies 
the physical area A to yield the effective area, taking into account the 
electric field outside the capacitor volume on the overall capacitance. 
The inductor shape factor kb multiplies the inductor physical length to 
provide an effective length, taking into account the return path of the 
magnetic flux produced by the inductor. We note that these effective 
capacitance and inductances are larger and smaller, respectively, than 
the idealized ones (ka = kb = 1). Of course, if basic capacitor (no elec
tric flux outside cylinder volume) and inductor models (no magnetic 
flux outside the inductor interior) are used, the shape factors will both 
become unity and the presented models will no longer be accurate. 
Therefore, it is critical to include the contributions of the fields outside 
the cylindrical structure to modify the L and C values to their more 
accurate representations. 

Wheeler gave the radiation resistances derived from [32] of the C-
type and L-type antennas as f 

L-type antenna 

' ( nA ) 2 
Rrad = 20 

(A/2'1T)2 

G 1 kb b ( ) 2 
rad 

= 6'IT Zon2 (A/2'1T) 

(1.27) 

(1.28) 

From the radiation resistance and reactance values in Eqs. (1.25) to 
(1.27), the radiation conductances Grad can be found by represent
ing the series RC (C-type antenna) or RL (L-type antenna) circuits 
as shunt GC (C-type) or GL (L-type) circuits. We note that there are 
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no correction factors ka and kb in the radiation resistance formulas 
(1.27) and (1.28). Wheeler notes that this is because the electric current 
radia,tion for both antenna types is confined to the physical dimen
sions of the small antenna. This is unlike the electric and magnetic 
flux paths which extend beyond the antenna structure and modify 
the reactance values. 

Substituting the parameters of Eqs. (1.25) to (1.28) into the defini
tions of Q given in Eqs: (1.23) and (1.24) yields 

Q 
_ we _ 6'IT (�) 3 _ � VRS 

e -
Ge - ka Ab 2'IT - 2 Veff 

Q 
_ w L _ 

,,
6'IT (�) 3 _ � VRS 

m - Rm - kb A b 2'IT - 2 Veff 

where VRS is the volume of the radiansphere 

. 4'IT ( A ) 3 
VRS=- -3 2'IT 

(1.29) 

(1.30) 

(1.31) 

and Veff is the effective volume, defined as the physical volume of the 
antenna scaled bya physical and material dependent shape factor 

(1.32) 

The final forms of Eqs. (1.29) and (1.30) provide two essential rela
tions between Q and all small antennas: 

(1) Q is inversely proportional to the effective antenna volume 
Veff (and therefore physical antenna volume Vphysical). 

(2) Q is inversely proportional to the cubic power of frequency. 

The effective volume is a concept frequently used in small antennas. 
In Eq. (1.32) it is seen that the effective volume is simply the physical 
volume multiplied by the material and structurally dependent shape 
factor (T. To explore the effect of shape factors have on Q (for the 
cylindrical antennas in Fig. 1.13), Wheeler introduced the shape factor 
for the C-type cylindrical antenna with radius a and height bas 

k- k§c 8b a - ksc + Er _ 1 
ksc = 1 + 

'IT D (1.33) 

The corresponding shape factor for the L-type cylindrical antenna is 

k k§L b = 1 kSL + -' - 1 _ �r 

D kSL = 1 + 0.45"b (1.34) 

Material fiinng effects can be seen in Eqs. (1.33) and (1.34), where filling 
the C-type antenna with a dielectric Er has the effect of decreasing the 
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effective volume and concurrently increasing Q. However, filling the 
L-type antenna with a magnetic material JLr results in an increase 
in effective volume, concurrently decreasing Q. Wheeler also notes 
in [1] that the C-type and L-type shape factor physical dependences 
are inversely related. As an example, a short and wide coil (D /2 » b, a 
spiral is such an example) has a higher effective volume as compared 
to a short and wide dipole. Similarly, a long and thin dipole (b » D /2) 
has a higher effective volume as compared to a long and thin coil. 

Figure 1.14 gives another interpretation of the effective volume as 
described by in [8]. Wheeler states that the effective volume can be 
thought of as aI/sphere of influence," providing a convenient reference 
to the radiansphere. From Eqs. (1.29) and (1.30), the effective volume 
is thus a sphere of radius 

a' = � [�ll/3 
2'JT 2Q 
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FIGURE 1.14 Effective volumes for C-type and L-type small antennas. (After 
Wheeler ©IEEE, 1975 [8].) 
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1.3. 1 .2 The Spherical Coil 

Constant Pitch Spherical Coil To determine which small antennas uti
lizetheir volumes most efficiently (or equivalently have the highest 
effective volume and lowest Q), Wheeler explored the constant pitch 
spherical coil antenna shown in Fig. 1.15, where the excitation voltage 
is across the poles of the coil. 

The inductance of the spherical coil in Fig. 1.15 was derived start
ing with the familiar formula for an n-tum, air-filled cylindrical 
coil of radius a and length 2a, surrounded by a perfect magnetic 
medium 

7r 2 L cylinder ( /-Lr = 1, /-Lr,extemal = 00) = 2 /-Loa n (1.36) 

Wheeler states that similarly to the cylindrical coil, a constant mag
netic field is present inside the spherical volume of Fig. 1.15 when a 
<f>-directed constant surface current is assumed over the sphere sur
face [27] (for a detailed analysis see Simpson [33,34]). Consequently, 
he then notes that since sphere volume = 2/3 cylinder volume, the 
stored magnetic energy is also two-thirds that of the cylinder. He then 
proceeds to correct the inductance formula by considering mediums 
other than air or perfectly magnetic. By integrating over the coil cur
rents, he found the magnetic field along the axis perpendicular to the 
loops, and used this field to find the magnetic potential as a function 
of position along the z-axis. Wheeler concluded that two-thirds of the 
magnetic potential is inside the coil and one-third is external to it. This 
indicates that the magnetic reluctance outside the sphere is half the 
magnetic reluctance inside the sphere. 

z 

i 
+Vo z 

radius = a 

y 

y 
x 

-Vo 

FIGURE 1.15�-Wheeler's spherical coil antenna with constant pitch. (See 
Wheeler [27] .) 
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From the above analysis, Wheeler proceeded to give the induc
tance formula for the spherical coil antenna in Fig. 1.15 with constant 
pitch as 

3 2� 2 1 2� 2 L = - J.LOa n = -J.Loa n -,2,.......-----...,.----
9 _2_ + __ 1__ 9 

_ + __ 
1 

__ 

3J.Lr 3J.Lr,external J.Lr J.Lr,external 

(1.37) 

As usual, J.Lr is the relative permeability inside the spherical coil 
and J.Lr,external is the relative permeability outside the spherical coil. 
Wheel�r_ frequently includes shaping factors such as these to mod
ify irlductance and capacitance to account for shape and material 
variances. This was also noted in the cylindrical C-type and L-type 
antennas. 

To determine the quality factor of the spherical coil antenna, ini
tially Wheeler assumed an air surrounding medium and a magnetic 
medium (relative permeability J.Lr) filling. The feed-point reactance of 
this antenna can be written as 

4�2 an2 3 wL= -2o- ---

9 A 1 + 2/J.Lr 
(1.38) 

For the radiation resistance, Wheeler again started with the corre
sponding formula for a cylinder coil of n turns, radius a, and length 2a. 
He then used the same volume and material correction factors as in 
Eq. (1.37) to obtain 

R = 20 C1T�) 4 (1.39) 

where 

(1.40) 

From Eq. (1.30) it then follows that 

wL 1 VRS 
Q = -= -3 (1 + 2 /J.Lr) = (1.41) 

R (ka ) , CF Vphysical 

We observe that this expression for Q is simply the ratio of the volume 
of the radiansphere to that of the structure multiplied by the shape 
factor CF = (1 + 2/ J.Lr )-1. Clearly, the minimum Q for this spherical 
coil antenna is obtained when J.Lr --+ 00. This is also the same conclu
sion noted earlier for the L-type cylindrical coil antenna in Fig. 1.13. 
The condition of J.Lr --+ 00 corresponds to zero magnetic energy stor
age inside the volume, and since no capacitive component exists in 
Wheeler 's model, the total energy storage inside the spherical volume 
is zero. Further, as the radiated fields are those of a TEI0 mode, the 
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spherical coil antenna with constant pitch and infinite permeability 
core can be thought of as giving the lower bound Q for single mode 
operation. From Eq. (1.41), this limit can be expressed as 

1 Qmin,Wheeler = 
(ka)3 

(1.42) 

Self-Resonant Spherical Coli Wheeler [27] gave an example of a self
resonant spherical coil antenna depicted in Fig. 1.16, excited by a volt
age across the coil poles. Wheeler gave a new wire arrangement on 
the sphere to realize constant electric and magnetic fields inside the 
structure for self-resonance. This is accomplished by using a tapered 
coil pitch arrangement (see Fig. 1.16). 

Wheeler corrected the constant pitch inductance formula (1.37) by 
introducing a shape factor to account for the change in voltage along 
the wire due to tapering. He also determined the capacitance of the 
structure using the excitation potential difference between the two 
poles of the sphere. The equivalent inductance of the tapered spher
ical coil and coil length (necessary for self-resonance) are derived by 
Wheeler as 

2 12 3 
L = - IJ.O- ---9'TT'3 a 1 + 2/ IJ.r 

1 = � 
2 

1+2/lJ.r A 
�-- = -a 1 + Er/2 2 

(1.43) 

(1.44) 

As seen, the equivalent length of the tapered coil is equal to 
1 = aA/2, where a is the scale factor dependent on the enclosed 
material. For the case when no energy is stored within the sphere 

z 

1 z 

+vo 

radius = a 

x��Y ------x�-------+y 

-Vo 

FIGURE 1.16---·Wheeler's self-resonant tapered pitch spherical coil antenna. 
(See [2].) 
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(e,. = 0, f.1r = (0), the resonant length is exactly 'A/2. This zero energy 
self-resonant spherical coil presents an important limiting case for a 
small antenna radiating both TMlO and TElO. As in [27], it is stated 
that the Q of this self-resonant coil is half of the Q for constant pitch 
spherical coil (with zero internal stored energy). Wheeler states that 
this is a result of equal electric and magnetic stored energy outside the 
sphere, and the radiated power is now twice the single mode case. The 
Q for this self-resonant coil with a tapered pitch is therefore equal to 

� 1 
Q(E = 0, f.1 = (0) = Qmin,Wheeler = 

2(ka )3 (1.45) 

In terms of the definition of Q given in Eq. (1.3), this means that the 
max( WM, WE) remains the same in the single mode case, but P A is 
twice its original value. 

Equivalent Spherical Coil Wheeler states that any coil formed by a loop 
winding in the same direction and with the loops located parallel to 
one another can be represented by an equivalent spherical coil as in 
Fig. 1.15. The equivalent spherical coil will have the same inductance 
and the radiation pattern as that of the original coil. He then gave the 
appropriate formulas for the equivalent spherical coil of radius aeq 
and turns neq as 

( f.1oA2 ) 1/3 
aeq = 

27TL 

neq = 

(1.46) 

(1.47) 

In this, A = Al + A2 + ... + An where Aj is the area of the ith tum 
in the original coil, and L is the inductance of the original coil. These 
results illustrate another key conclusfon made 'by many authors and 
seen in much empirical evidence but never explicitly shown. That is, 
Wheeler's results imply that the diameter of the equivalent spheri
cal coil is always less than the maximum dimension of the original 
coil. Concurrently, the equivalent spherical coil will retain the same Q 
and radiation resistance as that of the original coil. This demonstrates 
that the spherical coil makes more efficient use of the Chu sphere as 
compared to the class of coils described above. 

Though this conclusion was only shown comparing different coils 
represented by an equivalent spherical coil, it holds for all small 
antennas. That is, antennas which utilize more of their Chu sphere tend 
to have smaller values of Q. Most of the empirical work in demonstrat
ing this property is with surface current distributions over the Chu 
sphere. 
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1 .3.1 .3 Comments 

Using the concept that a small antenna behaves as a lumped capacitor 
or inductor with a radiation resistance component, Wheeler expressed 
these parameters in terms of modified versions of well known capac
itance, inductance, and radiation resistance formulae. This represen
tation is, of course, an approximation as the single reactance lumped 
element model breaks down as antenna size increases. As the antenna 
size increases, other techniques for representing the properties of small 
antennas including multimode analysis are more appropriate. 

The primary conclusion reached by Wheeler is that the Q of a small 
antenna is inversely proportional to its physical volume. A shape fac
tor (I was also introduced to account for variances in the effective area 
or length of the antenna, giving 

Q= VRS 
(I Vphysical 

(1.48) 

Wheeler obtained two important limiting cases for the small an
tenna Q. For the coil in Fig. 1.15 with infinite permeability core, 
Wheeler gave the radiation characteristics as a series RL circuit. Rec
ognizing that the mode radiated by this structure is a TElO type and 
that an infinite permeability core results in zero stored energy inside 
the sphere, he reached the limiting value for Q given by 

1 
Qrnin,Wheeler = QTEIO (JLr = 00) = (ka)3 

(1.49) 

For the second limiting case, Wheeler considered the self-resonant 
coil of Fig. 1.16 supporting TEIO and TMIO modes, with zero stored 
internal energy. He found the limiting value for Q as 

A 1 
Qrnin,Wheeler = QTEIO+TMIO (Er = 0, JLr = 00) = 2(ka)3 (1.50) 

Wheeler 's conclusions on small antenna limitations were later ver
ified analytically by ThaI [28] and experimentally by Best [13] . It is 
important to note that Wheeler 's analysis is all based on equivalent 
circuit model of the small antenna. That is, he did not perform any 
full-wave analysis. Through his circuit analysis, Wheeler was the first 
to show that the Q of a small antenna is decreased with the increasing 
volume. The associated formula is in Eq. (1.48) and leads to the conclu
sion that antennas which best utilize their minimum enclosing sphere tend to 
have small Q values as compared to other geometries within the same volume. 
Wheeler also concluded that as the antenna size decreases, the ratio 
of reactance to radiation resistance increases even more rapidly. This 
reality ex-;mplifies the issue of impedance matching for very small 
antennas. 
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1.3.2 Work of Chu (1948) 
While Wheeler carried out his analysis using lumped circuit models 
for the small antenna itself, Chu [11] came to similar conclusions using 
spherical vector wavefunctions to evaluate the gain and bandwidth of 
omnidirectional antennas. Figure 1.1 shows the mathematical sphere 
of radius a enclosing the small antenna structure. This is the mini
mum sphere that encloses the antenna structure, and will be referred 
to hereafter as the "Chu Sphere." Chu [11] notes that the field con
figuration external to the Chu sphere is not uniquely defined by the 
interior source. Also he notes that an infinite number of source dis
tributions are possible inside the Chu sphere for a single external field 
configuration. 

1.3.2.1  Spherical Waves 

Chu begins his analysis by assuming a vertically polarized, omni
directional antenna of maximum dimension 2a. Thus, the structure 
can be enclosed by the Chu sphere of radius a. With a spherical coordi
nate system (r, S, 4», the transmitted/received fields are TMnO waves 
of order n (the azimuthal index m is zero due to the omni-directional 
field nature). The nonzero electromagnetic field components associ
ated with TMnO modes are 

n 

h(2) (kr) Er = - j 20 L Ann(n + 1) Pn(cosS) 
n 
kr n 

Eo = j Zo L An P;(cosS) 
k
1
r :r (h �2)(kr») 

n 

(1.S1a) 

(1.S1b) 

(1.S1e) 

where An are constants determined by the source distribution of the 
antenna 
P;(cosS) is the associated Legendre polynomial of order m = 1 
and degree n. This polynomial has a behavior similar to that of 
Fourier series with n terms. Sev�ral associated Legendre 
polynomials P;(x) are plotted in Fig. 1.17. 
Pn(cosS) is the Legendre polynomial of degree n. 
h�2)(kr) is the spherical Hankel function of the second kind, 
representing the outward traveling wave. 
20 = .J¥" is the plane wave impedance of the homogeneous, 
isotropic medium represented by (J.1, E). 

Chu then further restricted his analysis to an omni-directional an
tenna whose maximum gain lies in the equatorial plane S = 1T /2. 
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FIGURE 1.17 Associated Legendre polynomials P;(x) for n = 1 to 4. 

We can see from Fig. 1 . 17 that pJ(O) vanishes for n even and is 
finite for n odd. Therefore, for maximum gain in the equatorial plane 
it is necessary that An is zero for n even, and the An values for n odd 
combine in phase. 

1.3.2.2 Chu Equivalent Circuit 

To separate the total antenna energy into components associated 
with radiation, nonpropagating electric energy, and nonpropagat
ing magnetic energy, Chu devised an equivalent circuit for the wave 
impedance of each propagating TMnO wave. This circuit approach to 
determine the radiated and stored fields provides many benefits over a 
field approach using the Poynting theorem. Among them, the passive 
circuit provides greater insight into the nature of the spherical mode 
and their contribution to the overall antenna performance. Chu notes 
that the significant drawback in using a field approach to find the radi
ated power and stored energies is the nonlinear nature of the field com
ponents. As such, superposition cannot be directly applied to separate 
the electric and magnetic stored energy components in the near field. 

To derive the equivalent circuits for spherical TMnO mode, Chu 
begun by�ognizing mode orthogonality among the modes. As such, 
the overall antenna power or energy can be viewed as a superposition 
of the corresponding powers and energies for each mode. Figure 1 . 18 
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I 
+ 

Input V 

FIGURE 1.18 Chu's equivalent circuit network to represent the omni
directional TMnO antenna. (See Chu [11].) 

represents the equivalent circuit used to represent the modes gener
ated by the omni-directional TMnO antenna. 

Chu proceeds to define the equivalent voltage and current for each 
TMnO mode network on the following assumptions: 

1. The input impedance of the TMnO network is equal to the nor
malized wave impedance in the outward radial direction of 
the TMnO mode at the surface of the Chu sphere of radius = a. 

2. The complex power at the input terminals of the TMnO mode 
circuit is equal to the complex power of the TMnO mode exiting 
the Chu sphere. 

The normalized wave impedance in the outward radial direction for 
the TMnO mode can be written using the recurrence relations among 
Bessel functions. Specifically, 

n 1 
= - + =----,----....,....--jka 2n -1 1 

jka 
+ 2n -3 

-- . 
jka 

• 

• 

1 
• 

3 1 
- + ---:---jka _1_ + 1 

jka 

(1.52) 
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a L= (2n -l)c 
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(2n - 5)c 

ZoO r-:------'-------l....--
• • • 

R= 1 

FIGURE 1.19 Equivalent impedance circuit for the TMnO mode of the Chu 
antenna with a = sphere radius

-
and c = velocity of light. (See Chu [11].) 

This continued fraction expansion implies that 2no can be represented 
in terms of the circuit network shown in Fig. 1.19. 

It is important to recognize that the equivalent circuit for any 
TMnO wave (Fig. 1.19) behaves as a high-pass filter and stores capac
itive energy. Thus, increasing the radius a of the Chu sphere has the 
same effect as increasing the frequency. By itself, the circuit models 
the impedance seen by a wave propagating outward from the Chu 
sphere surface. As the distance from the Chu sphere becomes larger, the 
wave impedance (for the TMnO mode) approaches that of the intrinsic 
impedance 20 (as would be expected). Since there are an infinite set 
of source configurations that can generate any mode, Chu chose the 
excitation leading to zero dissipation for the antenna and zero stored energy 
inside the Chu sphere. This type of spherical, zero internal stored energy 
antenna will be referred to as a "Chu antenna." 

With respect to Fig. 1.19, the Q of the omni-directional TMno Chu 
antenna can be determined rather easily. Since the antenna is assumed 
to have no losses other than those due to radiation, the total power 
delivered (PA) is the sum of the real powers delivered to each of the 
mode circuits. Further, since we assume zero energy inside the Chu 
sphere, WE is the total stored electric energy in each of the mode circuits. 
With these considerations in mind, the total Q of the omni-directional 
TMnO Chu antenna can be expressed as 

Q= 
2WWE 

Pa 

L I Anl2 
n(n +

1) Qn 
n=odd 2n + 1 

L I Anl2 
n(n + 1) 

n=odd 2n + 1 

(1.53) 

where Qn is the quality factor of the TMnO mode circuit (see Fig. 1.19). 
As Chu did not have access to efficient methods for computing the 
total electr�energy in each of the mode circuits, he approximated each 
mode circuit in Fig. 1.19 as an RLC series circuit, a valid approximation 
near the operating frequency. 
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In summary, Chu restricts his analysis to an antenna with the 
following properties: 

• Vertically polarized 

• Omni-directional 

• Even n modes are not excited ( An = 0 for n even) 

• For n odd, An has the same phase angle for each mode 

• No conducting losses in the antenna structure 

• No stored energy inside the Chu sphere (Chu antenna) 

Chu examines three cases for this type of antenna: (1) maximum gain 
antenna, (2) minimum Q antenna, and (3) maximum G/Q antenna. 
These quantities are examined in the following sections. 

1 .3.2.3 Maximum Gain Omni-directional Chu Antenna 

Using the standard antenna gain definition, the gain G (in the equa
torial plane of the Chu antenna) is given by 

N 2 
L An( -1) "11 P,�(O) 

n=l,odd 
N 

'" I Anl2 
n(n + 1) 

� 2n+1 n=l,odd 

(1.54) 

For maximum achievable gain, the An coefficients remain to choose 
appropriately. To do so we differentiate Eq. (1.54) with respect to An 
and set the result to zero. Solving the resulting N x N system yields 
the An values. Table 1.1 gives the maximum gain in the equatorial 
plane when N = 1, 3, and 5. 

From Table 1.1, we can conclude that in theory any desired gain 
can be realized independent of antenna size as long as the source 

N 1 3 5 -------------------- � 
Gmax (8 = 'IT/2) 1.5 3.81 4.10 -------------------- 2� / 'IT 

TABLE 1.1 Gmax Versus N in the Equatorial Plane (After Chu [11]) 
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distribution can be constructed. Equation (1.54) shows how the an
tenna gain increases with the inclusion of higher order modes (again 
with proper excitation coefficients). However, in order to excite these 
higher order modes, the source distribution complexity increases dra
matically. As such, the needed excitation configurations may not be 
realizable in practice. 

1 .3.2.4 Minimum Q Omnl-directlonal Chu Antenna 

To determine the set of mode coefficients An that give minimum Q for 
the Chu antenna, we proceed to differentiate Eq. (1.53) with respect to An and set the result to zero, giving 

N N 

Qn L IAnl2 n�: �) = L {IAnI2 n�: �) Qn } (1.55) 
n=l, odd n=l, odd 

From Eq. (1.55) it is obvious that the only nontrivial solution to mini
mizing Q is to excite only a single mode (Le., An = 0 except for n = I). 
From Fig. 1.19, it is clear that the TMlO mode (see Fig. 1.20) gives the 
lowest Q for the omni-directional Chu antenna, and we observe that 
it also represents the mode generated by an infinitesimal (Hertzian) 
electric dipole. 

1 .3.2.5 Maximum G/Q Omnl-dlrectlonal Chu Antenna 

The maximum G/Q ratio can be determined by using the derived for
mulas for G and Q in Eqs. (1.54) and (1.53), respectively. After dividing 
(1.54) by (1.53), the resultant G/Q ratio is again differentiated with re
spect to An and set to zero to create a system of equations. Solving these 
yields the An coefficients giving the max G/Q as plotted in Fig. 1.21. 

Figure 1.21 shows the plot of the maximum G/Q ratio versus ka 
(2-rra/"A). The asymptotic nature of the curves in Fig. 1.21 demonstrates 
another fundamental limitation of omni-directional antennas. Specifi
cally, for a given antenna supporting N modes, there is an upper bound 

a c=c 

~ 
VlO 

a L=c 
Z'O 1:--.1......-----1 R=l 

FIGURE 1.20 �Equivalent impedance network for the TMlO mode with a = 

Chu sphere radius and c = velocity of light. (See Chu [11].) 
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FIGURE 1.21 Maximum G/Q ratio for vertically polariied Chu antenna 
versus antenna size lea for various N. (After Chu ©J. App. Phys., 1948 [11].) 

of the G/Q ratio. Alternatively, we can state that as Q is reduced, the 
G/Q ratio reaches a maximum bound. 

1 .3.2.6 Horizontally Polarized Omnl·dlrectlonal Chu Antenna 

The previous analysis was restricted to a Chu antenna, vertically po
larized and having an omni-directional pattern with maximum gain 
in the equatorial plane. If this Chu antenna is now horizontally po
larized as well as omni-directional and with maximum gain in the 
equatorial plane, the transmitted/received waves will be the super
position of the TEnO waves. Once again, the m index is zero due to 
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TM TE 
Hq, -Eel> 
ER HR 
Ee He 
20 1120 

TABLE 1.2 TM-TE Duality 

the omni-directional nature of the fields. It is a straightforward task to 
identify the three nonzero field components associated with the TEllo 
waves. They are listed in Table 1.2 along with their dual TM mode 
quantities [36] . 

The horizontally polarized TEnD Chu antenna can also be represented 
by an equivalent circuit similar to Fig. 1.19. However, in this case each 
circuit outside the sphere must represent the TEnD modes generated 
by the sources inside the Chu sphere. Chu noted that the normalized 
wave admittance of the TEnD mode is equal to the normalized wave 
impedance of the TMnO modes as given in Eq. (1.3.2.2). The TEllO mode 
equivalent circuits can similarly be found by defining the unique mode 
voltages and currents such that the input admittance of each TEnD 
equivalent circuit is equal to the normalized wave admittance of the 
corresponding TEnD mode. This can be done by equating the complex 
power at the input terminals of each TEnD circuit to the complex power 
of the TEnD mode crossing the Chu sphere. The equivalent admittance 
circuit for the TEnD mode is shown in Fig. 1.22. 

It is important to note that the equivalent admittance circuit for any 
TEnD wave behaves as a high-pass filter with inductive energy storage. 
Increasing the radius a of the Chu sphere has the same effect as increas
ing the frequency. It is also evident that as the distance from the Chu 
sphere increases, the intrinsic wave admittance approaches that of free 
space. Invoking the dual nature between the TEllO and TMllo fields, all 

c= a a 
(211 - 1)c (2n -5)c 

1110 � • • • 
+ 

L= a a G = 1 VII 0 
-
l1C (211 - 3)c Y"i: 

• • • 

FIGURE 1.22 Equivalent admittance circuit for the TEmJ mode of the Chu 
alltetma with a = sphere radius and c = velocity of light. (See Clw r11].) 
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previously derived results for a Chu antenna with vertical polarization 
also apply to the Chu antenna with horizontal polarization. 

1 .3.2.7 TE and TM Circularly Polarized Omni-directional 

Chu Antenna 

Chu stated that a circularly polarized, omni-directional Chu antenna 
with maximum gain in the equatorial plane can be realized with 90° 
phasing between the TMnO and TEno modes (provided the TEno and 
TMnO pairs radiate equal power). Under these conditions, the stored 
electri� and magnetic energies are also equal. The nth mode Q for such 
a Chu antenna can be found using the standard definition of Q given 
in Eq. (1.3). That is, 

Qn = 
2wWn 

Pn 
(1.56) 

with W n being the total stored electric (see Fig. 1.19) or magnetic energy 
(see Fig. 1.22) in the networks, and P n is the total real power delivered 
to both TEno and TMnO circuits. For this type of circularly polarized 
antenna, we recognize that for small ka the TMlO equivalent circuit 
has predominantly electric stored energy. Likewise, the corresponding 
TEI0 network has predominantly magnetic stored energy. However, 
since the total real powers delivered to both circuits are equal, Chu 
states that the resulting quality factor for the TMlO/TElO circularly 
polarized antenna Qcp, ™lO-TE10,Chu is appropriately given by 

1 1 
Qcp, TMI0-TEI0,Chu � "2 QTMI0,Chu = "2 QTEI0,Chu (1.57) 

Here, the Chu subscript indicates we refer to a Chu antenna. 

1 .3.2.8 Comments 

Chu's work introduced many of the fundamental ideas used in mod
em analysis of small antennas. The concept of the Chu antenna (an 
antenna with zero energy storage inside its Chu sphere) is central to 
finding a lower bound on Q. Practical antennas exciting a given mode 
configuration must, of course, have nonzero energy storage inside 
their Chu sphere, to give a Q value larger than that of the Chu antenna. 
However, since Chu used a series RLC for each of his mode circuits 
there are inherent approximations, and much of the later work in small 
antennas is dedicated to finding more accurate and simpler closed 
form expressions for the Q limits. 

The absolute lower bound on Q for a linearly polarized antenna 
(denoted as Qrnin) radiating only TM or only TE modes was shown 
to be the Q of a Chu antenna radiating a pure TMlO or TElO mode. 
The corresponding Q for a circularly polarized (CP) antenna radiating 
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equal parts TMIO and TElO modes was shown to have its lowest bound 
equal to half of the single mode Q 

Qrnin = Qcp, TMIO-TEIO,Chu (1.58) 

Chu also noted that in theory any gain can be realized with proper 
mode excitation coefficients. Additionally, Chu noted that there is a 
theoretical upper limit on G/Q, indicating that higher gain is possible 
at the cost of reduced bandwidth and increased antenna complexity. 

The TMnO and TEno mode high-pass networks proposed by Chu in 
Figs. 1.19 and 1.22, respectively, show the difficulty in radiating higher 
order modes using smaller antennas. For small antennas these modes 
are not practically realizable for two reasons: (1) the source complexity 
increases and (2) the large Q associated with higher order modes leads 
to large amounts of stored energy as compared to radiated power. This 
can be seen in the TMnO and TEno mode networks as they operate well 
into their stopband for small antenna sizes. As is well known, in most 
cases, it is desirable to have minimal higher order mode excitation 
to maximize bandwidth. However, higher order modes can serve to 
tune out reactance (see Sec. 1.3.12). 

1.3.3 Work of Harrington (1960) 
Harrington [3] expanded Chu's [11] work, focusing on the gain and 
Q properties of a unidirectional Chu antenna radiating equally excited 
TE and TM modes along the e = 0° direction. He also introduced 
the dissipation factor d F in an attempt to quantify antenna losses as a 
function of size and number of modes excited. 

1 .3.3.1 Maximum Gain for a Directional Chu Antenna 

As stated in Sec. 1.3.2 (Chu), the fields outside the Chu sphere can be 
written as the superposition of orthogonal TEnm and TMnm modes. 
Harrington [3] used the known TEnm and TMnm wavefunction repre
sentation 

m,n 

m,n 

(1.60a) 

(1.60b) 
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In these equations, h�2) (kr) is the spherical Hankel function of the 
second kind, and P:'( cos6) is the associated Legendre polynomial. 
Harrington used these expressions to derive the directive gain in the 
6 = 0° direction. His derivation finds that G(6 = 0) is independent of 
the phase constants ClTEnm and ClTEnm, implying that G(6 = 0) is inde
pendent of polarization [3] . Harrington's gain expression has the AnI 
and Bnl coefficients on the numerator, and all of the mode coefficients 
in the denominator. Thus, G increases when all mode coefficients with 
m =j:. 1 vanish. The gain is further maximized when the AnI and Bnl 
coefficients are chosen so that the TEnl and TMnl powers are equal
ized, implying 

AnI = ZoBnl (1 .61) 

Even higher gain is obtained when the phases of AnI are chosen to 
maximize the numerator. Upon applying each of these conditions, 
Harrington proceeded to maximize G by differentiating it with respect 
to AnI and solving for the AnI values. His resulting maximum gain 
expression for a unidirectional Chu antenna for n � N is 

(1 .62) 

1 .3.3.2 Minimum Q for a Directional Chu Antenna 

Using the same equivalent circuits employed by Chu [11], Harrington 
recognized that the Q of the nth mode (denoted as Qn) for a linearly 
polarized, unidirectional, equally excited TE and TM mode Chu an
tenna is the same as that of the circularly polarized, omni-directional, 
equally excited TE and TM mode antenna in [11]. As usual, Qn can be 
computed from 

2w wElectric 
Qn= run 

Prun 

2ww�gnetic 

Prun 
(1 .63) 

where Prun denotes the power contained by the TErun or TMrun modes 
d 

w.Electric,Magnetic f h d· I ·  
. an run re er to t e correspon mg e ectnc or magnetIc 

energy densities. He found that 

1 1 
QLP,TE,,1-TMn1,Chu = QCP,TEno-TMno,Chu � 2QTEno,Chu = 2Q™no,Chu 

(1 .64) 

where the notation QLP, TEIn-TMIn,Chu refers to the Chu antenna Q 
radiating LP polarized waves due to equally excited TEnl and 
�Mnl modes. Similarly to Chu [11] the minimum Q, denoted by 
Qmin, is 

Qmin = QLP,TEll-TMll,Chu = QCP,TElO-TMlO,Chu (1 .65) 
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1 .3.3.3 Antenna Losses and Efficiency 

Harrington also investigated the losses in the antenna structure as a 
function of antenna size. To do so, he used a figure of merit referred 
to as the dissipation factor d F .  He considered a spherical antenna of 
radius a whose radiation can be represented by the equivalent surface 
magnetic currents 

M= E x rlr=a (1.66) 

He also represented the TErun and TMrun normalized wave 
impedances looking in the -r direction by 

ZTE- '" zTM- '" 
Zc = 

(1 + j) J OJ". run run 20 20 2(1 
(1.67) 

That is, he included the conductivity (1 into his expression to account 
for losses. 

Harrington proceeded to define an equivalent network with M rep
resenting a series voltage discontinuity at the sphere's surface. For 
each mode, the normalized wave impedance looking into the +r 
direction is given by the Chu equivalent circuit. Additionally, the 
impedance in the -r direction (interior to the sphere) is given by 
Eq. (1.67). This equivalent network problem is depicted in Fig. 1.23. 

Denoting the powers dissipated inside the Chu sphere by P �' ™run 
and the radiated mode powers as Pr�run/TMnm, the dissipation factor 
for each equally excited TErun /TMrun mode pair is 

P TErun + P ™run d - diss diss 
Fn - TE TM Prad run + Prad run 

(1.68) 

FIGURE 1.23 Circuit model for a lossy antenna structure used to compute 
the dissipation factor d F . 
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The overall dissipation factor is then given by 

(1.69) 

As expected, higher order modes are evanescent for small anten
nas. So, the dominant dissipation factor is dFl. The efficiency is then 
given by 

Efficiency(%) = 
1 
��F 

and plotted in Fig. 1 .24. 

(1.70) 

Though simplified models were used for the conductor losses, 
the dissipation factor provides an insight in the behavior of small 
antennas. We can state that as antenna size decreases, its efficiency also 
decreases. This is also the reason that low Q values for small anten
nas are primarily the result of material losses rather than radiation 
loss. 
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FIGURE 1.24 Dissipation factor dF versus ka for various N = max(n) in 
Eq. (1.69). (See Harrington [3].) 
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1.3.3.4 Comments 

Unlike Chu, Harrington focused on linearly polarized, unidirectional 
Chu antennas with equal excitation of TErun and TMrun modes. In the 
small antenna limit, Eq. (1.1), the maximum gain or directivity of 
this antenna was derived to be 3. Also, the lower bound on Q was 
found to be approximately half that of the same Chu antenna sup
porting only TM or TE modes. This further reinforces the idea that 
reduction of Q from a linearly polarized antenna is a result of in
troducing TE and TM modes and not due to change in polarization. 
The reader may wonder why it was stressed in earlier sections that 
small antennas have the same pattern as that of a Hertzian dipole, 
yet Harrington's work focused on a unidirectional antenna. It will 
later be shown [4, 5] that these patterns can be realized in the small 
antenna limit using certain arrangements of electric and magnetic 
monopoles. 

We close this discussion by nothing that Fig. 1.24 clearly shows 
the inverse relationship between antenna size·and antenna efficiency. 
Though this analysis was performed for one specific case, the principle 
generally holds for all small antennas. 

1.3.4 Work of Collin, Rothschild, and Fante 

(1964-1969) 
Collin and Rothschild [18] sought to examine the antenna limits on 
Q by using a different method than Chu [11], based purely on the 
spherical TMrun and TErun fields generated by a Chu antenna. Their 
work [18] was restricted to an antenna radiating either TMrun modes 
or TErun modes. The authors also extended their analysis to cylindrical 
modes. However, the cylindrical mode analysis is not of relevance to 
small antennas since they focused on antennas of finite radius but of 
infinite extent. 

1 .3.4.1 Exact Q for a TM or TE Propagating Chu Antenna 

Collin and Rothschild considered a Chu antenna of radius a (as defined 
in Sec. 1.3.2). The authors note that all antenna radiated fields have 
stored, nonpropagating reactive energy and a radiation component to 
carry real power out to infinity. Since the components cannot be easily 
separated, to evaluate Q Collin and Rothschild devised a method to 
separate the radiation component from the total stored electric and 
magnetic energy. The former can, of course, be found using Poynt
ing's theorem. 

Without loss of generality, Collin and Rothschild choose to analyze 
only the TMnO mode of the Chu antenna. As discussed in Secs. 1.3.2 and 
1 .3.3, Q is independent of the azimuthal mode index m (the second 
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index of the mode). So, it was assumed zero for simplicity. Also, the 
TEnrn modes, being the dual of the TMnrn modes, do not need to be 
considered. The field components of the TMnO mode are given in Eqs. 
(1.51a) to (1.51c). 

Central to determining the antenna Q, the authors note that the 
power flow from an antenna can be represented by an energy density 
multiplied by the energy velocity. That is, 

Prad = Radiated Antenna Power = (Energy density) (Speed of light) 

= Prad· c (1.71) 

From Poynting's theorem, the power exiting the Chu antenna surface 
S is given by (see Fig. 1.1 for coordinates) 

21r 1r 
Pout = � f (E x H*) • dS = � J J EaH;a2sine de d<f> 

S 0 0 
= Prad +2jW(WM - WE) (1.72) 

As usual, WE,M refer to the total stored electric and magnetic energy. 
Using the energy density Prad in Eq. (1.71), we can subtract the total 
radiation energy from the total energy to yield the total stored energy 

= 1 { [11 G� IEI2 + ��O IHI}2 sm e de  d�] - P�ad } dr 

\ 

(1.73) 

where Prad = Prad/ c refers to radiated power density. Since the stored 
electric energy is greater than the magnetic one for TMnrn modes, WM 
can be neglected. Thus, we evaluate on the WE to get 

(1.74) 
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This is the Q for the TMnO mode. Collin and Rothschild evaluate 
Eq. (1.74) to get the following expressions 

1 1 
Ql = ka + (ka )3 

3 6 18 
Q2 = ka + (ka )3 + (ka )5 

6 21 135 675 
Q3 

= ka + (ka )3 + (ka )5 + (kaf 
-

(1. 75a) 

(1.75b) 

(1.75c) 

We note that the first three of these are the same as those obtained by 
Chu using the equivalent circuits in Fig. 1.19. 

1 .3.4.2 Exact Q for a TM and TE Propagating Chu Antenna 

Fante [19] expanded Collin and Rothschild's work by assuming a Chu 
antenna exciting TE and TM modes (similar to the case considered 
by Harrington in Sec. 1.3.3). Using Eq. (1.3) and the same procedure 
as Collin and Rothschild, Fante expressed the quality factor Q for an 
arbitrarily excited Chu antenna with TM and TE mode coefficients Anm 
and Brun, respectively, as 

Q=max 

where 

00 00 

L [a�Q� + b�QnJ L [a�Qn + b�Q�J 
n=l 

00 

n=l 
or 00 

L (a� + b�) 
n=l 

n 
a� = L �run I Anml2 

m=O 
n 

b� - L�run I Brunl2 
m=O 

2'lTEm ( 1) (n + m)! 
�run = n n+ 2n+ 1 (n - m)! 

" { 2 for m = 0 
E -m - 1 for m = 1 

(1.76) 

(1.77) 

(1.78) 

(1.79) 

(1.80) 

In the equations, Qn is the quality factor derived by Collin and 
Rothschild for the TMrun or TErun modes, and Q� is an additional 
contribution. Closed form expressions for Qn and Q� are given in [19] 
in terms ofspherical Bessel functions with arguments of ka, and are 
plotted in Fig. 1.25 for several n. For the equally excited case, a� = b� 
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FIGURE 1.25 Quality factor components Q" (solid) and Q� (dashed) for 
different mode indices n (After Fante © IEEE, 1969 [19].) 

and Eq. (1.76) reduces to 

(1.81) 

with 

QA _ Qn + Q� n- 2 
(1.82) 
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TABLE 1.3 Qmin and QI /2 for the Chu Antenna (See Fante [19]) 

From Eq. (1.81), Fante concluded that the minimum possible Q occurs 
for a Chu antenna exciting equal parts TM1m and TE1m 

A 
• Q1 + Q� Qmin = QTM10+TE10,Chu = 

2 
(1.83) 

A 1 l '  1 
Qmin � 2 Q1 = 2 QTE10,Chu = 2 QTM10,Chu for ' ka « 1 (1.84) 

Clearly, Eq. (1.84) is the same result as that derived by Harrington [36]. 
Also, Fig. 1.25 and Eq. (1.83) demonstrate an important issue alluded 
by Chu [11] and Harrington [4] (though never fully quantified). Thatis, 
the Q for a Chu antenna exciting equal parts of TM 1m and TE1m modes is 
slightly greater than half the Q associated with either TE or TM modes. 
Indeed, Fig. 1.25 shows that for small ka, Qn remains approximately an 
order of magnitude greater than Q�. Fante remarks that Qn is always 
greater than Q�. Thus, from Eq. (1.83) the Q corresponding to equally 
excited TM1m and TE1m modes is approximately equal to Q/2 for 
the Chu antenna. However, as ka approaches unity, Q� can no longer 
be ignored, and the approximation Eq. (1.84) breaks down. Table 1.3 
demonstrates this principle by comparing the actual Qmin Eq. (1.83) 
to the Q1/2 approximation. 

1 .3.4.3 Relationship Between Q and Fractional Bandwidth B 
In [19] Fante gives the first direct relationship between Q and the 3 dB 
fractional bandwidth B for small antennas. To do so, Fante begins 
by assuming a high-Q, perfectly efficient antenna having an input 
impedance 

At resonance (w = wo), 2in can be approximated by the first two terms 
of its Taylor series expansion about wO o Specifically, we have . ( dXA(W) ) 

2m = Rrad + J (w - wo) dw W() 
(1 .86) 
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For this, the 3 dB return loss point occurs when (00 - ooo)d XAwo) /dw = 

Rrad . Therefore, the 3 dB fractional bandwidth B can be identified as 

4Prad (1.87) 

To find XA(ooo), Fante begins by considering a volume Q bounded 
by a surface 5 coinciding with the entire antenna structure (in
cluding the feed port A) and the spherical surface 500 at infinity 
(see Fig. 1.26). Fante starts with the identity [36, pp. 394-396] 

11 G! x H' - �: x E') • dS + JJ G! x H' 
5 � 

-�: x E') . dS = - j 111 (1'-0 IHI2 +Eo IE I2) dv 

n 

= - j4 (WM,total + WE,total) (1 .88) 

where WM,total and WE,total represent the total magnetic and elec
tric energy in Q .  For an antenna fabricated of perfect conductor, the 

R�oo " 
, 

, 
, 

, 
, 

, 
, 

" n 

FIGURE 1.26 Volume n bounded by surface 5 coinciding with the entire 
antenna structure (including the feed port A) and far-field sphere 500 , 
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boundary conditions can be applied 

d S . [�! x H* 1 = 0 

d S . [�: x E* 1 = 0 

on 5, excluding A 

to rewrite Eq. (1.88) as 

!! ( aE x H* _ 
an x E*) . dS  _ (l * a v + V* �) 

aoo aoo aoo aoo 
Soo 

= - j4( WM, total + WE, total) (1.89) 

where the second term on the left hand side is associated with the feed 
port equivalent voltage V and equivalent current 1. Next, introducing 
the far zone field expressions valid on 500, we get 

e-jkr 
E(r -+ (0) = Eoo(oo) -r 

e-jkr 
H(r -+ (0) = Hoo(oo) -r 

(1.90a) 

(1.90b) 

Using Eqs. (1.90a) and (1.90b) along with the chain rule for derivatives 
(with respect to frequency), Eq. (1.89) can be simplified to 

(l * av + V*�) = jr r � ( aEoo x H* _ 
aHoo x E* ) . dS 

aoo aoo } r2 aoo 00 aoo 00 
Soo 

As r -+ 00 in Eq. (1.91), we immediately identify the bracketed 
term in the imaginary part as the total stored electric and magnetic 
energy WE + WM. Subtracting the conjugate of Eq. (1.91) from itself 
and utilizing vector identities inside the integrand, Fante derived an 
equation for the frequency derivative of the reactance XA' (000) as 

, aXA 4( WE + WM) 
_ 

2 . 1m!! (E • 
aE� ) d 5 (1.92) 

au- 1 1 1 2 20 1 1 12 00 aoo 
---------.. Soo 
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where it was assumed the current was held constant with frequency. 
Substituting this into the fractional bandwidth definition of Eq. (1.87) 
gives 

B � 
[WO(WE + WM) + P(WO)] -l 

= [ 2WOWE + P(WO)] -l 

Prad Prad 

_ [ 2Wo WM + P(WO)] -l 

Prad 
(1.93) 

From Eq. (1.93) it is clear that in the case where P(wo) is small, this 
expression for B results in the well known relation of Q � l/B. To 
quantify P(wo) in relation to Q, Fante derived the following inequality 

2 P(wo) � B 

� 1/2 
� 16Crun12 
n,m 

n,m 

(1.94) 

where Crun are proportional to the TE and TM mode excitation coef
ficients present in the far-field, and 6Crun is the total change in Crun 
over approximately half the antenna's bandwidth. For this derivation, 
Rrad '(WO) was assumed nearly zero, implying that the derivative of the 
radiated power about the resonant frequency is approximately zero. 
Consequently, there is little change in the Crun coefficients as these are 
proportional to the TE and TM mode coefficients present in the far
field, and the square root term in Eq. (1.94) is very small with respect 
to unity. 

1 .3.4.4 Comments 

Collin and Rothschild developed a field-based method for determin
ing the Q of a Chu antenna exciting either TMrun or TErun modes. Their 
results were shown to be consistent with the results derived by the Chu 
equivalent circuits. Collin and Rothschild found that the Q associated 
with TM1m or TE1m modes represents the absolute lower bound on Q 
for a small antenna radiating only rE or TM modes, given below as 

1 1 Qmin = 

(ka)3 
+ 

ka 
(1.95) 

We do note that compared to Wheeler 's result, Eq. (1.95) has the extra 
term l /ka. This extra term is predictably due to the TM1m mode hav
ing a small inductive energy component. Likewise, the TE1m mode 
will have a small capacitive energy component. Nevertheless, both 
Eqs.  (1.42) and (1.95) are very close for ka « 1. 

Fante used the same procedure as Collin and Rothschild, and 
affirmed the statements made by Harrington and Chu that equal 



C hap t e r 1 :  S u rv e y 0 f Sma II Ant e n na T h e 0 r y 47 

excitations of TMlm and TElm modes lead to the lowest possible Q. 
This Q in Eq. (1 .83) is half that in Eq. (1 .95) for ka « 1, and slightly 
greater than in Eq. (1.95) for ka ::::::: 1 .  It will be discussed later that 
an exact expression for this lowest possible Q will be derived by 
McLean [37] in Sec. 1 .3.6. 

We remark that Fante was the first to give a direct relationship 
between Q and the 3 dB fractional bandwidth B.  He showed that the 
approximation Q ::::::: liB remains valid for large Q and assumes that 
the input resistance does not vary rapidly near the resonant frequency. 
Another derivation relating Q and fractional bandwidth will be given 
later in Sec. 1.3.10. 

1 .3.5 Work of Hansen ( 1981-2006) 
Hansen [2] sought a closed form expression for the minimum Q based 
on the results of Chu's work. H.e begins by representing the radiated 
field as a superposition of spherical vector waves, and notes that all 
excited modes (TErun and TMrun) have an associated stored electric and 
magnetic energy. However, only the propagating modes contribute to 
radiation. Hansen reiterates that Qn rises rapidly for ka < n. 

Hansen [38] has reviewed the performance of many practical small 
antennas including loaded dipoles and loops, dielectric resonator an
tennas (DRA), small patches, and partial sleeves. He also analyzed sev
eral published small antenna designs which have poor radiation char
acteristics when compared to traditional designs, as well as a detailed 
criticism of antennas that claim to beat McLean's [37] Q limits [38] .  

1 .3.5.1 Closed Form Q for TM or TE Omni-directional Chu Antenna 

Using Chu RLC Approximation 

Hansen [2] used the series RLC approximation employed by Chu for 
the TM mode network in Fig. 1 .19 to determine a closed form expres
sion for the minimum Q of a Chu antenna. Chu's RLC series approx
imation of the networks in Fig. 1 .19 is based on equating the input 
resistance, reactance, and frequency derivative of the reactance for 
each mode TMrun to that of an equivalent series RLC circuit. Using 
Eq. (1 .3.2 .2), he cites the input resistance and reactance for each mode 
(as also obtained by Chu) as { (kah�2) (ka » ) ' } 

Xn = Re ( ) kahn2 (ka ) 
(1 .96) 

where the primes indicate derivatives with respect to ka. Using the 
series RLC approximation, Qn for each TErun and TMrun mode can be 
found uSing-E�s. (1 .96), (1 .3), and the duality principles in Table 1 .2 as 

2womax(l%:n, WMn) ka l kah�) (ka ) 12 I Qn = p. 
= (ka Xn) (1 .97) 

a ,n 2 
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The total Q for a pure TE or pure TM antenna system can then be 
obtained from Eq.  (1 .76) . For ka < I ,  Hansen states that based on the 
Chu equivalent circuits of Figs. 1 . 19  and 1 .22, modes with n > 1 can 
be considered evanescent. Accordingly, setting a �  = 0 for n i= I, we 
get the closed form solution using the series RLC approximation as 

1 + 2(ka )2 
QTMlm,Chu = QTElm,Chu 

� (ka )3 [1 + (ka )2] 
for ka < 1 (1 .98) 

As mentioned previously, Eq. (1 .98) is an approximate minimum pos
sible Q for a TM or TE antenna circumscribed by a Chu sphere of radius 
a. We note that Eq. (1 .98) is the corrected result derived by McLean 
based on Chu's RLC circuit approximation, as the original result [2] 
has an algebra mistake [3] . Figure 1 .27 shows the Chu approximate 
result Eq. (1 .98) alongside the approximate limit derived by Wheeler in 
Eq. (1 .42) and exact limit derived by Collin and Rothschild in Eq. (1 .95) . 

1 .3.6 Work of McLean ( 1996) 
In 1996, McLean [3] presented another rigorous method to determine 

Q for a Chu antenna supporting TElO, TMlO, or equally excited TElO 
and TMIO modes. McLean focused on this class of modes as they rep
resent the radiated fields by small antennas. In his approach, McLean 
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ka 

FIGURE 1.27 Qrnin comparison for TM or TE antenna circumscribed by a 
Chu sphere of radius a. 
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challenged the approximate Q limits derived by Wheeler [I],  Chu [11], 
Harrington [3], and Hansen [2] . 

1 .3.6.1 McLean's Exact Q for Chu Antenna Radiating TMto or TEto 
McLean starts by using (1 .51 a) to (1 .51c) to compute the near-zone 
TMIO mode radiated fields 

and become 

1-1. • 6 -J'kr ( j 1 ) .&-<q> = sm e - - -kr2 r 

Eo = -. - sm 6 e- - - - - + -

1 . . J'kr ( 1 j k j ) 
J W£ r2 r kr3 

Er = - cos 6 e-J  
- + -

2 
. 'kr ( 1 j ) 

00£ kr3 r2 

-jkr 
H�ad = _ sin 6 

e 
__ 

r 
-jkr 

Erad Z · 6 
e 

a = - o sm --r 

(1 .99a) 

(1 .99b) 

(1 .99c) 

(1 . 100a) 

(1 .100b) 

as r � 00. As the TMIO mode has capacitive energy, McLean used only 
the electric energy density We in his Q computations. It is given by 

1 
We = 4£ I E I 2 

which reduces to the radiated energy density 

Z2 
wrad 

= � sin2 (6) e r2 

(1 .101) 

(1 .102) 

for r � OO. Using a method similar to Collin and Rothschild, McLean 
subtracts the electric energy density Eq. (1 .102) from the total elec
tric energy density Eq. (1 .101) to obtain the stored electric energy 
density w� . Integrating w� over all space outside the Chu sphere of 
radius a then gives the stored electric energy WE to be used in Eq. (1 .3) 
to compute Q. The associated radiated power Prad is readily obtained 
using the far zone fields Eqs. (1 .100a) and (1 .100b) and the Poynting 
theorem. Using Prad and WE in Eq. (1 .3), we have 

2000 WE 1 1 QTMlO,Chu = Qmin 
= Prad = ka + (ka)3 

(1 .103) 

Equation ,(�03) is the same as that derived by Collin and 
Rothschild [18] and the same as the TElO or TMlO mode Q for the 
Chu antenna. 
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1 .3.6.2 Q for Radiating Equally Excited TM10 and TE10 

For equally excited TMlO and TElO modes within the Chu antenna, 
McLean invoked duality to represent the TElO fields (see Table 1 .2) .  
He excited the modes to achieve CP polarization by scaling the TElO 
coefficients with jZo . In computing the Q, he used the same procedure 
to evaluate the WE and Prad o Doing so, McLean concluded that 

" 1 ( 2 1 ) 
QTMlO-TElO,Chu = Qmin = 2: ka 

+ 
(ka )3 (1 . 104) 

We note that Eqs.  (1 .103) and (1 .104) are exact and valid for all ka. 
Also, Eq. (1 .104) is the absolute minimum Q, and is approximately half 
of Eq. (1 .103) for ka « 1 .  For such small sizes, the TMIO contributes 
primarily all WE and TElO does the same for WHo Meanwhile, Prad 
is doubled when both TElO and TMlO are excited, leading to the half 
factor. However, this approximation breaks down as ka approaches 
unity. 

Figure 1 .28 compares the Q for TMlO and TMIO + TEIO Chu antennas 
using Chu's RLC approximation [12] versus the exact results in 
Eqs.  (1 .103) and (1 .104) . It is evident that for ka < 0.5, the Chu RLC 
approximation remains accurate. 
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FIGURE 1.28 Comparison between exact and Chu RLC approximated Chu 
antenna Q. 
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1.3.6.3 Exact Q for Chu Antenna Derived from Mode Circuits 

The Qvalues in Eqs. (1.103) and (1.104) can be verified using the equiv
alent impedance and admittance circuits in Figs. 1.19 and 1.22. For the 
TMlO mode, the circuit is given in Fig. 1.29 having the corresponding 
stored electric and radiated power given by 

WE=�CIVcI2= 1 

4 2w(ka) 

1 2 (ka)2 Prad = 2:11rl R = 
1 

+ (ka)2 

Using these in the definition of Q in Eq. (1.3) we get 

2WOWE 1 1 QTMlO,Chu = Qrnin = Prad 
= 

ka 

+ 
(ka )3 

(1.105) 

(1.106) 

(1.107) 

Obviously, this is identical to Eq. (1.103) obtained via full-wave 
analysis. Correspondingly, using the TMlO and TElO equivalent cir
cuits, equally excited TMlO and TElO modes radiating CP fields lead 
to the result in Eq. (1.104). The relation Qrnin � 1/2 Qrnin for ka « 1 
can be easily seen through this circuit method. Specifically, for low 
frequencies the circuits in Figs. 1.19 and 1.22 (n = 1) are dominated by 
the capacitive and inductive elements, respectively. However, as the 
frequency increases and ka approaches unity, the contribution of the 
inductive (Fig. 1.19) and capacitive (Fig. 1.22) elements become more 
prominent, and the half factor relation begins to break down. 

Using Figs. 1.19 and 1.22 for n = 1, we further note that mode 
circuits also demonstrate the breakdown of the often cited Q 

+ 

a c=
c 

+ -

Vc 
L=E.. 

c 

FIGURE 1.29 Equivalent RLC circuit for the TM10 mode. 

R= 1 
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approximation [39] (for small ka) given by 

Q� IXAI 
RA 

(1.108) 

For lea « 1 the net stored energy I WM - WE I � I WE I, due to negligible 
inductor reactance. However, as ka approaches I, the inductor's reac
tance becomes larger and I WM - WE I can no longer be approximated 
by 1 WE I. Consequently, Eq. (1.108) is no longer a valid approximation 
of Eq. (1.3). This is depicted in Fig. 1.30, where Yaghjian and Best's 
computed Q [10] [also given in Eq. (1.153)] is compared to Eq. (1.108) 
for a small dipole and small loop. We can state that Eq. (1.108) remains 
accurate for a small dipole with lea < 0.5, and for a small loop with 
lea < 0.3. 

1.3.6.4 Comments 
McLean demonstrated two procedures (using fields and circuits) to 
determine the exact minimum Q limits for an antenna circumscribed 
by a Chu sphere. For an antenna exciting only TE modes or TM modes, 
the fundamental Q limit is given by Eq. (1.103) and valid for all lea. 
When both TE and TM modes are excited, the fundamental limit is 
given by Eq. (1.104) and valid for all lea. 

In Secs. 1.3.2 through 1.3.6, the minimum Q was derived using a 
Chu antenna-an antenna which is enclosed by a Chu sphere and has 
zero stored energy inside the sphere. T hough the Q given by McLean 
represents an absolute lower bound, it remains much lower than those 
of practical antennas. It has been noted that this is due to the nonzero 
energy stored within the Chu sphere. This additional energy compo
nent was used by Lopez [31] to define the quality factor ratio (QR) for 
a small antenna 

QR=� QChu (1.109) 

where Q is the actual value and QChu is that given by Eqs. (1.103) and 
(1.104). In essence, QR gives the ratio of the total stored energy to that 
stored external to the Chu sphere. If only the TMlO or TElo mode is 
excited, then QChu is given as Eq .. (1.103). Conversely, if both TMlO 
and TElO modes are excited, QChu is given as Eq. (1.104). Lopez gives 
the QR for several practical antennas in Table 1.4. 

1.3.7 Work of Foltz and McLean (1999) 
Foltz and McLean [21] recognized that the derived fundamental 
Q limit is not close to the verifiable values for many practical an
tennas (see Table 1.4). Wheeler [9] and Hansen [2] had also noted that 
dipole antennas deviate from the optimal Q as they do not utilize the 
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Small dipole Q and I XA I IRA approximation 
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ka 

FIGURE 1.30--Yaghjian and Best's [10] computed Q compared to I XAII RA 
approximation for a small dipole and small loop. 
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:Mte 
:{>:;;,;;.-,>:;:",; . ·;,,,"w ,_ ·,;,;,,; 

Spherical coil (Fig. 1.15), J.Lr = 00 1 
Spherical coil (Fig. 1.15), J-Lr = 1 3 
L-type cylindrical antenna (Fig. 1.13), J-Lr = 1; D/b = 2.24 4.4 
Disc dipole (Fig. 1.31), D/b = 0.84 2.4 
Spherical-cap dipole (Fig. 1.32) 1.75 

TABLE 1.4 Quality Factor Ratio QR for Several Common Small Antennas (See 
Lopez [31]) 

D 

b 

FIGURE 1.31 Disc dipole. 

FIGURE 1.32 Spherical-cap dipole. 
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Chu sphere effectively. To examine this hypothesis, Foltz and McLean 
considered the Q of an enclosure having the surface of a prolate 
spheroid (see Fig. 1.33) with zero interior energy. We will refer to this 
as the prolate Chu antenna. Foltz and McLean assume the prolate Chu 
antenna has azimuthal symmetry. This is analogous to setting m = 0 
for the spherical case. 

The minimum Q associated with the prolate Chu antenna gives a 
more restrictive class of limitations. The analysis reported [20] is sum
marized in the preceding sections. 

1.3.7.1 Minimum Q for th� TM Prolate Chu Antenna 

Foltz and McLean represented.the geometry of Fig. 1.33 in a prolate 
spheroidal coordinate system (�, TI, <f», where the surface of the pro
late spheroid lies on � = �o. The relation between �o and the prolate 
dimensions are 

a = �of 
b = (�6 - 1) 1/2 f 

where 2f is the foci distance. Foltz and McLean expanded the fields 
generated by the TM prolate Chu antenna as a superposition of 
azimuthally symmetric TM (to �) spheroidal vector wavefunctions. 

f 

FIGURE 1.33 Cross-section of a prolate spheroid volume and coordinates, 
used in [20]. 
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The wave admittance of these modes looking out from the surface �o 
was computed to be 

. J�6 - T?���+1(�o) Yn+1 = -]CxWE :t (F1���+lm) � 

(1.110) 

where Cx = jk, and ���+l is the (outward) radial spheroidal function 
of the fourth kind. This is analogous to the second kind spherical 
Hankel function used in spherical wavefunction analysis. The transi
tion from a prolate spheroid to an oblate spheroid can be achieved by 
simply replacing Cx with ±jcx. The reader is referred to Stratton [40] 
and Flammer [41] for more details on spheroidal wavefunctions. 

Foltz and McLean state that Eq. (1.110) cannot be easily represented 
as an exact lumped network as was done by Chu [11]. Instead, for 
ka < 0.5 they fitted Eq. (1.110) to the numerical representation 

y, (jw)al + (jw)2a2 + .. . n+l � 1 + (jw)b1 + (jw)2b2 + .. . 
(1.111) 

Foltz and McLean derived an equivalent high-pass network for 
Eq. (1.110) based on Eq. (1.111). They also noted that the minimum 
Q for the TM prolate Chu antenna is associated with the first order TM 
(to�) mode n = 1, which we denote as Qmin,prolate. 

1.3.7.2 Comments 
Foltz and McLean plotted their results for Qrnin,prolate versus ka for 
varying alb ratios of the prolate spheroid (see Fig. 1.34). The longest 
dimension for this spheroid is 2a. In general, Qmin, prolate increases as 
the length/ diameter ratio increases (spheroid gets thinner). However, 
as the length/ diameter ratio is further increased, Qmin,prolate changes 
much less drastically than the physical volume of the prolate spheroid. 
This relationship is depicted in Fig. 1.35. 

1.3.8 Work of Thiele (2003) \ 

Thiele and his associates Detweiler and Penno [7] also recognized that 
the theoretical lower limits on Q described in previous sections are far 
from the results attained for actual antennas. Thiele also addresses 
an ambiguity in Foltz and McLean [20], stating that multiple prolate 
spheroid shapes can qualify as minimally enclosing a given antenna 
structure, resulting in various minimum Q limits. 

In an attempt to find the Q for more practical small antennas, Thiele 
et al. take a much different approach to determine the Q of an ESA 
based purely on the far-fields. Central to their method is the concept of 
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superdirectivity, stated by many authors [42-45] to be directly related 
to the antenna Q. T hiele et al. computed the Q of a dipole supporting 
a sinusoidal current, and compared their results to the minimum Q in 
Eq. (1.103) as derived by McLean. 

1.3.8.1 Superdlrectlvlty and Q 

To determine Q using [7], we first review the superdirective ratio Rso. 
We begin by introducing the variable transformation 

where 

and 

kd 
u = - cos(6) 

2 

'fTd 'fTd 
T :s u < T is the visible region 

-00 < u <-� - - A 
.. [ d ] 

TId 
-<u<oo A - -

is the invisible region 

(1.112) 

For an antenna array (see Fig. 1.36), the array factor is then given by 

and Rso is given by 

. (NU) 
sm -

2 
f(U) = . (U) 

Nsm -
2 

00 J If(u)12du 

Rso = _-_
00 
____ _ 'TT d/A 

• • 
�d-l 

J If(u)12du 

-'TTd/A 

., 

.. 
, 

., 

t/�_/-/�\_8_+� z 

FIGURE 1.36 Linear array along z-axis with element spacing d. 

(1.113) 

(1.114) 
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This superdirective ratio has also been used to measure the realizabil
ity of an antenna. Superdirective antennas are antennas that exhibit 
higher directivity than nominal, and an "electrically small antenna 
(ESA)" can be classified as superdirective since its directivity stays 
approximately constant as ka � O. Thiele et al. noted that Rhodes [45] 
compared RSD to "somewhat similar to Q + 1." If RSD is assumed to 
be equal to Q + 1 as in [42-44], then Q can be represented as 

-'IT d/A 00 

J Ij(u)12du + J Ij(u)12du 

-00 'ITd/A Q = -----------'IT d /A 
J Ij(u)12du 

-:-'IT d /A 

(1.115) 

We may also replace j(u) in Eq. (1.115) by the array's normalized elec
tric field E(u) 

IE(u)1 = Ig(u)j(u)1 (1.116) 

where g(u) is the element pattern. Using this in Eq. (1.115) gives 

-'IT d/A 00 

J IE(u)12du+ J IE(u)12du 

-00 'ITd/A Q = ---�-------'IT d/A 

J IE(u)12du 

-'IT d/A 

(1.117) 

In Fig. 1.37, Thiele et al. used Eq. (1.117) for a dipole element pat
tern (of sinusoidal distribution) and compared it to Eq. (1.103). Unlike 
Eq. (1.103), Eq. (1.117) does not assume TM mode propagation, but is 
instead based on the far fields of the actual antenna. The computed 
Q for a bowtie and end-loaded dipole are also given in Fig. 1.37 (see 
Figs. 1.38 and 1.39 for the antenna geometries), as well as the Q asso
ciated with dipoles of radius ao = 0.0005� and 0.001�. 

Of importance in Fig. 1.37 is that the Thiele et al. Q values for 
the bowtie and end-loaded dipole (enclosed in a Chu sphere) are 
closer to the far-field Q in Eq. (1.117). In contrast, McLean's mini
mum Q Eq. (1.103) is often an order of magnitude smaller. We note 
that Thiele makes a significant approximation (see Fig. 1.30) in using 
Q � IXAI/RA to compute Q for the two dipole curves (ao = 0.0005� 
and 0.001>0, the bowtie antenna, and the end-loaded dipole antenna. 
Thiele remaIks that the patterns of the sinusoidally distributed dipoles 
are slightly narrower than that of a Hertzian (constant current) dipole 
(see Fig. 1.2). Thus, from Eq. (1.117) the sinusoidal dipoles are more 
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FIGURE 1.39 End-loaded dipole circumscribed by Chu sphere. 

superdirective and as a result have a higher Q. This is also seen in the 
current distributions of the bowtie and end-loaded dipoles [7]. From 
Fig. 1.37 we also observe that as the dipole thickness decreases, the 
Q value increases. This effect was also predicted in Fig. 1.34 by Foltz 
and McLean. 

1.3.8.2 Comments 

The approach used by Thiele et al. [7] is solely based on the antenna 
or array far field, regardless of its shape and form. Therefore, it can be 
readily used to compute the Q for any other antenna. However, it is 
important to examine Eq. (1.117) and verify that it agrees with stan
dard definition of Q Eq. (1.3). Indeed, the denominator of Eq. (1.117) 
involves integration of the normalized field pattern over the visible 
region. Thus, it is proportional to the radiated power. So, for Eq. (1.117) 
to be equivalent to Eq. (1.3), the numerator of Eq. (1.117) must rep
resent twice the reactive electric power in the space surrounding the 
antenna (assuming the proportionality factor is the same as in the nu
merator). For that we refer to Rhodes [46]. Rhodes determined that the 
stored electric and magnetic energies generated by a planar aperture 
can be found using the field pattern given in Eq. (1.116). His result is 
indeed twice the reactive electric power in [46] making it consistent 
with the numerator of Eq. (1.117). 

Rhodes [46] also examined the fields of a planar dipole (of sinusoidal 
distribution) to validate his method. He remarked that the input re
actance of the planar dipole using his method closely matches that 
derived by King [12]. He later verified the approximate relationship 
between-Q and the 3 dB fractional bandwidth B for this planar dipole 
using his f�eld integrals over the visible and invisible regions to 
determine real and reactive electric power, respectively (see Fig. 1.40). 
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"W." (After Rhodes ©IEEE, 1966 [46].) 

1.3.9 Work of Geyi (2003) 
Geyi [22] stated that direct calculation of the exact Q using the Collin 
and Rothschild method [18] is difficult in practice, as it involves 
numerical integrations over an infinite spatial domain. To overcome 
this, Geyi formulated an approximate field-based method applicable 
for the small antenna range (ka < 0.5) using the Poynting theorem in 
both the time and frequency domains. Specifically, he determined Q 
by integrating the current distribution of the antenna structure. This 
simplifies numerical integrations significantly as the domain of inte
gration is on the antenna only. Geyi derived the Q for several simple 
antennas and compared his results to other independent methods. He 

··further reconsidered the fundamental Q limits for omni-directional 
and directional small antennas in a straightforward manner using 
spherical wave functions [21]. 

Geyi, along with Jarmuszewski and Qi [47], calculated Q as a func
tion of input impedance via Maxwell's equations extended to the com
plex frequency domain. Essential to Geyi's results is the assertion that 
the Foster reactance theorem is valid for general antenna systems. 
However, several aspects of this derivation has been criticized by Best 
[48] and Andersen [49] under the premises that the frequency deriva
tives of the antenna input reactance XA(w) and input susceptance 
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BA,(w) at resonance and antiresonance are not always positive. Addi
tionally, Andersen [49] notes that the Cauchy-Reimann (C-R) equation 
is improperly applied in the derivation of Q, as the complex function 
for which the C-R theorem is used is not analytic. Due to the contro
versy surrounding [47], we choose to omit this derivation of Q �s a 
function of input impedance and only state the result used by Geyi 
et al. [47] as 

w [ aXA ± XA ] 

Q= 
aw w 

2RA 
(1.118) 

where ± is chosen to yield the larger Q. In a later section, we will 
provide the derivation of the Q in terms of input impedance as given 
by Yaghjian and Best [10]. This Q will be shown to be 

dZm(w) 
dw 

. 
w [ (dRA(W» ) 2 + ( aXA + I XA I ) 2] 1/2 

(1.119) 
2RA(W) dw aw w 

We remark that if the derivative for the input resistance in Eq. (1.119) 
is negligible, then Eq. (1.119) can be reduced to Eq. (1.118) as given 
by Geyi [47]. Indeed, in practice, the frequency derivative of the reac
tance dominates for small antennas operating away from their natural 
antiresonance regions [10]. 

1.3.9.1 Field-Based Evaluation of Antenna 0 
To find a practical method of computing Q for ka < 0.5, Geyi [22] begins 
by assuming a perfectly conducting small antenna with volume Va. For 
his derivations, he approximates the near-zone-antenna fields by in
troducing a power series expansion for the exponential exp( -j k Ir-r' I) 
term in the frequency domain scalar and vector potentials. This low 
frequency approximation for exp( -jklr - r'1) remains accurate under 
the condition that ka < 0.5. The Poynting theorem (in the frequency 
domain) is then used to find the radiated power (Prad) and the dif
ference of the average electric and magnetic energies (WE - WM). To 
represent the near-zone fields in the time domain, the charge and cur
rent density sources, p(r', T) and /(r', T), can be approximated in a 
power series with respect to retarded time T = t - Ir - r'l/e about 
the point t. With this, the time domain scalar and vector potentials 
can then be found, and subsequently the Poynting theorem (in the 
time dom� is used to compute the sum of the average electric and 
magnetic energies (WE + WM). 
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The actual expressions for WE, WM, and Prad used by Geyi [22] are 

WE � 
cZo !! � [p(r)p*(r')] dv(r)dv(r') 
161T R 

Vo Vo 

WM � 
cZo [�!! J(r) • J*(r) dv(r)dv(r') 161T c2 R 

Vo Vo 

+ k; ! ! R [p(r)p'(r') 1 dv(r)dV(r')] 
Vo Vo 

Zok4 [ 2 1 12 2] Prad � 
121T C P + Iml 

(1.120) 

(1.121) 

(1.122) 

with the electric and magnetic dipole moments p and m defined as 

p = ! r' p(r')dv(r') 
Vo 

m = ! r x J('1dV(r) 

Vo 

(1.123) 

(1.124) 

Using the above in Eq. (1.3), Geyi computed the following Q expres
sions for the three antennas in Fig. 1.41 

Dipole antenna 

Loop antenna 

Inverted-L antenna 

[ ( a
) ] 

6 In - -1 
Q= 2WWE 

� 
ao 

Pa (ka)3 

6In ( a 
) 

Q= 2WWM 
� 

ao 
Pa 1T (ka)3 

Q = 2WWE 
Pa 

(1.125) 

(1.126) 

6{[m(�) -1] +b [m(*) - I] }  

Ph2 (h + b)2 
(1.127) 

1.3.9.2 Reinvestigation of Small Antenna Gain and Q Limitations 

Geyi [21] reconsidered the small antenna physical limits. To find the 
minimum Q for a Chu antenna, Geyi directly minimized Eq. (1.76) 



v+
 

2 a 

2 ao 
FI

GU
RE

 1
.41

 
Sm

al
l d

ip
ol

e,
 lo

op
, a

nd
 in

ve
rt

ed
 L

 a
nt

en
na

s.
 

+v
 

h 

( 
r/

////
 

b 

-I �
ao 

( 
'f"

. 
"7':

:/>':/
>':/7

777
7/7

777/
"7"

7>':7
>':/7

/77
777/

7777
7"7>':

7>':7
7/7

77/
717'i) 

n
 

= I»
 

"C:I
 

- ft»
 

..
. 

- en
 

c:
:: 

..
. 

..:
 

ft»
 

- o
 

- en
 

= I»
 

:.0
 

=
 

- ft»
 

=
 

=
 

I»
 

..
... 

= ft»
 

o
 

..
. 

- �
 



66 Sma II Ant e n n a s 

in terms of spherical vector wavefunctions. His results conclude that 
the minimum Qs for TM, TE, or TM + TE mode antennas are exactly 
those derived previously by McLean [3] in Eqs. (1.103) and (1.104), and 
correspond to only first order mode (n = 1) excitations. Furthermore, 
he notes that the minimum Q TE + TM mode antenna is a Chu antenna 
with equally excited TMlm and TE1m modes. 

Geyi believed that Fante's treatment [19] on the maximum GIQ for a 
directional antenna was incorrect, as Fante ignored a constraint on the 
mode coefficients necessary to maintain consistency with W M or WE 
in Eq. (1.3). Geyi then examines the maximum GIQ ratio by using the 
general form of Q given in Eq. (1.76) along with the definition of direc
tivity written in terms of the spherical vector wavefunctions. Through 
a maximization process of this GIQ ratio, Geyi confirms that for both 
the omni-directional and directional case, the GIQ ratio is maximized 
when the TE and TM modes of a Chu antenna are equally excited (as 
already noted by several authors). For ka « 1, Geyi's formulas indicate 
that contributions from higher order modes can be ignored, and they 
are given by 

and 

:::::; 
6(ka)3 

directional, ka < < 1 2(ka)2 + 1 

Gmax 
I '"'-' 3 directional ka < <1 '"'-' 

Qmm I '"'-' 1 1 
directional ka « 1  '"'-' ka 

+ 2(ka)3 

max 
(G) 

:::::; 
3(k�)3 

Q omni,ka<<1 2(ka) + 1 

G��lka«l :::::; 1.5 

Qmml 
1 1 

omni ka<<1 :::::; 
ka + 2(ka)3 

(1.128a) 

(1.128b) 

(1. 128c) 

(1. 129a) 

(1.129b) 

(1.129c) 

In these equations, the superscript max indicates that gain is maxi
mized under the constraint that antenna Q is at its minimum value. 
The superscript min similarly indicates that Q is minimized under 
the constraint that G has its maximum value. From Eqs. (1.128) and 
(1.129), Geyi concludes that in theory a small antenna can have maxi
mum gain and minimum Q simultaneously [21]. We remark that this 
claim will later be challenged by ThaI [29] in Sec. 1.3.12. Figs. 1.42 
to 1.44 plot Qrnm, Gmax, and (GIQ)max, for the omni-directional and 
directional antennas as determined through Geyi's optimization pro
cedure. We note that the "min Q" in Fig. 1.42 is that in Eq. (1.104) 
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FIGURE 1.42 Minimum possible Q for directional and omni-directional 
antennas subject to maximum gain constraint; the min Q curve refers to 
Eq. (1.103) given by McLean [3]. (After Geyi ©IEEE, 2003 [21].) 
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FIGURE 1.44 Maximum possible gain under minimized Q constraint. (After 
Geyi ©IEEE, 2003 [21].) 

derived by McLean [3]. Figure 1.44 plots the maximum G versus ka 
(Harrington [4] states that any antenna with a gain higher than the 
normal gain Gnorm can be classified as a supergain antenna; see also 
Chu [11]). 

1.3.10 Work of Best (2003-2008) 
Yaghjian [10] and Best [10,13,23-26] reconsidered past developments 
on small antenna theory. A key contribution by Yaghjian and Best [10] 
is the new expression of Q in terms of input impedance, valid at all 
frequencies. They also formulated a relationship between the antenna 
Q and the matched voltage standing wave ratio (VSWR) bandwidth, 
allowing for antenna bandwidth to be defined in a more flexible man
ner. Yaghjian and Best first derived the approximate expression for the 
matched VSWR fractional bandwidth (Bv) of a tuned antenna in terms 
of its input impedance in resonance and antiresonance ranges. They 
detail the advantages in using matched VSWR bandwidth over con
ductance bandwidth, demonstrating that the conductance bandwidth 
definition breaks down as the impedance approaches antiresonance. 
Best [23] also gave the limiting relationships between Bv and antenna 
Q. The validity and accuracy of the derived expressions were con
firmed with numerical data for several antennas, including lossy and 
lossless tuned antennas over a wide range of frequencies. 
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Best also considered several wire antennas and their Q limits. He 
showed that a spherical helix antenna [25] has the lowest realized Q 
to date. Best also explored the folding of small antennas to minimize 
their Q [14], the relationship between wire antennas and their resonant 
properties [14,25-26], and antenna volume utilization issues [14]. 

1.3.10.1 Bv and Antenna Input Impedance 

With respect to the transmitting antenna system in Fig. 1.45, we define 
the following parameters: 

• V p - Shielded power s�pply and waveguide volume consisting 
of perfectly conducting walls 

• V A - Antenna volume, including the volume of the tuning reac
tance bringing the antenna to resonance 

• Va - Entire volume outside the shielded power supply, including 
VA 

• So - Antenna input feed port 

• Xs - Series tuning reactance bringing the antenna to resonance 

• Zin - Input impedance looking into the feed port So 
• r - Input reflection coefficient 

Yaghjian and Best [10] begin their study by noting that antennas can 
be tuned to resonance (zero reactive impedance) by including a series 
reactance (see Fig. 1.45). Thus, we can represent the input impedance 

Vp 

Shielded 
power supply 

Zin 
Waveguide 

FIGURE 1.45 General transmitting antenna system. (See Yaghjian and Best 
[10].) 
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at the feed port as 

Here, the antenna input impedance is ZA(oo) = RA(W) + j XA(oo), and 
the series tuning reactance Xs(oo) is 

X (00) _ { ooLs for XA(WO) < 0 
5 - -l/(wCs) for XA(WO) > 0 (1.131) 

in which Ls and Cs correspond to the associated inductance and ca
pacitance values. For resonance (00 = (00) 

(1.132) 

The frequency derivative of the tuned impedance at resonance can 
then be written as 

(1.133) 

This derivative will be used later in computing matched VSWR frac
tional bandwidth Bv. 

The matched VSWR fractional bandwidth (Bv) is defined as the 
band between frequencies 00+ and 00_ having a prescribed VSWR, 
given Zc = RA(ooO), where Zc is the feed line characteristic impedance. 
A parameter associated with the reflection coefficient r (see Fig. 1.45) 
is given by 

[VSWR-1j
2 

r max = r(oo+) = r(oo_) = VSWR + 1 

Using Eq. (1.130) and Zc = RA(ooO), we have 

If(oo)12 = �(oo) + [RA(oo) -RA(ooo)f 
�(oo) + [RA(oo) + RA(ooo)f 

(1.134) 

(1.135) 

Since Eq. (1.135) is valid at any resonance location, Eq. (1.135) is valid 
for both resonant and antiresonant frequency ranges of the antenna. 
Following an algebraic manipulation of Eq. (1.135) and a Taylor series 
expansion of �(oo) + [RA(W) -RA(ooo)f about 000, Yaghjian and Best 
obtain the equation 

where 

.Ji3 
= 

If max 1
2 
2 

_ 

VSWR -1 
1 - If max i 2,JVSWR 

(1.136) 

(1.137) 
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and 

4I3RA(wo) .L.\w = 00+ - 00_ � ± 
000 IZo(wo) 1 

(1.138) 

Using these values in the expression for the fractional bandwidth, we 
have 

B ( ) 
00+ - 00_ 4I3RA( 000) v 000 = � --,-------:-

000 000 1 Zo(wo) 1 
(1.139) 

Yaghjian and Best remark that Eq. (1.139) remains valid when 
Bv(ooo) « I, or equivalently � small enough (stated as 13 :s 1) [10]. 

Yaghjian and Best stressed that the value of Bv is that it uses 
impedances as opposed to conductances. The conductance bandwidth 
at a resonant frequency 000 is defined as the difference between the two 
frequencies about 000 such that the power delivered to the antenna is 
a chosen fraction of the power delivered at resonance. Yaghjian and 
Best noted that the conductance will only reach its maximum at reso
nance when RA(w) is zero [10]. But this is not generally true for small 
antennas. They also recognized that away from resonance there may 
be a conductance maximum. Thus the conductance bandwidth cannot 
be properly defined. 

1.3.10.2 Exact Q Derived from Maxwell's Equations 

Assuming a feed port impedance described by Eq. (1.130), the compu
tation of Q requires P A = Ij21Iinl2 RA and the stored energy. A conve
nient form for the stored energy can be found using the frequency 
derivative of the input reactance X'in(wo). By coupling Maxwell's 
equations to the frequency derivative of Maxwell's equations for the 
antenna system in Fig. 1.45, Yaghjian and Best derive (see [10, App. AD 

IIinl2 �(wo) = lim [Re !(B*.H + D* .E)dv r�oo 
Va 

- 2Eor ! IEool2 dS] + woRe ! ((B') * • H - B* • H' + (D'r • E 
500 VA 

- D* .E')dv + � Im ! E'oo .E�dS (1.140) 

500 

where primes indicate differentiation with respect to frequency, Soo is 
the far fie.ld sphere, and Eoo is defined as 

------------ -jkr 
lim E (r) = Eoo _e -r�oo r 

(1.141) 



72 Small Antennas 

Assuming a linear, isotropic antenna radiating into free space, we can 
use the constitutive relations 

D = EE 

and 

J.L = J.Lr - ] J.Li 

Equation (1.140) can then be written as 

with 

Wr(wo) = �o
Im !(J.LiH' eH* + EiE' eE*)dv 

VA 

1 ! '  * d WR(WO) = - 1m E 00 e Eoo S 
2Zo 

Soo 
. e- jkr 

hm E(r) = Eoo --r-+oo r 

(1.142) 

(1.143) 

(1.145) 

(1.146) 

(1.147) 

(1.148) 

(1.149) 

where primes indicate differentiation with respect to the resonant fre
quency. WE and W M are as defined before, and the second terms in 
Eqs. (1.145) and (1.146) are due to the fact that the electric and magnetic 
energy densities of the radiated fields must be equivalent. This was 
an essential aspect of McLean's [3] analysis. The dispersive energies 
Wr(wo) and WR(WO) are associated with the total dissipated and radi
ated power in the antenna structure, respectively. However, Wr(wo) 
and WR(WO) do not represent the actual energy dissipated or radiated 
in the antenna structure itself. Furthermore, their sum can be either 
positive or negative and XO(wo) can take different signs. Due to this, 
Yaghjian and Best state that Eq. (1.144) proves the Foster reactance 
theorem does not hold for antennas. 
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Using Eq. (1.144) and the aforementioned P A expression, we get 

Q( 
) _ 000 [WM(ooO) + WE (000)] _ 000 Y' ( ) 000 - - "''in 000 PA 2RA(ooO) 

IIu'/;:(Wo) 
[WdWo) + WR(WO)] (1.150) 

Note that the dispersive energy term W L + W R is not present in Geyi's 
controversial expression (1.118). 

1.3.10.3 Representing Q a� a Function of Antenna Input Impedance 

To obtain a useful representation ofEq. (1.150) as a function of the input 
impedance Zin(ooo) and bandwidth, the dispersion energies associated 
with dissipation WL and radiation WR must be evaluated. Yaghjian and 
Best choose to model these dispersion energies in terms of a series 
RLC circuit away from antiresonant frequencies, and as a parallel 
RLC circuit near the antiresonant frequency ranges. In both cases, the 
resistance at resonance is assumed to be frequency dependent. Using 
the models derived in the appendix of [10], they conclude that away 
from antiresonance regions I RA(wo) I « JGn(ooo). Thus, 

wo , 000 
I' I Q(ooo) � 2RA(ooO) Xin

(ooo) � 2RA(ooO) 
Zin(ooo) (1.151) 

However, when JGn (000) < 0, the parallel RLC model approximates 
the dispersion energies as 

(1.152) 

Using Eqs. (1.151) and (1.152), Yagjian and Best [10] note that Q can 
be accurately represented in both the resonance and antiresonance 
frequency ranges as 

(1.153) 

Comparing Eqs. (1.153) and (1.139) gives the relationship between Q 
and Bv � 

203 
Q(ooo) � 

. 
Bv(ooo) 

(1.154) 
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FIGURE 1.46 Impedance for a lossless circular loop of diameter 70 cm and 
wire diameter 1 mm. (See Yaghjian and Best [10].) 

Equation (1.154) remains a good approximation when Q is greater than 
4 [10]. In [10], method of moments simulations were used to determine 
the Q for a straight-wire antenna, a lossless or lossy circular loop, a 
lossless yagi, and a straight-wire embedded in a lossy dispersive di
electric. In each case the approximated Q from Eq. (1.153) remains 
highly accurate as compared to the rigorous Q values in Eq. (1.150) 
for all frequencies. However, Geyi's Eq. (1.118) breaks down near the 
antiresonance regions. Figures 1.46 and 1.47 show the impedance and 
Q for a lossless circular loop of diameter 70 cm with 1 mm wire diam
eter. The breakdown of Eq. (1.118) is clearly seen in the bands where 
�(wo) < 0 (antiresonance band). 

1.3.1 0.4 Fundamental Limitations on Bv 
Best [23] provided an upper bound for the matched VSWR fractional 
bandwidth Bv. This is similar to the minimum achievable value for Q. 
To do so, we begin by the lower bound on Q for an antenna radiating 
only TE or TM modes including the radiation efficiency 11 

(1.155) 
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FIGURE 1.47 Q for the lossless circular loop using Geyi's method QGeyi in 
Eq. (1.118), Yaghjian and Best's method QYand B in Eq. (1.153), along with 
McLean's Qrnin in Eq. (1.103). (See Yaghjian and Best [10].) 

This is a generalization of McLean's expression in Eq. (1.103). Using 
Eqs. (1.154) and (1.155), and assuming 100% radiation efficiency, the 
upper bound of Bv is 

B 
_ (ka)3 VSWR -1 

V, UB - 1 + (ka)2 ,JVSWR 
(1.156) 

Best [23] mentioned two methods for maximizing the bandwidth 
of a small antenna: (1) increasing the number of tuning circuits to 
approach the Bode-Fano limits (see Chap. 2), and (2) designing for 
multiple antenna resonances. He first considered maximizing Bv for 
a case where the small antenna is matched to a load using a number 
of lossless tuned circuits. From Sec. 1.2.3, it is known that the Q of the 
antenna itself does not change (as it is an intrinsic quantity). However, 
the operating�bandwidth can change depending on the external Q. 
Best showed that by applying Eq. (1.156) to the Bode-Fano upper limit 
relationship in Eq. (1.20), the maximum Bv using an infinite number 
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of lossless tuning circuits gives 

Bv, UB, Bode = (VSWR + 1 ) QIn 
VSWR -1 

(ka)3 � 

- 1 + (ka)2In (VSWR + 1 ) 
VSWR -1 

(1.157) 

Best then examined the second method (viz. using multiband with 
closely spaced resonances or wideband antennas) for maximizing B v, 
and the validity of Eq. (1.156) and the minimum Q limit in Eq. (1.103) 
for such antennas. From the numerical computations of a wideband 
disk-loaded antenna, Best found that Eq. (1.103) was never violated 
through the entire frequency band and the measured Bv falls below 
Eq. (1.157) when evaluating at the center frequency. 

1.3.1 0.5 The Spherical Helix Antenna 

Apart from the minimum Q and maximum Bv limits discussed ear
lier, Best [13] also pursued Wheeler's suggestion to better utilize the 
volume of the antenna's Chu sphere to minimize Q. He showed that the 
resonant properties of small wire antennas are a much heavier func
tion of utilized Chu sphere volume rather than conductor arrangement, 
and that the resonant frequency can be easily decreased by increas
ing the effective inductance or capacitance seen at the feed point. The 
latter can be accomplished by techniques such as adding longer wire 
lengths to fill the Chu sphere (increases inductance) or top-loading (in
creases capacitance). Doing so, the resonance (Xin(wo) = 0) shifts, but 
the resistance curve remains relatively unchanged (as predicted by 
R <X h2/'A2 for a monopole height h). This holds as long as the small 
antenna is far enough away from its initial, first natural antiresonant 
frequency [14]. Consequently, a great deal of flexibility is available to 
the designer for choosing the resonant properties of a small antenna. 

One monopole design that fills well the Chu sphere volume is that 
of the four-arm spherical helix [24], shown in Fig. 1.48. This is a real
ization of the coupled TMlO - TE20 mode equivalent circuit given in 
Fig. 1.57. This four-arm design by Best [24] in Fig. 1.48 is an extension 
of the single arm case, where four folded arms are used to increase 
the resonant resistance to values approaching practical transmission 
line impedances. Using the usual resistance for wire loop antennas, 
the resistance of the geometry in Fig. 1.48 can be approximated as 

(1.158) 

where N refers to the number of arms making up the helix in Fig. 1.48. 
H is important to note that the four-arm antennas in Fig. 1.48 have 
efficiencies greater than 97% when copper wires are used [24]. 
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z 

'------ y 

x 

FIGURE 1.48 Four-arm spherical helix. (See Best [24].) 

Apart from the four-arm spherical helix by Best [24], other shapes 
can be considered to fill up the Chu sphere volume. Examples are shown 
in Figs. 1.49 and 1.50. These are staircase spherical helices (SSH) and 
were considered due to their more practical realization. To take ad
vantage of Best's [24] four-arm properties, the design in Fig. 1.49 was 
constructed using the same design equations given in [24, Eqs. 2-5], 
with eight vertical jumps of height 2/3 cm between planar layers at 
the angles 

<l>step = 45i N ( degrees) for i = I, 2, . . . .  , 8 (1.159) 

(<I> is measured from the x-axis, see Fig. 1.49). As can be understood, the 
angles and vertical jump heights were chosen so that the SSH would 
fully utilize the Chu sphere using eight layers. Without any dielectric 
substrate, the SSH was simulated using HFSS [50] for various values 
of tums N. 

z 

y 

x x 

FIGURE 1.49 Top and isometric views of the N = 0.75 tum spherical 
staircase helix (SSH) antenna. 

y 
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N=O.5 N=O.75 N=l 

N = 1.25 N= 1.5 

FIGURE 1.50 Top view of SSH antenna with varying turns. 

Figures 1.51 and 1.52 give the quality factor and resonant resistance 
for the SSH for various values of turns N. As depicted, the efficiency 
for all SSH antennas using copper conductors is greater than 94%. 

As seen from Figs. 1.51 and 1.52, the Q of the SSH closely follows 
that of the two-arm case [24]. However, the resonant resistance fol
lows the four-arm [24] values. The differences between the four-arm 
Q values in [24] and those of the SSH are likely due to increased stored 
energy within the SSH Chu sphere. We do note, that unlike the four
arm antenna by Best [24], the SSH antenna does not utilize the entire 
Chu sphere surface (see Fig. 1.49). Concurrently, the SSH radiates much 
better than the two-arm and is closer to the four-arm radiation level. 

It is important to note that since the SSH radiates a TMlO mode, the 
stored energy is primarily electric and the addition of dielectric inside 
the Chu sphere would increase the stored electric energy and the Q 
value. Therefore for the SSH antenna, it is important that the dielectric 
constant remains low, and the substrate is thin enough for improved 
radiation. This was also observed in [28] where thaI notes that fill
ing the Chu sphere with a dielectric of permittivity €r corresponds to 
multiplying the internal region capacitances by €r (see Sec. 1.3.12). 

1.3.11 Work of Kwon and Pozar (2005-2009) 
Recent work by Kwon [4,5] andPozar [6] aimed to consolidate the pub
lished results about small antenna gain and Q. As described in McLean 
[37] and Chu [11], a circularly polarized Chu antenna radiating equally 
excited TElO and TMlO modes has a Q which is slightly greater than half 
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FIGURE 1.51 Quality factor for the four-arm SSH [51], four-arm [24], and 
two-arm [24] small antennas with the McLean limit in Eq. (1.103) and ThaI 
TM10 limit in Eq. (1.170). 
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that of the TElO or TMIO only case, and is given as Qrnin in Eq. (1.104). 
However, this derivation does not specify if circular polarization is a 
necessary condition to obtain Qrnin given in Eq. (1.104). Harrington [4] 
found that a unidirectional linearly polarized Chu antenna can achieve 
a gain of3 and have Qrnin in Eq. (1.104). Also, Hansen [2] does not men
tion the excitation levels between the TE and TM modes for achieving 
Eq. (1.104). However, Fante [19] showed that Qrnin is possible for a 
Chu antenna with equally excited TElm and TMlm modes, but did not 
mention the associated gain of such an antenna. On the other hand, 
although Geyi [21] categorized the limits of omni-directional and di
rectional antennas, he did not specify the excitation. 

To clarify the issue of excitation and polarization for the Chu antenna, 
Kwon [4,5] explored various crossed electric and magnetic dipole 
excitations. Later, Pozar [6] presented a summary of the gain and 
minimum Q values for small antennas along with the corresponding 
excitations. In the following sections, we provide a summary of the 
work by Kwon and Pozar. 

1.3.11.1 Gain and Q for a Crossed-Dipole Chu Antenna 

K won explored the gain and Q for a Chu antenna generating fields 
corresponding to those radiated by a pair of ideal, crossed electric 
and magnetic dipoles [4]. These dipoles are depicted in Fig. 1. 53, with 
their electric and magnetic dipole moments given by 

pe = zPe 

pm = zPm cos em + YPm sin em 

z 

Pe 

�-+------+ y 

Pm 

x 

(1.160) 

(1.161) 

FIGURE 1.53 Set of crossed electric and magnetic dipoles about the origin, 
radiating the same fields as a COCA outside the Chu sphere. (After Kwon [4].) 
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We will refer to this type of antenna as a crossed-dipole Chu antenna 
(CDCA). To compute the TEIO and TMlO mode excitations correspond
ing to �COCA, Kwon equated the fields due to the pair in Fig. 1.53 to 
the spherical mode representations. Invoking the usual mode orthog
onalities of spherical wavefunctions representing the radiated field, 
Kwon found that the only nonzero mode coefficients excited by the 
crossed dipole arrangement of Fig. 1.53 are those of the TMlO, TElO, 
and TEn spherical modes. With the nonzero spherical mode coeffi
cients known, the following relation between Q and polarization was 
obtained using Eq. (1.76) 

1- 1 1 QCOCA = 
ka 

+ 
(ka)3 . IPml2 

(1.162) 

1 + ---'::---
Z51Pel2 

assuming ZoIPel > IPml· Note the similarity to Qrnin given in Eq. (1.103) 

with the one in Eq. (1.162), though QCOCA contains an extra multiply
ing factor. Kwon's results [4] find that: 

1. Q is independent of polarization: - Both pe and pm are present 
in QCOCA as magnitude squared terms, so phase does not affect 
Q. That is linear, circular, and elliptical polarizations can all 
achieve the same Q. Also, omni-directional and directional 
antennas can have the same Q. 

2. Equal electric and magnetic source strengths give the mini
mum possible Q for Chu antenna - That is, ZolPel = IPml re
duces QCOCA = Qrnin in Eq. (1.104). 

Of course, duality also implies that interchanging magnetic and elec
tric polarizability strengths does not impact these conclusions. 

Of interest is the maximum possible gain for the arrangement in 
Fig. 1.53. To proceed, without loss of generality, we may choose to 
relate Pe and pm from Eqs. (1.160) and (1.161) through the phase and 
amplitude parameters a and 13, respectively. That is, we set 

(1.163) 

With this choice of pe and pm, Kwon [4, Eq. 27] maximized the gain 
expression for the CDCA antenna to obtain 

G - � (
1 

2a 1 sin 8m cos 131 ) max,COCA -
2 

+ 
1 + a2 

with a front-to-back ratio 

FBR = 
Gmax 

3 - Gmax 

(1.164) 

(1.165) 
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From Eq. (1.164), it is seen that the maximum possible gain for the 
CDCA is 3, with 8m = 1T/2, 13 = ±1T, and a = I, corresponding 
to linear polarization. That is, the maximum (directional) gain is the 
sum of the gains from the ideal electric and magnetic dipoles. We 
also note that these excitation dipoles must be normal to each other. 
Further, the gain is maximum in the direction normal to the plane 
containing the sources. 

1.3.11.2 Gain and Q for Dual-Set Chu Antenna (DSCA) 

K won extended the analysis in [4] by examining the properties of a Chu 
antenna whose radiating fields correspond to more general sources. 
Specifically, he chose the sources Ua' Ma) to represent the radiating 
TM modes and the sources Ub' Mb) to radiate the spherical TE modes 
[5]. As usual, J a,b represents an electric dipole source and Ma,b refers 
to a magnetic dipole source. To have equal power radiated from the 
electric and magnetic sources, Kwon [5] followed the relations 

h = -�ejj3Ma 
20 

Mb = 20ejj3Ja 

(1.166) 

(1.167) 

That is, U a,Ma) are the dual of Ub,Mb); each set radiating equal power. 
We will refer to this ty pe of antenna as the dual-set Chu antenna (DSCA). 
We do note the DSCA is simply a linear combination of two CDCA 
antennas. Thus, the DSCA has the same Q as the CDCA antenna. In 
essence the DSCA provides more degrees of freedom in choosing the 
excitation sources, but the radiated mode choices are still the same. 
Consequently, K won finds the extra degrees of freedom allow for all 
types of polarization to be realized, simultaneously with a gain of 3 

and minimum Q [5]. 

Table 1.5 summarizes the results derived by Kwon [4,5] for the 
CDCA and DSCA antennas, where Qmin is given in Eq. (1.103) and 
Qmin is given in Eq. (1.104). As depicted, for all possible combinations 
of sources, Qmin is achieved only when equally excited first order TM 
and TE modes are present. However, maximum gain is attained only 
when J and M are present. For linear polarization, maximum gain 
is attained when J and M are in phase but normal to each other. In 
the case of CP radiation, the sources must be individually CPo That 
is, J = zJz and M = jflMy will not give maximum gain. Finally, we 
remark that the results in Table 1.5 and the derivations by Kwon [4,5] 
have recently been contested by ThaI as unrealizable [29]. This will be 
examined in Sec. 1.3.12. 
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zJz(orxJx oryJy) 

zMz(or xMx or yMy) 

zJz ± zMz 

zJz ± yMy 

zJz ± zMz 

zJz ± jyMy 

xJx ± jyJy 

xMx ± jyMy 

xJx ± jyJyand 
xMx ± jyMy 

Linear / Omni 1.5 Qmin 
Linear /Omni 1.5 Qmin 
Linear / Omni 1.5 Qmin 
Linear /Directional 3 Qmin 
Circular / Omni 1.5 Qmin 
Linear /Bidirectional 1.5 Qmin 
Circular /Bidirectional 1.5 Qmin 
Circular /Bidirectional 1.5 Qmin 

A 

Circular /Directional 3 Qmin 

TABLE 1.5 Summary of CDCA and DSCA Chu Antenna Performance. (See 
Pozar [6]) 

1.3.12 Work of Thai (2006-2009) 

Similar to Foltz and McLean in Sec. 1.3.7, thaI set out to find a stricter Q 
limit to more accurately represent real antennas. ThaI [28] considered 
the antenna geometry in Fig. 1.54, that is, an antenna with its current 
distribution on the Chu sphere surface . thai's analysis of the antenna 
in Fig. 1.54 closely matches the approach taken by Chu [11]. That is, he 
represented each propagating mode radiated outside the Chu surface 
with an equivalent mode circuit. However, thaI also included in his 
mode representation an equivalent circuit for the mode extending 
inside the Chu sphere to account for the mode energy stored interior 

FIGURE 1.54 Possible antenna geometry considered by ThaI [28] where the 
wiring lies on the Chu sphere surface. 
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to the sphere. We remark, that contrary to the Chu antenna, in ThaI's 
analysis Q between the TM and TE modes differ significantly. 

A recent publication [29] by ThaI takes another approach to the 
problem of quantifying the energy internal to the Chu sphere. In [29], 

ThaI examines the effect of TM and TE mode phases on the small 
antenna gain and Q limits by analyzing the time-vary ing component 
of the power in Chu's mode circuits. His results conclude, contrary 
to Geyi [21], Kwon [4,5], and Pozar [6], that a small antenna cannot 
simultaneously achieve a gain of 3 and a Q given in Eq. (1.104). 

1.3.12.1 Spherical Mode Circuits at the Chu Sphere Surface 

The TM and TE spherical mode wave impedances can be formu
lated from the orthogonal field components of Eqs. (1.51a) to (1.51c) 

and their duals. Table 1.6 gives the TM and TE normalized wave 
impedances looking outside and inside the Chu sphere surface [36]. 

As would be expected, these normalized wave impedances are inde
pendent of the azimuthal index m. We also note that for m greater 
than n, the associated Legendre polynomials in Eqs. (1.51a) to (1.51c) 
are zero. As a result, no modes for m > n exist. 

To construct the equivalent circuits for an antenna with its current 
over the Chu sphere surface (see Fig. 1.54), we note the recurrence 
relation for spherical Bessel functions bn(ka) 

[kabn+1(ka)] = [kabn-1(ka)] 2n + 1 [kabn(ka)] 
jn+2 jn + jka jn+1 

. [kabn(ka)], = [kabn-1(ka)] � [kabn(ka)] 
] 'n+1 'n + 'k 'n+1 ] ] ] a ] 

(1.168) 

(1.169) 

Using these, ThaI then constructed equivalent mode networks to rep
resent the impedances in Table 1.6 using Chu's procedure in Sec. 
1.3.2 [52]. That is, he related the Bessel functions to analogous voltage 
and current quantities. In essence, these equivalent circuit networks 
are "spherical Bessel function generators" for each index n. 

TM� TEnm 
, Normalized wave j [h�2)(ka)] -j [h�;)(ka)] 

impedance looking out 
of the sphere [h�2) (ka)] [h�2) (ka)] , 
Normalized wave -j[jn(ka)], j [jn(ka)] 
impedance looking [jn(ka)] [jn(ka)]' into the sphere 

TABLE 1.6 Normalized Wave Impedances at Sphere r = a for Spherical Mode 
n, with Primes Indicating Differentiation With Respect to ka 
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Figure 1.55 shows the two equivalent spherical mode networks for 
all TEnm and TMnm modes, with each terminal corresponding a certain 
TEnm or TMnm mode. As was in Chu [12], a is the radius of the Chu 
sphere and c is the speed of light. At a terminal, the impedance looking 
to the left corresponds to the wave impedance looking out of the 
sphere, and the impedance looking to the right corresponds to the 
wave impedance looking into the sphere. This is indicated in Fig. 1.55 
by the exterior and interior region arrows. We note that c may be 
different in the interior and exterior regions if the sphere is filled with 
a material other than free space. We assume c is that of free space 
unless specified otherwise. -

Given the orthogonality of the spherical modes, each antenna mode 
radiated by the surface cur:rent can be represented by an independent 
circuit of Fig. 1.55. The Q for a given mode is, of course, determined by 
the standard definition in Eq. (1.3). Specifically, WE is found by sum
ming the energies stored in all capacitors, and likewise WM is found 
by summing the energies stored in all inductors. The radiated power 
is extracted from the termination resistance. We lastly observe that for 
odd n, the exterior region circuits are equivalent to Chu's circuits in 
Figs. 1.19 and 1.22 (Chu only found circuits for odd n). As an example, 
the mode circuit for a TMIO mode is depicted in Fig. 1.56, where the 
Chu sphere surface current exciting the TMlO mode is represented by 
a current source ITMID. 

1.3.12.2 Q Value for the TMlm and TElm Modes 

thaI [28] tabulated the Q values obtained using the mode circuits 
in Fig. 1.55 for the TMIm and TEIm modes. His results are shown 
in Table 1.7 where Qmin is the minimum possible Q for TM or TE 
operation given in Eq. (1.103) (McLean [3]). QTMIm,ThaI and QTEIm,ThaI 
are the Q values for TMIm and TEIm mode excitation in Fig. 1.55, 
respectively. 

From Table 1.7, we can conclude that for ka < 0.5 

QTMIm, ThaI � 1.5 Qmin 

QTEIm, ThaI � 3 Qmin 

(1.170) 

(1.171) 

It is observed that for vanishing ka, the stored energy is in the TMIm 
mode and is dominated by the capacitors next to the current source 
excitation. That is, the inductors store very little magnetic energy. We 
can also conclude that the energy stored in the internal capacitor is 
half that of the external one. Therefore, the Q computed by thaI [28] 
is 1.5 times the McLean limit in Eq. (1.103). 

Similarly,-ii we place a current source at the TEIm port as ka de
creases, the stored energy will then be dominated by the shunt induc
tors next to the current source since the nearby capacitors store very 
little electric energy. Thus, we can ignore the capacitors and conclude 
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0.050 8020.0 12012.1 24062.0 1.50 3.00 
0.100 1010.0 1506.0 3029.9 1.49 3.00 
0.200 130.0 190.6 390.0 1.47 3.00 
0.300 40.4 57.7 121.1 1.43 3.00 
0.400 18.1 25.1 54.4 1.39 3.00 
0.500 10.0 13.4 30.0 1.34 3.00 
0.600 6.3 8.2 18.9 1.30 3.00 

TABLE 1.7 Comparison of McLean's Qrnin (1.103) and the ones derived by 
ThaI for the TE1m and TM1m modes in Fig. 1.55. (See ThaI [28]) 

that the energy stored by the internal circuit inductor is twice that of 
the external inductor. Thus, the Q value using ThaI's analysis is pre
dictably three times that of McLean's limit in Eq. ( 1.103). We also note 
that there is very little variation in QTElm, Thall Qrnin as ka increases, 
indicating that the ratio of magnetic stored energy to radiated power 
remains fairly constant in the small antenna limit. This is in contrast to 
the TMlm case, where we see a decrease in the QTMlm, Thall Qrnin as ka in
creases, indicating electric stored energy to radiated power decreases. 

Recently, Hansen and Collin [53] verified the accuracy of ThaI's 
mode circuits for an antenna with its current distribution on the Chu 
sphere surface (see Fig. 1.54). After using Collin's results in [ 18] (see 
Sec. 1.3.4) to account for the exterior region energy, the internal stored 
energy can be found by representing the fields as spherical Bessel 
functions of the first kind and enforcing the tangential electric field 
continuity at the Chu sphere surface. After a curve-fitting procedure, 
Hansen and Collin state that Eq. (1.170) can be more accurately rep
resented for ka < 0.5 as 

1 3 
QTMlm,Thal 

� ,J2ka + 2(ka)3 

1.3.12.3 Self· Resonant Mode Configurations 

(1.172) 

The Q values in Table 1.7 are found using the standard Q formula of 
Eq. (1.3) with the assumption that the antenna is tuned to resonance 
using a lossless reactive element. However, the circuits of Fig. 1.55 
can be used to determine the combinations of modes necessary for a 
self-resonant antenna described by Fig. 1.54. 

TM10 - TE20 Self·Resonant Antenna ThaI [28] gives two examples of 
self-resonant small antennas of the type described in Fig. 1.54. For a 

™IO mode, an inductive reactance is needed to tune the antenna to 
resonance. Figure 1.57 shows one possible tuning solution, where the 
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™lO R= 1 a L=c 

a c=c 

---------------------------� 

a 

2c 

N 

1 
-------------------------------- ----------------- , 

TE20 R = 1 

a a a c=c 2c 3c 

.----r---i H � ... 
a L=c 

t ITMIO-TE20 

FIGURE 1.57 TMlO - TE20 mode circuit for a small antenna. (See ThaI [28].) 

surface current distribution radiates both a TMlO and a TE20 mode. 
The TMIO mode remains the primary mode of radiation, with the 
TE20 mode excited through a transformer of ratio N:l (N is adjusted 
to cancel the capacitive reactance due to the TMIO mode). The same 
numerical procedure noted in [52, (Fig. 4c)] is used to determine the 
Q values using the circuits in Fig. 1.57. The results of Table 1.8 show 

-34.80 
-28.85 

25.4 
13.6 

TABLE 1.8 {30II).parison of McLean's Qmin (1.103) with the Q Derived by 
ThaI [28] Using the TM10 - TE20 Self-Resonant Circuit in Fig. 1.57. (See ThaI 
[28]) 
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QTMlO,Thal (identical to that of Table 1.7) and OrM10-TE20,Thal when the 
antenna in Fig. 1.57 is tuned to resonance by the appropriate value 
of N. TE20 /TMl O is the ratio of the power radiated by the TE20 mode 
to the power radiated by the TMlO mode. 

From Table 1.8 it is evident that 

QTMlO-TE20, Thai � QTMlO, Thai (1.173) 

However, QTMlO-TE20, ThaI remains slightly larger due to that the 
stored energy of the TE20 mode is not completely inductive. Also, 
the TE20/TMlO power ratio verifies that the familiar dipole pattern 
for small antennas remains undisturbed using this tuning technique 
(as the TE20 mode is evanescent). Of course, the TMlO and TE20 mode 
field patterns are given by: 

TMlO '" sin 8, E6 polarization (vertical) 

TE20 '" sin 28, E<t> polarization (horizontal) 

That is, the TE20 mode can be used to tune small antennas placed over 
ground planes. This is because the E<t> component of the electric field 
vanishes to zero for 8 = 90°, automatically satisfying the PEC bound
ary conditions. One implementation of the TMlO - TE20 in Fig. 1.57 
is to use the four-arm spherical helix given by Best [24] and shown 
in Fig. 1.48. This antenna exhibits Q values that closely match the 
numerically computed QTMlO-TE20,Thal. Additionally, the TE20/TMlO 
power ratio of the four-arm antenna in [24] is consistent with the val
ues obtained in Table 1.8, as evidenced by the vertical and horizontal 
radiation patterns given in Fig. 1.58. 

TM1m - TE1m Self-Resonant Antenna It was shown above that if a small 
antenna radiates a TMlO mode along with a TElo mode, the resulting 
Q can be smaller than the value obtained if the antenna radiated only 
the TMlO or TElo mode. Furthermore, for a Chu antenna, when the 
radiated powers by TMlo and TElo modes are same, the Chu limit 
becomes slightly greater than half the limit for the single TMlO mode 
(or TElO mode) [3], as given in Eq. (1.104). 

Figure 1.59 depicts the equivalent circuit for an antenna of radius 
a radiating both TMlm and TElm modes using ThaI's approach. The 
TMlm mode remains the primary mode of radiation. As before (see 
Fig. 1.57), the current source representing the magnetic field discon
tinuity at the surface of the Chu sphere is coupled to the TElm mode 
through a transformer of ratio N:1. This ratio can be adjusted to cancel 
the capacitive reactance of the TMlm circuit. 

Using the same numerical procedure as in [52, Fig. 4c], ThaI com
puted the Q values corresponding to the circuit in Fig. 1.59. The results 
of this procedure are given in Table 1.9 where QTMlm-TElm,Thal is the 
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o z 

-165 -180 165 

FIGURE 1.58 Vertical and horizontal patterns for the N = 1 turn four-arm 
Best antenna at resonance. (See Best [24].) 

Q for the TMlm-TElm mode circuit in Fig. 1.59 tuned to resonance by 
the appropriate value of N. The last column in Table 1.9 is the ratio of 
the power radiated by the TElm mode to the power radiated by the 
™lmmode. 

Table 1.9 shows that the minimum Q for the TMlm-TElm self
resonant antenna is approximately twice the McLean limitQrnin given 
in Eq. (1.104) 

QTMlm-TElm, ThaI � 2 Qrnin � Qrnin (1.174) 

Since it was shown in Table 1.7 that QTMlm,Thai < QTElm,ThaI, we can 
conclude that QTMlm-TElm, ThaI represents the minimum possible Q for 
a small air-filled antenna of the type in Fig. 1.54. We should note the 
Qrnin was derLved assuming a self-resonant Chu antenna with equally 
radiating TMlm and TElm modes. As already noted, the results of 
Table 1.9 can be easily predicted by considering only the energy stored 
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I 
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1 ______ --------------

FIGURE 1.59 TM1m - TElm mode circuit for a small antenna using ThaI's 
procedure. (See ThaI [28].) 

0.050 4020.0 8022.5 -3.02 
0.100 1010.0 510.0 1011.0 -3.05 
0.200 130.0 67.5 130.5 -3.16 
0.300 40.4 21.9 40.7 -3.34 
0.400 18.1 10.3 18.4 -3.58 
0.500 10.0 6.0 10.2 -3.85 
0.600 6.3 4.0 6.5 -4.13 

TABLE 1.9 Comparison of  the Qmin (1.103) and Qmin (1.104) computed by 
McLean [3] as compared to the Q obtained by ThaI [28] for the circuit in 
Fig. 1.59. (See ThaI [28].) 
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TMlO -TElO 

TABLE 1.10 Q Values Given by ThaI for lea « 1 [Qrnin is that Given by McLean 
in Eq. (1.103)] 

by elements adjacent to the source, and by assuming all other capac
itors open and all other inductors shorted. Another comment from 
Table 1.9 is that the power ratio TE1m /TM1m is approximately the in
verse of QTEIO,Thal/QTMIO,Thal. Also, the power ratio TElm/TMlm is no 
longer unity, as it was in the case for McLean's calculations with the 
minimum possible quality factor Qrnin. As a result, ThaI's approach 
predicts elliptical polarization [28]. 

The Q calculations by ThaI [28] are summarized in Table 1.10 as 
compared to the Qrnin given by McLean in Eq. (1.103). Also, Table 1.11 
gives the corresponding surface current distributions necessary to ex
cite the TMIO, TElO, self-resonant TMlO - TElO, and self-resonant TMlO 
- TE20 modes [28] listed in Table 1.10. The necessary transformer turns 
N to make the resonant modes are listed in Table 1.12 [28]. 

1.3.12.4 Thai's Energy Lower Bound on the Mode Coupling Network 

In [29], ThaI seeks a relationship between small antenna gain and Q, 
and reexamines previous claims made on the topic. He notes that pre
vious authors [4,6,21] who have examined the gain and Q relationship 
ignored any conditions on the energy inside the Chu sphere, and sim
ply assumed zero internal stored energy. Consequently, it is found in 
[4,6,21] that it is theoretically possible for a small antenna to realize a 
gain of 3 and a Q given in Eq. (1.104) by equally exciting first order TE 
and TM modes. To find stricter limits on Q and gain, ThaI begins by 
finding a lower bound on the energy inside the Chu sphere. As was in 
Chu [11], ThaI represents the antenna system as the equivalent circuit 
shown in Fig. 1.60, where the input port and mode coupling network 

:i(J*�41at�pk/¥�4.1e :, ;;· \:::·1;:'1;$� 
™lO J = ±6 [Asine] 
TElO J = ±<l> [Asin e] 
TMlO -TElO J = -6 [Asin e] ± <l> [N A sin e] 
™lO -TE20 J = -6 [Asine] ± <l>[.Jf.25NAsin2e] 

TABLE 1.11 Current Distributions Over Chu Sphere Surface to Excite 
of  Various Mode Configurations, with N given in Table 1.12. (See ThaI [28]) 
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ka N for TMt".-TEt". N for TMtO-TE20 
0.050 28.25 36.48 
0.100 14.06 18.19 
0.200 6.92 8.99 
0.300 4.50 5.88 
0.400 3.26 4.30 
0.500 2.50 3.33 
0.600 2.00 2.68 

TABLE 1.12 Transformer Turns N to Achieve Self-Resonance for the Circuits 
Given in Figs. 1.57 and 1.59. (See Thai [28]) 

represent the antenna of Chu sphere radius a, and the radiated modes 
outside the Chu sphere are represented by the mode circuits given in 
Fig. 1.55 (using the exterior region circuits only). ThaI states that the 
instantaneous power at each port is the sum of the average and time
varying powers. 

+ 

Input Vs 

V� 

Exterior region 
mode circuits 

------- � 
I 
I 
I 

• 

• 

• 

r. ______ _ 

FIGURE 1.60 Equivalent network used in ThaI's [29] time-varying circuit 
analysis to represent an arbitrary antenna with Chu sphere radius a. 
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Assuming a resonant antenna with no ohmic losses (zero average 
power in the coupling network), ThaI begins his derivation of the 
coupling network energy bound by stating the time-varying power 
balance relation between the ports. Using Fig. 1.60 and assuming co
sine referenced phasors for voltages and currents, ThaI [28] expresses 
the time-varying power at the mode coupling network in terms of the 
voltages and currents at the ports through 

(1.175) 

where Pe,tv is the time-varying power in the coupling network, Vs  
and Is are the complex amplitudes of the time-varying voltage and 
current of the source, Vn and In are the complex amplitudes of the 
time-varying voltage and current at each of the mode circuit inputs, 
and N is the number of radiating modes. ThaI remarks that for a reso
nant antenna, the instantaneous voltage and current at the source are 
in phase. Consequently, the time-varying power VsIs must be the ra
diated power with an additional phase term e j �. Suppressing the Re{ } 
operator and the ej2wt common to each term, Eq. (1.175) becomes 

N 
Pe,tv = Pradeg - L VnIn 

n=l 
(1.176) 

Pc is minimized when the phases of Pradej� and L�=l VnIn are equal. 
Using Eq. (1.176) ThaI forms the inequality 

N 

Ipc,tv l ::: Prad - L VnIn 
n=l 

(1.177) 

Due to the e j2wt time dependence of the time-varying components, 
the time-varying component of the energy in the coupling network is 

We tv = Pc tvd t = -.-'-! Pc tv , , J2w (1.178) 
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Inserting Eq. (1.178) in (1.177) and multiplying both sides by 00, Eq. 
(1.177) can be written as 

(1.179) 

ThaI then notes that the instantaneous energy in the coupling network 
can never be less than zero, thus the time-varying component of the 
energy in the coupling network We, tv can never exceed the average 
energy in the coupling network We,avg. As a result, a lower bound on 
the coupling network energy can be found as 

N 

� Vnln <Uo IWe,avgl > � 1-.;.....n_=_l_---'-
Prad - 2 Prad 

(1.180) 

where <u has been replaced with <uo to stress that the antenna is reso
nant. ThaI states that using the minimum energy bound in Eq. (1.180), 
a stricter Q limit can be enforced as 

<uo IWe,avgl Q = Qexterior + p rad 
(1.181) 

where Qexterior is the quality factor of the antenna, assuming zero en
ergy inside its Chu sphere (thus a Chu antenna). Qexterior can be found 
simply by applying Eq. (1.3) to the exterior region mode circuits of 
Fig. 1.55 (omitting the internal region), in conjunction with knowl
edge of the modal excitation levels. 

1.3.12.5 Applications of the Energy Lower Bound 
Using the minimum energy bound Eq. (1.180) and the sharpened Q 
limit Eq. (1.181), ThaI examines the often cited [4,6,21] result that it is 
theoretically possible for a small antenna to achieve both a gain of 3 
and Q given in Eq. (1.104) using first order TE and TM modes. ThaI 
considers the case where the TElm and TMlm modes radiate equal 
power, with the phase of the TE pattern advanced by. a phase angle 
\11 /2 and the phase of the TM pattern delayed by -\11 /2. This corre
sponds to the currents IR in the unit terminating resistances of the 
exterior circuits in Fig. 1.55 having the form of 

'w /2 IR,TElm = Ioe l (1.182) 
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The power radiated by each mode is found as the power dissipated 
in the terminating resistances. With input currents and voltages at 
the TMlm and TElm mode ports written in terms of the terminating 
resistance currents in Eq. (1.182), the coupling network energy bound 
Eq. (1.180) becomes [29] 

<uo IWC,avg l 2: � 11 - cos \II VI + 1/(ka)6 1 (1.183) 
Prad 2 

For the case where the TMlm and TElm modes correspond to the 
fields radiated by a z-polarized electric Hertzian dipole (TM) and a 
y-polarized magnetic Hertzian dipole (TE), respectively, the gain can 
be written as [29] 

(1.184) 

To achieve minimum possible Qi the coupling mode energy bound in 
Eq. (1.183) must go to zero. Under such conditions 

and from Eq. (1.184), the corresponding gain is 

GQmin = 1.5 (1 + 
(ka)3 ) 

VI + (ka)6 

(1.185) 

(1.186) 

with the corresponding Q given in Eq. (1.104) [29]. For a gain of 3, 
\II = 0 and Eq. (1.183) becomes 

<uo IWC,avg l > � [VI + (ka)6 -1] (1.187) 
Prad - 2 (ka)3 

\11=0 

Using Eqs. (1.181) and (1.187), the corresponding minimum possible 
Q in the small antenna region is 

1 1 1 
Qmax(G) 

� ka + (ka )3 
-2 (1.188) 

Eq\lation (1.188) is nearly identical to the single mode minimum Q 
in Eq. (1.103). ThaI concludes that the statements made in [4,6,21] 
proclaiming it is theoretically possible for a small antenna to achieve 
a gain of 3 and a Q of Eq. (1.104) are erroneous [29]. 

1.3.13 Work of Gustafsson (2007) 
So far, s:pher�al wave functions were used to represent the radiation 
outside the Chu sphere. In contrast, recent publications [30,53-54] con
sidered a different approach to analyzing small antennas. As already 
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noted by Thiele [7], ThaI [28], and Foltz and McLean [20], Chu's ap
proach may not be suitable for practical antennas. Gustafsson et al. [30] 
proceeded to instead use the scattering properties of small particles 
(i.e., their polarizability dyads, ;Ye and ;Ym) to extract the minimum Q, 
gain, and bandwidth of small antennas. His approach is evocative of 
Green's [54] work that related antenna gain to its radar cross-section. 

To describe the approach in [30], it is important that we first intro
duce the small particle or low frequency scattering parameters found 
in many books and papers [57-60]. With the aid of Fig. 1.61, they are 
(see [55] and [56]): 

• Xe: electric susceptibility dyad 
• Xm: magnetic susceptibility dyad 
• ;Ye: electric polarizability dyad 
• ;Ym: magnetic polarizability dyad 
• ;Yoo: high contrast polarizability; limiting value of ;Ye and ;Ym 

when the small scatterer is perfectly (electric or magnetic) con
ducting. It follows the ;Yoo is symmetric 3 x 3 dyadic. It is 
therefore diagonalizable with its eigenvalues being 'Yl,2,3 and 
'Yl>'Y2>'Y3· 

1.3.13.1 limitations on Small Antenna Gain-Bandwidth Product 

and D / Q Ratio 

Gustafsson et al. considered the limitations on the gain-bandwidth 
product and D/Q ratio for a single resonance small antenna. A key 

Scattering pattern Receiving antenna pattern 

FIGURE 1.61 Antenna receiving and scattering patterns. 
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starting expression for the analysis is given in [30] as 
00 

J aext(A)dA = 11"2 (p; - 'Ye - Pe + p� - 'Ym - Pm) 
o 

(1.189) 

In this, Pe = Eo/ IEol is the polarization of the incident field to the 
small scatter (small antenna), and Pm = Ie X Pe where Ie is the direction 
of propagation. It is shown in [30] that 

00 A2 A2 
J aext(A)dA � � J aa(A)dA � � J (1-1112) i.,.2G(A)dA 
o Al Al 

0:: � min {(1-1f12) G} . U A2dA) 

� �A5min{(1-1112) G}. B 
11 

(1.190) 

where Al = 3.108/1 = lower operational frequency wavelength 
A2 = 3.108 h = upper operational frequency wavelength 
AO = 27r/ko = (AI + A2)/2 = average wavelength 

B = 2 (A2 + AI ) 
= 2 (kl -k2) 

= 2 (h -/1 ) 
A2-AI k2+kl h+/1 

= fractional bandwidth 

G = antenna gain 
r = reflection coefficient at the feed port 

(1.191) 

11 = maximum value of the absorption efficiency over the 
wavelength interval [All A2] 

It is also implied that min {(I -1112) G} is taken over the wave
length interval [All A�]. We note that in deriving Eq. (1.190) we used 
the approximation JAI

2 A2dA = A5(1 + B2 /12) � A5. It follows from 
Eqs. (1.189) and (1.190) that 

11"2 
min { (1 -1112) G} . B ::s 11 A3 (p; - 'Ye - Pe + p� - 'Ym - Pm) (1.192) 

o 
and for a perfectly (electric or magnetic) conducting antenna structure, 
we have 
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with, of course, Pe • pm = o. From the relations of ;Ye,m,oc)f we can 
conclude that 

41T3 
min {(1-1f12) G} . B :s Tl A3 hI + 'Y2) o 

(1.194) 

where 'YI,2 are the largest two eigenvalues of ;Yoo. 
Gustafsson et al. proceeded to find a lower limit for the Q of 

a single resonance, lossless small antenna matched at the resonant 
frequency. From a single resonance model for the absorption cross
section, Gustafsson et al. argue that the antenna Q factor can be ex
tracted [30]. Using the absorption cross-section model and Eq. (1.189), 
he finds that the directivity and Q for a small antenna are related 
through [30] 

D k3 
Q 

:s Tl2� hI + 'Y2) (1.195) 

We note the similarity of Eqs. (1.195) to (1.194), and we also remark 
the expected behavior that Q is inversely proportional to the antenna 
volume (since 'YI,2 are proportional to the antenna volume). 

1.3.13.2 Applications of the Gustafsson Limits 
Considering now an antenna being perfectly electric conducting 
(PEC), it follows that;Ym and thus 'Y2= 0 in Eqs. (1.194) and (1.195) [30]. 

Also, 'YI = 47Ta3'Yrorm [3�], where a is the radius of the Chu sphere and 
'Yrorm is given in Fig. 1.62 for several antenna geometries (scatterers). 
Further, since the directivity of single mode radiating small antennas 
(like the Hertzian dipole) is D = 1.5, it follows from Eq. (1.195) that 

Sphere 

1.5 
Qrnin = 

(ka )3'Yrorm 

Disk 

(1.196) 

Prolate Circular 
spheroid cylinder 

2bt� �+� 

yform = 0.24 yform = 0.42 yform = 0.056 yform = 0.050 

FIGURE 1.62 Normalized )'�orm eigenvalues for several small antenna 
geometries, with b ja = 10-3 for the circular ring, prolate spheroid, and 
circular cylinder. (See Gustafsson [30].) 
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with 'Yrorm given in Fig. 1.62. Gustafsson also provides closed-form 

1'1,2 expressions for prolate and oblate spheroids in [30] and shows 
that the oblate spheroid geometry has lower Qmin. 

For a spherical volume (Chu sphere), with D = 1.5 and il = 0.5, since 
'Yrorm = 1, Eq. (1.196) gives 

1.5 QSpherical,Gustafsson = (ka )3 (1.197) 

This is identical to ThaI's antenna supporting a single TMlO mode. 
We also note that Gustafsson's (1.197) expression is identical to the Q 
values obtained by Best [24] for a N-turn four-arm spherical helix. 

Another comparison to Gustafsson's analytic Qmin values are 
shown for a prolated spheroid (see Fig. 1.33). For numerical computa
tions, the prolate spheroid (of height h and width 2a/3) was modeled 
as a four-arm elongated helix antenna (see Fig. 1.63). Using the TMlO -
TE20 tuning technique describe in ThaI [28] (varying the number of 
turns N in the four-arm elongated helix) the resonance was adjusted 
to generate the data in Fig. 1.64. The calculated values using the radi
ation data from the NEC code plotted in Fig. 1.64 and compared to the 
analytic Q in [30] with 1'2 = 0, il = 0.5, and D = 1.5. Indeed, though 
D/Q was derived assuming Ikl � 0, the Gustafsson limit and mea
sured data of Fig. 1.64 are in close agreement even for ka = 0.65. From 
Fig. 1.64, we can conclude that unlike the limits derived using the 
fictitious Chu antenna with assumed mode excitation, Eqs. (1.194) and 
(1.195) allow for stricter upper bounds if the antenna is composed 
of purely electric material. Knowledge of the antenna's absorption 
characteristics are, however, necessary to use the Gustafsson limits. 

2a/3 

y 

x y 
x x 

'-� 

FIGURE 1.63 'fhiee-tum four-arm elongated helix antenna with 
height/width = 2/3. 

a 

• 
y 
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FIGURE 1.64 Gustafsson Q limit for prolate spheroid with width to height 
ratio 2/3 along with 4NEC2 measured N-tum four-arm elongated helix Q. 
(See Fig. 1.63.) 

Comments 
Though the methods used by different authors to evaluate small an
tenna properties have become more sophisticated, the basic principles 
relating antenna size and Q presented by Wheeler and Chu remain 
valid. The circuit approximations for the supported mode are likely 
most valuable in understanding small antenna parameters and their 
properties. Recent work has shown that the relationship between gain 
and Q remains a controversial topic. As seen by Chu [11], and recently 
by ThaI [29], Gain and Q cannot be considered independent quantities 
in practice. 

The work ofYaghjian and Best [10] provided a thorough evaluation 
of Q computation methods. While Q can be computed exactly through 
Maxwell's equations, in practical applications it is necessary to deter
mine Q based on the antenna input impedance. Q can be easily com
puted from the antenna input impedance ZA(W) = RA(W) + j XA(W) 
as [10] 

(1.198) 
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Equation (1.198) remains valid for all frequency ranges and antenna 
sizes [10], and as a result is the most robust method for evaluating Q 
based on input impedance. 

The minimum possible Q for a small antenna circumscribed by a 
Chu sphere (see Fig. 1.1) is a topic of significant practical relevance, as it 
provides a valuable reference as to how well a small antenna's band
width compares to an ideal case. We summarize several minimum Q 
formulas in Table 1.13. Notes on each formula are also provided, as it 
is critical to understand the underlying assumptions in each equation 
in order to make an appropriate comparison with the small antenna. 

Recent works by Gustafsson, Best, and ThaI did highlight the un
certainties in characterizing small antennas. So questions such as 

• What antenna current gives the lowest Q? 

• How can small antenna efficiency be increased? 

• Can shape play a more important role in small antenna theory 
and parameter control? 

although not fully addressed, are now much better understood. 

;··;j;l'yfQ!.I!t�i�,·;; I ;i·: ;ii)!;;(!'!;.;/RI� ·L �.��/. / . ,'/ ..•••. ' ?; ./,': ? . i/.Npt�s . · : .i ; .. 
1 1 

McLean [37] Assumes TM or TE mode -+ (ka)3 ka radiation only 

Ie (k�)3 ) McLean [37] Assumes TM and TE mode 2 ka + 

radiation 

1.5 ThaI [28] Assumes a surface current 

(ka)3 distribution over the Chu 
sphere surface radiating a 
TMmode 

3 ThaI [28] Assumes a surface current 

(ka)3 distribution over the Chu 
sphere surface radiating a TE 
mode 

1 ThaI [28] Assumes a surface current 

(ka)3 distribution over the Chu 
sphere surface radiating TM 
and TEmodes 

G 1 Gustafsson et a1. [30] G = antenna gain - ii = antenna absorption ii 2(ka )3 
efficiency 
Assumes antenna composed - of PEe material -. 

TABLE 1.13 Summary of Small Antenna Q Limits for Chu Sphere of radius = a 
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CHAPTER 2 
Fundamental Limits 

and Design Guidelines 
for Miniaturizing 
Ultra-Wideband 

Antennas 
B. A. Kramer and John L. Volakis 

2.1 Introduction 
Chapter 1 presented the fundamental limits on Q, directivity, and 
limits on efficiency for electrically small antennas. In this chapter, we 
present the Fano-Bode theory [1-3] which is used to determine the 
maximum impedance bandwidth that can be obtained using a pas
sive lossless matching network. By applying the Fano-Bode theory to 
a minimum Q antenna (i.e., using the equivalent circuit of the lowest 
order TE or TM mode as the load impedance), we can demonstrate 
how the electrical size impacts impedance matching for narrowband 
(band-pass response) and UWB antennas (high-pass response). In do
ing so, we will derive a set of antenna limits to characterize UWB 
antenna perf0rmance. 

107 
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For the remainder of this chapter, we discuss how to approach these 
UWB limits by means of antenna miniaturization. Specifically, we dis
cuss the concept of antenna miniaturization and how it can be used 
to enhance the performance of electrically small antennas. We remark 
that this topic has been previously addressed in [4]. Specifically, [4] 

discusses several practical techniques to reduce size and improve 
impedance matching for specific antennas. In contrast, this chapter 
focuses on the theory that defines the limits of miniaturization for 
wideband antennas. We also discuss trade-offs 'associated with broad
band antenna miniaturization and provide basic guidelines for size 
reduction using a spiral antenna as an illustrative example. Details for 
implementing the various miniaturization techniques (e.g., dielectric 
loading or inductive loading) are discussed in Chaps. 3 and 4. Here, 
we focus only on miniaturization limits for UWB antenna without 
reference to the way such miniaturizations will be implemented. 

2.2 Overview of Fano-Bode Theory 
The classic problem of designing a passive reactive network to maxi
mize impedance bandwidth between an arbitrary load and a resistive 
generator was initiated by Bode [1]. Bode considered a two-element 
RC or RL load and determined the maximum possible bandwidth for 
a given maximum tolerable reflection coefficient ro within the pass
band as illustrated in Fig. 2.1. It is important to note that Bode only 
considered a matching network with an infinite number of stages. 
Later, Fano generalized Bode's work by extending it to include arbi
trary loads and an arbitrary complex matching network [2,3]. In both 
Bode's and Fano's work, the system response is arbitrary. However, 
in the literature (especially in antenna theory) their work is presented 

1 -+-----, 

Iro l -r-· .... ·· .. ·· .... ······! 
�--�!----+-----� ffi 

ffipl 

FIGURE 2.1 A possible band-pass response for the reflection coefficient that 
illustrates Fano-Bode criterion. 
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for the band-pass response [5-7], which is suitable for narrowband 
antennas. Here, we discuss impedance matching limitations for both 
the narrowband (band-pass) and broadband (high-pass) cases. We be
gin by discussing Fano's method for determining impedance match
ing limitations for an arbitrary load. Due to the complexity of Fano's 
method, we will restrict our discussion to a high level overview of his 
approach. 

Consider the problem of designing an optimum lossless passive 
network to match an arbitrary load impedance to a resistive genera
tor as illustrated in Fig. 2.2. Fano solved this problem in general for 
any load impedance that could be represented using a finite number 
of passive circuit elements. The basic idea of Fano's approach was to 
tolerate a certain amount of mismatch between the load and genera
tor such that the bandwidth (or matching area [8]) is maximized. The 
first step in Fano's method was to simplify the problem by replacing 
the load impedance with its Darlington equivalent circuit as shown 
in Fig. 2.3. He then normalized the impedance making the resistances 
equal to unity. The resulting network could then be described by two 
reactive networks connected in cascade to form a single two-port net
work N terminated at each port with a 1-Q resistor. Since the reflection 
coefficient r of a lumped element reactive network must be a ratio of 
two real polynomials in the complex frequency variable S = 0"+ jw [2], 

r must have the following form 

r = K _(S _ _ 
SO_

1 _
)( _

S

_S_0
2_

) _· 
_ 

.. _
(s

_-_
S _

On _
) 

(s -Sp1)(S -Sp2) ... (s -spn) 
(2.1) 

where K is a real number, SOm are the zeros and S pm are the poles. 
Knowing the form of r, Fano proceeded to determine the zeros and 
poles which would maximize the bandwidth subject to the tolerance of 
match roo However, the selection of the zeros and poles had to satisfy 
various constraints (see [2] for details). For instance, r has to satisfy 
constraints based on the behavior of the load impedance. Also, the 

Rs 
+ 

v 

r 

Lossless 
passive 

matching 
network 

FIGURE 2.2 Matching network for an arbitrary load impedance [3]. 
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NetworkN 
1- - - - - - - - - - - - - - - - - - - - - - -

I 1 1 ...----+--1 Network Nil Network N' �--.,......----. 

Lossless 
passive 

matching 
network 

Reactive 
network 

determined 
byZL 

RL=10 

1 1 1 r2 1 ______________________ ... r1 
'--..... --.,......--.,......--.,...... ...... ---.,......-_ ..... ,1 "V 

Darlington equivalent 
of load impedance 

FIGURE 2.3 Matching network and Darlington equivalent of the load 
impedance in cascade [3]. 

network N and therefore r must be physically realizable. Essentially, 
these constraints place limits on how well the load impedance can 
be matched. To satisfy these constraints, Fano developed a series of 
integral equations involving the logarithm of the magnitude of the 
reflection coefficient. The form of these equations depends upon the 
type of response (Le., band-pass, high-pass, low-pass, etc.) for the 
overall system and the response of the load. 

For an overall high-pass system response, the equations given by 
Fano involve an integral of the form 

rOO w-2(k+1) In (_1_) dw 
Jo Ifll 

(2.2) 

for k = 0, 1, .. . , N - 1 with N representing the multiplicity of the 
transmission zeros associated with the load. * Each integral is evalu
ated over the frequency spectrum of a return loss function, In (1/ If 11), 
which is used instead of Irll for purely mathematical reasons. By us
ing the calculus of residues, Fano evaluated Eq. (2.2) to obtain the 
following expression for a high-pass response 

rOO w-2(k+l) In (_1_) dw = (_I)k 'IT [AO _ 2 ""' s-:(2k+1)] 
Jo Ifll 2 2k+l 2k + 1 � rt 

I 

(2.3) 
The resulting expression relates the return loss function (left-hand 
side) to the zeros and poles of the load and matching network 

*The integral equations can be written in terms of either rl or r2. 
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(right-hand side). Specifically, the 4+1 coefficients come from the 
Taylor series expansion of the return loss function In (1/1f1) and de
pend only on the load [2]. They are given by 

AO = 1 ('"' S --:(2k+I) _ '"' S -.(2k+I») 
(2.4) 2k+1 

2k + 1 � 01 � pI 
I I 

where Soi and S pi are the zeros and poles of the load impedance re
spectively. The last term on the right-hand side of Eq. (2.3) are the 
unknown zeros Sri of the matching network that lie in the right half 
plane. 

The optimum tolerance of match is found by determining the func
tion If 1 I which simultaneously maximizes the integral relations. In 
other words, If 1 I must maximize the "matching area" given by the 
integral relations. For a given load, this is accomplished by proper se
lection of the zeros Sri of the matching network. Ideally, the matching 
area is maximized when If 1 I has a rectangular-shaped response (see 
Fig. 2.1 or Fig. 2.4). For the rectangular-shaped response, the left-hand 
side of Eq. (2.3) can be evaluated analytically making a closed form 
solution possible. Of course, the ideal rectangular-shaped response 
can only be obtained if the matching network has an infinite number 
of stages. When the matching network has finite complexity, the op
timum If 1 I is found by approximating the ideal rectangular response 
with a set of basis functions. In [2], Fano used Tchebysheff polynomi
als to represent If 1 I and to obtain a solution for an RL (or RC) load 
with a finite number of matching stages. Because this solution uses a 
simple RL load, it is only accurate for antennas with an electrical size 
ka less than about 0.3. We now briefly review this solution which can 
be used to determine the maximum possible bandwidth for a narrow
band antenna. 

Irl 
1 +-----, 

Irol- ······················· 1 

FIGURE 2.4 The ideal high-pass reflection coefficient response. 
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2.3 Fano-Bode Limit for the Band-Pass Response 
To begin, the fractional bandwidth for the band-pass response is de
fined as 

B _ Wp2 - Wpl 
n - -�-'-;;W::;::P:;2:;:; W;:::P=-1 

(2.5) 

where Wp2 and Wpl are the high and low edge-band frequencies for 
which 111 :s 1101 (see Fig. 2.1). Additionally, the center frequency of 
the band-pass response is defined to be ,JWp2Wpl. Fano's solution for 
the band-pass response is in terms of a set of equations [2] 

2 sin (;) 
QBn = sinh (a) - sinh (b) 

tanh (na) tanh (nb) 
cosh (a) cosh (b) 

cosh (nb) ro = --cosh (na) 

(2.6) 

(2.7) 

(2.8) 

where Q is the quality factor associated with the load, n is the num
ber of matching stages* and the coefficients a and b are unknowns. 
Matthaei, Young, and Jones were among the first to publish solutions 
to Fano's equations in the form of tables for the coefficients a and b [9]. 

However, their coefficients were dependent upon the choice of I r 0 I. 
Lopez [5], using a methodology developed by Wheeler [10], provided 
a closed form solution in which his coefficients were independent of 
1101. Lopez's equation is as follows 

where the (an, bn) coefficients are given in [5] and depend only on 
the number of matching stages. From Eq. (2.9), it is evident that for 
a given n and 1101, Bn is inversely proportional to Q. Therefore, for 

*The n = 1 case corresponds to the antenna or load being connected directly to 
the generator (no matching network) . 
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a band-pass type antenna, the upper bound on Bn is obtained upon 
substitution of the minimum Q. 

Before we proceed to discuss broadband (high-pass) impedance 
matching, it is useful to note an important difference between the 
band-pass and high-pass cases. For a given matching network com
plexity n and load impedance, there is a fundamental limitation or 
trade-off between Bn and Ifal for the band-pass case. It is important 
to note that the center frequency is not restricted in any way. That is, 
regardless of antenna size, any Ifal is achievable as long as one is will
ing to reduce Bn. However, for the high-pass response, we will show 
that the electrical size will determine the lowest possible Ifal. That is, 
for the high-pass response the fundamental trade-off is between Iral 
and the cutoff frequency We or "cutoff size" (ka)e. 

2.4 Fano-Bode Limit for the High-Pass Response 
For antennas having a continuous high-pass response, such as a spi
ral or some other frequency independent antenna, the impedance 
matching limitations for the band-pass case are not relevant. Here, 
Fano's work is adapted to the high-pass matching case which is more 
applicable to broadband antennas. Similar to the band-pass limita
tions, the impedance matching limitations for the high-pass case are 
obtained using the equivalent circuits of the lowest order spherical 
modes (TEOl and TMOl) as the load impedance. Using Fano's method, 
a relationship between the cutoff frequency We and maximum tolera
ble reflection coefficient Iral is obtained for three specific cases. Note 
that the same approach was used in [11] to determine matching limits 
on UWB antennas. However, the cases considered in [11] are differ
ent than those considered here and involve higher order spherical 
modes. All of the cases considered here involve only the lowest order 
modes. 

For the first case, we consider the matching limitations obtained by 
connecting the equivalent circuit of the TEOl or TMOl mode directly to 
the generator (no matching network, n = 1). In the second case, we 
consider the matching limitations obtained when both TEal and TMal 
modes are excited equally (lowest possible antenna Q). As in [12], 
it is assumed that the same current distribution equally excites both 
modes resulting in the series combination of their respective equiva
lent circuits. Using this series combination, the matching limitations 
are determined by connecting the load directly to the generator. For the 
third case, we demonstrate the potential improvement that can be ob
tained by ihdw�.ing an infinitely complex matching network (n = 00) 
in the first case. 
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We remark that for the first two cases (n = 1) it is not necessary 
to use Fano's integral relations to determine the impedance matching 
limits, since the form of the reflection coefficient is known and there 
is no matching network. For these cases, we only need to select the 
generator resistance Rs to calculate the reflection coefficient looking 
into the load. For the first case, Rs is set equal to the load resistance 
of the equivalent circuit which happens to be the impedance of free
space 110 (see Fig. 2.1). For the second case, the series combination of 
the equivalent circuits results in a load resistance equal to 2110 [12]. 

Therefore, Rs is set equal to 2110 in the second case. For the first two 
cases, the fundamental relation between We and Irol can now be de
termined by calculating the reflection coefficient with respect to Rs 
looking into the load. The results are shown in Fig. 2.5. 

To demonstrate the impact of an infinite stage matching network 
(third case), we must solve the set of equations given by Eq. (2.3) using 
the equivalent circuit of the TMol or TEat mode as the load. For this 
load there are two transmission zeros at zero, implying a multiplicity 
of two (N = 2). For N = 2, the integral relations obtained from Eq. (2.3) 
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FIGURE 2.5 In-band reflection coefficient ro vs. the cutoff size (ka = ¥) or 
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are as follows 

and 100 4 ( 1 ) -'IT [0 2 ""' 3] w- In - dw=- A3-- 6 sri 
o WII 2 3 . 

1 

(2. 11) 

Since the matching network has infinite complexity, the form of Irll is 
that of the ideal rectangular high-pass response (see Fig. 2.4). There
fore, the left-hand side of Eqs. (2.10) and (2. 11) can be evaluated ana
lytically. For the right-hand side, we must determine the A coefficients 
which depend upon the load. To begin, the equivalent circuit for the 
TEOl or TMOl mode is first normalized to the free space impedance 
'TIo. The impedance, in terms of the complex frequency s = jw, seen 
looking into the equivalent circuit is then given by 

1 ZTMo1 (s) = Z () TEOl S 
s2a2 + sac + c2 

s2a2 + sac (2. 12) 

The reflection coefficient normalized with respect to 'TI is then given by 

Z -1 c2 
r (s) = = ± ----::--::------::-Z + 1 s2a2 + sac + c2 (2.13) 

where the plus sign refers to the TMOl mode and the minus sign to the 
TEOl mode. Regardless of the mode, Eq. (2. 13) has two poles s = -e�je 

and no zeros. Using Eq. (2.4), we have A� = 2a/c and A� = _(A�)3/6. 
As Fano noted, to simultaneously maximize the matching area defined 
by each integral, the zeros of the matching network must be selected 
so that 2: sri3 is as large as possible while 2: sril 

is kept as small as 
possible. This is accomplished by using a single real zero, Sr = (J'r [3]. 
Solving Eq. (2. 10) for (J'r and substituting the result into Eq. (2.11) 
eliminates (J'r. The resulting equation is the cubic polynomial 

3 K K2 K3+4K 
We - w�O + We - = 0 (2.14) Al ( A�) 2 3 ( A�) 3 

where K = � In ( liol ) . The cubic equation was solved using Matlab to 
find the roots of We for a given K. However, for any given K, only one 
of the roots of We is real. The solution is shown graphically in Fig. 2. 5 
(case of n = 00). We remark that in Fig. 2. 5, We was multiplied by a/c 
to convert it�tQ the more useful parameter ka. The curve in Fig. 2. 5 
for the n = 00 case should be interpreted as follows. For a given Wol, 
there is a corresponding kea defining the smallest electrical size for 
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which the pass-band reflection coefficient can equal Irol. To achieve 
this cutoff size, the frequency response of r must be rectangular. That 
is, below kca the magnitude of the reflection coefficient must be one 
and, for all frequencies above kca, it is exactly equal to 1 ro I. Therefore, 
the curve in Fig. 2.5 corresponding to n = 00 cannot be realized in its 
entirety. 

The results in Fig. 2.5 can be used in conjunction with the directivity 
limits to define realized gain limit. For the cases where only first one of 
the lowest order spherical modes was excited, the directivity is limited 
to 1.5 (�1.76 dB) for all ka [13]. For the case where both TMOl and 
TEol modes were excited equally, the maximum directivity that can be 
achieved for all ka is 3 [14]. Assuming antenna is lossless, the realized 
gain is calculated using the results from Fig. 2.5 and the corresponding 
directivity. The resulting realized gain curves are shown in Fig. 2.6. 

In closing, some final comments about the impedance matching 
limits are in order. First, it is important to emphasize that the limits 
are for a minimum Q antenna. Therefore, for an antenna to reach these 
limits, first the antenna Q must approach the lower bound on Q. 
Second, the impedance matching limits do not apply if active circuit 
elements are employed or if there is loss in the antenna structure 
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(i.e., resistive loading or absorber). That is, Fano's method is only 
applicable to lossless passive matching networks. Furthermore, the 
inclusion of loss within the antenna structure permits the antenna Q 
to be lower than the minimum Q because Chu only considered the 
lossless case in his analysis. In fact, one can achieve an arbitrarily low 
antenna Q using resistive loading at the expense of efficiency. 

2.5 Antenna Miniaturization 
Having already discussed the Jundamental limits on radiation Q, di
rectivity and impedance matching for antennas, the remainder of the 
chapter focuses on how to approach the impedance matching limit 
with regards to electrically small UWB antennas. Since the impedance 
matching limit is based on a minimum Q antenna, it can only be ap
proached using a low Q antenna design. The methods that can be used 
to approach this limit can be divided into two categories: &1) mini
mum Q antenna designs; (2) miniaturization of preexisting antenna 
designs to lower their Q. The first approach is about designing an an
tenna that utilizes the entire volume of the Chu sphere such that there 
is no stored energy inside the sphere and only the lowest spherical 
modes exist outside it (TMOl and TEOl) [13] (see Chap. 1 Fig. 1.1 for 
Chu sphere definition). Wheeler proposed two such antenna designs, 
the spherical inductor and the spherical cap dipole, that could come 
close to achieving this goal [15, 16] (see Chap. 1 Sec. 3.1). A charac
teristic of these designs is that they occupy a significant portion of 
the Chu sphere. Therefore, for applications that require conformal or 
low-profile antennas, the first approach is not attractive. The second 
approach involves the miniaturization of a preexisting antenna design 
to improve its Q at frequencies where it is electrically small. In the re
mainder of this chapter, we will discuss this approach. We begin by 
discussing the concept of antenna miniaturization. Subsequently, we 
demonstrate how the miniaturization of a physically small dipole can 
improve its Q. Using such concepts, we then develop basic guidelines 
for miniaturizing UWB antennas. 

2.5.1 Concept 
The concept of miniaturization involves reducing the phase velocity 
of the wave guided by the antenna structure to establish resonance or 
coherent radiation when the antenna is electrically small. To illustrate 
how this can be accomplished, we use the analogy between an an
tenna and transmission line. Consider a center-fed infinite biconical 
antenna, atyp�of a spherically radial waveguide, guiding a spherical 
wave [17]. This is analogous to an infinitely long uniform transmission 
line guiding a plane wave [18, 19]. 
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It is well known that the phase velocity vp and characteristic 
impedance Zo seen by the guided wave are given by 

1 1 
v - -- ---p-

JLC 
-

� (2.15) 

where L is the series inductance per unit length, C is the shunt ca
pacitance per unit length and G is a geometrical factor. Therefore, 
the phase velocity can be controlled using the series inductance and 
shunt capacitance per unit length of the antenna. For the biconical 
antenna, this means controlling the self-inductance of the cone and 
the capacitance between the two cone halves. By doing so, we can 
achieve the proper electrical delay to attain resonance or form a radi
ation band for a spiral antenna regardless of physical size. As we will 
show, this will improve the antenna Q. We remark that in general, the 
characteristic impedance of an antenna is frequency dependent unless 
the geometry naturally scales with frequency (constant geometrical 
factor). 

Techniques that can be used to modify the inductance and capaci
tance of an antenna structure involve either material or reactive load
ing. Material loading refers to the application of materials which 
have Er > 1 and/or J.Lr > 1. This is the most generic approach 
making it applicable to any antenna design. However, the mate
rial density can make this approach prohibitive for applications that 
require lightweight antenna designs. Additionally, material losses can 
play a significant role in their applicability. For example, the fre
quency dependent loss of currently available magnetic or magneto
dielectric materials prevents their use above VHF. On the other 
hand, reactive loading refers to any method which enhances the 
self-inductance and/or shunt-capacitance within the antenna struc
ture. A classic example of inductive loading is the meandering of 
the conductor forming the antenna such as a meanderline dipole. 
Not only is this approach lightweight but it is also applicable for 
any frequency range. However, for some antennas, it can be dif
ficult, if not impossible, to implement capacitive and/ or inductive 
loading. 

2.5.2 Dipole Antenna Example 
To illustrate how miniaturization improves antenna Q, we consider a 
wire dipole which fits inside a sphere of radius a. Thus, the length of 
the dipole is equal to 2a. Under these constraints, the dipole will have 
its first resonance at ka � 'IT /2, which can be reduced by increasing 
the self-inductance of the wire. We note that the first resonance of a 
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dipole occurs at ka = 'IT /2 only if the current distribution is perfectly 
sinusoidal and the wire radius is infinitesimally small. Without physi
cally modifying the dipole, this can be readily accomplished by using 
a method of moments code such as NEC [20]. In NEC, a distributed 
or lumped impedance (parallel or series circuit) can be assigned to 
each wire segment that forms the dipole. In this case, each segment 
was assigned the same distributed inductance L (uniform loading) 
thereby increasing the inductance per unit length of the dipole. In do
ing so, the resonant frequency is shifted to a lower frequency as the 
inductance is increased. The ratio of the resonant frequency for the 
unloaded case (L = 0) to the-1oaded case (L > 0) is defined here in 
as the miniaturization factor m (m = f�es / frS). Figure 2.7 shows the 
miniaturization factor as a function of the inductance per unit length. 
Note that we use this approach to miniaturize the dipole because it 
does not alter the physical structure of the antenna. Therefore, it is a 
very generic approach that can be used to demonstrate the impact of 
reducing the phase velocity. 

To observe the impact of miniaturization on Q, we calculate the 
dipole Q at several values of ka below resonance. To do so, we used 
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the following expression [21] 

Q ( ) <.Uo [ R' (<'uO)]2 + [XI (<.UO) + IX �:o)l l 2 

<.Uo � 2R (<.Uo) (2.16) 

In Fig. 2.8, the Q is plotted as a function of the miniaturization factor 
for the various values of ka. For each ka, the dipole Q was normalized 
using the Q of the unloaded dipole (m = 1 case) to make all curves 
viewable on the same plot. From Fig. 2.8 it is evident that the Q de
creases as m increases until a minimum is reached. The value of m 
for which the minimum Q occurs corresponds to the miniaturization 
factor required to make the dipole resonate at a given ka. This can be 
better depicted by replotting the data using the effective electrical size 
kma = mka as shown in Fig. 2.9 . Recalling that the unloaded (m = 1) 
dipole resonates when ka is slightly less than 'IT /2, it is evident that 
the minimum Q occurs when kma = 1 .5 .  This, of course, verifies our 
earlier statement that the Q is minimized when the dipole achieves 
resonance. Therefore, we can improve the Q of a physically small 
dipole by increasing the electrical size (reducing phase velocity). 
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FIGURE 2.9 Dipole Q as a function of kma = mka. 

2.6 Broadband Antenna Miniaturization 

2 2.5 

We now proceed to discuss broadband antenna miniaturization in 
general. Our goal is to illustrate some simple guidelines that an
tenna engineers can use to miniaturize a broadband antenna regard
less of which miniaturization technique they choose to employ. To 
demonstrate these guidelines, we use a wire log-spiral antenna (see 
Fig. 2.11) and the inductive loading technique previously used for 
the dipole antenna. Examples of implementing inductive loading can 
be found in [22] where lumped surface mount inductors were utilized 
and in [23] where the spiral was inductively loaded by coiling its arm 
such that it resembles a helical waveguide. In this section, our focus 
is on demonstrating the concepts used in designing these antennas 
rather than a particular design. As a first step, we discuss how much 
the antenna should be miniaturized to minimize the Q at a given ka. 
We then �xamine how the loading profile impacts antenna perfor
mance and we discuss the benefit of equal inductive and capacitive 
loading. 
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2.6.1 Optimal Miniaturization Factor 
For any type of antenna, it is important to know how much the phase 
velocity must be reduced to minimize the antenna Q at a given ka. 

For a band-pass or narrowband antenna, the phase velocity needs to 
be reduced such that the antenna is self-resonant at the desired ka. 

However, for a broadband antenna such as a spiral, determining the 
optimal miniaturization factor mopt is not as straightforward. That is, 
consider a spiral antenna (see upcoming Fig. 2. 11) that fits inside a 
sphere of radius a. From radiation band theory [24], we know that the 
spiral radiates primarily from an annular band whose circumference 
is one wavelength A.. For a circular spiral, the diameter of this radiation 
band is then D = A./'IT, implying that the smallest electrical size a spiral 
can have and still support a radiation band is ka = (2'IT /A.) (D /2) = l. 
N ow, consider a frequency WI for which a spiral antenna cannot es
tablish a radiation band within its aperture because it is physically too 
small (ka < 1). To establish the radiation band within the spiral aper
ture, the phase velocity needs to be reduced at the very least by a factor 
of ml = 1/ kla. However, we could also establish the radiation band 
closer to the center of the spiral by reducing the phase velocity by any 
factor, m2, which is larger than mI. Therefore, the question is "Which 
miniaturization factor will minimize the Q at a given ka?" To answer 
this question, we miniaturize a spiral antenna (see Fig. 2. 11) using the 
same inductive loading technique employed previously for the dipole 
antenna. 

To determine the optimal miniaturization factor mopt for a given 
ka, we follow the same procedure used for the dipole antenna. That 
is, we observed how the Q varies as a function of the effective size 
kma for several values of ka. The results are shown in Fig. 2.10 and, 
for each case, the spiral Q has been normalized to the theoretical Q 
limit so that all of the curves can be displayed on the same plot. It 
is apparent that in each case the Q is minimized when kma � O.S'IT, 
implying an optimal miniaturization factor of mopt � O.S'IT / ka. It is 
important to note that mopt is larger than the required m to just fit 
the radiation band inside the spiral aperture. Such a result is not an 
unexpected result because a spiral does not radiate as effectively from 
the radiation bands located near the aperture edges. That is, if the 
radiation band is located too close to the edge of the aperture the 
current does not have sufficient space to decay before it reaches the end 
of the spiral arm. Consequently, a strong reflection occurs resulting 
in a standing wave type current distribution instead of the typical 
decaying current distribution. Just how close the radiation band can 
be to the aperture edge depends upon the growth rate. Thus, for a 
spiral, mopt will most likely depend to some extent on the growth rate. 
Nevertheless, estimating mopt in this manner still provides a useful 
result since it can be used as a starting point in the design process 
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FIGURE 2.10 Spiral antenna Q as a function of the effective electrical size 
kma for fixed values of ka. 

for defining the maximum miniaturization factor that needs to be 
achieved. 

2.6.2 Loading Profile 
In designing a miniaturized broadband antenna it is important to 
consider the manner in which the antenna is miniaturized. As an ex
ample, consider the miniaturization of a spiral antenna by a factor 
m. This miniaturization factor can be achieved by uniformly load
ing the spiral such that the phase velocity is reduced by a factor m 
everywhere along the spiral. On the other hand, the same miniatur
ization factor can also be achieved by gradually decreasing the phase 
velocity along the spiral using a tapered loading profile. An obvious 
question is whether one approach is better than the other. To answer 
this question, let us consider the uniform loading of the 6" -diameter 
spiral shown in Fig. 2.11. For a frequency fa, there is a radiation band 
whose location is shown in Fig. 2.11 prior to miniaturization. It is ob
vious thaf the-2})iral is electrically large enough to naturally establish a 
radiation band at fa. Therefore, its performance at fa is sufficient and 
needs no further improvement. When the spiral is miniaturized by a 
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FIGURE 2.11 Illustration of the effect of miniaturization on the location and 
size of a radiation band. The wire log-spiral is 6" in diameter with an 
expansion ratio T = 0.525 (growth rate a � 0.1) and angle 8 = 7r/2. 

factor m using a uniform loading profile, the location of the radiation 
band associated with fa will then shift inward as shown in Fig. 2.1l. 
However, in doing so, the size of the radiation band is also reduced by 
a factor of m. Therefore, after miniaturization, the spiral now radiates 
from an electrically smaller aperture at the frequency fa, implying a 
higher antenna Q. Thus, while uniform loading can improve perfor
mance at frequencies where the spiral is electrically small, it can also 
lead to worse performance at those frequencies (ka > 1) where the 
spiral could already form a radiation band. 

As a specific example of the above statement, let us uniformly load 
the spiral in Fig. 2.11 with an inductance per unit length of 5 j.1H 
(m = 2.21). The resulting Q is shown in Fig. 2.12. As seen, above 
600 MHz the miniaturized spiral Q is significantly higher because the 
radiation bands are electrically smaller. The effect of the electrically 
smaller aperture on the directivity is shown in Fig. 2.13 for the uni
formly loaded and unloaded spiral. It is apparent that the directivity 
for the uniformly loaded spiral is several dB lower than the unloaded 
spiral, and it exhibits an oscillatory behavior. The oscillatory behav
ior is caused by the spiral not being able to radiate as effectiv�ly (i.e., 
higher Q) from the electrically smaller radiation bands. That is, the 
current is not attenuated sufficiently as it passes through the elec
trically small radiation bands. Therefore, a large amount of current 
reaches the end of the spiral arm where it is reflected and gives rise to 
the oscillations. 

An obvious solution to this problem is to only load the low
frequency portion of the spiral aperture or to use a tapered loading 
profile. In doing so, there will be minimal size reduction of the high
frequency radiation bands. However, it is impossible to miniaturize 
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FIGURE 2.12 Comparison of the radiation Q for a 6" -diameter spiral 
antenna having uniform and exponential inductive loading profile. 
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FIGURE 2.13 Comparison of the broadside directive gain for a 6/!-diameter 
spiral antenna having a uniform and exponential inductive loading profile. 
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a broadband antenna without affecting some of the higher frequency 
components. To demonstrate the improvement obtained by tapering, 
the inductive loading was exponentially tapered along the length of 
the spiral arm starting with an inductance of 0.001 �H and increasing 
to 5 �H. The effect on the spiral Q and broadside directivity are shown 
in Figs. 2.12 and 2.13, respectively. It is clear that the Q for the tapered 
loading is almost identical to the unloaded spiral at high frequencies 
(above 600 MHz) as desired. Similarly, the directivity for the tapered 
loading is almost identical to the unloaded spiral. Therefore, a tapered 
loading profile is an attractive (if not necessary) choice for broadband 
antenna miniaturization because it simultaneously lowers the Q at 
low frequencies (below 600 MHz), while minimizing negative effects 
of miniaturization at higher frequencies. 

It is important to note that the tapered loading profile provides the 
best overall performance. However, uniform loading results in the best 
low-frequency performance at the expense of high-frequency perfor
mance. Thi� is illustrated in Fig. 2.14, which compares the broadside 
realized gain for a spiral antenna with a uniform and an exponen
tially tapered loading profile. In each case, the antennas are matched 
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FIGURE 2.14 Comparison of the broadside realized gain for a 6" -diameter 
spiral antenna for three different inductive loadings: unloaded (L = a �H), 
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to purely real load impedance that maximizes their overall perfor
mance. From Fig. 2.14, it is evident that below about 600 MHz the 
uniformly loaded spiral has the highest realized gain. As all three an
tennas are lossless with almost the same directivity (see Figure 2.13), 
this higher realized gain can be attributed to improved matching. 
That is, the uniformly loaded spiral has the lowest Q in this region 
as seen in Fig. 2.12. However, above 600 MHz, the realized gain of 
both the unloaded and tapered spiral is 5 to 8 dB better, which is a 
significant improvement. This improvement is a product of a slightly 
higher directivity (1-2 dB) and better matching in both cases due to 
their lower Q. Figure 2.14 illustrates an important aspect of miniatur
izing a broadband antenna which was alluded to earlier in our discus
sion of broadband impedance matching. That is, the performance of 
a broadband antenna can be further improved at frequencies where it 
is electrically small as long as one is willing to sacrifice performance 
at frequencies where it is electrically large. Therefore, there exists an 
inherent trade-off in the miniaturization of broadband antennas and 
this is a consequence of the fundamental limits associated with the 
radiation Q. 

2.6.3 Equal LC Loading 
Even though a tapered loading profile alleviates many high-frequency 
issues, it can cause additional issues when the loading is purely in
ductive or capacitive. Similar to a tapered transmission line matching 
section, a tapered loading profile introduces impedance discontinu
ities along the length of the spiral arm that, in tum, cause reflec
tions. The magnitude of these reflections depends upon how large the 
impedance discontinuity is from one section to the next. Of course, 
as long as the impedance differences are small, the reflections due to 
incremental impedance changes will also be small and will have min
imal impact on the antenna input impedance. However, in theory, it 
is possible to eliminate reflections that may occur if both inductive 
and capacitive loadings are used simultaneously. That is, concurrent 
use of inductive and capacitive loading makes it possible to maintain 
the same impedance throughout the entire spiral structure as implied 
by Eq. (2.15). Therefore, ideally, an antenna should be miniaturized 
using equal inductive and capacitive loading. 

2.7 Conclusion 
In this chapterJ_ the Fano-Bode impedance matching limitations were 
used to examine the fundamental limits of narrowband (band-pass) 
and wideband (high-pass) antennas. For the high-pass case, we 
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showed how the Fano-Bode limits restrict the size of a UWB antenna 
subject to some desired pass-band reflection coefficient or realized 
gain. We then discussed how miniaturization techniques can be used 
with preexisting UWB antenna designs to approach this limit by min
imizing the antenna Q. Finally, we outlined a methodology for minia
turizing a UWB antenna using a spiral antenna as an example. 
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Yunqi Fu and John L. Volakis 

3.1 Introduction 

CHAPTER 3 
Overview of Small 
. Antenna Designs 

Wireless communication is now an important part of people's routine 
life. Besides cell phones, other wireless products abound. To mention 
a few, wireless computer and multimedia links, remote control units, 
satellite mobile phones, wireless internet, and radio frequencies iden
tification devices (RFIDs) . 

As can be realized, mobile terminals must be light, small, and have 
low energy requirement. Indeed, developments in the chip industry 
over the 80s and 90s have allowed for dramatic size reduction in mi
croelectronics and CPU computing. In contrast, miniaturization of the 
RF front-end has been a more recent focus (for the past 5 years) and 
has presented us with significant challenges due to small antenna lim
itation (see Chaps. 1 and 2) . Wheeler [1 ]  noted that antenna size limits 
radiation resistance values, efficiency and bandwidth. In other words, 
antenna design is a compromise among volume, bandwidth, gain, and 
efficiency. The best compromise is usually attained when most of the 
available volume is excited for radiation. 

In this chapter, we give a general review of techniques already used 
in the literature to design small antennas. Such techniques can be 
separated in five categories [2-5] : 

1 .  One of them is to load the antenna with high-contrast material, 
high permittivity and/or high permeability. Up to a point, the 
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size-reduction ratio is approximately related to .J�r£r and the 
geometry of the loaded material. 

2 .  Another technique is to modify and optimize the antenna ge
ometry and shape. This can be typically illustrated in prac
tice through the inverted-L antenna (ILA) with bending arms, 
helices and meander line antennas, and even antennas with 
volumetric curvature and fractal structure. Sometimes notch 
or slot loading is introduced as reactive loadings, shifting the 
resonance to lower frequencies. 

3. A third technique is based on using lumped components. 
When the antenna size is reduced, the radiation impedance 
will have a large reactive part. This lumped component can 
be introduced to compensate for the reactive impedance. The 
latter two categories of miniaturization techniques are not in
dependent to each other. That is, some of the structures men
tioned in the second category may also be explained using 
lumped loading (such as the ILA and the slot loaded patches) . 

4. A recently emerging technique is based on artificially engi
neered electromagnetic metamaterials. Metamaterials include 
frequency bandgap structures, artificial magnetic conductors 
(AMC) and left-handed (LH) propagating components. Specif
ically, the AMC surface has an in-phase reflection for the in
cident plane wave (+1 reflection coefficient) . Hence, a wire 
antenna can be placed very close and parallel to the AMC sur
face without experiencing the usual ground plane shorting (as 
in typical low-profile structure) . 

5 .  A more general technique is that based on formal optimiza
tion method. One can design an antenna subject to maximum 
achievable performance and minimum dimensions. For doing 
this, a formal optimization method must be adopted. Much 
work has been done in this area with genetic algorithm be
ing a typical method. It should be noted that the antenna de
signed using this technique don't generally follow a conven
tional shape. 

3.2 Miniaturization via Shaping 
Shaping is the most extensively used technique in antenna miniatur
ization and there are many shaping approaches to consider. These in
clude bending, folding, meandering, helical and spiral shaping, fractal 
folding, slot loading, etc. Figure 3.1 depicts some typical examples. 
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(a) 

(b) 

(c) 

FIGURE 3.1 Illustration of antenna miniaturization using different shapes 
and geometries. (a) Monopole; (b) Planar antenna; (c) 3D helix. 
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In the following sections, we discuss representative examples of 
these approaches from recent literature. It should be noted that in 
every case, effective use of the ground plane mounting structure is 
critical. Notably, the A /4 monopole takes advantage of the infinite 
ground plane to reduce the dipole size by one half. 

3.2.1 Slot Loading 
Slot loading is mainly used for planar antenna miniaturization (such 
as patch antennas) [6,7] .  For a standard rectangular patch antenna, the 
current flows from one edge to the other. However, when slots are cut 
in the metal patch, the current is blocked, requiring a longer path (see 
Fig. 3.2)  to reach the other edge. Thus, the resonant frequency of the 
patch is reduced. Nguyen et al. [8] investigated the relation between 
slot size and resonant frequency for a notch loaded patch antenna (see 
Fig. 3.2) .  In his study, he changed the slot length from 10  to 26 .33 mm, 
while the notch width was kept at 5 mm. He observed that the reso
nant frequency decreased (see Fig. 3.2)  as the notch length increased. 
Subsequently, he varied the notch width from 1 to 20  mm, while the 
length was kept at 26.33 mm. A conclusion was that narrower notches 
reduced the resonance frequency (i.e., improved miniaturization) . 

fo (GHz) 
1 .37 
1 .24 
1 . 10  
0.887 

I (mm) (w = 5 mm) 
10 
15 
20 
26.33 

fo (GHz) 
0.96 
0 .85 
0 .8 
0 .77 

w (mm) (l = 26.33 mm) 
1 
8 

15 
20 

FIGURE 3.2 Patch antenna miniaturization using notch/slot loading. (See 
Nguyen et al. [8 ].) 
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There is a wide range of conceivable slot shapes. That is, slots can 
be modified to have round or smooth terminations, be triangular or 
circular in shape. Also slots may have cavities at the end, and multiple 
slots maybe included. As an example, Huang [9] loaded a circular 
patch antenna printed on a substrate with relative permittivity of Er = 

10 with four slots. This led to a patch antenna that was 11 cm in 
diameter and operated at a ultra high frequency (UHF) frequency 
of 400 MHz, that is, its diameter was 0.15 A .  

Slot insertions to reduce printed global positioning system (CPS) 
antenna size abound. By cutting slits or slots on a patch printed on 
the ceramic substrates, the antenna size can be further reduced. Chen 
et al. [10] introduced symmetrical radial slits and L-shape slots (sym
metrically at each of the four quarters) on the patch (see Fig. 3.3) 
printed on a 2.54 mm thick substrate with Er = 9 .8 .  The patch size 
with slots loading was 22 x 22 mm2 . By comparison, mere use of the 
high-contrast substrate would have required Er = 17.22 to achieve 
a similar miniaturization. Zhou et al. [11]  adopted four spiral slots 
to design a proximity-fed dual-band stacked patch (1575 MHz or L1 
band, and 1250 MHz or L2 band) . This design was for CPS reception 
and relied on a high-contrast substrate (K30 or Er = 30) . To further re
duce this CPS antenna size, slots were cut on the top patch, as shown 
in Fig. 3.3, to force meandering of the electric currents (miniaturization 
was needed for the top patch that radiated the L2 band with 25 MHz 
bandwidth) . The eventual CPS antenna element was reduced down 
to 1" aperture (A /10  at the L2 band), that is, five-fold size reduction 
from the A /2 size patch. 

Slots can be also etched in the antenna ground plane to reduce size . 
An example [12]  is given in Fig. 3.4. As depicted, for a patch antenna 
printed on a substrate having Er = 4.4, loss tangent tan 0 = 0 .02 and 
thickness h = 1 .6 mm, three identical slots were introduced in the 
ground plane and aligned with equal spacing parallel to the patch's 
radiating edge. The embedded slots were narrow (1 mm in width) 
and had a length of 10 + Ii, where 10 and Ii refer to the slot lengths 
outside and inside the projection of the radiating patch on the ground 
plane, respectively. Four antenna designs with 10 = 10 mm and Ii = 8, 
10, 12, 14 mm were compared to a reference antenna without slots . 
The latter was resonant at 2387 MHz with a -10 dB return loss and 
a bandwidth of 2.0% .  However, on setting Ii = 14 mm, the resonant 
frequency was reduced to 1587 MHz, implying a 56% size reduction. 
The bandwidth of the antenna with a slotted ground plane was also 
greater than that of the reference one. This behavior is largely due to 
meandering the ground plane slots, effectively lowering the quality 
factor. Of Eourse, slots in the ground plane will often be undesirable 
to backplane

l
eakage. 
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1/1 

Probe feeding K30 

(b) 

Top patch 

Bottom patch 

Ground plane 

FIGURE 3.3 Slot loaded CPS antenna examples. (a) Radial slits and L-shape 
slots loaded rectangular patch. (After Chen et al. [10 ]  © IEEE 2007. ); (b) Spiral 
slots on the top of a dual-patch antenna. (After Zhou et al. [ 11 ]  © IEEE 2009.) 

3.2.2 Bending and Folding 
Bending and folding (see Fig. 3.5) are popular techniques for antenna 
miniaturization. As noted, such modifications force the current to flow 
along a curved and longer path, resulting in lower resonant frequency . 
Usually, bending achieves miniatur ization in height at the expense of 
larger planar dimension. A typical example is the inverted-L antenna 
(ILA), der ived from the monopole. To reduce the or iginal monopole 
height, the top section of the arm is bent down, making a portion of 
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Ground 

FIGURE 3.4 Slot loaded ground plane for antenna miniaturization. 
(See Wong et al. [12] .) 

L 
h 

h' 

(a) (b) 

L 

I I 
(c) (Continued) 

FIGURE 3.5 Some typical bending and folding antenna examples. 
(a) Original monopole; (b) Bent monopole (lLA); (c) Monopole Forming the 
IF A; (d) PIFA; (e) Folded PIFA; (f) Simplified Folded PIFA. 
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FIGURE 3.5 Continued. 
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it parallel to the ground plane (GP), as depicted in Fig. 3 .5a and 3.5b . 
In this manner, the total height of the ILA is dramatically reduced. 
Consequently, the horizontal dimension is increased. Nevertheless, 
the lower profile makes it suitable for mounting on surfaces of the 
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moving vehicles.  I t  should be noted, though, that (due to ground 
plane effects) the radiation resistance of the ILA is very small, and 
its capacitance very large.  To correct this issue, a second vertical post 
is added to the left (see Fig . 3 .5c ) .  This introduces inductive loading 
to compensate for the capacitive component of the ILA, leading to the 
well-known inverted-F antenna (IFA) . 

A similar structure is the planar inverted-F antenna (PIFA). In con
trast to the IFA, the horizontal wire in F ig .  3 .5c is replaced by a rect
angular patch with a shorting pin (or plate), as depicted in Fig. 3.5d .  
PIFAs of many variations have been published and widely adopted 
in practical wireless devices [13] . As already noted, IFA and PIFA are 
typically quarter wavelength resonant antennas.  However, their size 
can be further reduced as discussed next. 

For size reduction, planar antennas (including PIFAs) can be folded 
into multilayer structures. As shown in Fig . 3.5e, by folding a quar
ter wavelength, wall-shor ted rectangular patch or a PIFA, the antenna 
length can be reduced down to'" A /8 [14] . The combined ground plane 
and patch folding is important. Otherwise, the folded antenna would 
work much like a stacked patch giving dual-band operation [15] . The 
structure can be simplified as shown in Fig . 3 .5 f by adding an extra 
ground plane to the r ight, thus, eliminating patch folding . The res
onant frequency of the folded stacked patch antenna can be further 
lowered by reducing the distance between the parallel surfaces of the 
folded patch (consisting of the lower and upper patches) or by reduc
ing the width of the shorting walls. Both of these approaches result in 
lower profiles with likely less bandwidth and efficiency. 

Holub and Polivka [16] generalized this folded PIFA to a multi
layer meandered and folded patch structure depicted in Fig. 3 .6a . The 
upper section of the structure now looks  more like an interdigital 
capacitor. This technique enables a decrease of the original shorted 
(quarter-wavelength) patch dimension by a factor 1 /  N, where N de
notes the number of vertically placed patch plates above the ground 
plane. Two antennas operating at 1575 (L1 CPS band) and 869 MHz 
(RFID band) were designed and measured in [16] . The respective elec
trical lengths of these antennas were A /8.6 and A / 11 .7, with corre
sponding bandwidths of 2.98% and 1 .15% .  

The PIFA size can be also reduced via capacitive loading of the top 
plate. The goal with capacitive loading is to compensate for the in
ductive portion of the impedance (to reduce the reactive par t  of the 
impedance) . This can be realized by folding the open end of the 
PIFA [17] .  Other ways  to introduce capacitance is to add a plate be
tween the ground plane and the PIFA [18] as depicted in F ig .  3.5d .  
The capacitive load can be adjusted by changing the size and height 
of the middlepatch. Of course, this will not increase the outer dimen
sions of the original structure. 
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FIGURE 3.6 Meandered folded PIFA resulting in a horizontal size of AO / N. 
(a) Structure geometry; (b) Antenna sample (869 MHz). (After Holub and 
Polivka [16] © IEEE 2008.) 

Control of the capacitive loading can be done by modifying the size 
and height of the capacitive plate as in Fig. 3.Sd. Tuning of the PIFA can 
then be done by simply replacing the via with a screw and adjusting 
the height of the tuning screw. A tuning range of 2 .5 to 3.3 GHz was 
shown in [19] using this approach. 

Other methods to reduce the PIFA's size are based on dielectric 
loading between the ground plane and the plate [20] ,  by optimiza
tion of the shorting pin locations [21, 22],  or by introducing slots to 
increase the antenna's electrical length [23,24]. As already noted, the 
ground plane plays a significant aspect in the overall antenna size 
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and performance. In practice, it is comparable in size to the radiating 
element (as is the case with cell phone antennas) . However, shape can 
be taken into account to reduce antenna size [25] .  

3.2.3 Space-Filling Curves 
The concept of designing small antennas in the form of space-filling 
curves has been popular in recent years. Uses of space-filling curves 
date back to the late nineteenth century when several pioneering 
mathematicians, such as Hilbert and Peano, considered these curves 
[26 ] .  For small antennas, space-filling curves are used to form a long 
curve within a small " surface" area. Thus, the structure can be resonant 
at wavelengths even if their structure is a fraction of a wavelength. This 
property has motivated antenna designers to explore planar resonant 
radiators in the form of space-filling curves within a small footprint. 

As already noted in Chap. I, small antennas are constrained in their 
behavior by fundamental size limits [27-29] . Several authors have 
already stated that one must effectively use the entire radial volume to 
obtain best performance. More specifically, Hansen writes [30] " ... it 
is clear that improving bandwidth for an electrically small antenna is only 
possible by fully utilizing the volume in establishing a TM or TE mode, or 
by reducing efficiency." Also, Balanis writes [31]" . . .  the bandwidth of an 
antenna (which can be closed within a sphere of radius r) can be improved 
only if the antenna· utilizes efficiently, with its geometrical configuration, the 
available volume within the sphere." 

Indeed, there are many ways to fill a defined area with curved wires 
(meander lines, helical antennas, and spirals) .  Chapter 5 is devoted to 
miniature spirals. Therefore, in the following sections we discuss other 
antenna types. 

3.2.4 Meander Line Antennas 
Meander line antennas (MLAs) have been widely used in many ap
plications, including mobile handsets and wireless data links for lap
tops and PC cards. Fenwick [32] and Rashed and Tai [33,34] proposed 
early versions of the MLA as winding wire structures. A popular MLA 
structure was investigated by Nakano et al. [35] .  

A general configuration of the meander line dipole is  shown in 
Fig. 3 .7 .  It is a continuous periodically folded structure. Each unit 
section is composed of vertical and horizontal wire branches. The 
meander line has a width w, and the current path length for each unit 
section is 2(1 + w). It is clear that if a straight monopole and a meander 
monopole have the same height, the latter will resonate at a lower 
frequency. - , 

Figure 3.7 illustrates how the resonant frequency can be shifted 
using meandered structures. Four meander line dipoles Ml to M4 
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FIGURE 3.7 Meandered dipole examples and their performance. (Courtesy of 
The Ohio State University, Electroscience Laboratory.) 

were considered (300 mm tall). A conventional dipole of the same 
height is resonant at 500 MHz. Correspondingly, the MI, M2, and 
M4 dipoles are resonant at 320, 300, and 260 MHz, respectively. Me
andering can be done more than once, as in the M3 dipole (see 
Fig. 3.7). Tsutomu et al. [36] investigated the relationship between res- . 
onant frequency and geometrical parameters of a meander dipole and 
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presented the formula 

1 
'Tl = 1 Rs 'A. Nw 

1 + ----
4'7T Rt S 1 

for the radiation efficiency. Here Rs is the conductor skin resistance, 
Rt is the radiation resistance of the half-wavelength dipole, s is the 
width of the meander line (wire diameter as in [36]), 2N represents the 
number of turns, 1 is the pitch of each meander and w is the antenna 
width. 

The geometry of the meander line antenna does, of course, in
fluence antenna performance. Figure 3.8 depicts several meander 
line dipoles [37] placed on a dielectric substrate of Er = 3.38 and 
tan 8 = 0 .0027. The rectangular meandered dipole in Fig. 3.8a could 
be enclosed within a 2'7T x 6 cm sphere (implying ka = 0.499) and res
onates at 543.33 MHz. By comparison, a standard dipole within the 
same sphere size would resonate at 1 .73 GHz. Thus, the rectangular 
MLA in Fig. 3.8a leads to a 70% size reduction when compared to a 
simple dipole. Figures 3.8a and 3.8b provide for alternate meandering 
approaches that lead to larger input resistances. That is, the input re
sistance (Rin) of the triangular profile dipole in Fig. 3 .8b is Rin = 120 Q 
versus Rin = 26.5 Q of that in Fig. 3.8a . However, cross polarization 
radiation increased as noted in [37] . 

The sinusoidal meandering in Fig. 3.8c provides for additional fre
quency reduction (from 543 MHz down to 325 MHz), implying an 81 % 
size reduction. This corresponds to a ka = 0.296 (largest dimension 
being'" 0 .1  'A.), approaching the Chu limits discussed in Chap. 1 .  How
ever, the radiation resistance dropped to Rin = 5.364 Q, even though 
the quality factor increased from Q = 5.98 (for Fig. 3 .8b) to Q = 74.6 
(for Fig. 3.8c) .  

From Table 3 .1 ,  it is  clear that there is  interplay among Q, radiation 
resistance, cross polarization, and geometry within a given volume. To 
observe this interplay, among others, Rashed-Mohassel et al. [37] con
sidered six meandered (M1-M6) dipole shapes displayed in Fig. 3.9.  
Table 3 .1  gives the performance for these meandered wire dipoles . 
We observe that the dipole in Fig. 3.9 f has the lowest radiatIon resis
tance and highest miniaturization (resonates at 300.44 MHz, implying 
ka = 0.274) . Concurrently, its bandwidth is the smallest as its Q is the 
largest. 

3.2.5 Fractal Antennas 
This is a form of space-filling antennas that follow fractal shapes 
(fractal shapes were originally proposed by Mandelbrot [38]) . Frac
tal shapes were considered for electromagnetics in the 1990s [39] and 
more recently for antennas [40-42]' 
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(a) 

(b) 

(c) 

FIGURE 3.8 Dipole-like antennas with (a) rectangular, (b) triangular, and 
(c) sinusoidal meandering profiles. (After Rashed-Mohassel et al. [37] © IEEE 
2009.) 
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11.68 512.92 0.645 114.2 5.277 -115.9 

18.32 474.5 0.67 66.25 4.871 -118.6 

15.7 423.9 0.6 102.5 6.296 -117.1 

5.89 414.95 0.588 54.39 6.62 -122.7 

4.44 380.45 0.535 67.8 8.4 -124 

2.87 300;44 0.425 280.8 15.38 -98 

Parameters of Different Rectangular Meandered Designed 

- (Ml) (M2) (M3) 
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(M4) (M5) (M6) 
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-
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FIGURE 3.9 Meander line antennas with various space-filling geometries. 
(After Rashed-Mohassel et al. [37] © IEEE 2009.) 
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( Fractal geometries are generated in an iterative fashion. The Hilbert 
curve shown in Fig. 3.10 is one of the most popular fractal elements. 
As depicted, the essence of fractal curves is the repeatability and 
scaling of unique shapes using predefined process to add additional 
sections of the same shape (after scaling) within a given bound
ary. As can be realized from Fig. 3.10, fractal shapes are a class of 
space-filling curves that enable the capability to define fine details 
and complex geometrical features by rotating and scaling the same 
shape. 

Several fractal shapes (Koch curve, Hilbert curve, and Penao curve 
to mention a few) have been considered for multiband ante�a de
signs [43-47]. Among them, the Koch curve is generated by replacing 
the middle third of each segment with an equilateral triangle without 
connecting its base. As depicted in Fig. 3.11a , the resulting curve after 
one iteration is comprised of four segments of equal length. Being ide
ally a nonrectifiable curve, its length grows as (4/3)n at each iteration. 
Baliarda et al. [43] measured six Koch monopoles (KO-K5) after 0 to 
5 iterations. Figure 3.11b depicts the Koch monopole after five itera
tions (Le., K5). This K5 monopole has an overall height h = 6 cm, but 
its stretched length is 1 = h . (4/3)5 = 25.3 cm. These Koch monopoles 
were measured when mounted on an 80 cm x 80 cm ground plane 
(see Fig. 3. 11b). It was found that the resonance consistently shifted 
toward a lower frequency as its length increased (from 1.61 GHz for 
KO-O.9 GHz for K5). 
( For antenna miniaturization, it was already noted that size and per
formance interplay with each other. Gonzalez-Arbesu et al. [48] con
sidered several fractal shapes and sizes. These are depicted in Fig. 3.12 
and include the Hilbert curves, variants of Peano curves and meander
ing antennas. Table 3.2 lists their geometrical parameters and perfor
mance (quality factor, input impedance vs. size, and resonance). For 
a more fair comparison, the resonance of all antennas was kept near 
800 MHz (the GSM frequency for mobile phones). Clearly, the smallest 

First iteration Second iteration Third iteration Fourth iteration 

FIGURE 3.10 Hilbert curves with different iterations. (After Werner et al. [4] 
@ McGraw-Hill 2007.) 
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FIGURE 3.11 Koch fractal monopoles. (See Baliarda et al. [43].) 

of all antennas is the meander line shape called MLM-8 in Table 3.2 
and Fig. 3.12 (its length is 14% of the standard A/4 monopole). This 
correspond-s to}ql = 0.2, implying an electrically small antenna based 
on our definition in Chap. 1. However, the Q of MLM-8 is rather large 
and its input resistance extremely small (only 1.1 Q). This is true for all 
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Hilbert curve Peano curve Meander line 

FIGURE 3.12 Fractal and meander line antenna samples. 
(See Gonzalez-Arbesu et al. [48] .) 

highly meandered antennas in Table 3.2 (Hilbert-4, Peano 3-2) . We also 
observe that fractal shapes do not necessarily have an advantage over 
other meandered shapes. A more detailed study on the effectiveness 
and performance of fractal shapes and other meandered antennas was 
given by Best [49-51] .  

As can be expected, an issue with the highly meandered shape is 
their higher conductor loss and lower radiation resistance. To better 
ascertain the reason for the lower performances of some meandered 
antennas, we refer to Fig. 3 .13 showing three shapes: fourth order 
Hilbert curve, meandered dipole D1 and meandered dipole D2, all 

'A/4 monopole 90.6 1.506 
Hilbert-1 53.5 0.8838 
Hilbert-2 32.77 0.5503 
Hilbert-3 23.3 0.4037 
Hilbert-4 18.5 0.3277 

Peano v2-1 44.0 0.7274 
Peano v2-2 27.5 0.4555 
Peano v3-1 37.7 0.6262 
Peano v3-2 21.14 0.3714 

MLM-1 66.8 1.1149 
MLM-2 44.0 0.7325 
MLM-3 32.8 0.5439 
MLM-4 28.6 0.4754 
MLM-5 20.2 0.3337 
MLM-8 12.5 0.2033 

. Resonant 
. Wire . 'Frequency ... C1 fa .. 

Length (m), . . . (MHz) . 8.esiStartc 
0.091 793.1 35.8 7.8 
0.105 788.2 12.5 21.2 
0.125 786.4 4.7 54.6 
0.172 784.9 2.5 112.8 
0.266 788.6 1.7 197.2 
0.117 788.8 7.7 36.9 
0.209 790.3 3.3 105.3 
0.109 789.6 4.7 54.6 
0.174 791.8 1.4 209.7 
0.097 796.4 40.4 9.7 
0.105 794.3 17.0 17.5 
0.119 791.2 8.9 31.3 
0.146 793.1 6.2 45.0 
0.139 788.2 2.7 89.3 
0.141 775.9 1.1 160.5 

TABLE 3.2 Size and Performance of the Fractal and Meandered Antennas 
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FIGURE 3.13 Hilbert curve and meander line dipoles. (See Best and 
Morrow [50] . )  

residing within an area of 7 x 7 cm. A key observation among these 
antennas is that the Hilbert curve resonates at a higher frequency than 
the dipole D1 (267.2 MHz vs. 154.9 MHz) . That is, more meandering 
does not necessarily lead to lower frequency of operation. For the case 
in Fig. 3 . 13, the Hilbert curve includes many sections of cancelling cur
rents from adjacent conductors. These sections do not radiate but do 
contribute losses and possible impedance mismatches . Such current 
cancellations occur in spiral antennas as well, but their inherent fre
quency scaling allows for sections of congruency that occurs at differ
ent radii (as the frequency changes), leading to broadband behavior. 
Spirals and their miniaturization are considered later in Chap. 5. 

3.2.6 Volumetric Antennas 
To improve planar (or purely printed) antenna performance, volumet
ric versions of planar designs have been considered. Several volumet
ric fractal antennas have already been studied (Koch, Hilbert curve 
antennas fabricated from wires and strips) [52-54] . 

As an example, multiband behavior has been delivered by tree-type 
fractal antennas as in Fig. 3 . 14. For these tree-type fractal shapes, the 
branches serve as reactive LC traps and may also incorporate switches 
for reconfigurations. For the shown shapes in Fig. 3.14, tunability up 
to 70% was demonstrated [55] . Similar (but more random) 3D fractal 
antennas were considered by Rmili et al. [56] displaying multiband 
performance across 1 to 20 GHz band. 

Best [57] considered a spherical helical antenna with a goal to 
reach the optimal Q limit. His four-arm spherical spiral is depicted 
in Fig. 3.15 and is intended to more efficiently utilize the spheri
cal Wheeler-Chu volume. As displayed in the table accompanying 
Fig. 3 .15, a Q = 32 was achieved with an input resistance of R = 43 n. 
Correspondingly, the antenna height (off a ground plane) was only 
0.0578 (kn = 0.36), that is, 1.5 times the Chu limit. The table shows 
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FIGURE 3.14 A fractal tree dipole antenna. (After Petko and Werner [55] 
© IEEE 2004.) 

that more turns lead to higher Q (as expected) and less turns to lower 
Q. However, the input resistance also changes becoming smaller or 
larger. The one-turn example is attractive as its input resistance is 
43.1 Q (close to 50 Q). 

0.5 
1 43.1 98.6 
1.5 210 23.62 97.6 

z 

FIGURE 3.15 Four-arm folded spherical helix antenna with resonant 
performances. (After Best [57] © IEEE 2004.) 

32 
88 
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Coaxial cable 

FIGURE 3.16 Photo of the fabricated spherical wire antenna. (After 
Mehdipour et al. [58] © IEEE 2008.) 

A different volumetric structure was recently considered by 
Mehdipour et aL [58] As depicted in Fig. 3.16, this antenna was com
posed of four arms which were arranged in a perpendicular geometry 
to reduce the cancellation between each other. It demonstrated a reso
nance at 372.45 MHz with ka = 0.62 and Q = 12.14, that is, 2.09 times 
larger than the Wheeler-Chu limit (Qchu = 5.81). More importantly, 
its input resistance was nearly 50 Q and had a high efficiency of 98.5% 
(i.e., comparable to the spherical helix by Best in Fig. 3.15). 

3.2.7 Radio Frequency Identification 

Device Antennas 
Meandering has been extensively used in designing antennas for 
RFIDs and keyless applications. Typical RFIDs operate at 16, 315, 
433, and 911 MHz. At these frequencies, A/2 or A/4 size tags are very 
large to be useful in practice. Thus, miniaturization is necessary to 
make RFIDs practicaL 

Figure 3.17 shows a meandered rectangular loop structure. It was 
designed [59] to operate at 911.25 MHz and used as an RFID tag. It was 
printed on a foam 3.5 mm thick, having Er = 1.06. The overall tag size 
was only 31 x 31 mm (0.09 x 0.09 A). By comparison, a nonmeandered 
loop operating at the same frequency would need to be A/4 x A/4 
in size. It is also important to note that the triangular shaping avoids 
current cancellation that would lead to lower resistance values. The 
meandered loop antenna was formed by strips 0.3 mm thick and sep
arated by fhe-same 0.3 mm distance (feed line is 6 mm long) . This 
tag was found to show a -2.5 dB gain and had a -10 dB return loss 
bandwidth of 1.5% at 911.25 MHz. 
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Feed 

31 rom (0.09A) �I 

FIGURE 3.17 Geometrical structure of a meandered rectangular loop 
antenna. (See Ryu and Woo [59] .) 

Figure 3.18 depicts an electrically small monopole antenna for an 
active 433.92 MHz RFID system in a metallic container application 
[60]. It was a folded monopole antenna using a C-shaped meander 
and supported by Styrofoam (£r = 1.06) substrate. This antenna was 
shown [60] to deliver more than -1 dBd (dB above a dipole) gain rela
tive to the folded monopole. However, the height and diameter of the 
antenna were 20 mm and 34 mm (0.0291and 0.0491 'A at 433.91 MHz), 
respectively. 

To reduce RFID antenna size, high substrate permittivity has been 
considered. Figure 3.19a shows [61] a slot-type antenna operating at 
415 and 640 MHz. It was printed on a substrate having E, = 197, 

Styrofoam (tr = 1.06) 34 rom (0.049A) 

FIGURE 3.18 Fabricated folded monopole antenna using C-shaped 
meander. (See Ryu et al. [60] . )  
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(a) 

(b) 

FIGURE 3.19 (a) Printed slot antennas etched on a high permittivity 
substrate. (After Ta£gawa [61] © IEEE 2007. ) (b) Edge-fed planar meander 
line. (See Gosalia [62].) 

10 x 10 mm2 in size and thickness 2 mm (the slot width and spacing 
between them was 0.2 mm). For the shown double twin slot, the oper
ating frequency was 640 MHz, implying a 0.022 A. size. The twin spir al 
operated at even lower frequency of 415 MHz, implying a 0 .014 A. size. 
A similar meandered dipole (see Fig. 3 . 19b) was presented by Gosalia 
et al. [62] for use as an intr aocular element in retinal prosthesis . It was 
designed to operate at 1.41 GHz with dimensions 5 .25 x 5 .25 x 1.5 mm3 . 
A key aspect of the design is a small offset of the feed by shortening 
one of the dipole arms to induce current phase reversal. As such, it 
provided good impedance match while retained a symmetrical loca
tion of the feed point. 

3.2.8 SmaU-Yltra-Wideband Antennas 
The above volumetric antennas are narrow band, but often of great 
interest are small  UWB antennas for very high frequency (VHF) and 
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high frequency (HF) communications on mobile platforms. To design 
such antennas, it is best to begin with the helical and spiral wideband 
antennas. Peng et al. [63] started with a standard helical antenna and 
introduced additional inductive loading along the arms. The latter 
was intended to further slowdown wave velocity and, thus, reduce 
helical antenna height 

To reduce the size of the helical antenna, Peng et al . [63] considered 
additional meandering (coiling) within the wire forming the helix as 
depicted in Fig. 3.20a. The potential to reduce the helical antenna's fre
quencyof operation without increasing its size is depicted in Fig. 3.20b. 
As seen, each of the coiled (inductively loaded) helical antennas has 

, 

;' 
., 

I \--------
, H \ 

I 
I 
I 
I 
• 

Ground plane Ground plane 
(a) 

10 r-----:--,F=================�1 , , , - Uncoiled conical helix 
5 .......... �. ... ..• - • - Coiled conical helix 
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800 1000 

FIGURE 3.20 (a) Geometrical parameters of a conical helix antenna and 
coiling details. (b) Realized gain of the coiled and uncoiled conical helices. 
(Courtesy The Ohio State University, Electroscience laboratory.) 
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its -15 dBi point at a lower operational frequency. Specifically, the un
coiled helix (height H = 5" and max. width D = 5") has its -15 dBi 
gain point at "-'500 MHz. By comparison, the coiled helices have the 
same performance at "-'200 MHz. However, the gain at the higher fre
quencies is reduced after coiling, implying optimization of the coil 
pitch and radius is needed. 

A reduced size UWB helical antenna was also considered by Yang 
et al. (see Fig. 3.21) [64]. As shown, the spherical helix encloses a 
truncated cone serving as a feed to the entire geometry, providing 
flexibility in input impedance control and bandwidth. The designed 
configuration delivered 10:1 bandwidth with its size being A/8 at the 
lowest operational frequency. Thus, its size was 10/8 A at its highest 
operational frequency. 

In contrast to helices, spirals provide for low-profile antennas. 
Kramer et al. [65] considered volumetric coiling of the traditional 
spiral to further reduce its size without much compromise in con
formality. To enable conformality and still retain the bandwidth of the 
free-standing spiral, a ferrite ground plane was introduced. In one ex
ample, the ferrite was 0.25" thick (from Trans-Tech) and was placed on 
the base of the metallic cavity to modify the reflection coefficient closer 
to +1 (instead of -I), and therefore avoid shorting at low frequencies. 
For testing, the spiral was weaved within (see Fig. 3.22b) on a 0.25" 
thick Rogers' TMM4 laminate (Er = 4.5, tan 8 = 0.002) and placed 
at the top of a cavity and I" above the ferrite-coated ground plane. 
The overall cavity height was 5" (all included) and 6" in diameter. 
As depicted in Fig. 3.22, the coiled spiral on a ferrite-coated ground 

" ---

FIGURE 3.21 A UWB spherical helix with an enclosed tapered feed. 
(Courtesy of Yang and Davis at Virginia Polytechnic Institute and State University. )  



156 S m a ll  A n t e n n a s  

(a) 

(b) 

FIGURE 3.22 Photo of the fabricated 6" inductively loaded spiral antenna 
and performance with/without the ferro-metallic ground plane; comparison 
to the standard Archirnedean unrniniaturized spiral (backed by a copper 
ground plane) is also provided for reference. (After Kramer et al. [65] © IEEE 
2008.) This antenna is commercially available. (www.appliedem.com) 

plane delivered -15 dB gain at 170 MHz, whereas the unminiaturized 
spiral had the same performance at '""400 MHz. Of importance is that 
the ferrite ground plane served well to recover the free-space gain of 
the spiral. We remark that the spiral looses its circular polarized (CP) 
performance at the low frequencies. As the operational frequency in
creases, its CP performance is recovered and its gain reaches around 
5 dB. More details of the design of small spirals are given in Chap. 5. 

3.2.9 Lumped Loading 
Many of the miniaturization techniques by means of shaping, includ
ing meandering, can be explained using lumped loading. Referring to 
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Fig. 3.23a, the meandered monopole is equivalent to an inductively 
loaded one (right). Also, a 'top loaded monopole can be represented 
by a capacitively loaded monopole. Further, slot loaded patches [66] 
can be represented by equivalent LC circuits as depicted in Fig. 3.23c. 

Figure 3.24 shows a low-profile GPS antenna within a cellular 
phone, that employs capacitive loading for size reduction. The ac
tual antenna [67] was a folded plate forming a loop with overlapping 
plates to increase capacitance. The bottom of this folded loop antenna 
was connected to ground plane when the antenna was mounted on the 
PCB board. Feeding was done at the top forming a "tongue" on the top 
layer of the folded structure. The overall antenna was 25 x 10 x 2.5 mm3 

and operated at the L1 GPS band of 1575 MHz with a return loss of less 
than -10 dB over a 12 MHz bandwidth. Its gain was 2.5 dBi, implying 
a 75% overall efficiency. Of importance is that its frequency shifted 
only to 1579 MHz when human hand covered the handhold. That is, 
the human hand did not impact the operational frequency. 

Lumped loads can be, of course, incorporated directly into anten
nas for size reduction. However, as noted in [68], use of lumped loads 
implies powe! .handling limitations and additional losses. Their simi
larity is a main reason for using lumped loads to reduce antenna size. 
Several antennas have adopted use of lumped elements for miniatur
ization. A CPW-fed folded slot example [69] is shown in Fig. 3.25 and 
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(a) 

(b) 

(c) 

C jX 

FIGURE 3.23 Reactively loaded monopoles and patches; their 
corresponding equivalent circuits are given to their left. (a) Meandered 
monopole; (b) Monopole with a top plate; (c) Slot loaded patch. 

Feed 

FIGURE 3.24 Geometrical configuration of a GPS antenna incorporated into 
the cell phone. (See Rowson et al. [67] .) 
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Chip capacitor 

FIGURE 3.25 Slot antenna loaded with chip capacitor. (See Scardelletti 
et al. [69] .) 

incorporates two chip capacitors placed at both ends of the folded 
slots. These capacitors reduced the operational frequency by 22% and 
improved return loss .as well. 

Slot loaded with capacitors in a periodic fashion (see Fig. 3.26) is a 
popular loading approach in the context of metamaterial [70] struc
ture for wave slowdown. Figure 3.26 shows a CPW-fed slot loop [71] 
printed on a Duroid 5880 substrate having Er = 2.2 and thickness 
h = 1.5 mm. For miniaturization, the loop was loaded with 14 ca
pacitors, each 5 pF in capacitance. This capacitive loading resulted 
in a frequency reduction by a factor of 6 (from 3.57 GHz down to 
0.56 GHz). The gain was a respectable -2 dBi. 

FIGURE 3.26 Miniaturization of a CPW-fed slot antenna loaded with 14 
capacitors. (See Chi et  al. [71 ] .) 
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FIGURE 3.27 Vertical loop antenna incorporating chip inductors for 
miniaturization. (After Lee et al. [72] © IEEE 2008.) 

Figure 3.27 shows a vertical loop antenna (much like the towel 
bag [4] antenna often used for HF radiation). It incorporated two 
chip inductors placed on the top strip forming the loop as shown 
in Fig. 3.27. Lee et al. [72] considered various values (denoted as L1 
and L2) of the chip inductors to observe their impact on the reso
nant frequency. It was noted that as L1 increases, the resonant fre
quency decreases and so does the input impedance. However, as L2 
increases the opposite occurs with the resonant frequency and in
put resistance. A fabricated version of the vertical loop antenna us
ing L1 = 33 nH and L2 = 33 nH had an electrical size of 0.118 A. 
(length) x 0.013 A. x 0.047 A. (height) at the operational frequency of 
1.2 GHz. 

3.3 Miniaturization via Material Lo-ading 
A popular method for antenna miniaturization is to use high-contrast 
materials at strategic locations within the antenna volume. As is 
well known, material loading provides for wave slowdown in a 
manner proportional to 1/ JEr ILr . Material loading can also allow 
for impedance control as the medium impedance is proportional to 
JILr/Er . For wideband impedance matching, it is important to retain 
Er � j.Lr in as much as possible. However, commercially available mag
netic materials are generally quite lossy above 300 MHz. This is due to 
domain wall resonances [73] as depicted in Fig. 3.28 which occurs at 
lower frequencies than gyromagnetic resonances. Careful fabrication 
and alignment of the magnetic moments is necessary to push the do
main wall resonances at higher frequencies. However, as depicted in 



a 

C h a p  t e r 3 :  0 y e r y j e w  0 f S m a  I I  A n t  e n n a 0 e s i g n s 161 

Single 
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Wall motion 
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Frequency, ro 

_ Ill 

Gyromagnetic 
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FIGURE 3.28 Schematic diagram of permeability variations (as a function of 
frequency) caused by various magnetic damping actions. The solid line is 
Mu-prime (real part) and the dash line is Mu-double-prime (image part) . 
(After Dionne [73] @ IEEE 2003 . )  

Fig 3.29, there are low loss region between the f.L� peaks, and these can 
be exploited for printing antennas on magno-dielectric substrates [74] . 
One must also be aware of Snoek's law [75] which forces f.L� to lower 
values when pursuing low loss substrates . Indeed, magnetic materials 
hold promise for improving antenna bandwidth and miniaturization, 
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and are a topic of intense research. It is not therefore surprising that 
most efforts in using materials have focused on high-contrast (high £y ) 
dielectrics. The latter are often ceramic structures and reach £y values 
well above £y = 100. Clearly, such values lead to mismatches and nar
row bandwidth unless magnetic or inductive loading is introduced. 
In the following sections we discuss various literature efforts on using 
dielectric and magnetic materials. First, we discuss use of dielectric 
(£y only) materials for miniaturization and then consider magnetic 
substrates for conformal installations. 

3.3.1 Dielectric Materials 
As already noted, dielectric substrates or superstrates lead to minia
turization. However, there are diminishing returns as the dielectric's 
thickness increases. Kramer et al. [76] considered the miniaturization 
of 2 x 2" spiral printed on two different dielectric substrates having 
£y = 9 and £y = 16. Specifically, the miniaturization factor defined as 
MF (!unloaded, -15dBii !loaded, -15dBi) is a function of substrate thickness. 
As depicted in Fig. 3.30a , there are diminishing miniaturization re
turns after the substrate thickness exceeds 0.1 A, with little to no impact 
in miniaturization after 0.2 A. There are also issues with impedance 
matches. Therefore, depending on the antenna, one must be selective 
in choosing the substrate's dielectric constant [76]. Figure 3.30b pro
vides an example study for choosing substrate dielectric constant. As 
seen, after £y = 30 to 40, there are again diminishing returns in minia
turization. That is, even half-space dielectric loading can theoretically 
provide fivefold miniaturization. Such a level of miniaturization can
not be achieved with a practical thickness dielectric superstrate. 

Several small GPS antennas have been recently designed by Zhou 
et al. [77] using high-contrast dielectric substrates and superstrate. 
As noted, for the u.s. satellites, such antennas operate at 1575 MHz 
(L1 band), 1227 MHz (L2 band), and possibly the newer 1176 MHz 
(L5 band). In addition, the European Galileo satellites operate in 
the frequency ranges 1164 to 1215 MHz (E5a and E5b), 1215 to 
1300 MHz (E6), and 1559 to 1592 MHz (E2-L1-E1). Further, the Russian 
GLONASS satellites transmit at 1602.56 rv 1615.50 MHz (L1 band) and 
1246.44 rv 1256.50 MHz (L2 band). In all cases, the required bandwidth 
at each band does not exceed 25 MHz and feeding must ensure right 
hand circularly polarization (RHCP) radiation with a broadside gain 
typically around 2 dBi. 

As can be realized from the preceding paragraph, GPS antennas 
must be small for integration into handhelds and small vehicle plat
forms, but must also allow for multiband operations. Zhou et al. 
[77, 78], considered several small size GPS antennas. One of them is 
depicted in Fig. 3.31a and incorporated a dual patch design embedded 



C h a p t e r  3 :  O v e r v i e w  of S m a l l  A n t e n n a  D e s i g n s  

4 r---:----:----T!:----:-��===x=l--:_--1 
l ; : � --- £r = 9  

3.5 1- • • • • • • •  • .. t···· . . . . . . . .  } .e . . . . . . . . .  � .. . . . . . . . . . .  � . . . .. . .  

; 1 1 ; ..... €r = 16 
. 

• • • • · ... e { . .. .. . ..... . ..  . 

.. � ..  .. , . . . .  . 
3 � . . . < _ ., >e ,- .. . ..  ! .. . . . .. .. . . .. . .  � . ,. .  � .. ,. ,  .. . .. .  .! . .. . . .... .. . . .. ..  .!,"' .. > .. .. . . . .. .. .  : .. .. .  " " • •  " . ,. �  : .... . . . . .. . . .. .. .  :. . .. .... . .. ,. .. " . ,.  � � � - �- � - - r � - - - r - - - �- - - - t - - - -� - - - 1- - - 

. 
2.5 

2 

. 

. .. . . . . .  · · · � .. • . .  •· . .  · . .  f . . . . . . . . . . .  � . . . . . . .. . . . .  ; ... . . . . . ... .  i·· · · ·  .. · . . .  � . . .. .. .. . . .. ? .. .. . . .. .  . 
.. . . � 
• I " • 
• , • • • t • � - - - ;- - - - r - - - - ; - - - �- - - - 1 - - - -r - - - 1- - - -
" . .. " . .. . 
" . .. .. " � .. .. .. .  . .. .. . .. o; .. . . .  � . .. . . . .. . . . . . . .. .. . . A • • . . .. .. . .. . .. . . ... .... .. .. . . . ..  , . ... .. .  , .. . . .. . .. . .. . . . . . .. .. .  w . O'  .. � .. .  ' . ... .. ... . ... .. . . .. .. 
· . . . . . . 

l.._ .. .. . . . .. . . .. .. . . .. .. .  � .. .. . . ... .. .  � . . .. .. ... , . .. .. . . . .. ..  � . .. ... . . . .... .... . .. . . .. .. .  .. r '  • I _ 

0.05 0.1 0 .15 0.2 0.25 

Thickness, t/Ag 
(a) 

. . 

0.3 0.35 0.4 

10 r--r���===c==�==c=�==���� 
9 ... .. ..  - • .  ; .. .. .. ..  

t 

8 ... .. ... ... - . ; ... ... .. ... 
- Infinite half-space case 
. . . . . ... Single side loading, t = O.lAg 7 .. ... - - ... . , .. .. ... .. ,. ... .. - .. ... .. .. ... ... .. .. . 

: ---- Double side loading, t = O .lAg : 
6 - - .. . .. .  ; .. .. .. .  L-____ ...".�-------------..;, •• '"' .. .. ... .. ..  � '"  .. .. ..  '" 

5 

4 

· . .  
- - . ... .. ... ... .. ..  � ... .. ..  - - .. � ... .. .. ... ... .. ..  � ... - � - �  .. � - .. .. .. ... - .. � ... .. .. � ,.. - � - .. .. ... -

f i t  t t l  
) I '  ' I  

t • I 
I , I )  
, I , t I I , I - .. � - · � � - - . - - - - .. - , - - - - - - -� · - - - - ... r - - - - - - , - - - - - - -� - ... - - - - r - - - - -

· 
· 

3 .. .. ... .. .. - .. .  - - .. ... f' .. .. ... .. .. .. T ... .. .. - .. ..  '1 ... .. .. .. ... .. .:- .. .. .. .. .. ..  : .. - - .... ... .. � ,.. '"' .. .. ... .. ..  : .. "' .. .. ... ... .. ,. ... .. .. .. '" 

2 

10 20 40 50 60 70 80 90 100 

(b) 

FIGURE 3.30 Miniaturization factor as functions of dielectric thickness and 
width. (a) MF as a function of dielectric slab thickness; (b) MF as a function 
of dielectric -constant. (After Kramer et al. [76] @ IEEE 2005. ) 
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1" 
Coaxial port (0°) 

Vertical 
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Coaxial port (-90°) 

(a) 

(b) 

FIGURE 3.31 Geometry and fabricated proximity-fed stacked patch 
antenna: (a) Rectangular patch (After Zhou et al. [77] @ IEEE 2007.); 
(b) Circular patch (After Zhou et al. [78] @ IEEE 2008.) 

in high-contr ast dielectr ic. Figure 3.31a (r ight) shows the configur a
tion indicating a bottom patch on an tr2 = 30 substr ate of thickness 
6.4 mm and a top patch on a slab of trl = 16, also of thickness 6.4 mm . 
This dual patch antenna resonated at 1575 and 1227 MHz, covering 
the GPS Ll, L2, and L5 bands. It employed bent probes to excite the 
top and bottom patches. Of importance is that the aperture physical 
size was 1 .2 x 1 .2", implying only 'A/8 x 'A/8 at L5 band. Figure 3.31b 
depicts a circular patch version of the antenna in Fig. 3.31a and its 
performance is given in Fig. 3 .32. The circular patch allowed for CP 
excitation and used a Wilkinson divider to permit a single-feed con
figuration but still enable CP radiation. The circular patch design was 
still 1 .2" in diameter, but a smaller version was developed recently, us
ing inductive loading (in the form of slots for the top patch) . This latter 
configuration (see Fig. 3 .3) incorporated spiral-like slots for additional 
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antenna in Fig. 3.31b .  (a) Return loss; (b) Gain. (After Zhou et al. [78] @ IEEE 
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miniaturization. The resulting aperture with the spiral-like slots was 
only 1" (i.e., only "-/10 at 1227 MHz) . 

There are many antenna products in the literature and market (see 
Fig. 3.33) incorporating high-permittivity ceramic substrates. For ex
ample, Fig. 3.33a shows a helix wound on a high-contrast ceramic 
having Er = 10, intended for GPS reception [79-81]. Besides GPS, 
high-contrast materials are widely used for surface mounted on
chip antennas serving for USB, RFIDs, WLAN, WiFi, Bluetooth, etc., 
applications [82-85]. Figure 3.33b to e list some examples designed 
for these applications. 

As already noted, miniaturization typically leads to lower gain an
tennas. Some of the gain loss can be recovered using thicker substrates 
and by incorporating superstrates. Alexopoulos and Jackson [86] con
cluded that a superstrate having tr higher than that of the substrate 
may increase radiation efficiency provided surface waves are not 
excited. A possible superstrate configuration is shown in Fig. 3.34. 
Huang and Wu [87] considered a specific superstrate configuration 
such as that in Fig. 3.34. The patch was printed on a substrate having 
tr = 3.0 and thickness hI  = 1.524 mm (Duroid R03003). To improve 

(a) (b) (c) 

(d) (e) 

FIGURE 3.33 Antenna examples printed on high-contrast materials. 
(a) Quadrifilar GPS antenna on ceramic (After VoIakis @ McGraw-Hill 2007. ); 
(b) PCB antenna for a wireless USB dongle (After VoIakis @ McGraw-Hill 
2007. ); (c) RFID/PCS/WiBro triple-band on-chip antenna (After Lee et aI. [83] 
© IEEE 2006.);  (d) 2.4/S.8-GHz dual ISM-band on-chip antenna (After Moon 
and Park [84] © IEEE 2003); (e) Single-chip RF transceiver on LTCC substrate. 
(After Zhang et al. [85] © IEEE 2008. )  
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FIGURE 3.34 Structure of micros trip antenna covered with a 
high-permittivity material layer. 

its gain, it was covered by a thicker superstrate (h2 = 3.05 mm) having 
£, = 79. The resulting antenna resonated at 1 .84 GHz and delivered 
a gain of 10.4 dB. This increase in gain is a result of modal field en
hancement within the dielectric and pattern narrowing. More details 
on these modes are given in Chaps. 6 and 7. A 1 Q resistor placed at 
one of the patch corners reduces the gain by 1 .3 dB but can be used to 
increase bandwidth. 

3.3.2 Magnetic Materials 
As already noted, the magneto dielectric materials offer much ad
vantage for antenna miniaturization, such as improved bandwidth 
and matching. �veral antennas incorporating magnetodielectric 
substrates have been presented [88-96] . To avoid the issue of losses, 
researchers at The Ohio State University [95-98] utilized magnetodi
electric layers as coatings on ground planes to enable conformal instal
lation. That is, by maintaining a distance between the printed antenna 
and the ferrite coating, loss effects due to magnetic ferrites are min
imized. More importantly, the ferrite coating modified the ground 
plane reflection coefficient between 0 and +1 to enhance conformal 
antenna radiation even at frequencies when the distance between the 
antenna and ground plane becomes less than A./20. 

Figure 3.35 shows possible antenna configuration on a ferrite-coated 
ground plane. The goal is to select materials which lead to a reflection 
coefficient near unity. Indeed it is shown in Fig. 3.36 that a magnetic 
layer on the ground plane with j.1r = 25, Er = I, and tan 0 = 0.01 leads 
to significant gain improvement at low frequencies . The ferrite layer 
was only 0.5" thick, but because r = 2/3 the destructive interfe
rence of the PEC ground plane was suppressed. In contrast, the 
treated ground plane does not cause cancelling interference, allowing 
for higher antenna gain even larger than the free standing antenna. 
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Top view 

6" --+ 

Side view 
(a) 

Top view 

6" --+ 

Side view 

(b) 

FIGURE 3.35 (a) Six-inch wire dipole antenna over a finite matched 
impedance layer (MIL); (b) Six-inch circular dipole over a finite MIL on a 
PEC surface. (After Erkmen et al. [96] © IEEE 2009.) 
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FIGURE 3.36 Realized boresight gain for a 6" circular-disk dipole placed on 
a ferrite-coated ground plane. Comparisons are given for a freestanding disk 
dipole and when placed on ferrite-coated ground plane. (After Erkmen 
et al. [95] © IEEE 2008.) 
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More specifically, the -10  dB gain point was shifted from '"" 750 MHz 
for the PEC ground plane down to 250 MHz when the ferrite coating 
is inserted. 

Clearly, the high J.Lr in Fig. 3.36 is not realistic . In practice, the selec
tion of magnetic material have a variety of (Er , J.Lr ) values and maybe 
lossy. It is therefore, more practical to focus on (Er , J.Lr ) which have an 
impedance 'TI = 'TIO.JJ.Lr jEr closer to the free-space impedance 'TIo .  Such 
a material will therefore have as small reflection coefficient at its inter
face and, thus, referred to as matched impedance layer (MIL) . The fol
lowing three parameters must be considered in the design of the MIL: 

• Er and J.Lr of the layer 

• Loss tangents (tan oe , tan om) 

• Angle of incidence 

Figure 3.37 plots the calculated magnitude of the MIL reflection 
coefficient, I f  I ,  as a function of Er and J.Lr for a plane wave illumi
nating a homogeneous-material half space. The reflection coefficient 
was calculated for 8 .:s (Er , J.Lr ) .:s 12 and tan oe = tan Om = 0.2 .  Using 
I f l  < 0 . 1  as a desirable goat the material properties need to be within 
the region bounded by dashed lines .  Indeed, some commercial ferrite 
materials fall within this acceptable range of (Er , J.Lr ) values . Three such 
examples are: (1) C02Z by Trans-Tech (0 .03-1 .5 GHz), (2) TT2-lOl by 
Trans-Tech (0.03-0.7 GHz), and (3) Ferrite-50 by National Magnetics 
(0.3-0.7 GHz) . 

I r l 
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... 14 OJ 0.2 

12 0 .15 

0 .1  
10 

0.05 

10 12 14 16 18 20 

�r 

FIGURE 3.37 - Reflection coefficient as a function of tr and f.Lr for plane wave 
incidence on a homogeneous-material half space. (After Erkmen [95] © IEEE 
200B. )  
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FIGURE 3.38 Photograph of a circular dipole placed on a Ferrite-50 slab of 
thickness 0.6"; its associated gain performance is shown from 100 to 
1500 MHz. (After Erkmen et al. [96] © IEEE 2009. ) 

As the material properties can vary significantly with frequency, 
one must carefully select appropriate material for the performance of 
a circular dipole (same as shown in Fig. 3.38) placed on a Ferrite-50 
layer of thickness 0.6". The shown boresight gain displays significant 
improvement. Specifically, we observed that the -15 dB gain point 
shifted from 650 to 350 MHz, implying a miniaturization of 46.2%. 
However, the gain level above 750 MHz was lowered due to the vary
ing ferrite properties at these frequencies. A way to address this issue 
is to taper the ferrite slab to reduce its thickness when it reaches the 
center region of the ground plane. 

3.3.3 Polymer Ceramic Material 
Polymer-ceramic composite is a good choice for antenna engineering 
[97, 98] as they provide means for controlling the dielectric properties 
of the substrate from Er = 2 up to Er = 20 or even 30. Polymer-ceramic 
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composites are light weight and can be mixed in a low-cost room tem
perature process for embedding into three-dimensional wire struc
tures, allowing for miniaturization. Their dielectric loss tangent is 
typically tan 3 < 0.02 for frequency up to several GHz. More recently, 
polymer substrates have been used to grow embed carbon nanotube 
(CNT) sheets [99,100] and fibers for load bearing/ rugged applications. 

To achieve higher dielectric constant using polymer mixtures, ce
ramic powder is dispersed into the polymer while wet. One such 
polymer is polydimethylsiloxane (PDMS), a silicone-based organic 
polymers (liquid crystal polymer or LCPs are other polymers but 
have a low dielectric constant) . PD�.1S is hydrophobic and stable at 
high temperature (up to 200°C), but also of low cost. Also, PDMS 
has very low dielectric losses for frequencies up to several GHz, mak
ing it desirable for microwave applications. Various ceramic powders, 
namely barium titanate (BaTi03), Mg-Ca-Ti (MCT), strontium titanate 
(SrTi03 or D270) from Trans-Tech Inc.,  and Bi-Ba-Nd-Titanate (BBNT) 
from Ferro Corp., could be used for mixing with the polymer matri
ces. Specifically, BaTi03 exhibit a wide range of attainable dielectric 
permittivity (from tr = 10 to Er in the thousands), depending on 
its chemical form, grain size, temperature, and added dopants. The 
BBNT, MCT, D270 powders have dielectric constants of Er = 95, 140, 
and 270, respectively. The mixture process is described in the follow
ing paragraphs. 

The process (see Fig. 3.39) starts with the preparation of PDMS (T2 
Silastic from Dow Corning is one example) by adding one part of cross
link agent to ten parts of silicone gel (mass ratio) . The resulting silicone 

.. .. .. 

I. Prepare PDMS II. Add cross-link agent (10:1) III. Degas for 10 min IV. Add certain percentage 
silicone of ceramic powder 

.. 

VIII. Cure for 24 h VII. Degas for 3 h 

.. 

VI. Pour the mixture into 
a container 

I 

V. Mixing 5 min 

FIGURE 3.39 Fabrication process of the PDMS polymer composite mixtures.  
(Courtesy of The Ohio State University, Electroscience Laboratory.) 
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gel is then mixed thoroughly and placed into a vacuum chamber for 
around 10 min to remove excess gas by venting the surface bubbles 
within the prepared gel. The ceramic powder is slowly added next, 
up to the desired mixture and mixed. The resulting PDMS-ceramic 
slurry is subsequently poured into a plastic container (of some desired 
shape) and allowed to cool. However, degassing of the resulting mix
ture is necessary, first by placing the containers into a vented vacuum 
chamber as done for the silicone gel. This process, although tedious, 
plays a critical role in achieving homogeneous ceramic-reinforced 
PDMS substrates. An average degassing time for a dish (6 mm thick 
and 30 mm in diameter with 20% ceramic powder) is approximately 
3 h. Typically, 24 h are needed for solidification or curing of the PDMS 
mixture. 

Figure 3 .40 provides example values of the polymer ceramic com
posite PDMS-BaTi03 after mixing PDMS with 5% up to 25% of barium 
titanate (BaTi03) .  The capacitance method [101] was used to measure 
the relative permittivity (Er ) and associated loss tangent (tan 8). The 
stability of Er (real value) is quite good and reaches a value of Er = 20. 
As expected, the loss tangent increases with frequency. Specifically, 
the loss tangent with 25% BaTi03 mixture is tan 8 = 0.04 at 1 GHz and 
about tan 8 = 0.018 with 10% mixing. 

Figure 3.41 considers comparisons of different ceramic mixtures 
with PDMS. Specifically, BaTi03, MCT, BBNT, and D270 are indi
vidually mixed (see Fig. 3 .39) and the final dielectric constants are 
compared for the same percentage mixture. Of significance is that the 
MCT, BBNT, and D270 powders lead to tan 8 < 0.01 . Thus, they are 
more desirable as compared to BaTi03. The PDMS-D270 composite is 
even more effective as it provides linear variation of Er versus powder 
volume with the PDMS. 

Antennas on polymer composites (as those in Fig. 3.41) have been 
fabricated and tested (Fig. 3.42 shows some examples) [102, 103] . The 
rectangular patch to the left was printed on a 6.5% PDMS-D270 sub
strate (12 mm thick, with Er = 4 and tan 8 = 0.008 in the 1"'2 GHz 
band) . The actual metallization 6f the polymer (to form the patch) was 
done by electroplating for 2 h at a current density of 20 mAl cm2. The 
inner pin of the feeding coaxial probe was then soldered onto the patch 
without melting the polymer substrate as that substrate could with
stand 300°C temperature. The resulting S11 for the fabricated patch 
was -18 dB at resonance and had a realized gain of about 7 dB. To the 
right of Fig. 3 .42 we depict a dielectric rod antenna, where concentrk 
dielectric layers are adopted to readily form a tapered rod tip for ul
tra wideband radiation. The main dielectric core had Er1 = 9 and the 
second layer (of Er2 = 6) was poured around the core after forming 
a mold. Upon curing the two inner layers, third dielectric layer (of 
Er3 = 4) was piaced as the most outer shell. This was again done by 
creating a circular molding around the inner cores and pouring the 
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FIGURE 3.40 Dielectric properties of PDMS-BaTi03 composites. 
(a) Dielectric constant of PDMS-BaTi03 composites; (b) Loss tangent of 
PDMS-BaTi03 composites . (Courtesy of The Ohio State University, 
Electroscience Laboratory. ) 
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FIGURE 3.41 Dielectric properties versus volume percentage of ceramic 
powders (measured at 500 MHz). (a) Dielectric constant; (b) Loss tangent. 
(Courtesy of The Ohio State University, Electroscience Laboratory.) 
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(a) 

(b) 

FIGURE 3.42 (a) Rectangular microstrip antenna printed on a 
polymer-ceramic composite substrate; (b) A three-layer dielectric rod 
antenna using polymer-ceramic composite. (Courtesy of The Ohio State 
University, Electroscience Laboratory.) 

dielectric in its wet state. IXs is known [104], dielectric rods support 
traveling waves over a large bandwidth. Here, tapering the tip of the 
rod, a matching section is generated that aid wideband radiation. 

There are still significant challenges when printing polymers. Print
ing on LCPs is now routine as this polymer has low dielectric constant 
and different composition. However, printing on PDMS (which al
lows for variable and large tr ) is more challenging. Specifically, litho
graphic methods (using metal evaporation) do not work well due 
to poor metal-polymer adhesion. Further, interface incompatibilities 
can cause detachment of the printed layers under bending or tensile 
stress. � � -�  

More recently, a printing technology utilizing carbon nanotube 
sheets was proposed [99, 100] . Ensembles of carbon nanotubes (CNTs) 
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can become conductive enough to satisfy antenna requirements 
[105, 106] . As can be expected, the length of the nanotube, its diame
ter, composition, and entanglement can have significant impact on the 
conductivity and radio frequency (RF) properties .  Their strength and 
suitability for applications in extreme environment has attracted sig
nificant interest in the RF and optical community [107-110] . However, 
so far, reported antennas using CNTs have low radiation efficiencies 
due to their higher resistance (wirelike CNT antenna was reported 
to have resistances as much as 6.45 kQ/f.,Lm) . To reduce their resis
tance, CNT ensembles were proposed. For example, nonaligned CNT 
ensembles were reported to reduce sheet resistance down to around 
20 Q / f.,Lm [111 ] .  However, even this lower resistance is still too high to 
realize efficient CNT antennas. The so-called E-textile CNT surface [99] 
and vertically aligned CNT sheet [101] were recently proposed to de
crease resistance and increase conductivity. 

The E-texile CNT sheet (see Fig. 3.43) is much like any woven cloth 
except that CNTs are used to replace the cotton or nylon strings. Single
walled CNTs (SWCNTs) or multiwalled CNTs (MWCNTs) can be used 
in conjunction with metal particles to increase the E-textile sheet con
ductivity. For the latter, the CNT thread is just prepared by dispersing 
SWNTs in the diluted nafionethanol [112] . A cotton textile thread is 
then dipped into the CNT-SWNT dye dispersion for 10 s and then 
drying for 1 h at 60°C.  After repeating this dying process 10 times (us
ing a SWCNT solution), the sheet resistance of the E-textile dropped 
down to around 10 Q / f.,Lm. To further increase the E-textile conductiv
ity, silver particles (Ag) were sputtered for 200 s. The CNT coated fiber 
was then treated in a hot press overnight for 24 h at 100°C to achieve 
a strong adhesion of SWNTs and Ag particles on the cotton textile. 
However, after Ag sputtering, the CNT fiber becomes stiffer and this 
leads to be accounted for in its end applications. The resulting E-textile 
had a thickness of 150 J.Lm and a resistance of around to only 1 Q / f.,Lm. 

Figure 3 .44 displays the process of printing an E-textile CNT sheet 
on a polymer-ceramic substrate [113] . The E-textile is cut into a desired 

E-textile patch CNT-coated cloth CNT-coated threads CNTs 

FIGURE 3.43 Photograph of the single carbon nanotube (CNT) and its 
weaving into a dense textile section. (Courtesy of The Ohio State University, 
Electroscience Laboratory.) 
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I. Prepare E-textile II. Cut into desired pattern 

I 
IV. After curing III. Pour polymer mixture 

on top of E-textile 

... 

FIGURE 3.44 E-textile printing on a polymer-ceramic composite. (See Zhou 
et al. [113] .) 

pattern at the final step to form the antenna geometry's surface. To 
place the textile on a substrate, the polymer-ceramic composite mix
ture is poured over the E-textile fabric. After curing, the E-textile ad
heres strongly to the polymer-ceramic leading to strong mechanical 
compliance. As an example, an E-textile CNT patch (35 x 35 mm) was 
printed on a polymer substrate of thickness 300 mils and permittivity 
Er = 4 .0 . This textile patch had a sheet resistance of 2 Q//-Lm and de
livered a gain of 6 dBi at 2 GHz (i .e. , "'1-2 dB less than the standard 
metal patch) . Due to its higher loss, the E-textile patch had a bit wider 
bandwidth as well. 

An alternative to the E-te*tile process is to grow short nanotubes on 
the polymer [114, 115] . This improves adhesion and flexibility and has 
also led to lower conductivities .  The growth of CNTs over the polymer 
results in a surface of extremely dense vertically aligned nanotubes (in 
much the same way body hairs grow, but much denser) . Figure 3.45 
displays a scanning electron microscope (SEM) image of the subject 
CNT sheet formed by "printing" 3 x 109 nanotubes per cm2 (100 nm 
tall) . 

Figure 3 .46 shows the process used to synthesize and "print" the 
CNT sheets on polymers. The process is as follows: First an array of 
ferrous particles is sputtered on a silicon wafer to serve as catalysts for 
CNT growth. Next the silicon substrate is placed inside a tube furnace 
(Thermolyne 79400) and methane gas (C�) is blown into the furnace 
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Cross-section view Top view 

FIGURE 3.45 SEM photo of vertically aligned nanotubes (100 run tall) 
having density of 3 x 109 nanotubes per cm2 . (See Zhou et al. [114] . )  

via a carrier argon flow. At high temperatures (lOOO°F), methane gases 
are decomposed into carbon atoms, aligned along the catalyst Fe par
ticles in the cylinder. By controlling the furnace temperature (lOOO°F) 
and deposition time (2 h), a vertically aligned CNT array is grown 
on the silicon wafer. The length of the CNT array depends on the 

Sil icon wafer 

I :  Prepare the sil icon wafer 

1 �"alY" ('eOl 

II: Sputter catalysts 
1 

Tube furnace (lOOO°F) 

C2H2/ atalyst 
CH4 

•. . '.'; .. : . . . . ' . : . 

....&...�.-

_.- _. - , 

PDMS Polymer-coated CNT sheet 

n. Detach by HF acid 'III. Embed inside large 
polymer composite 

'IV. Cure 

Polymer-CNT patch 

� 
FIGURE 3.46 Process for growing vertically aligned CNT sheet and 
transferring CNT sheet onto polymer-ceramic composites. (Courtesy of The 
Ohio State University, Electroscience Laboratory.) 
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deposition time. For the case [115] shown in Fig. 3.45, it was about 
3 x 109 /cm2 . 

The vertically aligned CNT arrays residing on the Si substrate are 
transferred onto the polymer surface using a two-stage curing process. 
First a thin PDMS composite layer is spin-coated onto the CNT sheet 
as displayed in Fig. 3.46. After curing, the CNTs are implanted in
side a thin polymer layer to form the CNT sheet. The polymer-coated 
CNT sheet is subsequently detached from the silicon wafer by dis
solving Si02 on the Si surface using hydrofluoric acid. The final step 
is to embed the polymer-coated CNT sheet onto a larger customized 
polymer-ceramic substrate for _anterma loading. During this curing 
stage, the polymer-ceramic substrate is cross-linked with the coated 
polymer, leading to strongly bonded CNT sheets on polymer ceramic 
substrates. 

A 31 x 31 mm patch antenna was fabricated [115] using the CNT 
sheet printing. The PDMS-MCT substrate was 56 x 56 mm and had 
Er = 3 .8, tan 0 = 0.015 at the resonant frequency of 2.25 GHz. This 
antenna was measured on a 150 x 150 mm ground plane and delivered 
a gain of "'6 dB, verifying the low surface resistivity of 0 .9 Q//J-m for 
the CNT sheet (lower resistivities are pursued at this point) . 

Conformal mounting of the flexible polymer patch in Fig. 3.46 was 
also considered [116] (see Fig. 3.47) .  The goal was to evaluate the im
pact of bending on resonance and conductivity of the CNT sheet. It 
was observed that bending resulted in 13% stretching and a resonance 

.S 
(Ij 

v 

o 

-5 

I 
I I I I 

- - -j - - -j - - -t - - -t - -

I I 

I I I I I 
- -1 - - -l - - -1 - - -+ - - -+ - -

I I I 

I - Measured 
I ---- Simulated with PEe 

-10 ��--�--�--�--�--�--�--�--�� 
1 .5 1.6 1.7 1.8 1.9 2 2.1 2.2 2.3 2.4 2.5 

Frequency (GHz) 

FIGURE 3.47 Illustration of cylindrically mounted polymer-CNT patch 
antennas. (After Zhou et al. [116] @ IEEE 2009.) 
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shift from 2.25 to 1 .95 GHz. The E-plane gain was also reduced from 
4.7 dB down to 1 .7 dB due to bending. This gain reduction was due 
to the increased resistance as the CNTs were pulled away from each 
other. The corresponding H-plane CNT patch had a measured gain of 
2.9 dB at 2.25 GHz, viz. 1 .5 dB lower than the simulated PEC patch on 
the same cylinder. The H-plane bent patch had higher gain than the E
plane one since currents flowed along the unbent direction of the CNT 
patch. Thus, they were not subject to the stretching effects. Neverthe
less, for most practical applications, the patches will not be subjected 
to such large bending or stretching (about 2% of bending/stretching 
is typical) . 

3.4 Optimization Methods 

3.4.1 Introduction 
From the above, antenna miniaturization is often done at the expense 
of efficiency, bandwidth, and gain. As noted in Chap. I, small antenna 
design is a compromise between performance, dimension as well as 
materials, operational practice, and manufacturing ease. Experience 
and intuition are essential in the antenna design process. However, 
when a certain level of design complexity is reached, design opti
mization tools become valuable, if not necessary. In this section, we 
discuss optimization methods adopted for antenna design. Specifi
cally, genetic algorithm (GA) and particle swarm optimization (PSG) 
schemes are considered for antenna design improvements. 

3.4.2 Genetic Algorithm 
Genetic algorithms (GAs) are search methods based on the concepts of 
natural selection and evolution. These optimization methods consider 
a set of trial solutions (in parallel) based on a parametric variation of 
a set of coded geometric and material features. GA employs known 
concepts, such as chromosomes, genes, mating, and mutation, to code 
the antenna geometry pixels for best design selection (see Fig. 3.48) . 
More details can be found in papers and books covering the applica
tion of GA in electromagnetics [117-121 ] .  The most studied applica
tion of GAs within the electromagnetic areas refers to antenna design. 
Specifically, GAs have been used to reduce sidelobes [122, 123], aper
ture amplitude and phase tapering [124, 125], and for adaptive array 
optimization [126, 127] . Several uses of GA in single element designs 
have also been reported [128-130] in finding the best locations of cir
cuit elements for antenna loading. GAs have also been used to opti
mize the performance of standard antennas such as reflectors [131] 
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Port 1 

Port 4 

Port 2 
-t+H.H 5.84 em 

FIGURE 3.48 Metallization map of the optimized textured patch (feeds are 
denoted as white dots) and the fabricated prototype. (After Koulouridis and 
Volakis [133] @ IEEE 200B . )  

and Yagis [132] . As is the case with all optimization algorithms, a 
search for an optimal solution is carried out subject to prespecified 
performance criteria (such as bandwidth, gain, and return loss, etc) .  

Several applications of antenna optimization via GA have been 
demonstrated . In the following paragraphs we consider some exam
ples. 

First a GA application to reduce micros trip patch size is demon
strated [133] . As depicted in Fig . 3 .48, prior to optimization, the mi
crostrip patch is divided into N x M equal rectangular cells .  Through 
the GA-based optimization design process, the variables are the num
ber of metal cells and their locations (all other parameters remain 
constant during the antenna optimiza tion process) . The coding of " I "  
or "0" i s  chosen to select if the pixel is metall ized o r  not, respectively. 
Only the pixel connected to the coax probe was forced to be meta l 
lized from the start. The optimized antenna structures and their  per
formance are shown in Fig . 3.48 .  The antenna was optimized wi thin 
an aperture area of 5 . 84 x :1.84 cm2 and printed on a 0.46 cm thickness 
substrate having a rel ative d ielectric constant  Er = 1 8 and loss tangent 
tan f> = 0 .0001. The fina l  optimized prototype antenna de l ivered good 
VSWR throughout the 1 .5 to 1 . 7 GHz band excep t at 1 .5 GHz \vh e re i t  
briefly increases to VSWR 2 . 2 .  Also the rea l i zed ga i n \va s  2 . 5  to 3 d Bi .  

As mentioned i n  Sec .  3 .2 ,  the space-fi l l ing cu rves ba sed on mean
d e r i n g, he l ica l  or sp i ra l geom etries and fra cta l s  have th e poten ti a l  to  
red u ce opera ti on a l frequency. Bu t , \v e a l so noted tha t ra d i a t i on per
formance d epen d s  stron g l y  on th e sha pe of the fi l l i n g cu rves . Op t i 
In i za t i on Gill be u sed t o  a d ju st / m od i fy the fi l l i n g cu rve for concu rren t 
m i n i a tu ri za t ion,  best ga i n  or i n pu t i JTl ped a n ce con trol . I n  the fol l ow
i n g  pa ra gra phs we con � i d e r  such opt i ll"l i zed form of  the Jl1 e a n d e red 
l i ne a n tenna (MLA ) .  
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As already mentioned in Sec. 3.2, typical MLAs do not exhibit 
optimum gain [134], especially when conductor losses are consid
ered. Thus, optimization can be employed to improve gain for a pre
specified MLA size [135] . A typical MLA can be defined by its height, 
width, and number of turns. However, we can consider more param
eters in a GA design as depicted in Fig. 3.49. They include the number 
of turns N, the length of the horizontal (Wn1 and Wn2) and vertical (hn1 
and hn2) segments of the nth tum and the length of the central seg
ments Woo and hoo .  To minimize loss and maximized miniaturization 
all vertical and horizontal segments will be independently designed 
using a GA-based optimization. With this goal in mind, for each pth 
antenna ("individual") of the GA population at the kth generation 
("iteration"), the following fitness function was evaluated: 

Here, Hp, G p' Xp are the corresponding pth antenna height, maximum 
gain, and input reactance. Also, Go = 1 .63 (maximum gain of the 'A./2 
dipole), Xo = 1 Q with the constraint '1 + '2 + '3 = 10. We note that 
the fitness function reduces to jp = 10 when G = Go, Hp = Hmax and 
Xp = 0 (i.e . ,  antenna is at resonance) . 

Several MLA designs were considered in the GA optimization by 
Marroco [135], subject to maximum size constraint. Specifically, the 
product Hmax x Wmax was set to different values from 3 x 3 cm2 to 6 x 
6 cm2 (the antenna wires are made of copper) . As depicted in Fig. 3 .50, 
GA-optimization is more effective in optimizing the MLA as the area 

� I  
Turn n  

W22 
"t"-

-

-h2
-
2 ... -.. ----.. · · · · ·t· ·  

w21 Turn 2 

h12 -... -.. ·���· · · · · · · · · · · · · · · · · · · · · · · · · · · ·t · ·  wn 
Turn 1 

HN/2 hoo/2 ... �-•.• ��� . . • • • • • • .  + 
- 1 - . _ . _ . _ . - - _ . _ . _ . _ - - - - - -

FIGURE 3.49 Parameters for optimizing the MLA dipole (only the upper 
half of the antenna is shown) . (After Marrocco et al. [135] @ IEEE 2003.) 
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-B- NU-MLA 

-

: : : : 'd- iI'] i, j I j 
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FIGURE 3.50 GA-optimized MLA dipole in antennas shown in Fig. 3.49 
subject to given area Hmax x Wmax constraint (NU-MLA: optimized, U-MLA: 
not optimized) . (After Marrocco et al. [135] © IEEE 2003 .) 

Hmax x Wmax decreases. We note that as the MLA area increases, 
shorter horizontal segments are required for turning and meander
ing is mostly localized at the antenna extremities. The latter serves to 
minimize losses since the current goes to zero at the MLA ends. 

GA techniques have also been applied to optimize fractal antenna 
elements. For example, a second order Koch-like antenna was opti
mized using GAs by Werner et al [136] . Pantoja et a1. [137] extended 
this work using multiobjective optimization to find optimal solutions 
subject to resonance frequency, bandwidth, and efficiency. In general, 
though, optimization tools can be best used to define shapes that do 
not obey specific geometrical restrictions. For a given wire length and 
antenna size, wire geometry optimization can lead to Eucledian ge
ometries that can perform better than fractal shapes. As an example, 
Altshuler [138] considered� the optimization of a seven-segment wire 
antenna. He employed GAs to find the lengths and locations of the 
segments to form a wire antenna radiating right-hand-circular po
larization at elevation angles above 10° [139] . Later Altshuler [140] 
considered a general multisegment wire optimization (see Fig. 3 .51) .  
The optimization goal was to design a wire antenna having minimum 
Q and maximum bandwidth. At the resonance frequency (where the 
input impedance is real), this was done subject to filling the wire geom
etry within a prespecified cube as depicted in Fig. 3.51 . Altshuler found 
that as he reduced the cube size, more wire segments were needed to 
reach resonance. Figure 3.51 displays the optimized geometries with 
and without inserted impedance loads. For the latter case, the deliv
ered polarization was elliptical but the pattern provided hemispheric 
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(a) 

(b) 

FIGURE 3.51 Optimized multi segment wire antenna on a ground plane 
filling within a predefined cubic volume. (a) Optimized wire geometry with 
no load operating at 384 MHz filling within a cube of size of 0.057 A (after 
Altshuler [140] © IEEE 2002.) and (b) Optimized wire geometry with 
inserted impedance loads to increase bandwidth. (After Altshuler and 
Linden [141] © IEEE 2004. )  

coverage [141] .  Also, the optimized wire antenna with lumped loads 
has an impressive bandwidth 50: 1  (from 300 MHz to 15 GHz) with 
VSWR < 4.5. 

With the goal of exploiting more designing freedoms, Kiziltas et al. 
[142, 143] considered optimizations of the entire antenna volume, 
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Initial BW (5 dB) = 6.7% 
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BBNT-stycast composite 
cr = 100 and cr = 3 
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solver 

Example 

No 
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FIGURE 3.52 Design optimization flowchart and example optimal dielectric 
design. (See Kiziltas et al. [142] .) 

including the dielectric constants within the volume and metallization 
shapes, etc. It is reasonable to expect that designs based on optimal se
lection of materials, metallization shape, and matching circuits have a 
much better chance of achieving optimal narrowband and wideband 
performance. Concurrently, robust and fast computational tools are 
required to achieve such design [144] . 

The work in [142, 143] focused on optimum topology and material 
optimization (see Fig. 3 .52) . That is, the material volume was allowed 
to have a combination of two or more dielectric materials with the 
overall volume synthesized as a set of small cubical material elements 
(see Fig. 3 .53) . Concurrently the metallization was modified till the 
optimization design was reached subject to bandwidth and size re
quirement. This approach led to significant improvements of the sim
ple patch bandwidth. A design flowchart of the topology optimization 
process is given in Fig. 3.52. The design reported in [142, 143] refers to 
a patch 1 .25 x 1 .25 cm residing on a 2.5 x 2.5 x 2.5 cm substrate. 

An example design based on material and metallization shape op
timization is depicted in Ft . 3 .53 [145] . A focus on this design was to 
achieve good bandwidth using an extremely thin substrate of 0.01 A at 
mid-frequency. Indeed, the design reported in [145] achieved a 3 .4% 
bandwidth with a 4 .7 dBi gain using an aperture of only 0 .11 A in 
size. 

3.4.3 Particle Swarm Optimization 
Apart from GA optimization, particle swarm optimization (PSG) has 
been employed for antenna design [146-149] . Unlike GAs, PSG allows 
for additioiial-liintelligence" in the design. PSG is based on the prin
ciple that each solution can be represented as a particle (agent) in a 
swarm. It has been used in designing array [150-152], and stand alone 
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(a) Material and metallization layout (color coding refers to different 
dielectric values); (b) Gain (dashed) and return loss from 1 .3 to 1 .5 GHz 
(See Koulouridis et al. [145] .) 

antennas [153-155] . PSO and other optimization algorithms have been 
employed to design small antennas. As an example, a mobile handset 
antenna design [156] via PSO is depicted in Fig. 3.54. This dual band 
handset antenna operated at 1 .8  GHz and 2.4 GHz, with its maximum 
area dimensions being 0.23 x 0.13 A. at 1 .8 GHz. 
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3.5 Antennas on Electromagnetic Bandgap 

Ground Planes 
In the recent years, strong interest has been on using periodic struc
tures to lower antenna profile. These designs exploit resonance 
phenomena which are unique to the make up of periodic (planar or 
volumetric) structure and not necessarily the constituent materials . 
The latter are referred to as "metamaterials (from the Greek as "next" 
materials, i .e . , next generation materials), engineered or simply artifi
cial materials. Among them, electromagnetic bandgap (EBG) material 
and surfaces have been found successful as ground planes to reduce 
the profile of antennas mounted on ground planes. A specific exam
ple of EBG surface is the mushroom-like structure in Fig. 3.55 [157] . 
This structure consisted of a metallic ground plane at the bottom, 
a dielectric substrate, periodic metal patches and connecting vias. 
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FIGURE 3.55 (a) Geometrical configuration of the mushroom EBG structure 
and corresponding equivalent circuit model; (b) Transmission across the 
EBG surface (521 ) and phase of the plane wave reflection coefficient. 
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The periodic nature of the patches and vias constitute a new effec
tive medium. By controlling the geometry of the patches and vias, the 
surface can be viewed as an equivalent load that can alter the reflection 
coefficient r .  If r � +1, antennas placed conformal to the EBG ground 
plane can exhibit enhanced performance as compared to the metallic 
ground plane with r = -1  (by exploiting the new design degrees of 
freedom) . Also, they can be placed much closer to the ground plane. 

Of importance is that the EBG in Fig. 3.55 is easy to fabricate using 
printed circuit board (PCB) technology and exhibits two characteris
tics. One is suppression of surface waves over a given frequency band 
(referred to as the bandgap) [158, 159] . This property is also responsi
ble for reducing coupling among antenna elements in arrays [160] to 
possibly eliminate scan blindness [161, 162] . Key characteristic of the 
EBG in Fig. 3.55 is the nearly zero phase of the reflection coefficient 
over a portion of the bandgap. Specifically, achieving r = .nl � le j<\> 

(with <P � 0) in a given band is critical to increasing the gain of low
profile antennas. This latter property has been extensively examined 
in the literature [4, 163] . 

In the following sections we provide examples of small antennas in 
presence of EBG surfaces . 

3.5. 1  Performances Enhancement via 

Surface-Wave Suppression 
As already noted, antennas on metallic ground planes (typically 
coated with dielectrics) suffer from surface-wave radiation. Specifi
cally, at discontinuities, surface-waves scatter and create undesired 
pattern distortion. In addition, ground plane reflections cancel direct 
radiation, significantly reducing the bandwidth of low-profile anten
nas. Specifically, without ground plane treatments, the antenna must 
be placed about A/4 away from the ground plane to ensure that re
flected waves add in congruence (rather than cancelling each other) . 
EBG ground planes can bring the phase of the reflection coefficient 
closer to +1, suppress surface waves and even suppress diffraction 
(rom edges of finite ground planes. This is demonstrated in Fig. 3 .56 
and is important in reducing interference from nearby structures. 

An example application of EBGs (to treat ground planes) is shown 
in Fig. 3.57. In this case, it is used to suppress backward lobes in 
antennas (1575 MHz) for Galileo (also for GPS Ll band) [164] . As 
compared to the traditional choke ring, the EBG ground plane shows 
as good performance (in terms of axial ratio and multipath mitigation) . 
However, the ground plane is only 1 cm (A/ 19) thickness. The specific 
antenna is 30 x 30 cm (1 .58 x 1 .58 A) in footprint and less than 0.5 kg 
in weight. As' expected, the radiation pattern in presence of the EBG 
ground plane is smoother and exhibits a less cross polarization. 
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FIGURE 3.56 Illustration of surface-wave suppression using EBG ground 
plane. (a) Diffraction caused by untreated ground plane; (b) Treated or EBG 
ground plane suppressing diffraction and surface waves. 

3.5.2 Low-Profile Antennas on EBG 

Ground Plane 
As noted, the in-phase reflected field from the EBG ground plane 
makes them suitable for realizing low-profile antennas [165, 166] . 
The advantage of EBG ground planes is illustrated in Fig. 3.58. 
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FIGURE 3.57 Performance of a Galileo antenna on an EBG ground plane: 
(a) Geometry of a low-profile L1 band ( ........ 1575 MHz) antenna on a mushroom 
EBG ground plane; (b) Gain pattern (co-pol and cross-pol) when mounted on 
the EBG ground plane, and (c) Gain and pattern performance when mounted 
on a PEe ground plane. (After Baggen et al. [164] @ IEEE 200B.) 
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FIGURE 3.57 Continued. 

As depicted and noted earlier, the PEC ground plane needs to be A/4 
away from the antenna to cause the reflected field to be in-phase with 
the direct (antenna radiated) field. As depicted in Fig. 3.58, the EBG 
has a reflection coefficient r = 1ej  �<l> � 1 at its resonance frequency. 
Thus, the antenna can be placed very close to the EBG ground plane, 
implying a much lower profile realization. 

A typical example of a conformal antenna on an EBG ground plane 
is depicted in Fig. 3.59 [167] . It refers to a dipole placed parallel to the 
EBG ground plane. As the EBG behaves similar to a perfectly magnetic 
conducting (PMC) surface at resonance (in phase reflection), the dipole 
radiated fields are reinforced by the presence of the EBG ground plane. 
The stronger resonance (Szl < -10 dB) caused by the presence of the _ 

EBG ground plane is clearly seen in Fig. 3.59b . By comparison, the PEC 
ground plane deteriorates the resonance and radiation characteristics 
of the dipole. 

A discussion on the operational characteristics of EBG ground plane 
is given in [168] . Generally, it is important to operate the antenna at 
the same frequency when the phase of the EBG reflection coefficient is 
in the range of 90° ± 45° (or within -90° ± 45°) .  The radiation pattern 
also benefits from the bandgap of the EBG ground plane. As noted, 
this is due to surface-wave suppression. 

A parametric study of the width (W), gap between patches (g), 
height of patches (h), and dielectric constant (Er ) for the EBG in 
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FIGURE 3.58 Wire antenna above different type of reflectors. 
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FIGURE 3.59 Dipole on an EBG ground plane and return loss as compared 
to a dipole on a PEe ground plane. (After Yang et al. [4] @ McGraw-Hill 2007.) 
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Fig. 3 .55 has been performed [4] and some conclusions are: 

• As the patch width W increases, the resonant frequency de
creases and the slope of the reflection coefficient phase curve 
becomes steeper (vs. frequency) . 

• As the gap between patches increases, the resonant frequency 
also increases, and the slope of the reflection coefficient phase 
curve becomes flatter. 

• As the substrate thickness h increases, the resonant frequency 
decreases but the slope of the reflection coefficient phase curve 
becomes flatter. This implies greater bandwidth (as would be 
expected with larger h values) . 

• As the dielectric constant, Er ,  increases, the resonant frequency 
decreases, but the slope of the reflection coefficient phase curve 
becomes steeper (smaller bandwidth) . Indeed, as is well known, 
higher Er leads to lower bandwidths. 

Several low-profile antennas have been published using EBG sur
faces (see Fig. 3 .60) . Examples include polarization diversity anten
nas [169], spirals [170, 171 ], resonant cavity antennas [172], low-profile 
circular polarized antennas [173], tunable low-profile antennas [174], 
and so on. Also, a polarization dependent EBG structure was pro
posed using rectangular metal patches (instead of square ones) . The 
latter was employed in designing circularly polarized antenna using a 
single linear (dipole) antenna parallel to the EBG as in Fig. 3.60c [175] . 

(a) (b) (c) 

FIGURE 3.60 Example antennas placed conformal to an EBG ground plane: 
(a) Polarization diversity antenna (See McKinzie and Fahr [169] @ IEEE 2002 . ); 
(b) CP spiral-like antenna (After Yang et al. [4] @ McGraw-Hill 2007.); (c) CP 
antenna using a single straight wire on an EBG ground plane. (After Yang 
et al. [4] @ McGraw-Hill 2007.) 
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3.5.3 Wideband EBG Design 
As the EBG properties are typically observed only over a narrow band
width, they are not suitable for multiband and wideband antennas. 

A way to increase the bandwidth and/or multiband behavior of 
EBG ground planes is to employ additional tunable parameters in 
constructing it. As depicted in Fig. 3.61a , lumped circuit elements 
(L and C)  can be placed between the patches and tuned to alter the 
EBG ground plane electrical behavior (phase of the reflection coeffi
cient) . Specifically, tunable capacitors can be introduced using varac
tor diodes [176, 177] . In this case, the capacitance value is determined 
by the bias voltage. To supply- the required voltage to the varactors, 
half of the vias are grounded and the others are connected to a voltage 
control network through a hole in the ground plane. It is important to 
note that the varactors are oriented in opposite directions at alternate 
rows. Thus, when a positive voltage is applied to the control lines, the 
diodes are reversely biased. Further, the EBG ground plane reflection 
phase can be controlled at each varactor location. Thus, the reflection 
coefficient phase can be varied over the surface of the ground plane. 

Bray and Werner [178] presented an approach to independently 
tune a dual-band EBG surface. Their EBG geometry consisted of two 
reactively loaded concentric square loops. As expected, the outer loop 
was responsible for the lower frequency and the inner one controlled 
the upper frequency. The frequency of each loop was then tuned 

Via 

Tunable 
capacitor 

FIGURE 3.61 Examples of varactor diodes to design frequency tunable EBG 
ground plane. (See Sievenpiper et al. [179] .) 
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independently using inserted capacitors and inductors. Such EBG sur
faces can be used for electronically scanned antennas [179], or as a 
ground plane of multiband antennas [180] . 

Considering the fabrication cost and reliability of varactor diodes, 
exploring EBG element shapes that are broadband or multiband is 
a more attractive approach. Among them, patch shapes having mul
tiple resonance [181] and spirals [182] are possible elements. Using 
optimization routines, we can concurrently optimize the geometry 
and size of such periodic elements (as well as the substrate thickness 
and dielectric constants) . As an example, Fig. 3 .62 shows the phase of 
the reflection coefficient of a GA-optimized EBG element. This EBG 
displayed zero phase at 1 .575 GHz (GPS L1 band) and 1 .96 GHz (cel
lular PCS band) . The unit cell size for the EBG was 2 .96 x 2.96 cm 
printed on a 2 .93 mm thick substrate having a dielectric constant of 
Er = 13. We note that the reflection coefficient bandwidth (frequency 
band over which the phase is within ±45°) is 4.43% at 1 .575 GHz and 
2.2% at 1 .96 GHz. 

Multiband behavior can also be achieved by simply employing mul
tilayer EBG surfaces [183, 184], each layer resonating at a different 
frequency. 

Use of variable size (multiperiodic) unit cells is another method 
to design multiband EBG surfaces. Such structures are alternates to 
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FIGURE 3.62 Reflection coefficient phase response of an engineered EBG 
(see inset of the unit cell) displaying zero phase at two frequencies. (After 
Kern et al. [181] © IEEE 2005.) 
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the multilayer EBG geometries. However, they would typically re
quire larger surfaces and be likely applicable to lower frequencies. To 
realize wideband EBGs, impedance loading of the unit cell has been 
considered. An example of circuit loading is depicted in Fig. 3.63 .  Kern 
et al. [185] implemented the load using an amplifier with a positive 
feedback. Thus, a negative impedance was obtained modeled by a 
capacitor and an inductor in parallel (see Fig. 3.63) . By varying the 
values of the negative capacitor Cneg and inductor Lneg, the reflec
tion coefficient bandwidth can be increased considerably. Specifically, 
while the unloaded EBG had a bandwidth of only 4.4%, the circuit 
loaded EBG displayed a bandw:idth of 175% using Lneg = -0.204 nH 
and Cneg = -0. 196 pF. 

The EBG bandwidth can be further increased using magnetic ma
terials of high permeability (as part of the substrate) [186, 187] . As is 
well known (see Sec. 3.3), the phase bandwidth of the reflection coef
ficient for the EBG surface is proportional to ,.;r:rc (and, of course, 
the resonance frequency is proportional to 1 /  ..j[C). Magnetic loading 
will increase the equivalent L, resulting in an increase of ..;r:rc and 
large in-phase bandwidth. Increased L has the additional advantage 
of reducing patch size as smaller capacitance is needed to achieve the 
same resonant frequency. Therefore, the in-phase reflection coefficient 
bandwidth increases further due to having smaller equivalent C. 

An EBG structure in a magnetic substrate is depicted in Fig. 3 .64. 
The specific patch geometry has the following parameters: 

w = 2.44 mm, g = 0 . 15 mm, h = 1 .57 mm, r = 0.25 mm, 

r,. = 2.51, "" = { �  
Negative 

Patch impedance Via Ground . ...,.--r--r-! '"T"""""""Ir---7f-

c L 

FIGURE 3.63 Active negative impedance loading to realize a wideband EBG 
structure and equivalent circuit. (See Kern et al. [185] . )  
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FIGURE 3.64 Square spiral antenna on an EBG surface loaded with 
magnetic material. (See Yousefi et al. [187] .) 

The results show that the EBG [187] with fJ..r = 6 substrate displayed 
an in-phase bandwidth of 70%. However, the bandwidth of the con
ventional EBG with fJ..r = 1 was only 18%. This EBG (on a fJ..r = 6 mag
netic substrate) was used as a ground plane for a spiral antenna [187] .  
The spiral was placed only 0.2 mm (�/ 105 at the center frequency of 

1 = 5 em, W = 1 .25 em 
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FIGURE 3.65 Fanlike EBG structure to improve phase flatness over a large 
bandwidth 1.2 to 3.2 GHz. (After Erdemli et al. [188] © IEEE 2002. )  
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14 GHz) above the EBG ground plane. Even though of low profile, the 
spiral exhibited nearly 100% bandwidth with VSWR<2 (9 - 19 GHz) . 
By comparison, the EBG without a magnetic substrate had the same 
performance from 13 to 16 GHz. 

More broadband elements can be used to construct surfaces aimed 
at increasing the in-phase reflection coefficient bandwidth. This was 
demonstrated by Erdemli et al. [188, 189] (see Fig. 3 .65) where a resis
tively loaded fanlike element (a combination of loop and dipole) was 
used to form the periodic EBG. This surface provided a relatively flat 
phase response for the reflection coefficient over a large band. A 3 :1  
in-phase bandwidth was achieved at  the expense of some efficiency 
loss due to the resistive loading. As shown in Fig. 3.65, the resulting 
phase response is quite flat from 1 .2 to 3.2 GHz. 
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Chi-Chih Chen 

CHAPTER 4 

Antenna Miniaturization 
via Slow Waves 

4.1 Introduction 
Antenna miniaturization will continue to be a key issue in wireless 
communications, navigation, sensors, and radio frequency identifica
tion (RFIDs). For instance, each cellular tower is often populated with 
many antennas to cover different angular sectors and different fre
quency bands. Each modern notebook computer is likely embedded 
with multiple antennas to provide service in WWAN (824-2170 MHz) 
and WLAN (2.4 and 5.5 GHz), bluetooth, etc. Also automobiles, ves
sels, and aircrafts will require more antennas to compete for very 
limited real estate. This dire situation is changing antenna designer 
worldwide with a goal to develop a new generation of physically 
small antennas that multibands or wideband. 

, Numerous new small-antenna designs have been developed by re
searchers and engineers worldwide. Chapter 3 provides a survey of 
these designs. This chapter is dedicated to provide fans insights on 
generic small-antenna design approaches. This will be done using 
an equivalent artificial transmission line (ATL) theory that governs 
the impedance and wavelengths within an antenna. A few exam
ples will be included to show such theory at work in miniaturizing 
antennas. 

209 
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4.2 Miniaturization Factor 
The most generic definition of antenna miniaturization is to reduce 
overall antenna dimensions while maintaining its key characteristics 
such as impedance and radiation patterns. For narrowband antennas, 
this means achieving resonance at physical dimensions much less 
than the half free-space wavelength (Ao) at resonance. This is illus
trated in Fig. 4.1a which compares antenna gain curves as a function 
of frequency before and after miniaturization of a narrowband an
tenna. Of course, any miniaturized passive antenna is still bounded 
by the theoretical performance limits discussed in Chap. 1. For wide
band antennas, it is convenient to choose the" onset" frequency above 
which the realized gain level satisfies a minimal gain requirement 
(see Chap. 2) that often varies from application to application. For 
the sake of discussion, the definition in Eq. (4.1) for "miniaturiza
tion factor" (MF) will be adopted throughout this chapter to indi
cate the degree of miniaturization. This definition allows users to 
choose the reference frequency in accordance with the application at 
hand. The larger the miniaturization factor, the greater the degree of 
miniaturization. 

{original 
MF = J.re� . {mm latunzed (4.1) 

After Before 
miniaturization miniaturization ---------------------:.,-;---------------- 1 ---------------

• , - I 

: !\ : 
• I • I 
• • • I 
• I • I : 1 : 1 : 1 \ 1 

• , • I 
• I • I 

• I • I 
• I • I 

... : � : ... ! i 

Jref 

..... : �����----�--------f !, miniaturized !,original ref ref 
(a) 

After Before 
miniaturization miniaturization 

I::j ••••••••••••••• 

.� ----.. ----.".-:�:.�---.--.- -------------------------
§ ./i i :� .... / i i �

./ i 
..... ! .. : �--���-----------+f !, miniaturized !,original ref ref 

(b) 

FIGURE 4.1 Ideal results of antenna miniaturization. (a) Miniaturization of 
narrowband antenna (b) Miniaturization of wideband antenna. 
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4.3 Basic Antenna Miniaturization Concept 
4.3.1 Phase Coherent Radiation Conditions 
For any antenna the total radiated field in a given direction is the 
sum of direct radiation from the source and scattered fields from all 
electromagnetic discontinuities and the ground plane in the vicin
ity of the antenna. The polarization, intensity, and phase of scattered 
fields depend on antenna geometry, and location of source. For exam
ple, a center-fed thin-wire dipole made of perfectly conducting wire 
shown in Fig. 4.2 contains two qiffraction locations at both ends of the 
wires. In order for this dipole to radiate effectively, the first, second, 
and higher order of diffraction terms from both ends should have the 
same polarity and coherent phase. Figure 4.2 illustrates field polarity 
and time delays of the first three diffraction terms along the broad
side direction. Notice that the odd number terms and even number 
terms have opposite polarity. Therefore, in order to have all diffracted 
fields to be added constructively, the following phase relationship 
in Eq. (4.2) needs to be satisfied. This condition naturally leads to a 
half-wavelength dipole. When the length L is much shorter than half 
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l 
I I I I 
I I I I 
I I I I fA! 1 i i , " 
I , I I 
I I I I 
I I I , 
I I I , 
I I I I L � R» L i - ---------------f-------------------�-------------------�-------� t E i : I ' , 

R To=c 

i i �: l 
I I ' I 
I I I I i---------------Vjt-- ------------- --�-----------------\.l71-- ----� t 
I I I I , , ' 
I I I I 
I • I I 
I • I I 
I I I I 
I I I I 
I • I I . " 

d 1t d 1t d 1t 4>i = -roT 4>} = -roT} - 4" 4>2 = -roT2 - 4" 4>3 = -roT3 - 4" 

FIGURE 4.2 _Radiated fields from a wire dipole in normal direction. 
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wavelength, all diffracted fields add destructively and this results in 
weak net radiation. This situation can be improved by artificially re
ducing the phase velocity of electromagnetic fields propagating along 
antenna structure from one end to the other such that the in-phase con
dition in Eq. (4.2) can be achieved even when the physical length is 
much short than half wavelength. This simple example demonstrates 
the basic concept of antenna miniaturization to be discussed in this 
chapter. 

d d I 2'IT L Ap l4>n - 4>n+1 = - = 'IT or L = -Ap 2 

4.3.2 Equivalent Transmission Line (Tl) 

Model of an Antenna 

(4.2) 

The radiated fields in the far-field region can be obtained from in
tegrating �quivalent currents over the source region containing the 
antenna of interest. That is 

E(Y) = _jk2e-jkr (1 -ff) jJ(p')ejkfF1dv' (4.3) 
WE 4'ITr 

v 

For antenna made of PEC structures and an excitation source like most 
antennas, we have J(P') = 2ft X Hi (4.4) 
where Hi is incident field upon antenna structure from excitation 
source in region P' which contains the source and antenna. Therefore, 
an antenna is practically a collection of scattering structures near the 
source. Note that an antenna does not have to be made of electrical 
conductors. From Eq. (4.3) it is apparent that the radiated fields in 
the far zone depend on net radiations from all radiation points in the 
source region. Therefore, the relative amplitude and phase relation
ships among all radiation points in the source region determine the 
final outcome of net radiation. The dipole antenna discussed in the 
previous section serves as a good example. Let us consider another 
PEC structure (see Fig. 4.3) made of two thin parallel wires with a 
voltage source at one end and the other end extends to infinite. Is this 
structure an antenna or a transmission line? Well, if the separation d is 
much smaller than the wavelength, that is, d « AO, the radiated fields 
from two opposing wire segments (P� and P�) will then have similar 
magnitude and propagation phase but opposite polarization at any 
observation point in the far field. This leads to weak net radiation due 
to cancellation effect from opposite current directions. In this case, 
this structure behaves mostly like a transmission line. On the other 
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r- f{ 

f - fi. 

i 
d 

1 
FIGURE 4.3 A two-wire "transmission line" or a two-wire "antenna"? 

hand, if d � Ao/2, the radiated fields from opposing wire segments 
become constructively added in upward and downward directions in . 
the plane containing the structures. In this case, this structure becomes 
a good antenna. 

4.3.3 Artificial Transmission Line (ATl) 
of Antennas 

The artificial transmission line (ATL) concept was first introduced 
by Hiraoka [1] in various microwave applications [2, 3]. More re
cently, it was exhibited to reduce the size of wideband antennas 
utilizing a simple transmission-line (TL) model to describe the prop
agation behavior of electromagnetic waves [4]. ATL models have 
also been used to construct the so called "effective negative mate
rials" when special transmission-line parameters are chosen [5-7]. 
ATL can also be applied to describe the impedance behavior of an 
antenna. Note that an ATL model of an antenna differs from an 
II equivalent-circuit model" which was used to describe impedance 
behavior model of dipole and loop antennas [8, 9] in that ATL seg
ments (see Fig. 4.4) are usually less than Aeffective/20 in length and 
it accounts for proper phase variation between segments. There
fore, ATL model is capable for modeling ultra-wideband antennas 
and is especially useful in predicting frequency-independent anten
nas such as spiral antennas, conical spiral antennas, log-periodic an
tennas, bow-tie dipoles, bi-conical antennas, etc. The importance of 
analyzing antenna impedance and resonant behavior using ATL is 
that it naturally leads to antenna miniaturization via properly mod
ifying transmission-line parameters. This section will review basic 
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FIGURE 4.4 ATL example using a small-unit segment of series inductors 
and shunt capacitors periodically inserted into a two-wire TL. (After Lee 
et al. [4] ©IEEE, 2007.) 

transmission-line parameters and formulas using a two-wire trans
mission line as an example. We will then show an approach to arti
ficially alter these parameters and change the overall characteristic 
impedance and propagation constant. In the later sections, we will 
discuss specific antenna examples miniaturized by applying ATL con
cept. The main purpose of these discussions is to provide a physical 
understanding of the miniaturization principles beyond a trial-and
error using computation tools. 

First, let us examine some basic characteristics of a transmission line 
shown in Fig. 4.4. This TL is composed of many unit cells in series. 
Each contains an ATL segment and a conventional TL segment. In 
this case, the ATL segment has a length I' and is characterized by a 
series inductance and a shunt capacitance (L' and C '). The unit cell is 
also composed of a regular transmission line (TL) segment of length 
10 having characteristic impedance 20 and propagation constant �o. 
The ATL section can be represented by an equivalent T-network [10] 
as shown in Fig. 4.4. 

The resultant T-network parameters are 

jw(L' 1') 
21 = 2� = -'---2--

2 = 
1 

3 - jw(C ' I') 

2'= ru VC' 20 = fLO VCo 
phase factors e' = .�' I' and eo = �o 10 

(4.5) 

where 21, 22, and 23 are depicted in Fig. (4.4) and are computed 
from the inductance (L') and capacitance (C') loading, and the loading 
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length (1) within each unit celL Combining Eq. (4.5) with the TL seg
ment, the entire (10 + I') section of the ATL can be characterized via 
ABCD matrix [11]. The resultant ABCD values are 

( 8,2 ) Z' ( 8,2 ) A = 1 - 2 cos(80) - Zo 8' 1 -"4 sin(80) 

( 8'2 ) ( 8'2 ) B = j Zo 1 - 2 sin(80) + j8' Z' 1 -"4 cos(80) 

8' j ( 8'2 ) C = j Z' cos(80) + Zo 1 - 2 sin(80) ( 8'2 ) Z D = 1 - 2 cos(80) - Z� 8' sin(80) 

(4.6) 

In a special case when Z' � Zo in Eq. (4.5) (matched impedance be
tween the ATL and TL segments), and 8' is small, then Eq. (4.6) reduces 
to (i.e., electrically short ATL segment), [ c�s( 80 + 8') 

L sin( 80 + 8') Zo 
j Zo sin(80 + 8') ] 
cos(80 + 8') 

for Zo � Z' and small 8' 

(4.7) 

The corresponding propagation constant, keff, can then be found by 
applying Bloch's theorem [12] (see Chap. 6). This gives 

e -j keff (10+1') . 

= cos(80) - - sin80 � + - - - cos 80 + --sin 80 
8' ( Z Z' ) 8'2 8,3 Z' 
2 Z' Zo 2 8 Zo 

+ [� sm 90 (� + � (1 -
9�2 ) ) - cos 90 (1 - 9:) r -1 

e-jkeff(lo+I') � e±j(13'1'+13010) when Zo = Z' and small 8' (4.8) 

with the resultant effective propagation constant being 

k _ WI' + J3010 
eff-

1'+1 
(4.9) 

It is interesting-Jo observe that Eq. (4.9) can represent the average 
propagation constants between the ATL and TL segments. Similarly, 
the effective inductance and capacitance per unit length of the whole 
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unit cell is found from 

10 x Lo + I' x L' Leff� 10+1' 
1 x C + I' X C' C '"" _0 __ 

0 
___ _ eff '"" 

10 +1' 
(4.10) 

The corresponding characteristic impedance and phase velocity of the 
unit cell (10 + I' in length) is then 

Z,ff= ylL'ff V,ff= 1 

Ceff JLeff Ceff (4.11) 

We note that the inductive and capacitive loading provide two de
grees of freedom for controlling impedance and phase velocity simul
taneously. This is important for antenna miniaturization where one 
must reduce phase velocity but also ensure good impedance matching. 
Without impedance matching, miniaturization will result in nonop
timal performance. As can be understood, the weighted average for
mula Eqs. (4.9) and (4.10) are valid only for electrically small unit cells 
and for TEM mode. However, this is almost always true for unit cells 
and necessary to ensure wideband operation and avoid high-order 
modes. 

As an example, let us consider a transmission line shown at the top 
of Fig. 4.5, created using the finite element software package (HFSS). 
Each wire of the transmission line is modeled as a narrow PEe strip 
of zero thickness, and total length of 15 cm. It is divided into 8 unit 
cells with each containing a series inductor and a shunt capacitor in 
the ATL segment that is 1.5 cm in length. Each unit cell has a length of 
1.5 cm, or A.o/20 at 1 GHz. The input and output ports are located at the 
left and right ends of the entire TL, designated as port" A" and port 
"B", respectively. From full-wave simulations, the total phase delay 
from port A to port B and effective TL characteristic impedance were 
extracted from S parameters. The phase velocity values versus phase 
delay is given in Fig. 4.5 and the corresponding TL impedance versus 
frequency is plotted in Fig. 4.6. The effective phase velocity can be 
derived from the slope of the phase delay, and is used to determine 
MF by comparing with free-space phase velocity. It was found that the 
effective miniaturization factor (MF) ranges from 1.7 up to as much as 
8.6. For MF = 6.3 and MF = 8.6, the unit cell is no longer electrically 
short at frequencies greater than 0.3 GHz, and results in nonlinear 
behavior as a function of frequency. This nonlinear phenomenon al
lows one to determine whether the unit cell is sufficiently small at the 
desired operation frequencies. 

The extracted effective characteristic impedance normalized with 
Zo of TL prior to miniaturization is plotted in Fig. 4.6 which gives 
several curves of Zeff/ Zo as a function of MF. The goal is to show that 
unless Leff and Ceff in Eq. (4.10) are chosen properly, Zeff can become 
large or very small, causing mismatches. As expected, when Leff 
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FIGURE 4.6 Effective characteristic impedance of the TL shown in Fig. 4.5 
for different (L', C') loading to produce different miniaturization factors. 
(After Lee et al. [4] ©IEEE, 2007.) 

is large, Zeff is also large. Correspondingly, when Ceff is large, then 
Zeff is small value. The middle curve in Fig. 4.6 is most attractive 
and shows the Leff and Ceff need to be changing with frequency to 
achieve broadband miniaturization. This will be exploited later to de
sign wideband conformal antenna. Above all, Fig. 4.6 demonstrates 
that it is possible to simultaneously maintain impedance matching 
miniaturization by employing series inductance and shunt capaci
tance loading. 

The above findings (from simulations) were validated experimen
tally. A two-wire transmission line on a printed circuit board (Rogers 
43, thickness 0.5 mm) was fabricated without any reactive loading to 
serve as a reference. This measurement showed that the unloaded 
line's characteristic impedance was around 140 Q. Another simi
lar transmission line with lumped LC components added with a 
goal to achieve a miniaturization factor of three and a characteris
tic impedance of 100 Q (for matching to balanced feed line) was also 
fabricated as shown in Fig. 4.7 which shows two series inductors and 
one shunt capacitor. Standard surface-mount chip inductors and ca
pacitors (size code 0402) were used to realize the LC loading. The 
conducted measurements of the phase delay with and without LC 
loading is shown in Fig. 4.8. As seen, the calculated values are in good 



Chapter 4: Antenna Miniaturization via Slow Waves 219 

FIGURE 4.7 Fabricated transmission-line shown in Fig. 4.5. The enlarged 
section shows the placement of the shunt capacitor and serial inductor 
chips. (After Lee et al. [4] ©IEEE, 2007.) 
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FIGURE 4.8 Measured phase delay across the ATL test board shown in 
Fig. 4.7 (C' = 1.6 pF and L' = 5.6 nH). (After Lee et al. [4] ©IEEE, 2007.) 
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FIGURE 4.9 Measured characteristic impedance of the ATL test board 
shown in Fig. 4.7 with and without reactive loading. (After Lee et al. [4] 
©IEEE,2007.) 

0.8 

agreement with measurements. It is also observed that the complete 
dispersion relation in Eq. (4.8) predicts the nonlinearities and fits bet
ter to the measured data as compared to the simplified expression 
in Eq. (4.9). Discrepancies between measured and predicted data are 
likely due to parasitic effects of the lumped elements. The charac
teristic impedance of the tested ATL lines with and without reac
tive loading was also determined from reflection measurement and 
is shown in Fig. 4.9. We observe that the final effective impedance 
agrees well with the designed 100 Q line (the imaginary part was also 
negligible). 

4.4 Antenna Miniaturization Examples 
4.4.1 Two .. Wire Loop Antenna 
To demonstrate the ATL concept we consider the miniaturization of 
a loop antenna as shown in Fig. 4.10. This simple antenna is formed 
by a square loop of a pair of wires forming a transmission line. The 
pair of wires forms an easy way to load series inductors and shunt 
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Two-wire transmission 
line with thin I·�(---- 7.5 cm ---+ 

PEe strips 

Shunt capacitors 
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FIGURE 4.10 Geometry setup for a square slot antenna constructed from a 
two-wire transmission line loaded with 16 ATL segments using L'C' loading 
as noted. (After Lee et al. [4] ©IEEE, 2007.) 

capacitors to form ATL. A voltage-gap source is also applied at arrow 
location across two wires for excitation. As before, each ATL segment 
contains a series inductor and a shunt capacitor. The broadside real
ized gain as a function of frequency was calculated using full-wave 
simulations (HFSS) for three different loading conditions: unloaded, 
(L' = 3.25 nH, C' 

= 0.0725 pF), and (L' = 6.5 nH, C' 
= 0.144 pF). 

The gain results are plotted at the bottom of Fig. 4.10 [4]. As indi
cated when the loop is unloaded, the gain peaks appear at approx
imately 990 GHz when the loop circumference is x.o. For the loaded 
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cases, the resonant frequency decreases as reactive values increase. 
The resultant miniaturization factors are approximately MF = 1.39 
for (L' = 3.25 nH, C' = 0.0725 pF) and MF = 1.71 for (L' = 6.5 nH, 
C' = 0.144 pF). Nevertheless, although ideal lump LIC components 
can achieve miniaturization, practical lump components suffer from 
parasitic resistance, frequency-dependent, and low-power handling. 
The accumulated resistance from all components could reduce an
tenna efficiency significantly. Therefore, in practice, it is better to in
crease series inductance and shunt capacitance via antenna design 
without the lump components. 

4.4.2 Antenna Miniaturization by Increasing 

Shunt Capacitance 

4.4.2.1 Dielectric Loaded Patch Antenna 
Patch antennas have been used widely due to their simple and com
pact geometry. Using a dielectric substrate is a well-known method 
to reduce the patch size. Such dielectric loading increases the shunt 
capacitance of the patch antenna, causing slower wave velocity 
within the patch. However, increasing shunt capacitance results in 
lower antenna impedance as predicted by Eq. (4.11), and degrading 
impedance matching. As a result, the realized gain decreases with 
miniaturization. This effect is demonstrated in a simple design exam
ple shown in Fig. 4.11. The patch antenna is made of a square PEC. 
Patch is 84 x 84 mm in size and placed 4 mm above an infinite PEC 
ground plane. A simple 50 Q feeding port was used for feeding and 
placed 16.8 mm from center. The right plot shows the realized gain 
versus frequency in the broadside direction for three different cases: 
no substrate, substrate with dielectric constant of Er = 2 and Er = 4. 
As expected, when Erincreases the gain peak moves toward lower 
frequencies. Concurrently, the peak gain level decreases. In fact, the 
resonant frequency for the high dielectric constant case (Er = 4) ap
proaches c/(2w,jE;) with "w" being the patch width. 

To retain the same degree of miniaturization, but retain good gain 
performance, impedance matching must be ensured by maintaining 
I-Lr/Er = 1. Specifically, if the substrate is chosen such that Er = 2, 
I-Lr = 2 instead of Er = 4, I-Lr = 1, the gain and return loss perfor
mance is maintained with an improved bandwidth as demonstrated 
in Fig. 4.12. Concurrently, the miniaturization factor is maintained 
since JI-Lr IEr is remained the same. In practice, the challenge is to find 
a material that has the desired permeability over the needed frequency 
range (with very low loss of course). 
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FIGURE 4.12 Comparison of gain performance versus miniaturization when 
substrate with fl.r = 1 and fl.r =I 1 are loaded. 

4.4.3 Antenna Miniaturization by Increasing 

AlL Series Inductance 

4.4.3.1 Slotted Patches 
In addition to increasing shunt capacitance to miniaturize a patch 
antenna, one can also achieve miniaturization by increasing series 
inductance. This can be done by adding inductive slots on patch as 
demonstrated in the next design example shown in Fig. 4.13 where 
uniformly distributed hexagonal holes are cut out of the original patch. 
The locations and sizes of these holes need to be chosen properly to 
effectively interact with fields propagating underneath the patch to 
cause current to detour around the slot and results in local magnetic 
flux (see inset in Fig. 4.13) to increase per unit length, thus increasing 
series inductance. If the size of holes is too small as shown in case 
"B", undesired series capacitance can occur due to coupling across 
the hole and offset the series inductance. In case of "C", the size of the 
hexagonal holes is increased from 2 to 5 mm to reduce the effect of 
series capacitance and further increase the miniaturization factor as 
indicated by more shifting of the resonant peak toward left. However, 
if these h0les become too large, they may significantly obstruct the 
flow of resonant fields and currents and cause undesired reflections. 
This situation is similar to the case when the size of unit cells in an 
ATL is no longer much smaller than the guided wavelengths. Case 
liD" shows how one can achieve even more miniaturization by adding 
shunt capacitance using small conducting cylinders/pins hung from 
the patch as will be discussed in the next section. 

It should be pointed out that the slot treatment discussed here 
differs from many slot-loaded patch antennas found in literatures 
[13-15] where slots are introduced to produce additional slot reson.ant 
mode for dual band operations. For miniaturization, we need to avoid 



D 
c 

�
 

.. ::: . 
.. .. ..

 
. .. , 

L
�

�
�

�
�

�
�

_
 

�
 

... "'I
 

A
d

d
 s

h
u

n
t c

ap
ac

it
iv

e 
h

an
gi

n
g 

c�lin
d

er
 w

it
h

 a
 le

n
gt

h
 o

f 
2 
mm

 A
d

d
 s

er
ie

s 
in

d
u

ct
iv

e 
sl

ot
s 

(L
2)

 
(h

ex
go

n
 s

iz
e 

=
 
5 

m
m

) 

o�
�

�
�

�
�

�
�

�
�

 __
 �

�
�

 
! 

l,' 
i 

l-
i 

/ 
� 

-5
--

-
-

-t-----
--

-
i---

-
----r

----
r-t

l----
-

"'d
 

i
i

I 
I 

i 

'i - 1
0 

-
-

-
-

-
-
1---

-
-
-1

.
-
--1
--···

··
··

·
t\-

-/
i--

-
-

-
(L

2
,C

) 

L
oa

d
in

g
 

iD
e  

i 
B

 
i I 

A
 I 

i 
..

.... L
2

L
oa

chin
g

 
i

i
i I

 
I 

i 
: 

: 
: 

I 
I 

: 
-

L
l 

L
oa

d
in

g
! 

! 
! 

I
'

 
! 

-
_

.
 N

o 
L

oa
d

in
g

 
i

i
i

 
I

'
 

i 
. 

. 
. 

I 
. 

- 1
5 

i
i

i
 

I 
i 

1.
2 

1.
3 

1.
4

 
1.

5 
1.

6 
1.

7 
1.

8 
Fr

eq
u

en
cy

 (
G

H
z)

 

B
 

A
 

81l
 

... "'I
 4

m
m

 

A
d

d
 s

er
ie

s 
in

d
u

ct
iv

e 
sl

ot
s 

(U
) 

(h
ex

go
n

 s
iz

e 
=

 
2 

m
m

) 

1.
2 

1.
3 

1.
4

 

�
 

Infini
te

 g
ro

u
n

d
 p

la
n

e 

..
.... L

2
 L

oa
chin

g
 

-
L

l 
L

oa
d

in
g

 
-

-
'N

o 

1.
5 

1.
6 

Fr
eq

u
en

cy
 (

G
H

z)
 

1.
7 

1.
8 

FI
GU

RE
 4

.13
 

P
at

ch
 a

nt
en

na
 m

in
ia

tu
ri

za
ti

on
 v

ia
 A

T
L

 tr
ea

tm
en

t u
si

ng
 in

d
u

ct
iv

e 
sl

ot
s 

(m
id

d
le

 tw
o 

ca
se

s)
 a

nd
 c

a p
ac

it
iv

e 
cy

lin
d

er
s 

hu
ng

 
fr

om
 s

lo
tt

ed
 p

at
ch

 (l
ef

t m
os

t c
as

e)
. 

C":»
 

= I»
 

�
 - �
 ... �
 

z- =
 - �
 

=
 

=
 

I»
 

�
 

=
 

I»
 

- =
 ... N
 

I»
 - el
l 

=
 

<
 

I»
 

en
 

el
l 

•
 :e
 

I»
 

<
 

�
 

en
 � 



226 Small Antennas 

multiple and high-order modes. Therefore, each slot size in an ATL 
design should be kept much shorter than operational wavelengths. 

4.4.3.2 Spiral with Coiled Arms 
As is well known, the length of monopole or dipole antennas can be 
reduced by meandering or zigzagging antenna arms [16]. Effectively, 
these designs achieve miniaturization by increasing series inductance. 
In the following paragraphs, we show how broadband spiral antennas 
can be miniaturized (effectively shifting their operational frequency 
to lower values) by including inductive loading using coiling along 
their arms. The reader should be aware that, in some cases, shunt ca
pacitance and series capacitance are unintentionally introduced. The 
former is caused by coupling between opposite arms (or antenna arm 
and ground in the monopole's case). The latter is caused by coupling 
between adjacent meandering or zigzagging sections in the same arm. 
This undesired series capacitance may counteract series inductance, 
rendering ineffective miniaturization (also limiting the maximum at
tainable miniaturization factor). 

Figure 4.14 shows an example of adding series inductance in a 
wire spiral antenna by zigzagging, meandering, and coiling antenna 

. " 

� O ----:------'---J,�?f�C;t,-;f"'-";'�::,:-
.� -5 -------i-------i ��1f-i"-- ---; -------j-------j------- j-------j------

I �: ;,�fr:i: J:-�-��li�!= 
if: : : : ........... - Zigzag meanderline -25 !f ' "  

100 200 300 400 500 600 700 800 900 1000 

Frequency (MHz) 

FIGURE 4.14 Spiral antenna miniaturization via increasing ATL series 
inductance using meandered or coiled arms. Broadside realized gain. 
improved after miniaturization. 
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arms [17]. The realized gain for untreated-wire case and loaded cases 
in broadside directional were calculated using Numerical Electromag
netic Cod (NEC) code and are compared in Fig. 4.14. All four antennas 
have the same dimension of 6 in. The left most design is made of thin 
wires and has no intentional reactive loading. For the other three spi
rals shown in Fig. 4.14, the three outmost turns include zigzagging, 
meandering, and coiling treatments to increase series inductance. As 
seen from the gain curves, the gain improves with the higher induc
tive loading exhibited by the coiled version of the antenna. It is un
derstandable that the coiled design produces most inductance and 
therefore achieves the best performance at frequency below 350 MHz. 
The coil design also shows lower gain compared to planar inductive 
treatment cases due to the specific choice inductive profile. Optimiza
tion of such coil design involves selecting starting point, coil size vari
ation from beginning to end, pitch variation from beginning to end, 
etc. More details about spiral antenna miniaturization using this ap
proach will be discussed in the next chapter. 

4.4.4 Antenna Miniaturization by Increasing both AlL 
Series Inductance and Shunt Capacitance 

Applying ATL technology with both series inductance and shunt ca
pacitance treatments to miniaturize antenna has many advantages 
over using only inductance or capacitance treatment along. This is es
pecially true in the applications that call for aggressive miniaturization 
factor. For instance, one would not need materials with extremely high 
dielectric constant (which is often heavy, expensive, and not flexible) 
if series inductance is also used to help slowing down the waves. Vice 
versa, using capacitance loading such as dielectric substrate can help 
achieve desired miniaturization factor without solely relying on in
ductive loading along which has its own effectiveness limitations. In 
addition, applying both serial inductance and capacitance treatment 
can help maintain impedance matching and bandwidth as previously 
demonstrated in Fig. 4.12 where hypothetical lossless magnetic mate
rial was used. Using series inductance loading approach offers a nice 
alternative without the need of wideband, low loss magnetic material 
as predicted in Eq. (4.11). 

Fig. 4.15 shows an example of increasing both series inductance and 
shunt capacitance for lowering the operation frequency of a patch an
tenna by adding uniformly distributed small conducting cylinders 
hanging down from the top patch. As illustrated in the figure, the 
width of the cylinder perturbs current flow and raises series induc
tance. The height and width of the gap between the bottom of cylinder 
and ground plane raises shunt capacitance. In another example shown 
in Fig. 4.16, the lengths of cylinders vary spatially to achieve tapered 



Se
ri

es
 in

d
u

ct
an

ce
.

 4mm
 

�
r(�

 
0 -2

 

-4
 

-6
 

""
"' 

-8
 

co
 � 

-1
0 

.-<
 

cf)
 -

12
 

-1
4 

-1
6 

-1
8 

i 
..

..
..

..
..

..
.

...
..

..
..

..
..

. �
 ..

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

 · 
..

 ·
 ..

 1 

_ 2
0

L
I 

__
__

 �
--

--
--

�
--

--
-L

--
--

�
L-

--
--

�
--

--
-

1.
2 

1.
3 

1.
4 

1.
5 

1.
6 

Fr
eq

u
en

cy
 (G

H
z)

 
1.

7 
1.

8 

15
i�-

-�----�----'-----'----'-----' 

10
 

""
"' E§ 

5 
'-"

 .� 
. 

/ 
00

 
0 

...
...

.. :
 ...

....
. / 

.. 
..

. , .
. 
: ..

....
...

...
.. �

 ...
.. -

..
....

 . 
�

 
: 

/ 
(!J 

:
,;'

 
N 

. 
Y 

� 
-5

 
...

 � ..
...

..
. /

 . .(.
� ..

...
...

...
. . 

. 
.

.
.

.
.

.
.

.
.

.
.

 � 
.

.
.

.
.

.
.

.
 ' 

.
...

.....
.

..
.

..
..
.. .

 

(!J 
" 

: 
IV

 
:

,;
: 

..
... 

,.
 

. 
."

.
 

: 
-1

0 
;/�

i
-

' ""
"'

: """"
'"

 

-1
5

1 
i 

1.
2 

1.
3 

1.
4 

1.
5 

1.
6 

1.
7 

Fr
eq

u
en

cy
 (G

H
z)

 
1.

8 

FI
GU

RE
 4

.1
5 

P
at

ch
 a

n
te

nn
a 

m
in

ia
tu

ri
za

ti
o

n
 v

ia
 A

T
L

 t
re

at
m

en
t 

in
d

u
ct

iv
e/

 ca
p

ac
it

iv
e 

w
in

d
o

w
s.

 

§;i en
 

a I»
 

- =
 

- CD
 

=
 

=
 

I»
 

(It
 



Chapter 4: Antenna Miniaturization via Slow Waves 229 

$' 
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'@ 
CJ 

Patch antenna on an infinite ground plane 

0 

-5 

-10 

-15 1 1.1 1.2 

-- Reference patch 
-- h=3.2mm 
-- h=4.5 mm 

1.3 
Frequency (GHz) 

1.4 1.5 

FIGURE 4.16 A patch antenna miniaturized via increasing ATL shunt 
capacitance. 

1.6 

loading for possible bandwidth optimization. Similar spatial varying 
capacitive loading can also be achieved using a more complex textured 
dielectric material [18] which showed improved bandwidth. These are 
only two of many ways to increase the series inductance and shunt 
capacitance. 

Fig. 4.17 shows an example of aggressive miniaturization with final 
antenna size being only approximately 1/10 of wavelength. This de
sign employs both inductive and capacitive treatments. Initial capaci
tive loading along using dielectric substrate with a dielectric constant 
of 16 reduce resonant frequency from 6.25 GHz down to 1.48 GHz. 
Additional inductive loading using slots further reduce resonant fre
quency down to 1.09 GHz. Most importantly, the impedance match
ing condition maintains fairly stable after the miniaturization process 
such that the feed position does not have to be moved. The return 
loss and realize£! gain curves in the figure shows that the resonant 
frequency decreases as the slot length increases. The current vector 
plot in Fig. 4.17 clearly shows the curl of the induced currents. 
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Chi-Chih Chen 

CHAPTER 5 
Spiral Antenna 
Miniaturization 

5.1 Spiral Antenna Fundamentals 
Spiral antennas were introduced in the 1950s by Edwin Turner who 
experimentally demonstrated that an Archimedean spiral delivered 
constant input impedance and circular polarization (CP) over a wide 
range of frequencies. His work ignited great interest in spiral and fre
quency independent antennas [1, 2]. Some early works include those 
of Dyson for the planar and equiangular antennas [3-6], but most 
practical spirals are of the Archimedean type [7, 8] due to their better 
CP properties. Spiral in array configuration have also been considered 
(see [2] and [8-13]). Much recent work has also focused on conformal 
spiral installations (slot and printed spirals) [14-21], including minia
turization [22-25]. Four-arm spirals have also been found particularly 
attractive for direction finding applications due to their polarization 
agility [26]. 

5.1.1 Basic Planar Spiral Antenna Geometry 
Since its first documented introduction by Edwin Turner, spiral anten
nas were rigorously analyzed and widely used due to their desirable 
impedance, polarization, and pattern properties over a very wide fre
quency range. __ �any variations of spiral antennas [1, 2] have been 
considered, but the Archimedean and equiangular spirals, shown in 
Fig. 5.1, are most commonly used. With tight windings, both designs 
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Archimedean spiral Equiangular spiral 

FIGURE 5.1 Two-arm Archimedean and equiangular spirals. 

exhibit similar characteristics. However, unlike an infinite equiangu
lar spiral, a loosely wound finite size Archimedean spiral antenna 
exhibits frequency-dependent behavior. 

Each arm of an equiangular spiral and Archimedean spiral antenna 
is wound along a planar spiral path defined by 

and 

p = eQ (<fJ+<fJstart) Equiangular spiral 

p = a ( cP + CPstart) Archimedean spiral 

(5.1) 

(5.2) 

where p is the radius from the center and cP is the sweeping angle 
defined in Fig. 5.2. 

I 
� 
\\ I 

\ / 
" / 

'" / 
'"' /" -- - --

Spira1a� 

x 

FIGURE 5.2 Generating an equiangular spiral arm by tracing the curve 
<p = e a ( '!'+'!'start) • 
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We note that the growth factor a in Eqs. 5.1 and 5.2 control the 
rate of spiral expansion, and, thus the tightness of the windings. Also, 
'Pstart denotes the starting angle of the spiral growth. The width of each 
arm can be generated in the area between two similar spiral curves but 
with different start angles as shown in Fig. 5.2. Clearly the equiangular 
spiral exhibits quick expansion from the center. But the Archimedean 
is more tightly wounded as depicted in Fig. 5.1. The second spiral arm 
can then be generated by rotating the first spiral arm, that is, setting 
'P = 1800 at the start. 

5.1.2 Spiral Radiation 
As early as 1960, Curtis [27] gave an explanation of the spiral's ra
diation using a series of semicircles, a concept also employed by 
Wheeler [28] to generate the pattern of the equiangular spiral. In a 
typical operation of a planar two-arm spiral antenna, a balanced exci
tation of equal amplitude and opposite phase is applied to the inner 
terminals of the two arms meeting at the center (see Fig. 5.3 top left). 

"Nonactive region" 
weak radiation 

due to cancellation 
of adjacent arms 

" Active region" 
strong radiation 

1t 

"Nonactive region" 
weak radiation due to 

cancellation of adjacent arms 

FIGURE 5.3 Radiation region of a two-arm spiral antenna. 
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The corresponding phase along the spiral arms (for this excitation) 
at a given frequency is plotted in the upper right of Fig. 5.3 where 
the dark grayscale indicates negative phase and the bright grayscale 
refers to positive phase. If the spiral is electrically large as compared 
to the wavelength, its operation can be separated into "active" and 
"nonactive" two regions as shown in Fig. 5.3. The former refers to the 
region where adjacent and opposite arms have similar phase, resulting 
in coherent radiation. This active region occurs when l3eC . 2'7T where 
l3e is the effective phase velocity of the current along spiral arms and 
C is the circumference length in the active region loop (see Fig. 5.3). 
Since energy continues to travel along the spiral arms, the radiation 
of a spiral antenna resembles to a IX. rotating loop antenna, produc
ing circularly polarized (CP) radiated fields. The sense of polarization 
follows the outward spiraling direction of spiral arms during the trans
mitting mode. During the receiving mode, the sense of polarization 
follows the inward spiraling direction. The "nonactive" regions refer 
to regions outside the active region. We will discuss more about these 
different regions in Sec. 5.2. 

Based on the above description of the spiral's radiation, we can 
summarize that tighter arms enhance effective radiation in the active 
region and effective cancellation of radiation from adjacent arms in 
the nonactive regions. The former condition minimizes "leftover" cur
rents beyond the active region, thus minimizing truncation effect in a 
finite spiral antenna. These leftover currents in tum are reflected back 
at truncation and propagat� toward the spiral center. As they pass 
through the active region again, they produce extraneous radiation 
that deteriorates the spiral's CP properties and bandwidth. Resistive 
loading [22] may ·be needed to suppress such reflected currents. The 
latter condition minimizes leakage radiation from inner nonactive re
gion and ensures frequency-independent gain and impedance. As the 
frequency varies, the size and location of the active region changes au
tomatically according to Pactive = l/l3e ff = X.e ff/2'7T. Therefore, a large, 
tightly wound spiral antenna should produce frequency-independent 
radiation characteristics such as impedance, gain, and patterns. The 
lower frequency limit is determined by the maximum electrical cir
cumference of the spiral. As it would be expected, at the arms trunca
tion, traveling wave, and· current reflections occur. On the other hand, 
the upper frequency limit is determined by the size, tightness, and 
precision of spiral arms near the center region. 

5.1.3 Input Impedance 
Finite spiral antennas exhibit complex impedance behavior over 
a wide frequency range. Figure 5.4 shows an example of input 
impedance of a finite planar Archimedean spiral antenna [29] whose 
conductor and slot widths are the same (i.e., a complementary spiral). 
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1 1.5 2 2.5 

GHz 

FIGURE 5.4 Example of the input �mpedance of an Archimedean spiral 
antenna. 

2.5" 

The oscillatory behavior at low frequencies is caused by significant 
inward-propagating energy reflected from the arm ends. These re
flections are similar to those in an open-ended transmission line with 
observation point being located at the feed point. Such strong reflec
tions are resulted from poor radiation as energy propagates outward 
due to the lack of active region for insufficient circumference length 
at these wavelengths. 

At high frequencies where the maximum antenna circumference is 
much greater than wavelengths, the impedance converges to a con
stant resistive value (a key characteristic of frequency-independent 
antennas). For example, the spiral antenna shown in Fig. 5.4 has a di
ameter of 2.5" and the impedance was found to converge to 189 Q (as 
expected from a complementary antenna) above 1 .9 GHz referred to 
as the spiral's " characteristic impedance." In this case, the impedance 
converges approximately when Cmax > 1 .25 A. Above this frequency, 
the spiral's characteristic impedance remains constant as a result of 
the frequency-scaled active region. Note that such convergence only 
occur in large equiangular spirals and tightly wound Archimedean 
spirals. It is also important to note that the characteristic impedance 
of a planar equiangular spiral antenna is determined by the ratio of 
conductor width to slot width. 

5.1.4 Radiation Patterns 
Cheo etal. [30] gave the expression of the far-zone field of an infinite 
two-arm equal-angular spiral antenna as 

(5.3) 

where Eo is a-cQ!lstant related to the excitation strength and "n" is an 
integer indicating the order of the Bessel function of the first kind used 
to exp(�nd the near-fields as a function of distance in the spiral plane. 
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As the radiated fields are perfectly circularly polarized, we can also 
note that Es = ± j E<j> if the Eq. 5.1 winding is adopted. The n = 1 mode 
corresponds to the most common spiral antenna mode that produces 
a single lobe along the broadside. The O-dependent magnitude and 
phase functions, A(O) and l\J(O) , respectively, were also given as 

and 

�, 

cosO (tan !) n e<ntan-1(acosS). 
A(O) = 

2 ·  
sin OJ1 + a2 cos2 0 

where 0 is measured from the z-axis (see Fig. 5.2). 

(5.4) 

The directivity gain pattern computed from Eq. 5.4 for various 
growth rates are plotted in Figs. 5.5 and 5.6. As seen, when the growth 
rate is less than 0.1, that is, tighter winding, the pattern stabilizes and 
eventually becomes independent of growth rate as predicted from 
Eq. 5.5 which also predicts a 3-dB beam width of approximately 70°. 
It should be pointed out that radiation may not vanish in the plane of 
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FIGURE 5.5 Directivity patterns of an equiangular spiral antenna for 
various growth rates; the plots correspond to the normal mode (n = 1) and e 
refers to the angle from the z-axis, the later being normal to the spiral's plane. 
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FIGURE 5.6 Grayscale directivity (radiation pattern) of the equiangular 
spiral as ,a function of the growth rate a; refer to Eq. 5.3 and Figs. 5.2 and 5.3 
for the spiral geometry. 

antenna structure, that is, at 8 = ±90°, in a finite spiral antenna due to 
diffractions from truncations. It is also interesting to observe that for 
larger growth rates, the pattern spreads out more away from z-axis, 
similar to end-fire traveling-wave antennas. 

5.1.5 Radiation Phase Center 
In some applications (phase arrays, near-field probing, and reflector 
feeds), it is important to know the effective phase center of radiation 
patterns. For spiral antennas, the phase center varies with pattern 
angle and growth rate as predicted from Eq. 5.5. For the normal mode 
(n = 1) ,  the rotational symmetry of the spiral antenna implies that the 
phase center is along the vertical axis as illustrated in Fig. 5.7. If we 
assume that the effective phase center for z > 0 patterns is located at 
a distance d below the spiral, then the phase center is associated with 
a phase delay 

ljJ(8) = kod cos 8 (5.6) 

The phase center distance, d, from the spiral plane can then be deter
mined from Eqs. (5.5) and (5.6) and is given by 

d(8) 
1 -In 1 1 + a2 cos2 81 + tan-1 (a cos 8) 

2a 
21T cos 8 

(5.7) 
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z 

Spiral arms 

t\ - - - --------- -- ----------. z=o 

Z=-d 

FIGURE 5.7 Effective phase center location in a spiral antenna. 

The expression in Eq. 5.7 indicates that the phase center location is 
a function of pattern angle, 8, and growth factor, a (see Eq. 5.1). 

Figure 5.8 plots the normalized phase center distance as a function 
of 8 for four different growth factors (a = 0.01, 0.1, I, 2). It shows that 
the phase center moves closer to the spiral plane as the growth factor 
gets smaller. It is also observed that the phase center, d, becomes nearly 
independent of radiation angle (a desired effect) when the growth rate 
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FIGURE 5.8 Phase center (d IX,) location for an equiangular spiral as a 
function of e and growth rate, a. 
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is small (a < 0.1) .  More specifically, 

d a - � -

A. 27r 
for a « 1 (5.8) 

The relation in Eq. 5.8 is particularly useful for antenna calibration. 

5.2 Truncation Effect in Finite Spiral Antennas 
Practical spiral antennas have finite dimensions. As already noted, 
such truncation imposes a lower bound on the spiral's operating fre
quency. Here, we will briefly discuss the effects of spiral truncation 
on axial ratio, gain, and impedance for tightly wound equiangular 
spirals . 

First, let us consider a finite two-arm equiangular spiral antenna 
made of thin perfectly conducting wires (see Fig. 5.9). In this case, the 
minimum and maximum radii of the spiral arms are 0.5 and 76.2 mm, 
respectively. The growth factor a in this case is 0.0385. A voltage source 
is then-applied to the feed point (across the tips of two spiral wires) at 
the center. Figure 5.10 plots the resultant current amplitude profile as a 
function of normalized radius, �p, for three different growth rates (a = 
0.02, 0.04, and 0.06) . This amplitude behavior exhibits four distinct 
regions discussed next. 

Source region This is the region within the first tum of spiral arms 
where nonradiation and rapidly decayed fields dominate. 

Transmission-line region In this region, fields propagate outward along 
the spiral arms with no net radiation due to cancellations from adja
cent arms. The current amplitude in this region remains fairly constant 

Po = 0.5 mm 

P = paea$ 
a = 0.0385 

Pmax = 76.2 mm 

FIGURE 5.9 A two-arm finite-size equiangular spiral antenna formed of 
perfectly conducting wires. 
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FIGURE 5.10 Normalized magnitude of a current measured on one of the 
spiral arms in Fig. 5.9. 

3.5 

especially in tightly wound case (a = 0.02) since there is no radiation 
loss. A small amount of radiation leakage may occur when the wind
ings are not tight enough. 

Radiation region ("active region") This region spans approximately 
from I3p = 1/ P to I3p = P where P � 1.4 in tightly wound spi
rals (as in the a = 0.02 case) . As discussed earlier in Sec. 5.1.2, tight 
windings produce effective radiations and result in rapid current am
plitude decay due to radiation loss. That is, the current amplitude 
beyond this radiation region becomes small and is least impacted by 
the spiral truncation. As the growth rate increases, radiation becomes 
less effective and more "leftover" currents will continue propagating 
beyond the active region toward spiral truncation . .  

Standing-wave region When the "leftover" nonradiated currents reach 
the truncation, most of them are reflected back. These inward travel
ing waves interfere with outward traveling waves and cause standing 
waves type of current amplitude variations (see Fig. 5.10). As the same 
current propagates inward and reaches the radiation region again, 
secondary radiation is produced in the opposite sense of the circular 
polarization (left handed CP in this case) as seen in the a = 0.08 case in 
Fig. 5.12. Such undesired opposite sense radiation increases the axial 
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ratio and gets worse as growth rate increases. It is concluded from 
these results that the desirable size of a tightly wound spiral antenna 
should have (3Pmax > P or 2'1TPmax > 1.4A.. Here, Pmax is the maximum 
radius of the spiral arms. 

When significant current amount reaches both ends of a truncated 
spiral antenna, it is not unusual for the radiation pattern to be signif
icantly different from those obtained from an infinite spiral antenna 
(i.e., Figs. 5.5 and 5.6). Among possible pattern changes, we note that 
horizontal patterns will no longer be uniform due to additional diffrac
tion from the arm ends. For instance, Fig. 5.11 plots the azimuth (in the 
spiral plane) and elevation patterns of three finite spirals with the same 
maximum aperture size of 2'1TPmax = 1.4A. (but three different growth 
rates) . As the growth rate increases (a > 0.02) , the azimuth patterns 
ceases to be omni-directional due to significant diffraction from the 
arm ends. Increasing the number of spiral arms could improve pattern 

901-+-+-+==1 

180 
e 

180 
e 

FIGURE 5.11 Spiral radiation patterns for different growth rates. Top row: 
spiral geometry for different growth rates. Middle row: azimuth radiation 
patterns. Bottom row: elevation patterns. 
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uniformity in the azimuth plane but adds feeding complexity. Fig
ure 5.11 also shows that the elevation pattern does not vanish at the 
horizon as in the infinite spirals case. This is, again, due to additional 
diffractions at truncations. The realized gain curves along the broad
side direction (z-axis) as a function of (normalized) frequency for the 
above three spiral cases are also shown in Fig. 5.12. It can be seen that 
the truncation diffractions in larger growth factor cases cause more 
fluctuations in right hand circularly polarization (RHCP) gain and 
raise the left hand circularly polarization (LHCP) gain. Some resistive 
loading near the arms can be used to reduce the undesired opposite 
CP fields. Such treatment should have little impact on performance at 
high frequencies [31]. 

5.3 Spiral Antenna Backed with 

a PEe Ground Plane 
Many applications require spiral antennas to be mounted conformally 
on electrically conducting surface. In such cases, the separation be
tween the antenna and conducting backing is usually very small (less 
than A/20). However, the radiation pattern, impedance, and b�nd
width degrade severely for low-profile antennas on a PEC ground 
plane due to strong high-order coupling modes. Figure 5.13 gives the 
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FIGURE 5.13 Influence of the PEe ground plane on the realized gain 
(including mismatch loss) of 2" x 2" Archimedean strip (top) and slot 
(bottom) spiral antennas in free space and above a ground plane [29]. 

gain performance of a 2" x 2" strip and slot [14] spirals on an infinite 
ground plane. As depicted, calculations were carried out for three 
different heights, h = 1", 0.5", and 0.25". We also note that the given 
realized gains were referenced to 225 n for the strip spiral and to 110 n 
for the slot spiraL These impedances were chosen so that the spirals 
are matched when in free space. 
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When separation between the ground and the antenna's surface is 
reasonably large (say above A/8) we can express the broadside gain as 

Gongroundplane = Gfree space 11_e-j2'l1'�12 (5.9) 

This expression can help explain the large variation in gain where 
h denotes the separation between the antenna and ground plane (see 
Fig. 5.13 above 1.5 GHz). Of course, as h -+ 0, the coupling between 
antenna aperture and ground plane is dominant, and, thus, Eq. (5.9) 
becomes oversimplified. If we use 0 dBi gain level as a reference, it 
is observed that the gain remains higher than its free-standing value 
when the height is greater than A/IS al1d becomes lower than its free
standing values below 2 GHz for h = 0.25" (A/24 at 2 GHz). Notice 
that similar degree of ground plane effect is observed in both strip 
and slot spirals. 

The gain reduction in Fig. 5.13 can be understood by applying image 
theory as illustrated in Fig. 5.14. When the separation between a lat
erally structured antenna and its image becomes small (in terms of A), 
the image antenna currents are in opposite direction, thus, cancelling 
the fields of the actual antenna above the ground plane. For slot spi
rals, radiation can be represented by magnetic currents along the slots. 
However, these magnetic currents are sustained by electrical currents 
near both edges of slots, and thus experiencing same effect as strip 
spirals. 

J 

l' 

FIGURE 5.14 Spiral current image to explain low gains for conformal 
installations. 
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FIGURE 5.15 A comparison of the input impedance for a 6" circular 
log-spiral in free-space and placed approximately I" above an infinite PEe 
ground plane. 

1 

Figures 5.15 and 5.16 show the calculated impedance, gain, and 
axial ratio of a 6" log-spiral antenna placed 1" above an infinite ground 
plane. As mentioned earlier, cancellation from image antenna reduces 
the gain at low frequency as shown in Fig. 5.15. The reduction in gain 
means more energy to travel to spiral ends and reflect back to the 
source, leading to oscillatory input impedance behavior (see Fig. 5.15) 
as commonly observed in an open-ended transmission line. The main 
radiation source in the extremely low profile case will be from diffrac
tions at the spiral ends. These reflected currents that propagate inward 
toward the feed also produce some radiation with the opposite sense 
of polarization, resulting in poorer axial ratio compared to the values 
obtained in free-stand case (see Fig. 5.16). 

5.4 Spiral Antenna Miniaturization Using 

Slow Wave Treatments 
Antenna miniaturization techniques such as dielectric [22, 32-37] or 
reactive loading [19,31,38-40] are commonly used and were discussed 
in Chap. 3. However, each of these miniaturization techniques faces 
important performance trade-offs especially when significant minia
turization is Pl!rsued. In this section, we discuss the effectiveness, ad
vantages and disadvantages of using inductive arms or / and dielectric 
materiaLloading to miniaturize spiral antennas. The former increases 
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FIGURE 5.16 Comparison of broadside realized gain (top) and axial ratio 
(bottom) of a 6" circular log-spiral in free-space and placed approximately I" 
above an infinite PEe ground plane. 

the series inductance and the latter increases the shunt capacitance 
of the equivalent transmission line representing the electromagnetic 
energy propagating along the spiral arms. As it will be shown, a hy
brid approach using both inductive and capacitive loading not only 
allows for reduction in wave velocity (along the spiral arms), but also 
retains the desirable impedance over a large bandwidth. This is done 
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by maintaining the ratio of series inductance to shunt capacitance 
close to unity. In practice, the capacitive loading approach amounts 
to using low-loss dielectric materials on one or both sides of a spiral 
antenna [21] and inductive loading using meandering or coiling to the 
spiral arms [41]. 

For spiral antennas, the miniaturization treatments should be grad
ually introduced away from the feed in an effort to maintain good 
high-frequency performance as well. Such tapered loading approach 
is also important in avoiding excitation of undesired reflection, scat
tering, local resonances, and surface waves [21, 22]. 

As a convenient measure of miniaturization of a UWB antenna like a 
spiral, we introduce the following miniaturization factor (see Chap. 3) 
[17, 29] 

{ uruniniaturized 

MF = J G=-:-�5dB� 
{nuruatunzed 

J G=-15dBi 

(5.10) 

Here, the subscript "-15 dBi" refers to the choice of a minimal gain 
level of -15 dBi. This choice was made for our operational needs. 
Other gain values could have been used to meet different systems' 
minimum gain requirement. However, the miniaturization factor de
fined in Eq. (5.10) remains approximately the same as long as it is less 
than -5 dBi. This miniaturization factor measures the shift of the fre
quency where the minimum gain requirement is met before and after 
miniaturization treatment. 

5.5 Spiral Miniaturization Using Dielectric 

Material Loading (Shunt Capacitance) 
Let us consider the miniaturization of two spirals configurations 
loaded with dielectric superstrate (single-side loading) and substrate 
(double-sided loading) as depicted in Fig. 5.17. In this figure, we 
plot the miniaturization factor Eq. (5.10) as a function of the dielec
tric constant, Er. For the calculations, we also used the characteristic 
impedance (i.e., resistance at high frequencies where the gain is greater 
than 0 dBi) as reference. 

In Fig. 5.17, the left and right figures refer to a circular equian
gular and a square Archimedean spiral, respectively. The left figure 
compares the miniaturization factor for a single-side (dotted line) and 
a double-side (dashed line) dielectric slab loading of thickness of}-..g /10 
where 

}-.. uruninia turized 
}-.. _ G=-15dBi 

g- -JE; 
(5.11) 



250 Small Ant ennas 

� 
k' .8 u 

JS 
§ '.0 (tj N ..... I-< .E (tj 
:§ � 

10rr==c==��===c==��==�==���� 
9 - Infinite half-space case , , , , ,- ............ , - ... __ .. 8 ........ Single side loading, L = D, t = O.lAg 7 �------�-----
6 t'--_--_-_

D_o_ub_l_e_s_id _e
�

l .... o- ad-m- · 
_g_, _

L_=_D_,_t_ =_O._l .... A."--_:. ______ � ____ _ 

5 

4 

3 

, 
I • t I I e .  I t 

: : : : : : � ... .J--- .... -"'..,,-.,.-�:---... -2 .. -- ... � .... - .. - ................ - ..... -....... - ..... �- .. .... -... .... :.1'101' ____ .,.ft .. ..... �_ .. _ .... .. ...... ............ - .- ..... --
: : : _., .. -... .".--.... ··r" : ......... ,; ........ ,.,..,.·..:····· .. ··'·i········, 
I • "'....... t , , .. �.fI.'�'.·.... I I , 

: ... ,�..... : •• _, •• IiI ..... t/' •• � ... ·�'·... : f : : 
�.,.. .� ... ".� ..... � :  : : :  ;"" ..... '. . r I I 

;- �; ... ' . 
J _.r' • 

• ' �".. . I 

�/ . 
1���-L--�-�-�--�--�--�--�--� 

7 
6.5 

6 
5.5 

5 
4.5 

4 
3.5 

3 

2.5 

2 

1.5 

10 20 30 40 50 60 70 80 90 100 

f.r 

- Infinite half-space case ; 
- .. - Curve fitted simulation data ........... . 

a Measured data 

. . . .  · ";. · · · · · · · · · 1 · . · -;. · · · · ·· · · · ; · · · · · · ··· i · · · · ·· · ·  

� . . . . 
· . , . 
� . .  . .. . .  . · . .  

...... . ........................ , ............... . · . .  
· . 
· . 
· . 

.. . .  .. . 
• ••• • • •  � • •  -0 • •  ' ; • •• • •• • •  ': ' •• • •• • • • • .... .. .... : ... . ...... . : ......... . . 

. . . . .  . . .  . . .  . 
· . . .  . .. .. .. . . . 

...... .................... " ......... , ... . ............. .. . ........ . · .. .. . .. . 
· .. .. . . . .. .. .. . . . · . . . . . .. . .. . . . .. . .. . .. . 
� . "  . 

r�;�c�·:.;� c�l·"�_L"._. ".".�.:.C.:.: . . . �.j� .•. . �.�.� 
II . .  ' " . .,' : i � � � � � 

· . .  . .  . .. . ..  .. , .. 
1 ----�--�--�--�--�--�--�--�--�--� 

10 20 30 40 50 60 70 80 90 100 

f.r 
FIGURE 5.17 Spiral antenna miniaturization using dielectric loading. 

For reference, the miniaturization factor obtained when the entire 
half space (on one side of the spiral) is loaded with a lossless dielectric 
is also plotted (solid line). As expected, the miniaturization factor is 
MF = .J(l + Er ) /2 if the half side of antenna is completely loaded with 
a homogeneous dielectric material (solid line). Likewise, if the entire 
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space (on both sides of the spiral) is loaded with dielectric material, 
we expect that MF = Fr. Of importance in these plots is that finite 
dielectric loading is not capable of reaching the miniaturization factors 
of the infinite space loading since the loading material does not capture 
all the electromagnetic fields. For the two cases shown here with a 
loading thickness of O.lAg, the maximum miniaturization factor of 
only 2 is reached even when the dielectric constant is as high as 50. 
For reasonable Er values of Er � 20, the MF factor is only 1.4 to 1.6. 
This simulation results is validated with measurements (see right of 
Fig. 5.17) and due to that a small portion of the near fields can be 
contained within the O.lAg thicksuperstrate or substrate. 

As suspected, dielectric loading lowers the antenna impedance. 
Figure 5.18 demonstrates this effect by plotting the characteristic 
impedance of a square Archimedean spiral calculated from full-wave 
models. This spiral is loaded with a dielectric slab of thickness t .  The 
data for two different dielectric constants, Er = 9 and Er = 16, is 
shown. We observe that as the thickness increases from 0 to Ag 150, the 
spiral's characteristic impedance decreases rapidly from its free space 
value. When the superstrate thickness reaches Ag 110, the impedance 
converges to the value corresponding with half-space dielectric load
ing. The rate of such impedance reduction as a function of thickness 
should be related to capturing of near-zone fields by the superstrate. 
However, the dielectric thickness needed to reach impedance conver
gence depends on antenna types. For dipoles, the thickness may need 
Ag l5 to converge to its half-space value. 

A better dielectric loading approach for a spiral antenna is to gradu
ally increase the loading effect as the distance from the feed increases. 
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FIGURE 5.18 Lowering of spiral's characteristic impedance due to dielectric 
loading. 
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This can be achieved by either increasing the dielectric constant or 
the thickness of the material (as a function of distance from the feed) . 
Such a tapered loading approach enables miniaturization at low fre
quencies, while minimizing loading at high frequencies (inner spiral 
region), where miniaturization is not needed. An example of tapered 
dielectric loading is shown in Fig. 5.19. In this figure, a composite 
dielectric superstrate of a constant thickness but linearly varying di
electric constant from Er = 3 to Er = 9 is applied on a top of 2" 
Archimedean slot spiral antenna. The calculated realized gain for this 
loading is compared to that obtained using a uniform loading with 
Er = 9 (dashed line) and no-loading (solid line). As noted in the figure 
inset, the uniform dielectric slab reduces the characteristic impedance 
from 93 Q down to 33 Q.  In contrast, the tapered dielectric loading 
reduces the characteristic impedance only down to 53 Q due to less 
loading near the center. That is, tapered loading approach provides 
an additional degree of freedom to improve impedance matching at 
high frequencies for miniaturization. Of course, such tapered load
ing is only practical if it can achieve the same degree of miniaturiza
tion at low frequency as compared to uniform loading. Figure 5.19 
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FIGURE 5.19 Effect of dielectric superstrate tapering on the spiral's input 
impedance and realized gain [41] . 
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FIGURE 5.20 Practical tapering of the dielectric loading (superstrate) by 
varying the material density (left) or thickness (right). 

demonstrates that indeed for this example both types of loading 
achieve similar miniaturization. This also assumes matching to their 
corresponding input impedance. 

Tapered dielectric loading is also advantageous to avoid excitation 
of undesired resonances and surface waves. In practice, it is easier to 
implement a tapered dielectric loading by varying the thickness or 
the density of a constant thickness material as illustrated in Fig. 5.20. 
The measured gain data for a tapered-dielectric loading example is 
given in Fig. 5.21 . This design refers to a 6" Archimedean square spiral 
sandwiched between two dielectric composite layers. The dielectric 
layers have Er = 9 and a maximum thickness of 0.625" and 0.75" 
for the superstrate and substrate, respectively. The actual thickness of 
the superstrate and substrate layers increase linearly along the two 
orthogonal axes. We observed that the measured -15 dBi gain in the 
tapered dielectric loading is achieved at 142 MHz as compared to same 

Cross section of miniaturized spiral 

/ 
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inductive treatment Tapered dielectric 
material 
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FIGURE 5.2f M�asured gain of a 6" Archimedean square spiral with and 
without a tapered dielectric loading (e,. = 9) whose thickness increases 
linearely [41] . 



254 Small Ant ennas 

gain at 255 MHz without loading. This implies miniaturization factor 
of 1.8. 

The examples given in this section demonstrate that proper dielec
tric loading leads to significant miniaturization away from the center. 
However, in practice, dielectric loading is associated with higher costs, 
weight, and surface wave losses. The lowering of antenna impedance 
also presents an issue to be overcome. Conventional ceramic or LTCCs 
of high dielectric constants are brittle and may crack under vibration. 
This particular issue could be overcome by employing utilization of 
flexible polymer-ceramic [42]. 

5.6 Spiral Antenna Miniaturization Using 

Inductive Loading (Series Inductance) 
An alternative to dielectric loading (or possibly a concurrent minia
turization approach) is to increase the spiral's self-inductance via in
ductive loading (achieved in a variety of ways) . One option is to 
use a series of small surface mount lump inductors along each spi
ral arm [31]. Although this technique works in theory, the ohmic loss 
in off-the-shelf inductors makes the approach less attractive. Another 
option is to modify the spiral arms via planar zigzagging or meander
ing. The following subsection discusses this commonly used planar 
meandering technique and its limitations in miniaturizing spiral an
tennas. Subsequently, we pursue a novel volumetric coiling of the 
spiral (see Fig. 5.22) to introduce more inductance and, thus, greater 
miniaturization. 

5.6. 1 Planar Inductive Loading 
A common way to realize inductive loading is by introducing mean
dering. Figure 5.22 shows an example of this approach applied to an 
equiangular wire spiral antenna having 6/1 diameter. Here, the wire 
arm is meandered in a zigzag manner with a pitch of 120 mils. How
ever, the zigzag width is varied linearly from 22 to 275 mils to generate 
a smooth impedance transition from the untreated (nonmeandered) 
portion to the inductively loaded section of the spiral arm. The max 
width of the zigzagging is bounded by the two spiral curves which 
define the edges of the spiral arms as illustrated by the dashed lines 
in Fig. 5.22. The equations for the two spiral curves are as follows 

(5.12) 

where Po is the initial radius, a is the growth rate (T = e-2'lT1a l )  and the 
angle B controls the width of the arm. We note that B = 'IT /2 produces 
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FIGURE 5.22 Inductive loading of the 6" diameter spiral antenna using 
planar meandering. 

self-complementary structure. All spirals discussed in the subsection 
have the same parameter values of Po = 0.5 em, a = 0.602 (T = 0.685) 
and 8 = rr/2. 

Figure 5.23 compares the gain and attains miniaturization using pla
nar meander-iIlg to achieve wave slowdown in the spiral arms. Three 
curves are shown in Fig. 5.23: (1) straight wire spiral, (2) meandered 
spiral arms with pitch = 30 mils, and (3) meandered spiral arms with 
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FIGURE 5.23 Spiral antenna miniaturization using planar meandered arms. 
(see [46]. )  

pitch = 60 mils . The curves were obtained using numerical electro
magnetic code (NEC-2) [43] based on the method of moments. It is 
observed that the chosen planar meandered spiral achieves a minia
turization factor of about 1 .5 based on the definition in Eq. (5.10) . 
However, further miniaturization using this approach is minimal. To 
demonstrate this, the pitch of the meandered spiral was reduced by 
half in an attempt to increase the self-inductance of the spiral arm. 
However, from Fig. 5.23 it is apparent that decreasing the pitch by 
a factor of 2 leads to negligible miniaturization (i.e ., gain curves are 
similar for both pitch curves) . Our studies showed the different me
andering shapes leading to similar miniaturization performance. 

The limitation of planar meandering can be illustrated by consider
ing a 2D meandered dipole that occupies a fixed area. For a wire dipole, 
meandering reduces its resonant frequency by increasing the self
inductance of the wire [44, 45] . Indeed, the self-inductance of the wire 
can be increased by increasing the number of meander sections. How
ever, as more meandering is added, strong coupling between adja
cent wire segments leads to higher self-capacitance that counteracts 
the increase in self-inductance [44]. As the self-capacitance increases, 
the reduction in resonant frequency begins to diminish. Also, when 
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the self-capacitance becomes larger, the resonant frequency begins 
to increase. In essence, as more meandering is used, the meandered 
dipole (see Chap. 3) will become more like a strip dipole. Therefore, 
for a fixed area, the resonant frequency can only be reduced to a 
certain extent using meandering. Since planar meandering cannot 
even achieve as much miniaturization as dielectric loading, a more 
aggressive approach to realize more inductive loading (and there
fore higher miniaturization) is needed. In the following subsection, 
we introduce three-dimensional (3D) volumetric coiling for greater 
miniaturization. 

5.6.2 Volumetric Inductive Loading 
The concept of volumetric inductive loading is to employ 3D coiling 
of spiral arms (see Fig. 5.24) . The goal is to increase inductance per 
unit length of the spiral arm and therefore further slowdown the spiral 
currents. That is by exploiting all three dimensions, it is possible to 
achieve larger inductance than using planar meandering. 

For the spiral, this approach involves coiling the arms such that they 
resemble a helix as shown in Fig. 5.24. The coil for the spiral arm can 
have rectangular cross-section allowing for control of the inductance 
using the pitch (separation between turns), width, and height of the 
coil. These parameters can be related to the self-inductance of the coil 
using the equivalent inductance per unit length of a lossless helical 

, , 
; ; I '  

-20 :: / 
I 

� 1 : 

• •  
,.,< 

�,! ' > .. .  . '  

,. , :' , 

- Untreated wire spiral I - - - Planar meandering 
I ' " . " "  Volumetric loading -25 LL-L_--L..._-'---,-_.....i....-==========.i 

100 200 300 400 500 600 700 800 900 1000 

Frequency (MHz) 

FIGURE 5.i4 ',Gain comparison between planar meandering and 3D coiling 
for constant pitch and height spiral weaving but varying meandering width. 
(see [46].) 
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waveguide. The inductance per unit length of a coil wire is given 
by [47] 

J.10 ( 2'ITa ) 2 . Le  = - -- l} (-ya ) Kl (-ya ) 
2'IT p (Him) (5 . 13) 

where a is the coil radius, p is the pitch, I is the modified Bessel 
function of the first kind and K is the modified Bessel function of 
the second kind. The variable 'Y is determined from the dispersion 
equation 

(5. 14) 

where k refers to the free space propagation constant. From Eq. 5.13, it 
is clear that the inductance per unit length is linearly proportional 
to the cross-sectional area and inversely proportional to the pitch 
squared. Therefore, it provides a physical insight into how the coil 
inductance can be controlled. 

To demonstrate the advantage of volumetric meandering, in 
Fig. 5.24 we compare the realized gain of 6" diameter spirals with 
planar and volumetric meandering. The meandered arms have the 
same pitch of 60 mils and same width from 22 to 275 mils. Also, for 
the volumetric coiling the coil height was chosen to be 250 mils for 
practical fabrication considerations. Further, for both meanderings, 
the inductive loading starts at the middle of the arm as high frequen
cies do not need miniaturization. As the realized gain is plotted, as 
before, for each case the high frequency impedance was used as ref
erence for matching. Indeed, the gain curves in Fig. 5.24 show that 
the volumetrically coiled spiral has significantly higher gain below 
300 MHz as compared to the planar meandered spiral. Specifically, 
the -15 dBi gain point was shifted from 320 MHz in the untreated 
spiral to 147 MHz. This corresponds to a miniaturization factor of 
2.18 (as compared to 1 .8 with dielectric loading) .  

An issue with the coil spiral design is identified in Fig. 5.24. That is, 
the gain is reduced at higher frequencies (> 500 MHz) as compared to 
the no-loading case. This is caused by reflection between the unloaded 
and loaded spiral regions, as well as the nonoptimized inductance pro
file. One can overcome this issue by adopting a better tapered loading 
profile with gradual height increase. This is illustrated in Fig. 5.25. 
Here, the constant height coil design is compared to an improved 
conical coil design. For this, the coil height (or thickness) increases 
linearly from 20 to 250 mils along the spiral arms of the inductive 
loading section. This new conical arrangement leads to a smoother in
ductive taper (throughout the whole loading section) .  Thus, as shown 
in Fig. 5.25 it recovers the realized gain at higher frequencies. 
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FIGURE 5.25 Gain comparison of constant height coils and conical coils to 
improve low-frequency performance without appreciably compromising 
high-frequency gain. (see [461.) 

The main reason in tapering the inductive loading is to avoid detri
mental effects at high frequencies (similar to tapering the dielectric 
loading). The other reason is to provide a smooth transition from the 
unloaded center to the more heavily loaded outer rim of the spiral. 
To achieve the best overall performance, an optimal tapering profile 
of inductance values along the arms is required. Although, such op
timization is, in many aspects, similar to the problem of impedance 
tapering between two transmission line sections, it is far more complex 
since the inductance in this case is both spatial and frequency depen
dent. Therefore, formal optimization methods were used to find the 
optimal coiling. Kramer et al. [23] conducted such an optimization 
on the different coil parameters such as pitch, length, and inductance 
taper profile based on a fifth order polynomial function using genetic 
algorithms in conjunction with full-wave NEC simulations. It was 
found that an exponential taper with the total loading length of ap
"proximately 1.5Ao (Ao = 21Tr max) provides sufficient miniaturization 
without compromising performance at high frequencies (see Fig. 5.25). 

5.7 Fabricated Miniature Spiral Antennas 
Several practical fabrication issues such as feeding, coil generation, 
supporting material, etc., all need to be considered to fabricate previ
ous miniafur-espiral designs into a realizable article for measurements. 

Based on studies by Kramer et al. [48], a good taper length could be 
1.5Ao, implying use of the last 1.5 turns of a spiral. For a 6" spiral the 
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starting radius for applying inductive loading will be 1.5654", imply
ing that the inductive loading will not affect the gain above 1200 MHz. 
Also, since a standard printed circuit board (PCB) fabrication process 
is desired, a constant coil height with a thickness t = 0.5" was chosen. 
This choice forces one to generate a smooth inductance taper by only 
varying the coil width and pitch. From Eq. (5.13), we know that the 
inductance is inversely proportional to the pitch squared and approx
imately proportional to the width. Thus, the inductance is predom
inately determined by the pitch. Therefore, for an exponential taper 
profile, the pitch could be decreased gradually in accordance with the 
following expression ' . [ In(pe IPo) ] s  

p (s ) = poeas = poe L taper (5.15) 

Here, s = distance from the beginning of the taper (0 < s < Ltaper) 
and po / pe refer to the initial and end pitch of the spiral, respectively. 
For this design, pe = 45 mils and po = 20pe . Further, to simplify the 
coil fabrication, the coil width varied in accordance with the geometry 
defined by Eq. (5 .12) . That is 

w(s) = (as + rstart) 1 1 - ea o l sin \fJ (5.16) 

where \fJ = tan -1 (1/ a ) . Therefore, the coil width is a linear function of 
the distance, s .  We note that for the initial design the coil inductance 
was calculated at a frequency of 150 MHz using Eqs. (5.13) and (5.14) 
and an effective radius a = Jwt/'IT. The latter was based on a circle 
with the same area as that of a rectangular coil. Figure 5.26 shows the 
top view of the final 6" coiled spiral fabricated on a thick PCB. 

To feed the antenna from a coaxial cable, a broadband balun is also 
needed. For this, a commercially available broadband (30-3000 MHz) 
0° to 180° hybrid was used to split the coaxial input to two equal
amplitude and out-of-phase output currents (see Fig. 5.27). This balun 
also transforms the 50 Q input impedance to 100 Q at the output. Since 
the characteristic impedance of the inductive-loaded spiral (shown in 
Fig. 5.26) was found to be approximately 138 Q, it had to also be 
reduced to 100 Q for matching to the balun. This could be achieved 
by changing the dielectric constant of the PCB substrate. 

Figure 5.28 shows the characteristic impedance of the spiral an
tenna in Fig. 5.26 implemented using a t = 0.25" board using different 
commercially available dielectric constants. In this case, the 3D coils 
are formed by connecting traces on both sides of the board via holes 
(see Fig. 5.29) . It is observed that a substrate with a dielectric con
stant Er � 4 produces a desired characteristic impedance of 100 Q. 
We therefore used a Rogers TMM-4 laminate board (with Er = 4.5 
and tan 0 = 0.002) for fabrication. Figure 5.29 shows a photo of the 
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FIGURE 5.26 Top view of the 6" inductively loaded wire spiral antenna 
having a constant coil height and an exponentially tapered pitch. 

fabricated 6" spiral antenna, and Fig. 5.30 plots the measured return 
loss and total realized gain of the 6" spiral in Fig. 5.29. The mea
sured realized gain is compared with FEKO simulations for a spiral 
in free space (without dielectric material) and printed on an infinite 
0.25" thick dielectric layer. As compared to the ideal infinite substrate 

50 0 ____ -1 

Terminated 

Spiral arm #2 

Outer conductor 
grounded Spiral arm #1 
together 

FIGURE 5.27 Balanced feeding of the spiral antenna using a 00 to 1800 
hybrid. 
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FIGURE 5.28 Effect of the dielectric substrate e,. value on the spiral's input 
impedance at high frequencies. 

FIGURE 5.29 Miniature spiral antenna fabricated to realize the 3D inductive 
coiling using a 0 .25" thick TMM-4 PCB board (only one side of the traces are 
shown here, see also Fig. 3.22) [23, 46] . 
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FIGURE 5.30 VSWR and gain performance of a free-standing 6" spiral. 

calculations, the measured gain does show lower levels between 
250 MHz and 500 MHz due to diffractions from the truncated dielec
tric substrate. Nevertheless, the measured gain levels are very similar 
with and without dielectric layers below -10 dBi gain point. Note that 
the rapid oscillations in the return loss curve, below 1 GHz, are caused 
by reflectiOlls from cable connections in the measurement setup. 

The previous 6" design can be scaled to 12" for operating down to 
lower frequencies. However, this would lead to poor performance at 
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high frequencies due to coarser spiral arms in terms of wavelengths .  
To avoid this and maintain proper operation up to 2 GHz as in the 
original 6" design, the spiral windings were tightened near the center. 
Figure 5 .31 shows the new 12" spiral design fabricated on a 0.25/1 
TMM-4 board. The antenna was placed 2 .25/1 above a conducting 
ground 24" in diameter. A layer of ferrite absorbing tile (TDK IB-
015) of diameter 12" and 0.25" thick was also placed on the metallic 
ground plane. The ferrite-reduced, adverse ground plane effects were 
discussed in [49] . 

In addition to the 6" and 12" design discussed in the preceding 
paragraph, we also show in Fig. 5.32 a miniaturized 18" spiral. This 
design uses optimized conical coils and was measured in absence of 
ground plane. It was measured with a 4:1 transformer balun to match 
the antenna port impedance of 200 Q. However, the actual antenna 
impedance was greater than 200 Q, resulting in the oscillatory gain 
behavior below 300 MHz depicted in Fig. 5.32. 

In summary, this chapter discussed the fundamental characteristics 
and operational principles of spiral antennas.  We increased the electri
cal size of the spirals by introducing loading to increase the series in
ductance and shunt capacitance along the arms and thus reduce wave 

0.25" thick TDK ferr!�!: . . . • . . . . . . . . . . . . . . . __ 12" spiral 
PEe"" \ . . . 

. . .. 
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FIGURE 5.31 Measured return loss and realized gain of a fabricated 12" 
miniaturized spiral antenna packaged in a PVC enclosure. 
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FIGURE 5.32 Measured and simulated free-standing 18" spiral antenna 
with conical coiled arms [46] . 

velocity. As such different levels of miniaturization were achieved. It 
was shown that low-loss dielectric material loading serves as an effec
tive means to increase shunt capacitance. Planar meandered arms and 
3D coiling of the arms serve to increase series inductance. Strategically 
applying both of this loading allows miniaturization while maintain
ing antenna impedance. Several examples of the fabricated miniatur
ized spirals were presented. The measured gain performance of these 
antennas was shown to agree with full-wave simulations and demon
strated the capability to operate at lower frequencies (after miniatur
ization). We may comfortably note that although these miniaturization 
techniques were applied to spirals only, they are applicable to other 
antenna types as well. Of course there are many different ways to im
plement shunt capacitance and series inductance for miniaturization. 
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CHAPTER 6 
Negative Refractive 

Index Metamaterial 

and Electromagnetic 

Band Gap Based 

Antennas 

Gokhan Mumeu and John L. Volakis 

6.1 Introduction 
Reducing antenna size and profile via traditional miniaturization 
�ethods (such as shorting pins [I], meandering [2], and dielectric 
loading [3]; see Chap. 3) often result in low radiation efficiencies, nar
row bandwidth, and undesired radiation patterns. It is not therefore 
surprising that strong interest exists in engineered materials (referred 
to as metamaterials) as a method to optimize or enhance antenna 
performance. 

Metamaterials are typically constructed from periodic arrange
ments of available materials (isotropic or anisotropic dielectrics, 
magnetic materials, conductors, etc.) and exhibit electromagnetic 
properties noffound in any of their bulk individual constituents. Over 
the last decade, theory and practical applications of metamaterials at 
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mkrowave frequencies became an extensive research area. An early 
boost to this research was the initial experimental verifications of elec
tromagnetic band gap structures (EBGs) [4] and negative refractive 
index (NRI or equivalently E < 0 and Il- < 0) media [5,6]. Since then, 
NRI metamaterials were studied to demonstrate sub-wavelength 
focusing for greater sensitivity [7] in lens systems. Printed circuit re
alizations of NRI media led to smaller radio frequency (RF) devices 
such as phase shifters, couplers, and antennas [8,9]. Similarly, band 
structures of EBGs were exploited to realize novel waveguides, res
onators, and filters [10]. The strong resonances provided by defect 
modes in EBGs were used to transform small radiators into direc
tive antennas [11]. In addition, forbidden propagation bands of EBGs 
were exploited as high impedance ground planes to improve antenna 
radiation properties such as gain, conformability, and coupling re
duction [4]. Likewise, composite substrates assembled from differ
ent dielectric materials were used to improve performance of printed 
antennas [12]. 

Indeed, the novel propagation properties found in NRI and EBG 
metamaterials are promising for various antenna applications, includ
ing miniaturization, coupling reduction, gain increase, and scanning. 
In this chapter, we begin by presenting an overview of wave propa
gation in NRI metamaterials using their equivalent transmission line 
circuit models [8,9]. Subsequently, antenna examples from the recent 
literature are presented to demonstrate how NRI properties lead to 
novel and smaller antennas. The last section of the chapter is devoted 
to the high-gain antennas based on EBG structures. 

6.2 Negativ� Refractive Index 
Metamaterials 

Veselago was the first in the 1960s to examine media having negative 
dielectric (E) and magnetic (Il-) constitutive parameters (E < 0, Il- < 0) 
[13]. In such media, electric (£) and magnetic (H) fields of plane waves 
along with the wavevector (k) form a "left-handed" (LH) triad. As 
such, the group (Vg) and phase (vp) velocities have opposite directions. 
That is, the media can support backward wave propagation but for
ward energy flow. Moreover, this LH behavior is associated with 
the reversal of Snell's law and implies a negative index of refraction 
(n < 0) with reversed (negative) refraction angle. 

6.2.1 Propagation in (E < 0, f.t < 0) Media 
To better understand the LH nature of plane wave propagation in a 
homogenous (E < 0, Il- < 0) medium, we start with the time harmonic 
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Maxwell's equations 

v x E = -j wB - .Ms 
V x H = jwD+ Is 

V· D = Pe 

V· B = Pm 

(6.1) 

(6.2) 

(6.3) 

(6.4) 

where Ms(V 1m2) and Is (A/m2) are the magnetic and electric current 
densities, respectively. Also, Pm (Wb/m3) and Pe(C/m3) are, respec
tively, magnetic and electric charge densities. As usual, E stands for 
electric field intensity (V 1m), H denotes the magnetic field intensity 
(Aim), D is the electric flux density (C/m2), and B is the magnetic 
flux density (Wb/m2). In above equations and throughout the rest of 
this chapter, an e jwt time dependence was assumed and suppressed. 

For a linear and nondispersive medium (although LH media must 
be always dispersive to satisfy entropy conditions [I], their dispersion 
may be assumed as weak), the vector pairs (D,E) and (B,H) are related 
to each other via the constitutive relations as 

D = EofrE = £E 

H= J-LoJ-LrH= J-LH 

(6.5) 
(6.6) 

where £0 and J-Lo are the permittivity and permeability of free space, 
respectively. Likewise, fr and J-Lr represent relative permittivity and 
permeability constants, respectively. A solution of Eqs. (6.1) and (6.2) 
are the plane waves 

E=Eoe-jkr 

H 
Eo -J"kr = -e 
'Yl 

(6.7) 

(6.8) 

where'Yl = JJ-L/£ denotes the intrinsic media impedance. Since plane 
waves can be used to express any arbitrary electromagnetic field dis
tribution (via Fourier transforms), Eqs. (6.7) and (6.8) can be used to 
study the electromagnetic properties of materials. 

To examine LH materials, let us set £ = sl£1 and J-L = slJ-L1 with 
s = ±l. With substituting Eqs. (6.7) and (6.8) in Eqs. (6.1) and (6.2), 
Maxwell's equations become 

k x E = swlJ-L IH 

k x H = -sw I£IE 

(6.9) 

(6.10) 

assuming that Ms = Is = O. For s = -1; E, H, and k then form a LH 
triad� Concurrently, the Poynting vector S � E x H is in the opposite 
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direction (antiparallel) of k. That is, the outgoing (along +r) propa
gation is associated with a negative wavenumber k = ki, k < 0 in 
Eqs. (6.7) and (6.8). Consequently, the refractive index becomes nega
tive (n = sJEr f.Lr). An important property of the LH media is that the 
group velocity 

(6.11) 

is also opposite to the direction of the phase velocity 

(6.12) 

The fact that v g is coincidant with the direction of S (in the direction of 
-k) corresponds to energy transfer from the source to infinity in spite 
of the reversed phase velocity. More discussions on the properties and 
electromagnetic theory of NRI (£ < 0, � < 0) media can be found in 
recently published books [8,9]. 

N aturally available materials do not exhibit simultaneously neg
ative dielectric and magnetic constitutive relations. Methodologies 
to "artificially" realize such effective media (using periodic material 
inclusions) have been recently developed. These types of engineered 
materials are often referred to as LH metamaterials to denote the left 
handed plane wave propagation and antiparallel phase and group 
velocities. Another common terminology is "negative refractive index 
(NRI)" media to stress that n < o. Other terminologies include II double 
negative (DNG)" metamaterials to emphasize simultaneously nega
tive constitutive parameters, and "backward wave (BW)" metamate
rials to stress the antiparallel group and phase velocities. 

Several techniques have been proposed to implement artificial 
media that support the NRI phenomena. For instance, at certain mi
crowave frequencies, periodic arrangements of split ring resonators 
(SRRs) and metallic thin wires were shown to exhibit negative perme
ability and permittivity, respectively [5,6]. Another common method 
is to employ reactively loaded periodic transmission line (TL) grids 
[8, 9]. As compared to the resonator-based NRI structures, loaded 
one-dimensional (1D) and two-dimensional (2D) TLs exhibit broader 
bandwidth and can be conveniently realized using standard mi
crostrip fabrication techniques. As a result, the concept of NRI-TLs 
found applications in various printed antenna and RF device designs 
(such as sub-wavelength focusing [7], phase shifters [14], couplers [8], 
miniature [15,16], and leaky wave antennas [17]). To better understand 
the design and operational principles of these antennas, it is beneficial 
to first consider NRI-TL models and their dispersion properties. 
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6.2.2 Circuit Model of (E < 0, l-L < 0) Media 
In general, a standard lossless TL can be modeled as a periodic struc
ture with its unit cell (smallest element of periodicity) consisting of a 
circuit having series inductance (LR) and shunt capacitor (CR). This 
circuit is assumed to represent a small section of the TL (much less 
than Ag/4, Ag = guided wavelength. For an NRI-TL (E < 0, J.L < 0), the 
circuit model is shown in Fig. 6.1a and relies on flipping the inductor 
and capacitor locations. 

Wave propagation in ID periodic media can be effectively analyzed 
using transfer matrix (t) formalism and making use of Bloch's the
orem (i.e., periodic boundary conditions) [18]. In accordance with 
Bloch's theorem, electromagnetic fields propagating along the Z di
rection can be represented as a superposition of Bloch eigenmodes 
satisfying the periodic relation [V(Z + p)] = [V(Z)] e-jkp 

l(z+p) l(z) 
(6.13) 

where p is the physical length of the unit cell. Since the transfer matrix 
t relates the fields at Z to the fields at Z + P via [V(Z)] 

= t [V(Z + p)] 
l(z) l(z+p) 

(6.14) 

substituting Eq. (6.13) into Eq. (6.14) leads to the eigenvalue equation [V(Z)] = t [V(Z) ] e-jkp � [t _ lejkp] [V(Z)] = 0 
l(z) l(z) l(z) 

(6.15) 

We can now identify e jkp as the eigenvalues of the transfer matrix 
t having unity magnitude (i.e., k real) for propagating waves. We 
also remark that nonunity magnitude eigenvalues are associated with 
evanescent modes. Also, Eq. (6.15) leads to the same eigenvectors for 
k and k + 2'ITn/ p, n = ±1, ±2, ±3 . . .  Thus, it is convenient to restrict k 
within the range -'IT / p < k < 11"/ P without loss of information. This 
region is referred to as the first Brillouin zone and the eigenvalues are 
represented by the Bloch wavenumber K = kp in the horizontal axis 
scaled from -11" to 'IT. 

Figure 6.1b depicts the dispersion (K-w) diagram of an NRI unit cell 
when the equivalent lumped loads of the unit cell TL are C L = 5 pF and 
L L = 1 nH. As would be expected, the medium supports two Bloch 
modes, one propagating along the +z direction and the other along 
-z. The power-flow direction is dented by group velocity Vg = 8w / ak, 
and therefore positive slope of the Bloch mode curves implies +z 
propagating modes and negative slope refers to propagation along -z. 
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II = I(z) 
• 

+ 

CL 
VI = V(Z) 

L\z = p 

(a) 

LL 

12 = I(z) 
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+ 
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(b) 

FIGURE 6.1 (a) Unit circuit to model propagation in NRI media; (b) K-w 

diagram with C L = 5 pF and L L = 1 nH. 

It is clear that the propagating waves have antiparallel group and 
phase velocities (vp = w/kL) as in the case with an unbounded (£ < 
0, I-L < 0) media. We do note however that the NRI-TL does not allow 
propagation at very low frequencies due to the high-pass nature of 
the unit cell. That is, a forbidden propagation band (i.e., a band gap) 
occurs for frequencies less than 1.2 GHz in the case of Fig. 6.1b. 
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6.2.3 Composite Circuit Model for the 

NRI-TL Medium 
As noted, periodic media with unit cells composed of series capacitors 
and shunt inductors support backward waves and constitute the arti
ficial NRI metamaterial. However, in a practical implementation, the 
reactive loads responsible for the NRI effects must be placed within 
an ordinary host TL or material. Due to the parasitic effects of the 
host medium, NRI metamaterials also support ordinary right handed 
(RH) wave propagation at higher frequencies. Therefore, the complete 
circuit model for the NRI-TL (see Fig. 6.2) must also include distinct 
sets of reactive loads to represent both LH and RH propagation. For 
this reason, the NRI-TL circuit model in Fig. 6.2 is also referred to 
as the "composite right left handed" (CRLH) metamaterial unit cell. 
As can be surmised from Fig. 6.2, the series C L and shunt L L elements 
are responsible for LH propagation, whereas the shunt C R and series 
L R elements cause RH propagation at higher frequencies. Of course, 
the LH and RH propagation properties can be tuned to some desired 
frequency range by simply controlling the unit cell parameters (i.e., 
amount of the reactive loads). 

Using the transfer matrix formalism, the dispersion relation of the 
NRI-TL is given by 

K = cos -1 (1 - �) (6.16) 
in which 

X= (� ) 2+ (:J 2
-wi a (6.17) 

and W L = 1/ J L L C L, W R = 1/ J L R C R are the resonance frequencies of 
the loads responsible for LH and RH behaviors, respectively. Likewise, 
Wse = 1/ JLRCL and Wsh = 1/ JLLCR denote the resonance frequen
cies of the series and shunt loads. Figure 6.3a gives a representative 

11= I(z) 
• rrYY\ 

+ LR l VI = V(z) CL 
LL :> CR .) ) 

-'--
t.z = p 

FIGURE 6.2 Complete circuit model of NRI-TL media. 

12 = I(z) 
• 
+ 

V2 = V(z + p) 
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FIGURE 6.3 K-w diagram of the NRI unit cell shown in Fig. 6.2 with the 
parameter values (a) L L = L R = 1 nR, C L = 3 pF, and C R = I pF; 
(b) LR = 3nR, LL = InR, CL = I pF, and CR = 3 pF. 
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K-w diagram in the 0 to 10 GHz band computed for LL = LR = 1 nH, 
C L = 3 pF, and C R = 1 pE As seen, the circuit acts as a LH medium 
in the frequency range 1.27 to 2.91 GHz by supporting opposite 
group and phase velocities. Between 2.91 and 5.03 GHz no propa
gation occurs (band gap), and above 5.03 GHz the circuit behaves 
as aRH TL. 

It can also be shown that the K = 0 frequencies defining the upper 
and lower frequencies of the band gap are equal to Wse and Wsh [8]. 
Thus, it is possible to remove the band gap completely (to obtain 
a continuous propagation band around the K = 0 frequency) by 
equating the series and shunt resonance frequencies, viz. by setting 
Wse = Wsh. Such NRI-TL (or CRLH) structures are referred to as "bal
anced" TLs and satisfy the load condition LRCL = LLCR. It is inter
esting to observe that the dispersion relation of balanced NRI-TLs can 
further be simplified to read K = wJ L R C R - 1/ wJ L L C L around the 
K = 0 frequency with the modes having corresponding impedances 
2 = 2L = JLL/CL = 2R = JLR/CR. In this case, the overall phase 
attained through the unit cell is simply the sum of positive and nega
tive phases of the distinct RH and LH sections (as expected from the 
composite structure) . To illustrate the concept of balanced NRI-TLs, 
an example dispersion diagram (computed for L R = 3 nH, L L = 1 nH, 
C L = 1 pF, and C R = 3 pF) is shown in Fig. 6.3b. 

6.3 Metamaterial Antennas Based 
on NRI Concepts 
The unit cell model of the NRI metamaterials offers design flexibili
ties to reduce the operational frequency by employing reactive loads 
within the regular transmission lines. Also, NRI metamaterials can 
conveniently exhibit multiple modes (in the LH and RH regime) when 
a finite number of unit cells is used to form microwave resonators. As 
such, printed NRI metamaterials were extensively studied to realize 
a variety of miniature and multiband antennas over the recent years. 
Further, the backward and forward waves realized on printed NRI 
metamaterials were found especially attractive to realize back-fire to 
end-fire scanning leaky wave antennas [17,19]. Finally, we remark that 
since the balanced NRI-TL unit cell exhibits continuous propagation 
band across the K = 0 frequency, they can also provide broadband and 
broadside leaky wave radiation. In the following, we present antenna 
examples fro�the recent literature and demonstrate how propaga
tion properties of NRI metamaterials can be harnessed for antenna 
applications similar to the traveling wave antennas. 
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6.3.1 Leaky Wave Antennas 
For LWAs, guided power gradually leaks away in the form of coher
ent radiation as it propagates along the periodic waveguide structure 
(see Fig. 6.4a) [20]. In general, the rate of energy leakage is small along 
the waveguide and therefore the guided mode is not much perturbed. 
LWAs take advantage of this mechanism to achieve a desirable radiat
ing structure exhibiting high gain, broadband impedance matching, 
and pattern scanning with frequency. 

Critical to the radiation characteristics of a LWA is the c()mplex prop
agation constant 'Y = � - j u. As shown in Fig. 6.4a, the attenuation 
constant u is responsible for the radiation of the supported traveling 
wave over the aperture, whereas the wavenumber � (smaller than the 
free space wavenumber ko) defines the direction of radiation. As can 
be understood, the traveling wave structure must be kept long enough 
for most of the power to be radiated prior the wave reaching to the 
end of the antenna. By ensuring that minimal amount of the travel
ing wave reaches the antenna end, the LWA can exhibit broadband 
impedance match. Also, the LWA radiation patterns can be conve
niently scanned with frequency over a large bandwidth due to the 
frequency dependent propagation constant. 

The K-w diagram for a typical NRI-LWA is shown in Fig. 6.4h. The 
radiating region (i.e., K = K = Kx < Ko) is bounded by the light lines 
(Ko). Since the LH waves at lower frequencies (2.5-2.91 GHz) exhibit 
K < 0 for +x propagating modes (i.e., v g > 0), the LWA radiates in the 
backward (Le., -x) direction. On the other hand, the LWA radiates in 
the forward direction (i.e., +x) when the operational frequency is in 
the higher RH band (5.03-10.6GHz). As expected, the LWA seizes to 
radiate from 2.91 to 5.03 GHz due to the band gap. An important prop
erty of the NRI-LWAs is their capability to scan from backward to for
ward directions. In addition, a continuous backward to forward scan 
via frequency can be achieved when a balanced NRI-TL is employed. 
In contrast, conventional LWAs scan only a small range of angles ei
ther in the forward or backward directions. Moreover, conventional 
LWAs operate in higher order modes and require complicated feeding 
mechanisms to suppress the nonradiating dominant modes [19]. 

One of the earliest printed layouts used to realize artificial NRI
TLs is shown in Fig. 6.5a [17]. As seen, a unique aspect of the NRI
TL is the interdigital capacitors and shorted inductive stubs formed 
along its path. These serve to slowdown the wave and realize the LH 
propagation. The dispersion diagrams or K-w curves for this layout 
can be calculated via full-wave electromagnetic solvers by employing 
periodic boundary conditions. Alternatively, an equivalent circuit can 
be extracted via full-wave circuit solvers for usage in a transfer matrix 
analysis [8]. As noted, the reactive loading realized with interdigital 
capacitor and shorted microstrip stub gives rise to the LH behavior, 
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FIGURE 6.4 (a) Operation principle of LWAs; (b) K-w diagram of the NRI-TL 
forming the LWA for L L = L R = 1 nH, C L = 3 pF, C R = 1 pF, and assumed 
periodicity p = 1 cm. Light line is defined by K = kop (See [21 ] ) . 
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and the parasitic effects due to metallization realize the RH behavior. 
The LWA in [17] consisted of N = 24 unit cells and operated from 3.1 
to 6.3 GHz, implying 61 % bandwidth. The transition from LH to RH 
behavior (i.e., K = 0 point) occurred at 3.9 GHz. This structure was 
reported to exhibit more than 40% radiation efficiency with gain values 
above 6 dB (>10 dB side lobe level) over the operational bandwidth. 
Fig. 6.5b gives the measured E-plane radiation patterns, showing the 
backward to forward scan as the operating frequency is increased. 

NRI-LWAs can have limited applicability in modern communica
tion systems due to their frequency dependent nature. To overcome 
this, pattern scanning capability at a fixed frequency is desired. To do 
so, [21] modified the NRI-TL unit cell to incorporate varactor diodes 
as shown in Fig. 6.6. Conceptually (see Fig. 6.6), the bias voltages 
of the varactor diodes (3 per unit cell) are used to shift the disper
sion diagram around the same operational frequency (000) to create 

Interdigital capacitor r - , 
--------, 

Shorted stub 

p 

• • • • • • 

(a) 

FIGURE 6.5 (a) Microstrip implementation of NRI-TL unit cell; (b) Radiation 
patterns of N = 24 unit cell lD NRI-LWA. Unit cells have the layout shown 
on the left. (After Liu et al. [171, ©IEEE 2002.) 
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an electrically controllable K-w diagram. This implies different prop
agation constants (13) for each bias setting are obtained at the same 
000. Thus the LWA pattern is steered toward the angle sin-1(I3/ko) 
as illustrated in Fig. 6.4a . The LWA shown in Fig. 6.6 consisted of 
N = 30 unit cells and was reported to [21] allow scanning from -500 
to +500 at 3.33 GHz as the varactor bias was varied from 0 V to 21 V. 
The observed maximum gain at broadside was around 18 dB. It was 
also reported that the intermodulation effects due to the nonlinear 
varactors was negligible for such antenna applications. 

The maximum effective aperture (and gain) of an LWA occurs at a 
length where 90% of the input power is radiated. In order to obtain 
broadside radiators capable of arbitrary gain levels, NRI-TL leaky 
wave sections with RF amplifiers were proposed [22]. In this approach, 
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RF amplifiers are used to pump power to each NRI-TL section to 
realize much larger effective aperture. Arbitrary gain and side lobe 
levels can then be conveniently achieved by adjusting various design 
parameters such as leakage factor, excitation coefficients, amplifier 
repetition, and overall length. An active LWA prototype consisting of 
8 x 6 unit cell NRI-TL-LWA sections connected with seven amplifiers 
is depicted in Fig. 6.7. The LWA was printed on the top substrate and 
the amplifiers were located at the bottom substrate being connected to 
the NRI-TL sections with via holes. As compared to the same length 
passive LWA exhibiting 8.9 dB gain, it was reported [22] that the active 
structure had 17.8 dB broadside -gain, that is, an 8.9 dB gain enhance
ment. This gain enhancement was due to larger effective aperture, 
power generation, and better impedance matching. 

A 2D version of a NRI-TL-LWA is depicted in Fig. 6.8 [23]. Depen
dent on the excitation edge, this antenna uses the frequency dependent 
nature of the leaky wave radiation to scan in one principal plane. To 
provide simultaneous scanning capability in the other plane, phase
shift tuning can also be employed [19]. The shown antenna prototype 
has dimensions of 9 x 9 cm (4 x 4 unit cells) and can scan contin
uously from -24° to 47°. A maximum gain of 18 dB was measured 
for broadside radiation. Also, 15ul < -10 dB bandwidth was 5.76 to 
7.4 GHz. As expected, the gain dropped at the band ends, and was 
reported to be 4 and 2.5 dB at the lower and upper frequency ends, 
respectively. 

There are a variety of printed circuit realizations of the NRI-TL cir
cuit that were proposed for different RF applications and needs. For 
example, the microstrip layout shown in Fig. 6.5a was subsequently 

(a) 

531.51 mm = 6.56 1.0 (fa = 3.7 GHz) 
(b) 

FIGURE 6.7 Active LWA prototype consisting of 8 x 6 unit cell 
NRI-TL-LWA sections connected with seven amplifiers. (a) Radiating side; 
(b) Active side. (After Casares�Miranda et al. [22], ©IEEE 2006.) 
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2D 

FIGURE 6.8 4 x 4 2D NRI-TL-LWA. Unit cell layout is closely related to the 
NRI-TL microstrip implementation shown in Fig. 6.5a . (After Allen et al. [23], 
©IET 2007.) 

combined with circuit elements (such as varactors in [22]) to achieve 
added design flexibility. Figure 6.9a displays an implementation em
ploying coplanar strip (CPS) technology for removing the need for 
via holes. The CPS NRI-TL unit cell was employed to develop a 1D 
LWA with reduced beam squinting [24]. By adjusting the slope and 
shape of the K-w diagram, the LWA shown in Fig. 6.9b was designed 
to achieve 560 scanning over 1.8 GHz bandwidth, implying an aver
age beam squint of 0.0310 /MHz. At the center frequency (5 GHz), the 
LWA was adjusted to radiate toward 450• 

Another possible NRI-TL unit cell implementation is shown in 
Fig. 6.10 [25]. Since conventional microstrip implementations exhibit 
large conduction losses at higher millimeter wave frequencies, this 
unit cell was designed using open-walled rectangular waveguides by 
incorporating a dielectric resonator to achieve the NRI properties. Unit 
cell parameters were adjusted to achieve a balanced NRI structure for 
continuous backward to forward pattern scan. More specifically, the 
N = 30 unit cell antenna in Fig. 6.10 achieved 1000 beam steering from 
10.9 to 12 GHz. The gain values were measured to be in the range of 
5.2 to 8.7 dB. 
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(a) 

iI' Interdigital capacitor -----.. 

� � 

--1 1----1 

p 
(b) 

FIGURE 6.9 CPS technology realization of the NRI-TL to form a LWA; 
(a) N = 20 unit cell LWA designed for reduced beam squinting; an average of 
0.0310 /MHz beam scan was measured over 1.8 GHz bandwidth; (b) NRI-TL 
unit cell implemented in CPS technology. (After Antoniades et al. [24], ©IEEE 
2008.) 
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6.3.2 Miniature and Multi-band 

Pa.tch Antennas 
Similar to conventional resonators, the ones based on NRI-TL unit 
cells must be multiples of half wavelength (i.e., l = nA.g/2 � J3 = WIT, 

where A.g = guided wavelength) . Therefore, resonant modes of an N 
unit cell NRI-TL occurs at K = 7Tn/N frequencies (n being an integer 
smaller than N ) . As illustrated in Fig. 6.11a , the LH branch of the NRI
TL allows for negative resonances (n < 0) whereas the RH branch 
gives rise to the traditional (n > 0) resonances. Since the dual reso
nances (±n) exhibit similar field distributions and impedance char
acteristics (due to the identical K magnitude), the NRI-TL structures 
were exploited for a variety of multi-band antennas. Also, NRI-TL 
structures provide a convenient antenna miniaturization technique 
as their unit cells can be kept electrically small by employing inter
digital or lumped reactive circuit elements. An interesting situation 
relates to the zeroth order resonance (n = 0) as the operational fre
quency at K = 0 becomes independent of the overall antenna physical 
length. In this case, to improve radiation efficiency and gain, the size 
of a zeroth order resonator (i.e., number of unit cells) can be increased 
without changing the bandwidth and impedance characteristics [19]. 

Figure 6.11b demonstrates a zeroth order antenna using N = 4 unit 
cells [16]. The unit cell layout is almost identical to that shown in 
Fig. 6.4a . However, a virtual ground capacitor is used to achieve a via
free design. The actual antenna [16] was implemented on a 31 mil thick 
tr = 2.68 substrate and had 10 mm (p = 2.5 mm) length. The mea
sured return loss was -11 dB at the resonant frequency of 4.88 GHz. 
As compared to a patch antenna (having a maximum length of 20.6 
mm) printed on the same substrate, this zeroth order antenna had 75% 
smaller footprint. The dual band ring antenna shown in Fig. 6.11c [8] 
also relied on a similar unit cell layout. However, the circularly peri
odic condition of such loop configurations support only even modes. 
Further, the common connection of the virtual grounds implied a float
ing potential for the zeroth order resonance. Hence, the n = 0 reso
nance was not supported using the shown antenna layout Instead, the 
shown antenna supported n = ±2 resonances at 1.93 and 4.16 GHz 
using a straightforward single-feed mechanism. The antenna foot
print diameter (30.6 mm) was A.o/5.1 at 1.93 GHz and the correspond
ing measured gains were about 6 and -4 dB at 4.16 and 1.93 GHz, 
respectively. 

To achieve further footprint reduction, antennas based on NRI-TL 
unit cells incorporating lumped capacitors were also reported [26]. 
For the ant�nna example in Fig. 6.12a [26], the inductive posts of the 
mushroom-shaped unit cell provided the needed LH loading, whereas 
series LH edge capacitances were increased with the lumped MIM 
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10 

8 

2 ••• 
(J)-(N-l) 

... --�: 

-1t (N -1) 1t 
N 

o 1t 21t 
N N 

K - Bloch wavenumber 
(a) 

(b) 

(N -1)1t 1t 
N 

FIGURE 6.11 (a) Resonant modes of an unbalanced N unit cell NRI-TL 
structure; (b) N = 4 unit cell zeroth order NRI-TL antenna and its unit cell, 
(After Sanada et al. [16], ©IEEE 2004.); (c) Dual mode NRI-TL ring antenna. 
(After Caloz and Itoh, ©J. Wiley & Sons, 2005.) 
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(c) 

FIGURE 6.11 Continued. 

capacitors. This unit cell configuration achieved miniaturization by 
shifting the K-w branches to lower frequencies. The shown antenna in 
Fig. 6.12a was designed to work at the n = -1 resonance for broadside 
radiation. Although 3 x 1 unit cells were satisfactory to have the n = -1 
resonance, a 3 x 3 unit cell configuration was considered to improve 
radiation aperture. The physical size of the footprint was 12.4 x 12.4 x 
3.414 mm corresponding to an electrical size of Ao/10 x Ao/10 x Ao/36 
at the resonance frequency of 2.42 GHz. This antenna had 1% 1511 1 < 
-10 dB bandwidth, 3.3 dB gain, and 44% radiation efficiency. 

Another interesting multi-band antenna design was carried out by 
partially filling a typical patch antenna with an NRI-TL structure [27] . 

The inclusion of the NRI-TL unit cells (RH + NRI-TL + RH res
onator) within the regular patch allowed for design flexibility and 
tuning to realize the n = ±1 and n = 0 resonances at desired fre
quencies. In addition, the antenna electrical size was reduced at the 
lowest frequency due to the presence of NRI-TL unit cells. As shown 
jn Fig. 6.12b, this tri-band antenna included two mushroom-like NRI
TL unit cells within the patch metallization. The antenna resonated 
at 1.06 GHz (for GSM), 1.45 GHz (for navigation), and 2.16 GHz (for 
UMTS) . The resonances exhibited 3% (n = -1), 3% (n = 0), and 15% 
(n = 1) I 511 1 < -6 dB bandwidths, respectively. At the n = ±1 res
onances the patterns were dipole-like, whereas at the n = 0 mode 
the pattern was monopole-like. Measured gains and efficiencies were 
-3 dB and 17.8% for the n = -1 mode, 1 dB and 39% for the n = 0 
mode, 6.5 -dB and 82% for the n = 1 mode. The associated physical 
size of the antenna footprint was 42 x 42 x 10 mm, corresponding 
to an electrical length of Ao/6.7 at the lowest resonance frequency. 



290 Small Ant e nnas 

Dielectric 

, , 
I 

I 
, 
• 
\ 

\ 
" , ... 

> , , 

Ground plane 

Top 

hl = 3.16 mm 
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FIGURE 6.12, (a) Illustration of the 3 x 3 unit cell n = -1 NRI-TL antenna 
(After Leong et al. [26], ©IEEE 2007); (b) Tri-band patch antenna partially filled 
with NRI-TL unit cells (After Herraiz-Martinez et al. [27], ©IEEE 2008.) 
(c) Dual-band patch antenna partially filled with NRI-TL unit cells (After 
Herraiz-Martinez et al. [27], ©IEEE 2008.) 
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Dielectric 

(c) 

FIGURE 6.12 Continued. 

In addition to the tri-band antenna, a dual mode patch operating at 
n = ±1 modes was also designed as shown in Fig. 6.12c . This dual 
band antenna employed a 2 x 2 unit cell arrangement to misalign 
the coax feed with the vias of the NRI-TL unit cells, and thus avoid 
excitation of the undesired n = 0 mode. It was noted that the antenna 
operated at 1.81 GHz (for DeS) and 2.2 GHz (for UMTS) with 7.2% 
and 5% 15111 < -6 dB bandwidths, respectively. The corresponding 
measured gain and efficiency was 4.5 dB and 60% for the n = -1 mode, 
6.8 dB and 83% for the n = 1 mode. The associated antenna physical 
size (footprint) was 48.2 x 48.2 x 8 mm, implying an electrical length 
of A.o/3.4 at the lowest resonance frequency. 

6.3.3 Compact and Low-Profile 

Monopole Antennas 
NRI metamaterials have also been considered for developing com
pact and low-profile electrically small monopole-like radiators. To 
demonstrate how monopoles can benefit from metamaterial struc
tures, we consider the resonant mechanism of a folded monopole an
tenna. As depicted in Fig. 6.13, a traditional monopole usually has a 
A.o/4 height to achieve in-phase radiating currents. However, a low
profile monopole (see Fig. 6.13) can be instead considered provided it 
is excited to support the common mode. Since a compact footprint is 
also desired, the r-..JA./2 phase shifter required for bringing the currents 
in-phase must be kept physically small. Using metamaterial based 
compact phase shifters, the monopoles can be made with smaller foot
prints and lower profiles. 
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Compact 
metamaterial 
phase shifter 

FIGURE 6.13 Traditional folded monopole and a low-profile version. 

Folded monopoles supporting the common mode can be modeled 
through the equivalent circuit shown in Fig. 6.14a [28]. In this model, 
the electrically short vias carrying the in-phase currents are repre
sented by radiation resistances RR. The vias are also associated with 
lumped inductive loads represented by elements of value 2L L. The RH 
loads C R and L R are inherent to the host TL, whereas the LH capacitor 
CL is specific to the unit cell implementation (e.g., edge capacitance 
in the mushroom-like layout) and inserted lumped loads. A straight
forward even-odd mode analysis reveals that the current magnitudes 
are much stronger (larger than 100 times) in the even mode (i.e., in
phase) as compared to the odd-mode when a balanced NRI-TL unit 
cell structure (i.e., LR/CR = LL/Cd is used to feed the vias [28]. This 
implies that the NRI-TL structure acts as a good low-profile radiator. 
Unfortunately, as usual, short monopoles have very small input re
sistances (i.e., RR = 160'lT2(h/Aof, where h stands for height [29]). To 
increase the input resistance, a common approach is to employ mul
tiple (M) folded arms and improve impedance matching through the 
relation Rin � M2 RR [30]. 
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Balanced NRI-TL unit cell 
�--------------- ------------------------------------------- . J 

LR/2 LR/2 J 

- - 1 ------- -------------------------------------------- ------ .. . --- - ---- -- ----- ---, 
; � RR 1 I J 1 1 I I 
I t I 
: Input RF : 
�-------------------� 

Electrically small 
radiating vias 

(a) 

(b) 

�---.> -----: 
I "  I 
: /? R I I R I I 
: � 
: -=- I 
---- ------ � 

FIGURE 6.14 (a) NRI-TL loaded folded monopole circuit model; (b) Example 
of four-arm folded NRI-TL monopole; footprint is >"0/9.6 x >"0/9.6 x >"0/17.9 
at 3.1 GHz; the IS111 < -10 dB bandwidth is 1 .7%; the gain is 0.9 dB and 
radiation effidency is 69.1 % (After Antoniades et aI. [28], ©IEEE 2008.) 
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Figure 6.14b demonstrates a compact and low-profile NRI-TL ring 
antenna consisting of four unit cells [28]. For this, the footprint was 10 
mm (Ao/9.6) x 10 mm(Ao/9.6) x 5.4 mm(Ao/17.9) at the resonance fre
quency of 3.1 GHz. The corresponding measured 15ul < -10 dB band
width was reported to be 1.7% with 0.9 dB gain and 69.1 % radiation ef
ficiency. Another compact ring antenna is shown in Fig. 6.15a and took 
advantage of the NRI-TL structures to realize a Ao/ll x Ao/13 x Ao 128 
footprint area at 1.77 GHz [15]. Since this antenna included only 
two very short (Ao/28) radiating vias, the impedance match was 
achieved by employing an asymmetric NRI-TL structure. The mea
sured I Sui < -10 dB bandwidth was reported [15] to be 6.8% with 
0.95 dB gain and 54% radiation efficiency. 

Alternatively, the low-profile monopoles introduced in [31] and 
[32] made use of compact 1800 phase shifters to achieve a com
mon mode in low-profile monopole realization. Specifically, the an
tenna shown in Fig. 6.15b consisted of a standard transmission 
line connected to two shorting posts loaded with lumped induc
tors [31]. The inductor choices of 10 nH and 5 nH resulted in a. 
Ao/4.9 x Ao/45.6 x Ao/12.2 footprint antenna operating at 2.19 GHz. 
Larger inductive loads were shown to further lower the resonance 
frequency. The antenna in Fig. 6.15b had -2.9 dB gain and 32% ra
diation efficiency with 4.7% I Sui < -10 dB bandwidth. Another 
monopole-like miniature antenna is shown in Fig. 6.15c. It realized 
the 1800 phase shift using an embedded spiral [32]. For this, the 
measured I Sui < -10 dB bandwidth was about 1% and the an
tenna footprint was Ao/4.9 x Ao/45.6 x Ao/16 footprint at about 
2.4GHz. 

Typically, compact and low-profile monopoles suffer from radia
tion efficiency and narrow bandwidths. A NRI-TL based low-profile 
monopole with two nearby resonances was considered in [33]. As 
shown in Fig. 6.16a, the antenna is composed of two arms, each con
sisting of five unit cells. The unit cell layout of each arm is, however, 
slightly different to achieve resonance at two closely spaced frequen
cies. This antenna had 3.1% 15ul < -10 dB bandwidth at 3.28 GHz 
with a AO! 4 x AO /7 x AO 129 footprint. The corresponding antenna gain 
was 0.79 dB with 66% radiation efficiency. Another interesting design 
was reported in [34] and shown in Fig. 6.16b. This NRI-TL monopole 
resonates at a lower frequency (5.5 GHz) as compared to the unloaded 
one operating at 6.3 GHz. The NRI-TL loading also introduces a res
onance around 3.55 GHz by exciting the ground plane. These two 
resonances allow for a wideband 15ul < -10 dB impedance match 
from 3.15 to 6.99 GHz. The overall size of the antenna is 30 x 22 x 
1.59 mm. 
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(a) 

(b) 

Holding 
�-- brackets 

(Continued) 

FIGURE 6.15 (a) Low-profile NRl-TL ring antenna consisting of two 
asymmetric unit cells; footprint is Ao / ll x Ao / 13 x  Ao /28 at 1 .77 GHz. 

I Su i < -10 dB bandwidth is 6.8%, gain is 0.95 dB, and radiation efficiency is 
54% (After Qureshi et al. [15], ©IEEE 2005.); (b) Inductor loaded antenna 
having footprint of Ao /4.9 x Ao /45.6 x Ao / 12.2 at 2 .19 GHz, 1 5u l  < -10 dB 
bandwidth is 4.7%, gain is -2.9 dB, and radiation efficiency is 32% (After Lee 
et al. [31 ], ©IEEE 2007.); (c) Miniature antenna with embedded spiral loading; 
footprint is Ao /4.9 x Ao /45.6 x Ao /16 at 2.4 GHz. 1 5u l  < -10 dB bandwidth is 
1 % (After Kokkinos et al. [32], ©IEEE 2007.) 
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(Y)L 
(c) 

(x) 

FIGURE 6.15 Continued. 

6.3.4 Metamaterial-Inspired Antennas 
As is well known, small dipoles are insufficient radiators due to 
high impedance match and their small radiation resistance. The small 
dipole must therefore be conjugately matched by means of a (pos
sibly) bulky microwave network. To mitigate matching network re
quirements, a common approach is to form a self-resonant system 
by employing traditional miniaturization techniques such as mean
dering [2, 35] or material loading [3, 12] (see Chap. 3). Recently, it 
was demonstrated in [36] that electrically small resonant antennas can 
also be realized by enclosing small dipoles within metamaterial shells 
made up from negative permittivity (E < 0) materials. It was shown 
that when properly designed, the E < 0 shell acts as a distributed 
inductive element that matches to the highly capacitive impedance 
of the enclosed miniature antenna. The shell system in turn provides 
efficient radiation due to the purely real input impedance which can 
match to a specified source resistance. 

Unfortunately, there are certain issues associated with practical re
alizations of such metamaterial shells. For example, tiny and highly 
conformal unit cells are required to form an electrically small meta
material shell. In addition, the unit cells must have very low loss to 
achieve the high-radiation efficiency. Hence, for a more practical im
plementation, electrically small antennas were placed in close prox
imity of a metamaterial (e.g., E < 0, or JL < 0, or NRI) unit cell [37] 
(referred to as "metamaterial-inspired") . 

Figure 6.17a demonstrates an example of electrically small 
metamaterial-inspired antennas [37]. A small rectangular loop an
tenna was placed within close proximity of a parasitic capacitively 
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FIGURE 6.16 (a) NRI-TL monopole with each arm supporting slightly 
different resonances to enhance bandwidth; footprint is Ao /4 x Ao /7  x Ao /29 
at 3.28 GHz; 3.1% 1 511 1 < -10 dB bandwidth; 0.79 dB gain; and 66% radiation 
efficiency, (After Zhu et al. [33J, ©IEEE 2009.); (b) Broadband dual-mode 
printed monopole antenna; 30 x 22 x 1 .59 mm in size; 1 511 1 < -10 dB 
bandwidth from 3.15 to 6.99 GHz (After Antoniades et al. [34J, ©IEEE 
2009.) 

loaded loop element to achieve 50 Q impedance match. The capacitive 
load was realized with an interdigital capacitor. The antenna res
onated at 438.1 MHz with a 0.43% 15111 < -10 dB bandwidth. The 
antenna dimensions (excluding the ground plane) were X.o/9.4 x 

X.o/18 x X.o/867. The computed gain value was 4.8 dB with 79.5% 
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FIGURE 6.17 Metamaterial-inspired antermas: (a) Capacitively loaded loop 
based anterma; footprint is Ao /9.4 x Ao / 18 x Ao /867 at 438.1 MHz; 0.43% 
1 5111 < -10 dB bandwidth; 4.8 dB gain; and 79 .5% radiation efficiency (After 
Erentok et at. [37], ©IEEE 2008.); (b) Capacitively loaded loop based anterma; 
footprint is Ao /9.2 x Ao / 17.9 x Ao /833 at 455.8 MHz; 0.5% 1 5111 < -10 dB 
bandwidth; 5 .36 dB gain; and 89.8% radiation efficiency (After Erentok 
et al. [37], ©IEEE 2008.); (c) Meander line based anterma; footprint is 
Ao / 12 x Ao / 15.3 x Ao /276 at 1373 MHz; 1 .3% 1 5111 < -10 dB bandwidth; 
1 .03 dB gain; and 88% radiation efficiency (After Erentok et al. [37], ©IEEE 
2008.); (d) Dipole loaded with multiple split ring resonators to achieve 
multi-band operation at 1 .3 GHz and 2.8 GHz; footprint size is 42.05 x 16.4 x 
0.5 mm. (After Herraiz-Martinez et al. [38], ©IEEE 2008.) 
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FIGURE 6.17 Continued. 

efficiency. Figure 6.17b shows a slightly different version of the an
tenna when_the interdigital capacitor was replaced with a lumped cir
cuit element. In this case, electrical size and bandwidth of the antenna 
remained about the same with an improved 5.36 dB gain and 89.8% ef
ficiency [37]. A different metamaterial-inspired antenna configuration 
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that was introduced in [37] is shown in Fig. 6.17c. This design had di
mensions of X.o/12 x X.o/15.3 x X.o/276 at 1373 MHz. The computed 
1 511 1 < -10 dB bandwidth was 1.3% with 1.03 dB gain and 88% ef
ficiency. We note, however, that the antennas in Fig. 6.17a to c must 
be considered as whole structure that includes the large ground plane 
backing. As another example, we mention the dipole antenna shown 
in Fig. 6.17d [37]. This antenna was loaded with multiple split ring 
resonators to achieve multi-band operation at 1.3 and 2.8 GHz. 

6.4 High-Gain Antennas Utilizing EBG 
Defect Modes 

Electromagnetic band gap structures (EBGs) are artificial periodic me
dia that can prevent electromagnetic wave propagation in specified 
directions and frequency bands (e.g., see the band gap regime of the 
ID NRI-TL medium shown in Fig. 6.3a ) .  Depending on the structural 
complexity (i.e. ,  ID, 2D, or 3D periodicity) and contrast difference of 
the constituent materials, EBGs can be designed to block propaga
tion in single or multiple directions with relatively narrow or wide 
bandwidths [10]. Due to these exotic propagation properties and de
sign flexibilities, EBGs have attracted considerable interest from the 
electromagnetic community even since their initial introduction [39]. 
Consequently, EBGs have found a wide range of RF applications and 
have been successfully employed to enhance performance of various 
devices such as filters, waveguides, and antennas [10, 40, 41]. 

EBGs are generally harnessed in several ways for antenna applica
tions. Their band gap feature is utilized as high impedance ground 
planes [4] to enhance radiation performance (gain, pattern, reduced 
side/back lobes, etc.) by suppressing undesired surface waves and 
mutual couplings. In addition, EBGs provide in-phase reflection at 
their band gap frequencies and form artificial magnetic ground planes 
that lead to low-profile antenna realizations [42] (see Chap. 3 for EBG 
based antennas) . 

An important characteristic of EBGs are their capability of sup
porting localized electromagnetic modes within band gap frequen
cies when defects are introduced in their periodic structure (e.g., by 
replacing one or several unit cells with a different material) [10]. These 
localized modes are associated with narrow transmission regimes oc
curring within the band gap frequencies. Since transmission is sen
sitive to the propagation direction, an antenna embedded within the 
defect can radiate to free space only in particular directions. Therefore, 
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very high-gain levels can be obtained with simpler structures. This ap
proach can be an alternative to high gain 2D antenna arrays requiring 
complex and lossy feed networks [11, 43-46]. 

More specifically, [45] and [46] investigated directivity enhance
ments of a dipole or patch antenna placed under multiple layer di
electric slabs and explained the concept as a leaky wave [47]. Al
though the multilayered structure was not referred to as a defect 
mode EBG at that time, it can be considered as one of the earliest 
high-gain EBG antennas. The fact that small antennas embedded in 
defect mode EBGs get converted into directive radiators was exper
imentally demonstrated in [11]. _Figure 6.18a demonstrates a patch 
antenna located inside a defect mode EBG [48]. The EBG was con
structed from rows of dielectric (alumina) rods separated by air. When 
the separation between the ground plane and rods are properly ad
justed (according to the reflection phase of the EBG superstrate), the 
overall structure can be considered as having four rows of rods: two 
above the ground plane and two below (as a consequence of image 
theory). The defect is created by enlarging the separation between 
the second and third rows (i.e., larger gap between the second row 
and ground plane. A "'-0/3 x "'-0/3 x "'-0/19.9 patch antenna placed in 
the defect area resonates at 4.75 GHz and delivers 19 dB gain with 
the EBG size of 4.05"'-0 x 4.05"'-0 x 0.97"'-0 and 50% aperture efficiency. 
The gain bandwidth (frequency interval over which gain stays within 
3 dB of the peak value) was 3% and a minimum 15111 of -8 dB was 
measured. 

To provide more control over the radiation properties, it was pro
posed in [49] to employ an EBG structure capable of exhibiting band 
gap in all propagation directions (i.e., 3D) . As depicted in Fig. 6.18b, 
a woodpile EBG was placed above a patch or double slot antenna to 
enhance directivity. An EBG aperture of 15.2 x 15.2 cm (with total 
antenna thickness of 11.7 mm and a ground plane size of 30 x 30 cm) 
was employed to maximize the directivity of the patch feed operat
ing near 12.5 GHz. The authors found that the double slot antenna 
exhibits about 1 dB better gain than the patch at the expense of a more 
co�plex feed mechanism. The measured gain was 19.8 dB with 1% 
15111 < -10 dB bandwidth. The structure had 63% radiation efficiency 
and 19% aperture efficiency. 

Partially reflecting surfaces (PRS) or frequency selective surfaces 
(FSS) [50-52] are other alternatives of EBGs in forming resonator 
based high-gain antennas. In such resonators, confined EM energy 
between PRS and ground plane gradually leaks away and thus, a 
large radiation aperture supporting high levels of directivity is real
ized. Since PRS exhibit a reflection coefficient near to - I, it must be 
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FIGURE 6.18 (a) Antenna placed inside a defect mode EBG made up from 
alumina rods delivering 19 dB gain, 50% aperture efficiency (After Thevenot 
et al. [48], ©IEEE 1999.); (b) Woodpile EBG resonator fed by a double slot 
antenna operating near 12.5 GHz; antenna has 19.8 dB gain, 63% radiation 
efficiency, and 19% aperture efficiency; EBG size: 6.3Ao x 6.3Ao x 0.49Ao (After 
Weily et al. [49], ©IEEE 2005.) 
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placed about half wavelength ("-'Ao/2) above the ground plane to form 
the resonator (see Fig. 6.19a ). To lower the profile, a concept is to 
replace the ground plane with one that exhibit properties of a magnetic 
ground plane, that is, one that has a reflection coefficient near to +1. 
With this in mind, the paper in [53] proposed to employ an artificial 
magnetic ground plane (AMC) under the PRS. As shown in Fig. 6.19b, 
a patch antenna placed in the middle of the AMC excites the PRS-AMC 
cavity. For a simpler design, the AMC was designed from a via-free 
unit cell layout [54, 55] instead of a mushroom-like EBG structure. 
To form the cavity, the PRS in Fig. 6.19c was placed about a quarter 
wavelength (5.9 mm, 0.28Ao) above the AMC. The patch resonated at 
about 14.2 GHz with an electrical length of 0.116Ao and 2% 1 511 1 < 
-10 dB bandwidth. The size of the AMC metallization was 15 cm 
(7.1Ao) x 15 cm (7.1Ao), whereas the PRS had 10.6 cm (SAO) x 10.6 cm 
(SAO) footprint. The measured directivity was 19.5 dB with a side lobe 
level below -15 dB. 

EBG, PRS, or FSS based antennas exhibit high levels of gain as a 
consequence of their high Q resonance mechanisms. However, these 
antennas inherently suffer from narrow bandwidths since high Q res
onances are very sensitive to frequency variations. On the other hand, 
multiband designs can be proposed to partially address the narrow 
bandwidth issue: For example, [56] proposed to insert an additional 
FSS surface inside an PRS-PEC resonator to create dual band operation 
at two closely spaced frequencies (5.15 and 5.7 GHz). As illustrated in 
Fig. 6.20a, an FSS can be designed to act as an AMC at a certain fre
quency (/1) ,  whereas it can be mostly transparent at another frequency 
(h). To realize dual resonance at closely spaced frequencies, [56] em
ployed a highly selective FSS surface built from Hilbert curve inclu
sions [57]. At the experiment stage, the FSS was redesigned to reside 
right under the PRS in order to facilitate a simpler fabrication through 
the use of a single circuit board with both sides metalized. The antenna 
prototype shown in Fig. 6.20b employed 24.2 x 24.2 cm PRS /FSS su
perstrate and had a total height of 2.6 cm. The computed gain was 
18 dB for the shown configuration. 

_ Reference [58] presented a detailed analysis of dual band directivity 
enhancement using two different frequency selective surfaces printed 
on different sides of a thin dielectric layer. The patch-fed antenna 
configuration shown in Fig. 6.20c resonated at 8.2 and 11.7 GHz with 
2.4% and 2.8% 1 511 1 < -10 dB bandwidth, respectively. The overall 
size of the structure was 12 x 12 x 1.6 cm. The antenna had 19.7 dB 
gain at 8.2 GHz and 21.4 dB gain at 11.7 GHz. 
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FIGURE 6.19 (a) Lowering the resonant cavity profile with PMC ground 
plane; (b) 15 em (7. 1Ao) x 15 em (7.IAo) AMC with a patch antenna feed; 
(c) 10.6 em (SAo) x 10.6 em (SAo) footprint PRS placed 5.9 mm (0.28Ao) above 
the AMC. The antenna resonates at 14.2 GHz with 2% I S11 1 < -10 dB 
bandwidth, 19.5 dB directivity, and < -15 dB side lobe level (After Feresidis 
et al. [53], ©IEEE 2005.) 
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FIGURE 6.20 -(a) Dual band resonant cavity antenna with an additional FSS 
layer (After Rodes et al. [56], ©IEEE 2007.); (b) 24.2 x 24.2 x 2.6 em antenna 
resonating at 5.15 GHz and 5.7 GHz; 18 dB simulated gain 18 dB (After Rodes 
et al. [56], ©IEEE 2007.); (c) 12 x 12 x 1 .6  em dual band high gain antenna, 
19.7 dB gain at 8.2 GHz with 2.4% 1 511 1 < -10 dB bandwidth, 21 .4 dB gain at 
11 .7 GHz with 2.8% bandwidth (After Lee et al. [58], ©IET 2007.) 
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CHAPTER 7 

Antenna Miniaturization 

Using Magnetic 

Photonic and 

Degenerate Band 

Edge Crystals 

Gokhan Mumcu, Kubilay Serlel, and John L. Volakis 

7.1 Introduction 
It is well recognized that extraordinary propagation properties offered 
by engineered metamaterials is the new frontier for achieving the op
timal performance in RF devices [1]. Undoubtedly, such engineered 
material mixtures and modifications also provide unique and highly 
sought advantages in antenna applications. For example, ferrites [2,3]' 
loaded ferrites, and ferroelectrics [4] have already been exploited for 
phase shifters [5], antenna miniaturization, and beam control. As al
ready discussed in Chap. 6, an extensive literature exists on negative 
refractive index (NRI) and electromagnetic band gap (EBC) metama
terials. NRI metamaterials has allowed for sub-wavelength focusing 
and greater sensitivity in lens applications [6-8]. Zeroth order reso
nances found in printed circuit NRI realizations have been utilized to 
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develop various miniature devices such as phase shifters and anten
nas [9-11]. Similarly, controllable dispersion properties of EBG struc
tures [12, 13] have been employed to form shorter waveguide, smaller 
resonator, and higher Q filter designs [9-11]. It was already discussed 
in Chap. 6 that defect mode EBGstructures can transform small radia
tors into directive antennas [14, 15]. Also, their forbidden propagation 
bands have been exploited to form high impedance ground planes to 
improve antenna radiation properties [16-19]. Further, antenna sub
strates formed by mixing different dielectric materials and frequency 
selective surfaces have been found successful in improving the gain 
of printed antennas and arrays [20, 21]. 

A key goal with metamaterials is to reduce wave velocity or even 
reverse it in some frequency regions to achieve an electrically small 
RF structure (see Chap. 6, [9-11], [22-25]) . In this context, recently in
troduced metamaterial concepts based on periodic assemblies of lay
ered anisotropic media (and possibly magnetic materials) hold a great 
promise for novel devices. Such assemblies forming magnetic pho
tonic (MPC) and degenerate band edge (DBE) crystals display higher 
order dispersion (K-w) diagrams. Therefore, they support new reso
nant modes and degrees of freedom (in essence volumetric anisotropy) 
to optimize antenna performance [26, 27]. For instance, MPCs display 
one-way transparency (unidirectionality) and wave slowdown due to 
the stationary inflection points (SIP) within their K-w diagrams [28]. 
In addition, they exhibit faster vanishing rate of the group velocity 
around the vicinity of SIP frequency [as compared to the regular band 
edges (RBE) of ordinary crystals where zero group velocities occur]. 
This leads to stronger resonances suitable for high-gain antenna aper
tures. DBE crystals are realized by removing the magnetic layers of 
MPCs and lead to higher order band edge resonances (fourth vs. sec
ond in RBEs) . This provides thinner resonators suitable for high-gain 
conformal antennas [27]. It is shown in this chapter that utilizing the 
MPC and DBE dispersions on uniform microwave substrates (in con
trast to layered media) may enable their unique properties for novel 
printed devices. 

In this chapter, we first describe the fundamental electromagnetic 
properties of DBE and MPC crystals. Subsequently, we demonstrate 
that small antennas embedded in MPC and DBE crystals are con
verted into directive radiators due to the presence of higher order K-w 
resonances. Specifically, a finite DBE assembly is realized and shown 
to exhibit large aperture efficiency for conformal high-gain antenna 
applications. 

The second half of the chapter presents a coupled transmission 
line concept capable of emulating DBE and MPC dispersions on tra
ditional microwave (printed circuit board) substrates. Lumped cir
cuit models are also given to provide design flexibilities via lumped 
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element inclusions. Several printed antenna examples are given to 
verify miniaturization using the coupled line concept. These minia
turized DBE and MPC antennas are designed to be comparable or 
better than recently published metamaterial antennas. 

7.2 Slow Wave Resonances of 
MPC and DBE Crystals 
A key property of any photonic crystal (i.e., EBG structure) is their sup
port for slow wave modes, that is, modes associated with vanishing 
group velocities (8w/8K -+ 0). Typically, photonic crystals display 
these slow waves as the operational frequency approaches the for
bidden propagation bands. Characteristics of MPC and DBE crystals 
[26-28] is the intercoupling of modes to generate new modes having 
slower group velocities (see Fig. 7.1). These novel slow wave modes 
can then be harnessed for miniature and directive antennas [29-32]. 
The behavior of the K-w curve (see Chap. 6 for the definition of K-w di
agram) can conveniently be approximated with polynomial relations 
around the K-w points (see Fig. 7.1) displaying the slow group velocity 
modes [33]. In g-enerat photonic crystals constructed of periodic lay
ers of isotropic materials exhibit second order band edges. In contrast, 
as depicted in Fig. 7.1, a DBE mode is associated with a fourth order 
K-w curve [w'(K) = wl/(K) = wlll (K) = 0] and a MPC medium is asso
ciated with an asymmetric dispersion relation [i.e., w(K) =1= w( -K)]. In 
addition, the MPC medium can exhibit a third order polynomial K-w 
curve having a stationary inflection point (SIP) [w'(K) = wl/(K) = 0, 
wlll (K) =1= 0] [28]. 

In contrast to the slow mode resonances observed in RBE or DBE 
mode supporting crystals, SIPs occur away from band edge frequen
cies. Hence, semi-infinite MPC slabs can exhibit a large transmittance 
( > 90%) for incoming RF pulses. As illustrated in Fig. 7.1c, once the 
incoming RF pulse penetrates into the MPC medium; it significantly 
�lows down, gets spatially compressed, and concurrently attains large 
field amplitude. Due to these phenomena, SIP region of the band di
agram is also referred to as the frozen mode regime [26-28, 35, 36]. 

DBE crystals achieve better transmittance, and amplitude increase 
(equivalently higher Q resonances) as opposed to RBE crystals due 
to their flatter higher order band edge [27]. Specifically, semi-infinite 
DBE slabs are better matched at the dielectric interface experiencing 
a transmittance decay rate of �wy4. In comparison, the transmittance 
decay rate around the RBE is on the order of �wy2(�Wd is the dif
ference between the band edge and actual frequency of operation). 
Also, the group velocity decreases more quickly in the DBE (�w�/4) 
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FIGURE 7.1 (a) Typical band edge and K-w curves realized by layered 
anisotropic media (bottom K-w branches are not shown for simplicity); DBE 
mode is associated with a fourth order maximally flat K-w curve, whereas 
the RBE and double band edge (Db BE) modes are second order band edges; 
(b) MPC media exhibiting a third order K-w curve with an SIP; (c) illustration 
of a wave impingent on the MPC, almost 100% of the wave is converted into 
a frozen mode with near zero group velocity. (After Mumcu et al. [34,35], 
©IEEE 2009.) 
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FIGURE 7.1 Continued. 

medium as compared to the RBE crystal (�wy2). A consequence of 
this behavior is a higher amplitude increase in the vicinity of the DBE 
and SIP modes. Equally important is that the DBE and MPC crystals 
can be thinner to achieve the same amplitude increase (as compared 
to RBE). They can therefore be potentially exploited for improved an
tenna gain, matching, and miniaturization [36]. In the following sec
tions, we demonstrate how higher order K-w resonances of the MPC 
and DBE crystals can be harnessed to develop high gain and miniature 
antennas. 

7.3 High Gain Antennas Embedded Within 
Finite Thickness MPC and DBE Crystals 

7.3.1 Transmission Characteristics of 

Finite Thickness MPCs 
The simplest possible MPC structure displaying an asymmetric dis
persion relation is shown in Fig. 7.2a [26]. The unit cell is composed 
of two identical misaligned anisotropic dielectric layers (the A lay
ers) and a ferromagnetic layer (the F layer). The A layers can be con
veniently realized using naturally available uniaxial crystals, such as 
"rutile" [36]. Engineered anisotropic layers [29,37] or metallic textures 
[38] have also been shown to provide cost-effective A layer realiza
tions. The F layers must be formed from gyroelectric or gyromagnetic 
media to provide some amount of Faraday rotation. In the microwave 
band, properly biased narrow line-width ferrites such as yttrium iron 
garnet (YIG) or calcium vanadium garnet (CVG) can be used to con
struct low loss F layers. 
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FIGURE 7.2 (a) MPC and DBE unit cell configurations (After Mumcu et al. 
[351, ©IEEE 2005.); (b) MPC dispersion diagram when 0.5695 mm thick A 
and 0.2161 mm thick F layers are used [with the material parameters in (a)]; 
(c) Band diagram as a function of incidence angle; (d) Transmittance of 
semi-infinite and finite (N = 107) MPC slab; the latter showing Fabry-Perot 
resonances; (e) lEx I inside the MPC for normal incidence (After Mumcu et al. 
[391, ©IEEE 2006.) 
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FIGURE 7.2 Continued. 

Figure 7.2b demonstrates the K-w diagram when the A layers are 
realized usmg rutile (Ti02) and the F layers with calcium vanadium 
garnet (CVG-having 1 Oe linewith 2.01 gyromagnetic ratio, 1950 G 
saturation magnetization, and 5.295 kOe bias field). As mentioned 
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earlier, the key characteristic of this diagram is the presence of the SIP 
giving rise to amplitude increases much like that of an enclosed res
onator. However, since the SIP location in the K-w diagram is sensitive 
to the direction of incidence (see Fig. 7.2c), wave velocity slowdown 
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and amplitude increase will be a function of incidence angle. Also, 
for finite thickness slabs (rather than semi-infinite media), transmit
tance occurs only at the Fabry-Perot resonances. These resonances are 
depi<;ted in Fig. 7.2d for a slab composed of N = 107 unit cells. It is 
necessary that the Fabry-Perot resonances overlay the SIP resonance 
(associated with the infinite medium) to realize large field amplitude 
growth. An advantage of the SIP is its substantially large bandwidth 
as it occurs away from the band edge. In contrast, for RBE media, it is 
only possible to obtain a Fabry-Perot peak near the band edge (rather 
than on top of the band edge) . One can, of course, increase the thick
ness of the RBE slab to bring the Fabry-Perot resonances closer to the 
band edge, but this may not be practical. 

MPCs can be suitable as a host medium for high-gain antennas 
by taking advantage of the amplitude growth. Concurrently, the 
high contrast dielectrics used to form the MPC medium can result 
in significant miniaturization. Before discussing high-gain MPC an
tennas, it is important to point out the difference of the SIP reso
nance from previously employed gain enhancement techniques such 
as substrate-superstrate [40], multiple substrates [41], and the defect 
mode EBGs [14] . In all of these approaches, higher gains were obtained 
by harnessing a strong volumetric resonance tailored to a specific lo
cation of the antenna element. In contrast, the SIP resonance occurs 
within the propagation band and can give a larger bandwidth beyond 
a single resonance by merging several Fabry-Perot resonances. In ad
dition, since amplitude growth inside the crystal is more uniformly 
distributed throughout the crystal (due to slow mode propagation, see 
Fig. 7.2e), miniature arrays that take advantage of the entire volume 
can be realized. 

7.3.2 Dipole Performance Within Magnetic 

Photonic Crystal 
To demonstrate the MPC benefits for antenna gain enhancements, a 
dipole of length Ao/20 (AO = free-space wavelength) was modeled 
inside an N = 107 unit cell MPC with a total thickness of 4.BAo (see 
Fig. 7.2a for material parameters, Fig. 7.3a for problem setup) [39] . The 
strip dipole resonated at the SIP frequency of 9.99342 GHz. The re
<;:eived power by this dipole was compared to another resonant AO 120 
(Ag 12) dipole placed in a uniform high contrast tr = 100 slab. For 
a fair comparison, a similar slab thickness 4Ao was chosen to mini
mize the reflections from the air-dielectric interface (based on the A/4 
transformer cOf!.cept) . The dipole was specifically placed at the max
imum field location within the crystal, corresponding to the front of 
the forty-ninth unit cell as depicted in Fig. 7.3a . 
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FIGURE 7.3 (a) Problem setup of a small dipole embedded in the MPC 
medium; (b) Received power comparison between the dipole in the MPC 
and that in the simple medium; (c) Receiving patterns of a dipole within the 
MPC medium for varying frequencies (After Mumcu et al. [39], ©IEEE 
2006.) 

As expected from the SIP properties, the �o/20 dipole was found 
to receive 15 dB more power in the MPC as compared to the same 
dipole in a simple dielectric slab (see Fig. 7.3b). In addition, the half
power beamwidth reduced from 45° to 14° when the dipole is placed in 
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(c) 

MPC. This significant power enhancement and pattern narrowing is a 
direct consequence of the MPC's sensitivity to the incidence angle. As 
mentioned earlier in this chapter, the K-w diagram shift as a function 
of incidence angle, leading to a more confined pattern even if the 
antenna is small. The sensitivity of the inflection point to incidence 
angle can be also advantageous for beam shaping without changing 
orientation or phasing of the antenna element. From Fig. 7.3c, we 
observe that the pattern splits into two peaks that move apart due to 
the occurrence of the frozen mode at different angles of incidence. As 
would be expected, once the frequency is increased beyond a certain 
value (where no frozen mode exists), the pattern seizes to display the 
large peaks. 

Another interesting property of the MPCs pertains to the bias di
rection. Reverse-biasing can disable or change the direction of re
ception by modifying the Fabry-Perot peaks and flipping the K-w 
diagram about the K = 0 axis. For example, when the F layers are 
reverse biased, the received power becomes 8 dB less as compared 
to the case when the F layer is forward-biased, and this is depicted 
in Fig. 7.3c . To consider the issues associated with a practical realiza
tion of the MPCs, material losses and slab / crystal thickness need to 
be considered. Typically, a minimum thickness is required to observe 
the maximum achievable amplitude at the inflection point of an MPC 
[35]. Therefore, the received power drops as the thickness of the MPC 
becomes smaller (from N = 107 down to N = 30) . Nevertheless, even 
in the case of N = 30 (1 .5 Ao thick), the MPC embedded dipole can 
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receive 6 dB more power as compared to being embedded in a simple 
medium. A similar drop in the received power was also observed 
when the material loss tangent was included in the calculations. In
deed, to fully make use of the MPC in high-gain antenna applications, 
a low loss tangent of tan 5 = 1 X 10-4 is needed. 

7.3.3 Resonance and Amplitude Increase 

Within DBE Crystals 

Although MPCs allow for design flexibility and gain, they are under
standably difficult to fabricate and prolle to losses due to the need 
for biased ferrite layers. In this regard, DBE crystals offer a more 
convenient unit cell structure by replacing the magnetic layers of 
MPCs with ordinary isotropic materials. As shown in Fig. 7.2a, one of 
the simplest DBE unit cell configurations [27] includes two identical 
anisotropic dielectric layers misaligned with respect to each other (A 
layers) and an isotropic layer (instead of the magnetic F layer of the 
MPC). Figure 7.4a presents the band diagram when the A layers are 
realized using rutile and the F layers are replaced with free space. As 
was previously discussed in the introduction of this chapter, the DBE 
crystal has a relatively flatter band edge as compared to the RBE crys
tals. Therefore, the group velocity vanishes faster (with better trans
mittance) when the operational frequency approaches the band edge. 
This implies higher amplitude increase that can deliver substantial 
gain over regular crystals. It is therefore .equally important to dis
cuss gain enhancements within the DBE crystals as was done for the 
MPCs. 

To demonstrate the amplitude increase and effect of finite thick
ness, we consider here two diffe:t;ent crystal configurations con
sisting of N = 20 and N. = 10 unit cells (see Fig. 7.4 for material 
parameters) [36,42]. Figure 7.4b depicts the Fabry-Perot resonances in 
the 8 to 15 GHz range when the N = 20 unit cell crystal is illuminated 
with an x-polarized incident field. We observe that the closest Fabry
Perot peak to the DBE resonance occurs at 11 . 196 GHz, being almost 
totally transparent to the incident polarization. Specifically, inside the 
crystal, IExl and IEyl reach to amplitudes of 4.1 and 4.3, respectively, 
as depicted in Fig. 7.4c . Due to the fewer number of.unit cells, the 
second crystal exhibits a Fabry-Perot resonance further away from 
the band edge. The closest Fabry-Perot peak occurs at 11 .036 GHz 
and the maximum amplitude inside the crystal becomes IExl = 1 .8 
and IEyl = 2.2. Clearly, two to four fold amplitude increase coupled 
with high K-w diagram sensitivity to incidence angles (similar to the 
MPCs) can make the DBE crystals attractive for high-gain an,tenna 
applications. 
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FIGURE 7.4 (a) DBE dispersion diagram when the unit cell formed with 
0.5 mm thick A and 0.25 mm thick F layers (material parameters are given in 
Fig. 7.2a; also 'PAl = 0, 'PA2 = 1T/4); (b) Transmittance for a N = 20 unit cell 
crystal with x-polarized incidence. The overall crystal structure is rotated by 
-31T /20 about its center axis (i.e., 'P Al = -31T /20, 'P A2 = -1T /20) to achieve 
best transmittance for x-polarization; (c) IExl and IEyl inside the crystal for 
x-polarized normal incidence (After Mumcu et ai. [39], ©IEEE 2006.) [42]. 

'1.3.4 Dipole Performance Within Degenerate 

Band Edge Crystal 
To demonstrate antenna gain enhancement using DBE crystals, a 
dipole of length "-0/20 is modeled inside the crystal configurations 
of the previous section. The dipole operates at the Fabry-Perot peaks 
closest to the DBE resonance (11.196 GHz for N = 20 and 11.036 GHz 
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for N = 10). Since it is more practical to place the dipole at the layer 
boundaries (rather than inside the individual layers), the dipole is 
placed on top of the layer where the field attains its maximum value. 
Specifically, the location of the dipole for the first case is the end of 
the F layer at the tenth unit cell. In the second case, it is placed at the 
end of the F layer of the fifth unit cell. Since the average dielectric 
constant inside the crystal is around fr = 100, the dipole performance 
is compared with the same antenna embedded within an isotropic ho
mogenous dielectric slab having fr = 100. Also, the slab thicknesses 
are chosen to be very close to that of the DBE crystals, being 1 A.O and 
O.5A.O, respectively (for N = 20 and N = 10). 

As expected , the amplitude increase inside the DBE crystal manj
fests itself in hjgher received power. Specifically, the dipole inside the 
first DBE crystal receives 11.7 dB more power than that in a simple 
medium when the crystal is excited by an x-polarized incident field 
(see Fig. 7.5a). 

\\le also obsen'e that the half-power beamwidth of the dipole is 
greatly reduced inside the first DBE crystal (from 76-: down to 8:). 
\'Vhen the loss factors (tan & = 1 x 10-"') of the dielectriclayersare taken 
into account, the dipole received power is reduced by only 1.9 dB, 
implying that it displays almost the same performance as in a low 
loss DBE crystal. As expected, when the dipole is placed inside a thin 
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FIGURE 7.5 Received power by a dipole in DBE medium consisting of 
(a) N = 20; (b) N = 10 unit cells; (c) Received power by an 11 element end-fire 

dipole array in the N = 20 unit cell DBE crystaL (After Volakis et al. [36], 
©IEEE 2006.) [42]. 
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DBE crystal, the received power (relative to the reference antenna) 
drops (see Fig. 7.5b). Nevertheless, the dipole still receives 4.8 dB more 
power (4.5 dB more when lossy) over the reference antenna. Further, 
the half-power beamwidth of the dipole inside the DBE is also much 
narrower than the reference antenna (26°-76°) . 

It is also important to mention the performance of possible array 
configurations within these crystals. Since a large propagation con
stant is observed in the z-direction_(due to the large effective dielec
tric constant), end-fire array configurations are attractive. Figure 7.5c 
presents an example of an 11 element end-fire dipole array within the 
DBE crystal (each dipole being A.o/20). 

The 11 elements are placed in front and back of the original location 
of the single dipole considered earlier, that is, at the end of the F layer 
of the tenth unit cell. The array elements are separated a unit cell 
from each other with a linear phasing of -'IT to direct the beam along 
the +z direction (at the band edge, the phase difference across a unit 
cell is approximately 'IT) . As seen from Fig. 7.5c, the end-fire array 
allows for an additional 9.1 dB increase in received power over the 
single element in the DBE crystal. Also, the side lobes of the receiving 
pattern are greatly suppressed. 
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7.3.5 Practical Degenerate Band Edge 

Antenna Realizations 
The flatness of the DBE band structure is entirely attributed to the 
introduced anisotropy of the dielectric layers since their isotropic 
counterparts can only yield RBE behavior (see Fig. 7.1 ) .  Therefore, 
the anisotropic layers (needed in a practical realization) must exhibit 
a sufficient degree of anisotropy. Another issue to be addressed re
lates to losses. Crystal losses must be kept at a minimum since slowly 
propagating modes experience higher losses per unit cell. 

Above, we considered a naturally available material II rutile " for the 
A layers of the DBE crystals. Indeed, rutile exhibits a very large per
mittivity with an anisotropy ratio of 1.9 (Exx = 165, Eyy = Ezz = 85). 
It also exhibits a very low loss tangent (tan8 = 1 x 10-4) in the x
band (8-12 GHz) [43]. However, rutile samples are costly. Therefore, 
anisotropic layers of DBE crystals have so far been utilized via engi
neered periodic assemblies that effectively yield uniaxial permittivity 
tensors. A way to introduce anisotropy using low-cost techniques is 
to mix isotropic dielectric materials [44] and suitable arrangements 
of metallic inclusions [45]. Due to implementation ease, a realization 
of DBE crystals was constructed by periodically stacking patterned 
printed circuit boards (PCBs) [38]. The proposed unit cell is depicted 
in Fig. 7.6a with the first layer (leftmost) consisting of two dielectric 
slabs with short metallic strips printed on each side. 

Periodic arrangement of metal strips gives rise to polarization sen
sitivity [46-48] and serves to generate small dipole moments, es
pecially when the electric field is polarized in the direction of the 
strips. Therefore, when the strips are small (as compared to the wave
length), the medium emulates an anisotropic dielectric material from 
a macroscopic point of view. One can control the effective permittiv
ity (anisotropic) by altering dimensions of the strips, their separation 
distance, and permittivity of the host medium. As an example, the 
dipole strips on the second layer of the DBE crystal unit cell are ro
tated 45° to introduce the necessary misalignment. The third layer is 
chosen as air for simplicity. The other parameters of the unit cell were 
optimized (using a full-wave periodic finite element method [49] to 
account for surface depolarization effects of thin PCB layers) to obtain 
a maximally flat DBE K-w diagram (see Fig. 7.6b) .  

To ensure presence of the DBE mode inside 3D finite size crystals, 
a crystal made of N = 8 unit cells (a total of 32 PCBs with 0.05 cm 
thick Rogers R04350 substrate having Er = 3.48 and tan 8 = 0.0037) 
was manufactured (see Fig. 7.7). The DBE crystal had a total thick
ness of 5.84 cm and was 10.92 x 10 .92 cm. As depicted in Fig. 7.7a, 
transmittance and probing experiments were conducted to verify the 
existence of the DBE mode predicted computationally. Figure 7.7b 



326 Sma ll Ant enna s 

• : All laminate, 
R4350 

Ed : A2, laminate, 
R4350 

o : Free space 

. . 
'II �. 

ax = 0.228 6 cm 

. . .... ...... 
w = 0. 0178 cm 

(a) 

. 
. �: 

B = 5a 

ax = 0. 228 6 cm 

25�--------�--------�--------�------� 

�------�-----� , 
20 ... ·.·.·· . . .  · .. - .. - . ... .· . ... ..i .. ·· . ·.. .. . ... .. ..... .......... ..... ! .......... . .. . . ................................. ; .... ............. ......... .... ...... ..... . 

5 

n/2 

Degenerate band 
edge (DBE) 

n 

K (Bloch wave number) 

(b) 

3n/2 2n 

FIGURE 7.6 (a) DBE unit cell configuration; (b) Band diagram. (After Yarga 
et al. [3B], ©IEEE 200B.) 



Cha pter 7: Antenna Miniaturization Using Magnetic Photonic 
and Degenerate Band Edge Crystals 327 

J 
I 
I 
I 
( 

Transmitting 
hom antenna 

Receiving 
probe 

(a) 

. 
. 

. 
. 

. 
. 

. 
. 

. 
. 

. 
. 

. 
. 

. 
. 

. 
. 

" ,  ....... 

1.8 �------�--�--�----�--������� 

1.6 

1 .4 

1.2 

1 

0.8 

0.6 

0.4 

0.2 

-1 -2 - 3 -4 -5 
Position, z (em) 

(b) (Continued) 

FIGURE 7.7 (a) Fabricated DBE crystal and experimental setup for field 
probing; (b) Measured field amplitude profile inside the DBE crystal; 
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(c) Experimental setup for measuring the pattern of a dipole embedded 
inside the DBE crystal; (d) Receiving pattern of the dipole (After Yarga et aI. 
[3B], ©IEEE 200B.) 
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Observation angle (degrees) 

(d) 

x 

demonstrates the amplitude increase inside the crystal at the DBE 
frequency. Maximum field amplitude of 1.65 at 10 GHz is seen cor
responding to the flat portion of the band diagram, and occurs at 
the third free-space layer. To demonstrate directivity enhancement, 
a dipole antenna (2 cm in total length) was placed to this maximum 
field location. Figure 7.7c depicts the orientation of the crystal and the .. 
embedded dipole. The measured receive pattern is shown in Fig. 7.7d 
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and as seen, the agreement with the finite element-boundary inte
gral (FE-BI) calculations is quite good. We note that since the de
signed crystal was rotated to achieve optimum illumination at the 
DBE mode, the receiving pattern of the embedded dipole was mea
sured along the two principal cuts shown in Fig. 7.7c .  As seen, the 
measured pattern has large ripples for illumination angles larger than 
30°. This is due to diffractions from the finite aperture, not taken 
into account by the 1-D numerical analysis. We remark that the re
ceived power was 5 dB higher in presence of the crystal, and had 
about 25° in half-power beamwidth (HPBW). This implies a directivity 
of 18 dB. 

The higher directivity exemplifies the utility of the DBE modes. 
However, the measured 38% aperture efficiency is not the best attain
able from an aperture of the same size. Also, the crystal was fabricated 
with a large lateral extent to demonstrate transmission/reflection 
characteristics of 1-D DBE crystals: Further, the prototype is rather 
lossy due to metallic inclusions. Therefore, an alternative and smaller 
DBE crystal constructed from mixtures of very low loss ceramic ma
terials was presented in [29, 37] . As seen in Fig. 7.8a, the 1 mm 
thick anisotropic layers of the unit cell was realized by alternat
ing square-cross-section rods of barium titanate (BaTi03, Er � 80, 
tan 8 = 3 .7 X 10-4 @ 2 GHz) and alumina (Alz03 Er � 10, tan 8 = 
2 .8 X 10-4 @ 3 GHz). When the individual rod cross sections are 
much smaller than a wavelength, the alternating rods exhibit a high
contrast equivalent permittivity tensor (see Fig. 7.8a) which leads to 
antenna size reduction. To achieve the best performance in terms of 
dielectric loss, the rods were glued using M-bond 610 resulting in 
tan 8 = 1.9 X 10-

3 at 7.59 GHz (the intrinsic loss tangent of the assem
bled layers without adhesive was tan 8 = 0.9 X 10-3 GHz). When the 
unit cell parameters were optimized (i.e., misalignment angles and air 
layer thicknesses), a DBE mode at 9.25 GHz was obtained. Placement 
on the ground plane effectively doubled the thickness of the crystal. 
As shown in Fig. 7.8b, a three unit cell structure (as thin as 0.29�o at 
8.71 GHz) supported a large magnetic field intensity (on the ground 
plane) when the crystal was illuminated around the sharp Fabry-Perot 
peak closest to the DBE mode frequency. 

To harness the amplitude increase in the crystal of Fig. 7.8, a slot-fed 
QBE resonator antenna having an aperture of 0.8�o x 0.8�o, was de
signed and manufactured. As shown in Fig. 7.8c, the feeding slot was 
oriented to match the polarization of the magnetic field under plane 
wave illumination at the Fabry-Perot resonance. Figure 7.8d and 7.8e 
demonstrates the simulated and measured far-field gain patterns of 
the antenna assembly. Disagreements between measurements and nu
merical simulations can be attributed to dielectric losses in the feed 
structure and the uniaxial layers, as well as the external foam used to 
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hold the sample in place during chamber measurements. This DBE an
tenna delivered a peak (computed) directivity of 10.16 dB (measured 
realized gain is about 8 dB at 8.67 GHz), at 511 < -10 dB bandwidth 
of 3.85% and a 3 dB directivity bandwidth of 3.97%. Also, a remark
able aperture efficiency of 126.55% (referred to the top surface of the 
crystal) was achieved. 
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The concept of DBE crystals made up from engineered anisotropic 
dielectrics was also extended to realize dielectric resonator anten
nas (DRAs) having small lateral dimensions [50] . As depicted in 
Fig. 7.9a, maximally flat DBE K-w diagram was utilized for shifting 
the resonance points to smaller frequencies without increasing the 
antenna size. Another important advantage of DBE-DRAs was the 
tunable operation frequency with the misalignment angle (without 
requiring practically unavailable permittivity values). The manufac
tured antenna assembly shown in Fig. 7.9b to 7.9d consists of three uni
axial layers and an isotropic layer placed over a finite ground plane. 
The antenna is excited by using a slot coupled microstrip feed. The 
DBE-DRA resonated at 2.74 GHz with 1 511 1 < -10 dB bandwidth of 
2.73%. The measured far-field pattern and realized gain of the DBE
DRA is shown in Fig. 7.ge . Specifically, a gain of 6.51 dB was measured. 
The corresponding directivity was calculated to be 6.86 dB, implying 
a measured efficiency of 92.3%. 

7.4 Printed Antenna Miniaturization via 
Coupled Lines Emulating Anisotropy 

7.4.1 Antenna Miniaturization Using 

Degenerate Band Edge Dispersion 
For miniaturization, one goal is to lower the resonance frequency 
without resorting to any antenna size increments. It is therefore essen
tial to understand resonance conditions of simple printed antennas. 



Chapter 7: Antenna Miniaturization Using Magnetic Photonic 

3 

2.75 

-. N 2.5 :r: l? --
>. � 2.25 
Q) 

&. 
Q) 2 I-< � 

1 .75 

1 .5 

0 

a nd Degenerate Band Edge Crystals 333 

. . . . . . . . . . . . . . . . . . . . . : . . . . .  �.\" . . . . . . . . . . . . .  : . . . . .  \ . . . . . . . . . . . . .  ! . . . . . . . . . . . . . / . . . . + . . . . . . . . . . . /� . . . . : . . . . . . . . . . . . . . " " "  . , . , . , . , : 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . >��, . . . . . . . . . �'>�� . . . 7�. Orig�� moJe . . . . . . . . . . . . . . . . 
: : " T location 
: i "

'--...... T'- ,../ . . · · · · · · · · · · · · · · · · · · · · ·f · · · · · · · · · · · · · · · · · · · · ·r · · · · · · · · · ·  . . . . . . . . . . . � . . . . . . · · · · · · · · · · · · · ·f · · · · · · · · · · · · · · · · · · · · · T · · · · · · · · · · · · · · · · ·  . .  . 

,..-..e--, DBE - 2.36 GHz 

I "J�:������E:�:::':,< :  
. ,,' ."..�; . '�, " i 

:����:J;�><! T L><�:t��;;= 
. . . . . . . . . . . . . . . . . . . . .  � . . . . . . . . . . . . . · · · · · · · i· · · · · · · · · · · · · · · · · · · · · · j · · · · · · · · · · · · · · · · · · · · · ·( . . . . . . . . . . . . . . . . . . . .  + . . . . . . . . . . . . . . . . . . .  . 

1t/3 21t/3 1t 41t/3 

Kz (Bloch wave number) 

(a) 

(b) 

51t/6 21t 

(Continued) 

FIGURE 7.9 (a) DBE-DRA dispersion diagram; Realized DBE-DRA antenna; 
(b) Top view; (c) Side view; (d) Bottom and top view showing the slot 
coupled microstrip line feed; (e) Simulated and measured gains in principle 
cu'ts. (After Yarga et aI. [50], ©IEEE 2009.) 

As an example, Fig. 7.10a considers a printed loop that can be thought 
as a circularly periodic structure involving two unit cells (top and 
bottom half loops) [32]. The corresponding band diagram shown in 
Fig. 7.10b indicates two linear K-w curves (identical to a uniform 
transmission line) corresponding to propagating waves in opposite 
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FIGURE 7.10 (a) Simple printed loop antenna; (b) Dispersion diagram of a 
unit cell forming the rectangular printed loop antenna; resonances for this 
circularly periodic structure (two unit cells) are marked by dots; (c) Bending 
of the K-w diagram to shift resonance to lower frequencies; magnified view 
of the dispersion diagram around the band edge. (After Mumcu et ai. [32), 
©IEEE 2009.) -
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directions (K < 0 and K > 0) . The lowest order resonance occurs at 
K = ±7r due to matching phases of the two propagating waves on 
the loop. To reduce the frequency of the resonances, it is necessary 
to lower the K-w curve as shown in Fig. 7. 10c . This can be done by 
inserting reactive elements (capacitive or inductive) within the trans
mission lines. In general, such a structure forms a second order RBE 
curve at frequencies where K = ±7r. Although the frequency where 
K = ±7r can be further pushed down (by increasing reactive loading), 
the parabolic relation still remains and limits the amount of curvature 
at the band edge. On the other hand, DBE crystals exhibit fourth order 
K-w curves at the band edges. As seen in Fig. 7.10c, a maximally flat 
K-w curve pushes the resonance further down in frequency, improv
ing miniaturization. Improved flexibility of the dispersion diagram 
can also be used to design reconfigurable loop antennas with larger 
frequency tuning ranges. 

7.4.2 Realizing DBE Dispersion via , Printed 

Circuit Emulation of Anisotropy 
As already noted, the simplest volumetric DBE unit cell is composed of 
two anisotropic homogenous layers having two different misaligned 
permittivity tensors [27] . However, it is possible to realize the DBE 
behavior on otherwise uniform substrates using a pair of transmis
sion lines as depicted in Fig. 7.10a [32, 51] .  Each transmission line is 
thought as carrying one polarization component of the electric field 
propagating within the DBE crystal. By using different line lengths, a 
phase delay is introduced between the two polarizations to emulate 
diagonal anisotropy. In a similar fashion, even-odd mode impedances 

, and propagation constants on the coupled lines can be used to emulate 
a general anisotropic medium (Le., nondiagonal anisotropy tensor) . 
Finally, by cascading the uncoupled and coupled transmission line 
sections as in Fig. 7.11a, an equivalent printed circuit is realized that 
emulates the volumetric DBE crystal. The circuit can then be tuned to 
achieve the DBE mode by appropriately selecting the line thicknesses 
and coupled line separations. 

The emulation of anisotropy using printed circuits is, of course, 
very attractive as several new variables can be adjusted for design 
and propagation control. Moreover low-cost manufacturing of the 
designed printed circuit unit cells is a major advantage. However, 
printed DBE designs (Le., tuning of line lengths, widths, and coupling 
ratio) usually 'requires many layout iterations using full wave nu
merical solutions. Furthermore an understanding of various loading 
effects (Le., capacitive, inductive) is not as easy due to the geomet
rical and computational challenges. To alleviate these issues, a four
port lumped element circuit model can be introduced to represent the 
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FIGURE 7.11 (a) Concept of emulating the DBE crystal on a microstrip 
substrate using cascaded coupled and uncoupled transmission line pairs; 
(b) Lumped circuit model of partially coupled lines; (c) Different band edges 
obtained by changing the capacitive coupling between the transmission lines 
(represented by CM) in case uncoupled section is capacitively loaded 
(Ll  = L2 = L3 = 1 nH, C1 = 10 pF, C2 = C3) .  (After Mumcu et al. 
[32, 34, 52, 53], ©IEEE.) 
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partially coupled microstrip lines [34, 52, 53] . Such a circuit can then 
be used to find the lumped element value to be in turn translated into 
printed sections. 

A possible four-port lumped circuit model of the printed unit cell in 
Fig. 7.11a is depicted in Fig. 7.11h . Specifically, the uncoupled section 
of the circuit is modeled using the lumped loads (L l! Cl ) and (L2, C2) 
per line. For the coupled sections, mutual inductances and/or a capac
itor connecting the two circuit branches can be introduced to create 
controlled coupling to emulate nondiagonal anisotropy. Cascading 
these uncoupled and coupled sections then forms the DBE unit cell. 
As an example, we consider the dispersion diagram (calculated by 
transfer matrix method-see Chap. 6) of a unit cell whose top branch 
in the uncoupled section is capacitively loaded. From Fig. 7.11c, it is 
clear that the circuit's dispersion diagram can be significantly altered 
by varying the value of the coupling capacitor CM. Specifically, for 
CM = 1 pF the circuit displays a regular band edge (RBE) behavior. 
However, for eM = 2.3 pF the resulting K-w curve displays a DBE 
behavior. If eM = 4 pF, a double band edge (DbBE) is obtained [27] . 

An important reason for using lumped circuit model is to pro
vide guidelines for designing the DBE K-w diagram. For instance, 
in the above circuit example, changing the value of the mutual induc
tance (LM) for constant eM does not affect the dispersion diagram. 
However, when the uncoupled branch is inductively loaded (i.e., 
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LI  = 10 nH, CI = 1 pF) the same DBE behavior is obtained for 
LM = 2.3 nH. That is, an appropriate coupling mechanism must be 
present to realize the DBE. Regardless, the circuit model allows for a 
convenient approach to develop a printed DBE antenna. In addition, 
introduction of anisotropy increases the overall number of K = 11' or 
K = 0 resonances by creating additional K-w branches (i.e., one branch 
per transmission line). This mode diversity and concurrent tuning 
flexibility offered by coupling may play a key role in designing planar 
and small footprint antennas operating at multiple frequencies. 

7.4.3 DBE Antenna Design Using Dual 

Microstrip Lines 
In this subsection, we proceed to harness the maximally flat DBE band 
diagram to realize reduced size printed antennas. To do so, we cas
cade the unit cells in Fig. 7.11 in a circular periodic fashion as in Fig. 
7.12a . We note that the transmission line sections consisting of longer 
uncoupled lines are bent toward the center of the structure to keep the 
footprint as small as possible. To achieve greater control in bending the 
K-w diagram, the circuit layout is enhanced with additional lumped 
loads. Specifically, one of the uncoupled line branches is capacitively 
loaded whereas a capacitive coupling mechanism between the circuit 
branches is employed for K-w bending. Overall, the lumped element 
circuit model allows for a convenient way to implement DBE unit cells 
on uniform microwave substrates using partially coupled and loaded 
microstrip lines [34] . 

Figure 7.12b demonstrates a lumped circuit element loaded mi
crostrip line layout that implements the proposed DBE circuit on a 
125 mil thick Duroid (£, = 2.2, tan 3 = 0.0009) substrate. The corre
sponding dispersion diagram is computed using the transfer matrix 
approach once the ABCD matrix [22] of the unit cell has been extracted 
via a full-wave electromagnetic solver (such as Ansoft HFSS). As ex
pected, from the design guidelines, the bending of the K-w curve and 
the location of the K = 'iT resonance is conveniently controlled by in
creasing the coupling amount. For C M = 0.65 pF, the layout exhibits a 
DBE behavior around 2.25 GHz and provides > 20% reduction of the 
K = 'iT resonance frequency. 

The fabricated DBE antenna and its measured performance is de
picted in Fig. 7.13a to 7.13c [53] . The antenna is printed on a 2/1 x 2/1, 
125 mil thick Duroid substrate (£, = 2.2, tan 3 = 0.0009). As usual, the 
back side of the substrate is used as the ground plane. For impedance 
matching, the antenna is fed with a capacitively coupled 50 n coaxial 
cable. The duaL transmission lines of the antenna were also loaded 
with S series R05 high Q capacitors obtained from Johanson Tech
nology, CA, USA (www.johansontechnology.com). From Fig. 7.13b, a 
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(b) 

FIGURE 7.12 (a) Lumped element model of the DBE antenna composed of 
circularly cascaded two unit cells; (b) Loaded dual transmission lines 
implementing DBE unit cell on a 125 mil thick Duroid (e,. = 2.2, 
tan 8 = 0.0009) substrate and corresponding dispersion diagram. K = 1T 
resonance is taken to lower frequencies by switching to a DBE. (After Mumcu 
et al. [53], ©IEEE 2009.) 
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FIGURE 7.13 (a) 1" x 1" DBE antenna layout on 2" x 2", 125 mil thick Duroid 
substrate (£, = 2 .2, tan 0 = 0 .0009); (b) Measured 1 511 1 < -10 dB resonances 
for different coupling capacitors; (c) Measured gain pattern at 2.33 GHz. The 
antenna has 0 .4% bandwidth and 2:6 dB realized gain corresponding to 38% 
radiation efficiency. (After Mumcu et al. [53], ©IEEE 2009.)  
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coupling capacitor of eM = 0.5 pF shifts the antenna resonance from 
2.85 to 2.35 GHz (as expected from the dispersion diagram). On the 
other hand, a smaller I Su i < -10 dB bandwidth of 0.4% is measured at 
2.35 GHz as compared to a 0.9% bandwidth at 2.85 GHz. However, we 
note that the substrate thickness can also be adjusted to compensate 
bandwidth reduction (without compromising other antenna parame
ters). For instance, increasing the substrate thickness to 375 mil results 
in a considerably larger bandwidth of 1.9% for eM = 0.5 pF. The mea
sured broadside directivity in Fig. 7.13c agrees well with the 6.78 dB 
directivity computed using Ansoft HFSS. However, due to the high 
losses associated with the chip capacitors, the realized gain is only 
2.6 dB as compared to a 6.3 dB gain for the unloaded antenna. This 
rather low 38% antenna efficiency can be substantially improved us
ing higher Q lumped elements or interdigital microstrip capacitors. Of 
importance is that in contrast to a patch antenna operating at the same 
frequency and on the same substrate, the DBE antenna in Fig. 7.13a 
provides 47% footprint size reduction. In addition, it occupies 36% 
less area as compared to a simple loop antenna. 

To further reduce DBE antenna size, a high-contrast substrate can 
be used. Among readily available high-contrast dielectric materials, 
alumina (A203) having Er = 9.6 and tan � = 0.0003 was selected to 
keep substrate losses at a minimum. The design followed the method 
described above. However, lumped element circuit inclusions were 



Chapter 7:  Antenna Miniaturization Using Magneti c  Photoni c  
a nd Degenerate Band Ed ge Crystals 343 

not considered for this antenna example [32] . The resulting antenna 
footprint was 0 .85" x 0.88" and the DBE resonance occurred at a much 
lower frequency (�1 .45 GHz) due to the higher dielectric constant. As 
expected, due to the higher dielectric constant substrate, this DBE an
tenna had a very small bandwidth (much less than 1%) on a 100 mil 
thick substrate. Thus, the substrate thickness was increased to 500 mil 
without changing the layout to increase bandwidth. It was also ob
served that decreasing the outer line widths resulted in wider band
widths. 

Figure 7.14a depicts the fabricated DBE antenna design using 
AD-995 substrate layers (from CoorsTek Inc.). The AD-995 sub
strate is 99.5% pure alumina with electrical properties tr = 9.7 and 
tan 8 = 0.0001 . Since the thickest (readily available) AD-995 sub
strate is only 50 mil, 10 such layers were stacked to realize the 500 mil 
thick substrate. These 10 layers were held together using two plastic 
straps (instead of glue) to minimize losses. The antenna was again fed 
through a capacitively coupled coaxial cable, realizing a probe. This 
design occupied a remarkably small 'Ao/9 x 'Ao/9 x 'Ao/16 footprint at 
1 .48 GHz. The back surface of the substrate was metal coated to form 
the ground plane. The measured gain and bandwidth plots, given 
in Fig. 7.14b and 7.14c, show a good agreement with the calculated 
curves. Specifically, a 4.5 dB broadside gain with 3.0% 1 511 1 < - 10 dB 
bandwidth was measured. This 4.5 dB gain also implies a radiation 
efficiency as high as 95%. 

The small electrical size and large radiation efficiency place the 
above antenna among the smallest in the recently reported literature . 
Although other metamaterial antennas [23, 24] achieved a small elec
trical size (on the order of 'Ao/10 x 'Ao/10), the included capacitive 
and inductive loadings resulted in radiation efficiencies of less than 
60%. Specifically, the zeroth order planar patch in [23] has a very small 
bandwidth and the miniature antenna in [24] suffers from small band
width and a low 44% radiation efficiency. On the other hand, although 
a radiation efficiency of 97% was reported for the metamaterial
inspired small antennas in [54], these designs had relatively small 
bandwidth. 

To better evaluate antenna performance, Fig. 7. 15 compares the 
gain-bandwidth products of various antennas from recent literature . 
For a more fair comparison, the footprint size of the DBE antenna and 
the one in [24] was used in computing the horizontal axis ka . Tha t  is 
ka = 27Ta /'A, where a is the radius of the smallest semi-sphere tha t can 
enclose the printed antenna . The optimal performance is calculated 
in accordance to [55-57] (see Chap. 1 ). However, since small antennas 
can exceed the gain limit defined in [56] ,  another curve with a fixed 
gain of 3 is a lso provided . As seen, the DBE antenna  provid es a ra ther 
large G/Q ratio better than other metamateri a l  antennas r24, 54 ] .  
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(a) 

FIGURE 7.14 (a) Fabricated DBE antenna on 2" x 2", 500 mil thick alumina 
substrate (Er - 9 .6, tan 0 = 0 .0003); the footprint size "'-0/9 x "'-0 /9 x "'-0 / 16 at 
1 .48 GHz; (b) Measured gain pattern; (c) Measured 1 511 1 < -10 dB 
bandwidth. The antenna has 3% bandwidth and 4.5 dB realized gain 
corresponding to > 90% radiation efficiency. (After Mumcu et al. [32J, ©IEEE 
2009.) 
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FIGURE 7.14 Continued. 

Specifically, the footprint size of the MS-DBE antenna is slightly larger 
than the metamaterial designs; however, it has a performance close to 
the optimum limit. The spherical folded helix proposed in [58] per
forms better by utilizing the spherical volume. By comparison, the 



346 Sma ll Antenna s 

10-2 

I 

� .... - .... ... ... .... 
� 

. _�� ________ ._ .. _��.:= _._� __ :
. 

__ �_ .�_ .� .. _ ... __ � 3 { Q =-. __ :�.:= -. --- Four arm spherical ,---::.-:;-.;;�""-
- ;. .. --'" -- �:z"""-" 

-

-
---

-

-==�:=-l�::::::::=::::= :::::::"'-==::=:: 
r- folded helix in [58] 1 ,/ L ,/ - G / Q limit from [55] 

_ .. _------_._---

f-----.. --.--.---.--

---------·-·---l 
I 

I 
I 

I 
I 

I 

I 
I 

I / I 

I 
I 
I 

\c./' , I 
, , / I � MS-DBE footprint 

._._-----. ._. +-,..-.: -. _ .. __ . 
-+ .- .- - --

r-�7L.--_;*_.--.::; � Metamaterial inspired = 

:---/-+--0:-' i:.::r-tp;;��2-= 
I 

I antenna in [54] design 8 == 
I 

I 
Footprint of the metamaterial = 
antenna in [24] = 

10-3 
a 

I / 
0 .2 0.4 0.6 0.8 1 

ka 

FIGURE 7.15 Comparison of G/Q ratio of the antenna in Fig. 7.14 (After 
Mumcu et al. [32], ©IEEE 2009.) 

DBE antenna is planar and therefore appropriate for conformal instal
lations. Inclusion of lumped elements within the design is expected 
to provide further size reduction. In addition, the broadside radia
tion pattern of the DBE antenna may be advantageous as it relates to 
conformal phased antenna arrays. 

7.4.4 Coupled Double Loop Antennas 
Although capacitively loaded DBE antennas provide a significant 
footprint reduction with respect to a patch antenna, their radia
tion efficiency suffers from conductor and capacitor losses. A closer 
observation of the resonance field distribution (see Fig. 7.16a) shows 
that the inner line capacitors are located at the field nulls and there
fore not decisive on affecting resonance frequency. Hence, removal 
of inner line capacitors may lead to more efficient antenna layouts 
without affecting other radiation parameters. For example, Fig. 7.17a 
demonstrates a coupled double loop (eDL) antenna that incorporates 
interdigital capacitors for coupling. The antenna resonates at 2.26 GHz 
and exhibits almost identical 0.4% impedance bandwidth as compared 
to the DBE antenna presented in Fig. 7.13. On the other hand, the 
measured 3.9 dB gain (51% efficiency) is 1.3 dB higher than that of 
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(E x n) at DBE Resonance Remove inner line loading capacitors -
coupled double loop antenna 

Inner line load capacitors are located at the resonant field nulls. 
(a) 

K-ro diagram with 
capacitor loaded inner lines 

K = 1t  21t 
(b) 

o 

K-ro diagram without 
inner line loading 

K = 1t  21t 

FIGURE 7.16 (a) Resonant field distribution on the top surface of the 
lumped capacitor loaded DBE antenna (see also Fig. 7.13) .  Inner line 
capacitors are located at the field nulls; (b) Removal of inner line capacitors 
and their effect on the dispersion diagrams. 

the original DBE antenna (i.e., 2.6 dB gain with 38% efficiency). An 
alternative eDL antenna implemented using high Q lumped capaci
tors was also measured to provide a gain as high as 4.6 dB with 60% 
radiation efficiency at 2.35 GHz. It should also be remarked that the 
maximum radiation efficiency to be achieved by the outer loop (on 
the same substrate) is only 80% at 2.85 GHz. 

Figure 7.16b illustrates how the K-w diagram gets modified when 
the inner line capacitors are removed from the printed DBE unit cell. 
As expected, the unit cell seizes to exhibit a DBE behavior. In addi
tion, the K = 'IT resonances of different K-w branches shift to other 
frequencies. Nevertheless, a controllable (via capacitive loading) 
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(a) 

(b) 

FIGURE 7.17 (a) Capacitively loaded 1/1 x 1/1 double loop (CDL) antenna 
layout printed on a 2/1 x 2/1, 125 mil thick Duroid substrate (Er = 2.2, 
tan 0 = 0.0009); this antenna has improved realized gain of 3 .9 dB with 51 % 
efficiency (as opposed to 2.6 dB gain for the DBE antenna in Fig. 7.13) at 
2.26 GHz; (b) Fabricated double loop antenna on a 250 mil thick 1 .5/1 x 1 .5/1 
Rogers TMM 10i (Er = 9 .8, tan 0 = 0.002) substrate. An additional 0.4 pF 
capacitor is connected between the coaxial probe and the outer microstrip 
line to improve 511 < -10 dB matching; (c) Comparison of simulated and 
measured return loss; (d) 4.34 dB x-pol gain is measured at 2.65 GHz on the 
y-z plane. Antenna footprint is 11.0/9 .8 x 11.0/9 .8  x 11.0/19 .7 at 2.4 GHz. 
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FIGURE 7.17 Continued. 

3 

K = '7T resonance associated with an RBE behavior continues to exist 
atthe former DBE frequency. This modified layout can also be used 
to develop efficient miniature antennas with multiband or extended 
bandwidth performance. This can be achieved by simultaneously ex
citing and combining multiple K = '7T resonances. 
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To demonstrate bandwidth enhancement by exciting two nearby 
K = 'IT resonances, a miniature CDL antenna is presented in Fig. 7.17b .  
The antenna is implemented on a 250 mil thick 1.5" x 1 .5" Rogers 
TMM lOi (tr = 9 .8, tan 8 = 0 .002) substrate. The inserted 0201 size 
code capacitors are from Johanson Technology (S series) and have an 
equivalent series resistance of 0.35 Q .  Similar to previous designs, the 
antenna is fed by a capacitively coupled coaxial probe. To improve 
matching, a lumped capacitor was connected between the probe and 
the outer transmission line as shown in Fig. 7.17b .  We note that the 
value of the capacitor (0.4 pF) was determined experimentally via 
trial and error. For the 0.8 pF coupling capacitors and the chosen lay
out, the calculated antenna resonances are at 2.52 GHz and 2.32 GHz 
(see Fig. 7.17c) and provide a 12.7% bandwidth. From Fig. 7. 17c and 
7. 17d,  it is observed that the measured gain and bandwidth curves 
are in reasonable agreement with the simulated ones. Specifically, a 
bandwidth of 14.7% from 2.4 to 2.78 GHz was measured. Also, this 
double loop antenna exhibited 4.34 dB x-pol. gain at 2.65 GHz with 
corresponding co-pol. gain measured to be larger than 3.5 dB across 
the entire bandwidth. The maximum cross-pol. gain level was deter
mined to be 6.5 dB lower than the co-pol. gain. But this cross polar
ization level can be further reduced by employing a better feeding 
mechanism and resorting to a more symmetric unit cell. The radia
tion efficiency was found to be above 80% over the entire bandwidth. 
Overall, the antenna footprint was only X.o/9.8 x X.o/9.8 x X.o/19 .7 at 
2.4 GHz. 

7.4.5 Printed MPC Antennas on Biased 

Ferrite Substrates 
As observed in above sections, DBE and CDL antennas suffered from 
narrower bandwidths as their footprints were miniaturized via capac
itive loadings. It is, nevertheless, possible to increase bandwidth by 
employing magnetic substrate (i .e . ,  tr > 1, /-Lr > 1) inserts that will al
low the realization of the MPC modes using the coupled line concept. 
Specifically, a ferrite substrate section placed under the coupled lines 
allows emulating spectral asymmetry of the MPC modes. Changing 
the bias of the ferrite adjusts the nonreciprocal current displacement 
effects and bends the K-w branch to exhibit the SIP behavior [59]. 

To design a printed MPC antenna, the partially coupled microstrip 
line layout was implemented on a composite substrate having ferrite 
insertions. Specifically, to realize the nonreciprocal current displace
ment effect, the coupled lines were placed on calcium vanadium gar
net blocks (from TCI Ceramics, 4'ITlv1s = 1000 G, �H = 6 0e, tr = 15, 
tan 8 = 0.00014). The specific design is shown in Fig. 7.18a . An external 
bias field (1000 G) was applied normal to the ground plane to saturate 
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FIGURE 7.18 (a) MPC unit cell with design parameters (in mils) : 
WI = W2 = W3 = 100, W4 = 20, Ws = 80, W6 = 120, SI = 50, S2 = 70, 
S3 = 10, II = 50, 12 = 60, 13 = 100, If = 500; (b) corresponding dispersion 
diagram of the unit cell; (c) Fabricated MPC antenna on composite substrate . 
Calcium vanadium garnet (CVC, 4'lTi\.{ = 1000 G,  �H = 6 0e, Er = IS, 
tan 8 = 0 .00014) sections are inserted into the low-contrast Duroid substrate 
(Er = 2 .2, tan 8 = 0.0009) . Bottom view of the antenna with magnets is shown 
on the bottom right inset; (d) Comparison of simulated and measured gains; 
(e) Miniature MPC antenna performance. The substrate is formed by 
inserting CVC sections into the high-contrast Rogers RT /Duroid 6010  
laminate (Er = 10 .2, tan 8 = 0 .0023) (After Apaydin et  al. [60] ©IET.) 
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the magnetic inserts. The ferrite blocks were inserted into the low con
trast 2" x 2", 500 mil thick Duroid (Er = 2.2, tan S = 0.0009) substrate. 
We note that for this design the uncoupled lines were printed on the 
earlier Duroid substrate, whereas the coupled lines were placed on 
the ferrite blocks using copper tapes. The layout was then tuned to 
achieve the MPC dispersion (see Fig. 7. 18b) by appropriately selecting 
the line widths, lengths, and coupled line separations [60] .  The final 
fabricated design is depicted in Fig. 7. 18c and its gain/bandwidth 
performance is demonstrated in Fig. 7.18d . As seen, the antenna has 
4.5 dB realized gain at 2.35 GHz with 9 .1% impedance bandwidth. 
The corresponding efficiency is 67%, and this lower value may be at
tributed to the nonuniformity of the biasing field through the ferrite 
blocks. 

To achieve further miniaturization, a similar MPC antenna design 
(see Fig. 7.18e) was carried out on a 2" x 2", 500 mil thick high contrast 
Rogers RT /Duroid 6010 substrate (Er = 10 .2, tan S = 0.0023) . This an
tenna delivered 3 .1  dB realized gain with 8 .1  % bandwidth at 1 .51  GHz. 
The measured 73% radiation efficiency was again lower than expected 
due to the losses associated with nonuniformly biased ferrite sections. 
Nevertheless, the antenna had a remarkably small Ao/9.8 x Ao/10A 
footprint on Ao/ 16 thick substrate, making it near optimal in terms of 
gain-bandwidth product with respect to Chu-Harrington limit. 
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7.5 Platform/Vehicle Integration 
of Metamaterial Antennas 
When installing antennas on vehicles, one concern is the integration of 
antennas into the body of platforms. Conformal integration of antenna 
structures is especially crucial for airborne targets to reduce drag and 
observability. During integration, a challenge relates to the limited 
available surface for antenna placement. This is even more acute for 
ground vehicles, where the hood and most of the roof cannot be uti
lized_. That is, although large conducting surfaces are available, the 
antenna needs to be placed (still conformably) at the edges of ve
hicle roof, doors, bumpers, and window frames. These restrictions 
place major design challenges, and imply antennas that are less sus
ceptible to nearby structure effects. Miniaturization can play a critical 
role in reducing loading effects without producing pronounced degra
dation in antenna bandwidth, gain, and radiation pattern. 

The observed footprint reduction in DBE, COL, and MPC antennas 
also implies that the substrate size can concurrently be reduced with
out affecting much performance (as compared to a patch antenna) . For 
example, in Fig. 7.19a , we consider a smaller l oS" x 1 .5" x 0.5" substrate 
(as compared to MPC antenna in Fig. 7.18c) and choose to recess the 
MPC antenna below the ground plane by placing it in a cavity. The 
recessed (embedded) MPC antenna, in addition to being flush, is also 
less susceptible to interference from nearby edges and comers when 
placed above a vehicle platform. It is well known that when antennas 
are placed close to comers or edges of platforms, their resonance fre
quency gets detuned due to the location dependent ground plane size 
and geometry. A robust antenna system, on the contrary, mitigate such 
platform effects and have the flexibility to be used almost anywhere 
on the vehicle, independent from its location and ground plane size 
with little or no degradation in performance. 

To demonstrate the advantages of the embedded MPC antenna (as 
compared to the more protruding and larger patch antennas) we con
sidered experiments with different ground plane sizes. Return losses 
of these antennas are shown in Fig. 7.19b . It is observed that antennas 
recessed in a ground plane larger than 3" x 3" stay tuned to a 2.7% 
bandwidth. Another advantage of MPC antennas is their tunability 
with applied magnetic bias. In fact, the antennas in Fig. 7.19b can be 
tuned so that they all resonate at 2.45 GHz by slightly changing the 
bias field. From Fig. 7.19c, we observe that all recessed MPC antennas 
share (stay tuned to) the same 3% bandwidth. Specifically, retuning 
the magnetic bias allows the recessed antennas to be placed very close 
to or just at vehicle comers/edges. 
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FIGURE 7.19 (a) Cavity backed (de-embedded) and recessed (embedded) 
MPC antenna geometries; (b) Return loss of the cavity-backed MPC antenna 
when recessed in different ground plane sizes; (c) Return loss of the 
cavity-backed MPC antenna when magnetic bias is adjusted to resonate at 
2.45 GHz. (After Irci et al. [61], ©EIsevier. )  
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To investigate the in situ performance of the cavity-backed MPC 
antenna recessed in 3" x 3" ground plane, we considered the case 
where magnetic biasing was fixed 80 kA/m. From Fig. 7.19b, it is un
derstood that center of the MPC antenna should be at least 1 .5" away 
from any vehicle edge/corner to guarantee a 2.7% tuned bandwidth. 
Indeed, we considered several such locations at several locations on 
a real size high mobility multipurpose wheeled vehicle (HMMWV) 
mock-up for antenna placement at the 2.45 GHz design frequency. 

Since the vehicle is electrically very large, we used the uniform 
theory of diffraction (UTD) package of the FEKO for analysis. Far
field radiation pattern of the MPC antenna was obtained using Ansoft 
HFSS commercial package. Then, this pattern was utilized in FEKO 
as excitation at the selected antenna locations to illuminate the mock
up HMMWV ground vehicle. Figure 7.20 summarizes the resulting 
radiation patterns for several antenna placement scenarios. The radi
ation patterns reveal that the cavity backed MPC retains the pattern 
shape with a broadside gain higher than 5.4 dB. We only observe some 
pattern ripple variations, particularly for the MPC antenna placed 
near the center of the rooftop. This ripple is, obviously, due to diffrac
tion contribution from the roof edges and tips. As the antenna loca
tion changes, the phase of the diffraction terms also changes, causing 
ripple variations that are location dependent. These ripples can be 
avoided by placing the antennas closer to corners/edges of the 
vehicle [61 ] .  
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(a) (b) 

(c) (d) 

(a) (b) 

FIGURE 7.20 Antenna placement on HMMWV roof and front panel. (After 
Irei et al. [61], ©Elsevier. ) 
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Stavros Koulouridis 

8.1 Introduction 

CHAPTER 8 
Impedance Matching 

for Small Antennas 
Including Passive 

and Active Circuits 

Antenna miniaturization at VHF and UHF frequencies is of particu
lar interest due to the larger size of these antennas. Chapters 3 and 4 
discussed several miniaturization concepts, including material load
ing. Indeed, material usage for miniaturization has been increasingly 
used to achieve antenna size reduction [1, 2]. Often, this amounts to 
canceling the antenna's reactance. But materials add to the weight and 
are difficult to realize in practice. In this chapter, we focus on using 
lumped loads (inductors or capacitors) to develop matching circuits. 
These are intended to tune the antenna and bring it to resonance. 
Indeed, any antenna (regardless of its size) can be retuned to bring it 
to resonance. Of course, the Chu limits must be obeyed, implying a 
compromise in bandwidth and gain. 

Matching circuits are typically placed between the source and an
tenna (load), as shown in Fig. 8.1. They are designed to transform the 
antenna's input impedance to that of the feed network. Secondary 

361 
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Matching 
circuit 

Matching/ 
tuning circuit 

Matching/ 
tuning circuit 

FIGURE 8.1 Matching/tuning networks at the antenna input and/ or within 
antenna to transform its impedance ZA into the characteristic impedance Zo 
of the feeding network. 

matching circuits can be also placed within antenna's structure for 
additional tuning. 

To obtain a broadband match, one must cancel the reactance over 
a broad frequency band. This is challenging and two approaches can 
be followed: 

1. Passive impedance matching (governed by the Bode-Fano 
limit; see Chap. 2 and Fig. 8.2). 

2. Non-Foster matching using active circuit elements to negate 
the reactive part of the antenna impedance. Such negative el
ements can be realized in practice using solid state devices. 
However, losses and instability are key issues to be overcome. 

In this chapter, we consider matching circuits employing both pas
sive and active elements. We present several examples and impedance 
matching techniques using Foster and non-Foster elements. 

8.2 Passive Narrowband Matching 
Impedance matching at a given frequency is carried out by plac
ing a matching circuit between the feed network and antenna port. 
The matching circuit cancels the reactive part of the antenna and 
enables a resonance shift, allowing the antenna to radiate at lower 
frequencies. 

As shown in Fig. 8.3, two configurations are possible for a network 
to match the antenna impedance, 2A = RA + j XA. Circuits of type 
(a) can generally achieve matching at a chosen frequency if RA < 20 
(characteristic impedance of the feed network). For RA > 20, cir
cuits of type (b) must be used. The values of the lumped elements, 
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FIGURE 8.2 Bode-Fano limit criterion. The product bandwidth 
(/).f) - return loss (r m) is restricted and finite even if an infinite number 
of lossless passive matching stages are used. 

jX 
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-}X'jB� �ZA 
(b) 

FIGURE 8.3 Smith chart with the R = Zo circle (red). The two matching 
circuits can match the impedance 2A = RA + j XA to 20 either for RA < Zo 
[points outside r = 1 circle. (a) circuit] or RA > Zo [points inside r = 1 circle; 
(b) circuit]. 
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B (susceptance) and X (reactance), are given [3] from Eqs. (8.1) and 
(8.2) for circuits (a) and (b), respectively. Note that both positive and 
negative solutions are physically possible for B and X (B < 0 and/ or 
X > 0 implies an inductor whereas B > 0 and/or X < 0 implies a 
capacitor). 

B = ± --,-V_ ( _ Z_o _R_A _ ) I_ R_ A 
No (8.1) 

XA ± /(RAI Zo ) (R� + X� - ZoRA) 
B = ----�-----R�2-+--X�2----------A A 

X _.!.. XAZo _ _ Z_o_ 
- B + RA BRA 

(8.2) 

Matching circuits typically use lossless reactive elements (capac
itors and inductors) placed in series or parallel. In the following 
sections, we discuss several matching applications. 

8.2.1 Dipole 
Let us consider a 6" -long dipole antenna resonating at 1 GHz. The 
goal is to lower its resonant frequency by adding matching circuits. 
To do so, we begin by calculating the real (RA) and imaginary (XA) 
impedance components of the 6" dipole from 50 to 400 MHz. These 
calculations are shown in Fig. 8.4, and since the impedance's real part 
is lower than Zo = 50 Q (characteristic line impedance), a matching 
circuit of type (a) can be used (see Fig. 8.4c). As depicted in Fig. 8.4, 
the dipole has large reactance part at lower frequencies. To cancel 
it, we introduce the shown LC circuit* of Fig. 8.4c, such that (L, C) 
values of the circuit depend on the frequency of operation. Thus, 
for 65 MHz, 140 MHz, 280 MHz, etc., different (L, C) matching cir
cuits must be chosen, (Ll = 9.36 J.LH, Cl = 721 pF), (L2 = 1.99 J.LH, 
C 2 = 153 pF), and (L3 = 0.47 J.LH, C3 = 36.5 pF). Figure 8.4c shows 
the gain at each of the aforementioned frequencies after matching. 
As desired, resonance is achieved at these lower frequencies. How
ever, as the frequency is reduced, the gain and bandwidth are low
ered. This is expected, and discussed in several of the earlier chapters. 
That is, miniaturization comes at the "price" of gain and bandwidth 
compromise. 

A two-stage passive matching circuit can also be considered as in 
Fig. 8.5a. To do so, a second matching circuit is introduced next to the 
one defined by Eq. (8.1). The topology of the second matching circuit 

* Alternative solution of type (a) is possible with two inductors placed in series 
and in parallel. However, this circuit has no significant difference in the achieved 
bandwidth (see Fig. 8.4d). 
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FIGURE B.4 Narrowband matching for a 6" linear dipole (resonance at 
1 GHz) at low frequencies values of Land C elements from Eq. (B.1). 
(a) Resistance; (b) Reactance; (c) Gain performance using LC matching circuit 
shown (with inductor in series and capacitor in shunt); (d) Gain performance 
using alternate matching circuit with inductors only. 
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FIGURE 8.5 Two-stage matchiilg circuit for a 6" -long dipole. (a) Circuit 
topology; (b) Gain performance using a two-stage matching circuit as 
compared to a one-stage matching circuit. 

can be obtained using the same procedure. As would be expected, 
this second circuit needs to be tuned at a slightly different, but adja
cent frequency to increase bandwidth. Also, the ZA = RA + j XA in 
Eqs. (8.1) or� (8.2) needs to be replaced with Zsystem = Rsystem + j Xsystem 
as depicted in'Fig. 8.5. Here, Zsystem is the combined impedance of the 
antenna and the first matching circuit as defined in. Fig. 8.4. Based on 
this, the (L, C) parameters for the second stage matching circuit in 
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Fig. 8.5 is given by 

�c (jWL2 + j Xsystem + Rsvstem) 
JW 2 

. I 

4= �-��------------------�
C 

+ (jwL2 + j Xsystem + Rsystem) 
JW 2 

y' Rsystem (4 - Rsystem) - Xsystem 
L2 = --'-------------

W 

1 20 - Rsystem 
C2 =-

w4 Rsystem 
(8.3) 

As an example, at 275 MHz, if L = 1.85 �H, C = 143 pF for the first 
matching circuit, we find that L2 = 8.21 nH, C2 = 612 pF for the second 
matching circuit. Figure 8.5b shows the gain response of the same 
dipole as in Fig. 8.4 at 275 MHz. As can be observed, the two-stage 
matching circuit provides a significant improvement in bandwidth. 

8.3 Passive Broadband Matching 
Passive broadband matching networks are typically built with suc
cessive matching circuits (or L segments). Each segment consists of 
two lumped elements (capacitive and/or inductive). Usually, 3 to 5 
segments are sufficient to obtain most of the benefit from a match
ing network. In practice, the matching circuit segment can introduce 
inevitable losses that must also be considered. 

Extensive work exists in formal design of lossless multiple stage 
matching circuits [4-7]. As already noted, each stage is an LC network 
of L-shape with the formulae referring to the load modeled as a single 
RLC. Since it is not always trivial to model the load, computed aided 
design approaches have been developed [4]. Other robust techniques 
have been proposed [5-7] recently, but they are more complex to apply 
and implement. 

A very simple and yet highly efficient optimization algorithm to ob
tain an optimum number of matching circuit stages (with optimum L 
and C values) for broadband matching was developed by Koulouridis 
and Volakis [10]. As an example, Fig. 8.6 shows N circuits (networks) 
connected in series to match the antenna's impedance to the feed. 
Each network has two elements (A and B), that can be inductors or 
capacitors. The topology of each network and the values of its ele
ments are defined by five parameters (a, b, c, d, e) as depicted in Fig. 
8.6. For optimization, we start with N = 1 and successively increase 
the number of matching circuits until optimum matching is found. 
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FIGURE 8.6 Multistage matching circuit for broadband antennas via 
optimization. 

The optimization process stops when two consecutive additions lead 
to a VSWR, which is worse or no better than the previous. A global 
optimizer called NOMADm, a suite of MATLAB that functions for 
nonlinear and mixed variable optimization, was employed for the 
example given here. This suite is based on the mesh adaptive direct 
search (MADs) algorithm [8, 9]. 

8.3.1 Broadband Planar Dipole 
As an example, let us apply the N-network matching circuit (see 
Fig. 8.6) approach to a planar broadband dipole as shown in Fig. 8.7a 
[10] . The dipole is printed on a very thin, flexible FR4 sheet having 
"-/1000 thickness. Using matching circuits, the goal is to obtain a real
ized gain greater than 0 dBi at the lowest possible frequency without 
affecting the dipole's high-frequency behavior. Indeed, the optimiza
tion algorithm (see Fig. 8.6) yields an optimum topology with pas
sive elements values for the proposed three-stage lossless network. 
This three-stage matching network lowered the operational frequency 
from around 195 to 150 MHz, implying a 25% minimization. 

Nevertheless, the realization of the actual matching circuit values is 
an issue. For example, when the lumped elements are mounted on a 
PCB board, the distance between the lumped elements may alter the 
matching circuit!s equivalent values. Hence, the matching network 
was also simulated on a realistic PCB board using Agilent ADS. A 
symmetric design was also employed (see Fig. 8.7c) to ensure a more 
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FIGURE 8.7 Planar dipole matching data. (a) Return Loss; (b) Efficiency 
predicted via Agilent's ADS; (c) Three-stage symmetric matching network 
modeled in ADS and taking into account printed line lengths. 

balanced feed. As shown in Fig. 8.7b, when the proposed matching 
network is included, even after tuning, the antenna efficiency is not 
as good. It is, however, above 75% in the 150-MHz to I-GHz region, 
making it good enough for a gain greater than 0 dBi over the return 
loss bandwidth in Fig 8.7a. We note that measured data for the spline
optimized flare dipole's impedance were employed in the optimiza
tion to find the matching circuit values. 

Measurements of the final three-stage matching circuit and antenna 
were carried out (Fig. 8.8). Indeed, the gain reached 0 dBi at 165 MHz. 
However, there was an efficiency decrease in the 300 to 350 MHz 
band for the matched dipole (further left than predicted by ADS). 
This was likely due to imperfections in the elements. Above 400 MHz, 
the matched dipole performance followed the original dipole (prior 
to matching) behavior but it dropped fast bellow 0 dBi at 900 MHz. 
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As would be expected, there were inherent circuit element conduc
tion losses from soldering. Referring to [11], these losses can greatly 
affect antenna performance when a large number of elements are used. 
Certainly, better results can be obtained when boards are fabricated 
in a controlled environment. However, the delivered antenna has 

.
better bandwidth (i.e., 190-1000 MHz bandwidth of the pre-matched 
shape optimized dipole compared to 165 to 900 MHz bandwidth of 
the matched antenna). That is, a 15% size-reduction was obtained. 
Nevertheless, more impressive results can be obtained using nega
tive matching elements as restrictions in bandwidth and gain can be 
partially overcome. This has been discussed in Sec. 8.4. 

8.3.2 Inverted Hat Antenna 
Another example considered is the inverted hat antenna (IHA) in 
Fig. 8.9. A single L-matching circuit was designed for this broad
band IHA antenna [12] to improve its low-frequency performance at 
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FIGURE 8.8 Symmetrical three-stage matching network realized for the 
planar dipole. (a)Photo of the three-stage matching network in Fig. 8.6 
applied to the spline-optimized planar dipole; (b) dipole feeding using a 1800 
hybrid; (c) Measured gain with and without insertion of the matching circuit 
for the flare dipole. 

approximately 36 MHz. After the optimization algorithm was em
ployed in MATLAB, a circuit as shown in Fig. 8.9 is applied at the 
antenna input. The values of the lumped elements obtained after the 
optimization served as the initial point to a tuning procedure in ADS, 
aiming to maximize antenna performance around that frequency. 
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monopole_ The fabricated circuit provides 18% minimization (at the -15 dB 
point). It generally improves antenna performance in the 50 to 200 MHz 
region_ A frequency switch can be used for the higher frequencies_ 
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Indeed, after optimization, the realized gain improved, resulting in 
18% minimization. However, the matching circuit is low-pass and 
affects high frequencies negatively. In this case, a bypass frequency 
switch may be used for higher frequencies. 

8.4 Negative Matching 
A non-Foster network can be used to cancel the reactive part of the 
antenna impedance. Such a network realizes negative impedance, 
Z = -kZE, for k > 0 with ZE being the impedance of the ele
ment. Non-Foster circuits have been considered since 1950s when 
Linvill [13] and Yanagisawa [14] introduced negative impedance con
verters (NIC). A NIC is a two-port network realized via a combina
tion of active devices (amplifiers) and lumped loads (capacitors and 
inductors)*. Several configurations of negative impedance converters 
can be found in [15-17], with some simple ones shown in Fig. 8.10. 
A key disadvantage of NIC's is the need to power them externally. 
Also, biasing with a DC voltage [18] needs special handling. To build 
stable circuits, basic rules must be followed (see Fig. 8.11) as well. Bahr 
[19] introduced negative matching for antennas in 1970, but inherent 
bandwidth and noise issues with solid state devices limited their use. 
Recent developments of integrated circuits have provided interest in 
non-Foster matching. 

Among recent examples in using NICs, negative capacitance was 
realized through a lumped capacitor and a NIC to cancel the dipole's 
reactance [20]. Negative matching was also designed for a monopole 
in [18]. In [21], a micros trip patch was loaded with a negative capacitor 
to match it at 9.5 MHz. Doing so, a bandwidth increase from 12% to 
24% was achieved and the radiation characteristics improved for the 
compensated antenna via negative matching. 

Overall, non-Foster matching can improve bandwidth and reduce 
antenna size as it is not limited by the Chu and Fano limits. Hence, 
active matching can allow for very small broadband antennas. In the 
following sections, we discuss some examples. 

8.4.1 Loop Antenna 
As an example, let us consider a 6" loop antenna (see Fig. 8.12a), with 
the given input impedance and return loss. The loop has a narrow 
resonance at f = 0.67 MHz and our goal is to improve its bandwidth 
and reduce its size using non-Foster matching whose circuit element 

*Negative matching implies the use of active devices. Active positive matching 
is also possible, but it is not discussed in this chapter. 
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FIGURE 8.10 Negative impedance converter. (a) and (c) Ground negative 
- impedance converter (Cin = -Cd. (Linvill1953 [13].); (b) and (d) Floating 

negative impedance converter (Zm = -Zd· (Linvill1953 [13].) 

values are obtained via optimization. Indeed, on introducing the 
negative matching circuit (see Fig. 8.12b), the network delivers a 320 
MHz impedance bandwidth (-10 dB return loss). This is a bandwidth 
increase from 290 to 610 MHz as seen in Fig. 8.12c. That is, a narrow 
resonance antenna can be easily transformed to a smaller broadband 
antenna using-NICs. 

To see how an active matching element affects antenna efficiency, 
a floating negative impedance converter circuit (Fig. 8.10b) is used 
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FIGURE 8.11 Negative impedance converters for stability. (a) Open circuit 
stable as seen from port 1; (b) Short circuit stable as seen from port 2; and 
(c) Stable NIe subject to conditions IZLlI > l�nll, IZL21 < I�I· 

to realize the negative series elements. Also, a ground negative 
impedance converter (Fig. 8.10a) is used for the shunt elements. These 
elements were employed to realize the matching circuit shown in 
Fig. 8.12 using Agilent ADS. Figure 8.13 shows the ADS calculated 
return loss for the matched loop antenna, and it is seen to be in rea
sonable agreement to that in Fig. 8.12. However, the efficiency of the 
overall antenna has considerably dropped. Obviously, some of the in
put power is lost in the active elements. We also note that the peak 
in efficiency and return loss is around 650 MHz implying circuit in
stability around that frequency. Further, the lumped elements values 
must be retuned (see Fig. 8.13) with the addition of active elements. 

Negative elements can also be used inside the antenna structure. 
Of course, employing matching circuits within the antenna can af
fect input impedance. In [22], an antenna for handheld devices (see 
Fig. 8.14) was loaded with a negative inductance as shown in Fig. 8.15. 
For analysis, this negative inductance was modeled as a single passive 
inductor with the appropriate NIC topology. Figure 8.16 shows that 
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FIGURE 8.12 Performance for a NIC matched antenna loop. (a) Resonance 
of a 6" loop at f = 0.67 GHz prior to NIC matching; (b) Negative circuit used 
for matching; (c) Return loss after matching (320 MHz impedance 
bandwidth; (d) Efficiency performance after NIC matching (600-MHz 
bandwidth with 50% efficiency). 
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FIGURE 8.13 Realized active network (for the network in Fig. 8.6) to match 
the loop antenna in Fig. 8.12. 
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FIGURE 8.14 Antenna with negative elements for handheld device. Upon 
consideration of the real and imaginary parts of antenna impedance, the 
antenna can be matched using a single negative inductor. (After Bit-Babik 
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the matching port in Fig. 8.14. (After Bit-Babik et aI. ©IEEE, 2007 [22].) 
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this inductor delivers a -10 dB return loss over a 1-GHz bandwidth 
(1-2 GHz). Also shown in Fig. 8.16 is a comparison of the matched 
return losses when passive inductors are used. That is, negative in
ductance gives continuous bandwidth but the passive elements give 
narrowband performance. 

8.4.2 Flare Dipole 
As the antenna size is reduced, we expect its resistance to become very 
small and its reactance to increase significantly. Therefore, impedance 
matching becomes critical in such cases. In this chapter, we demon
strated that passive matching can attain 15% size reduction for the flare 
dipole (without affecting bandwidth or gain). It is, however, possible 
to further reduce antenna size using non-Foster circuits. In this subsec
tion, we again consider the flare dipole [8] before shape optimization 
(shown in Fig. 8.17) and discuss matching circuits to improve its per
formance at lower frequencies. For reference, its original impedance 
and gain are also given in Fig. 8.18. As seen in Fig. 8.18a and 8.18b, at 
lower frequencies (below 200 MHz), the flare dipole reactance reaches 
extreme negative values, and the resistance practically vanishes. Con
sequently, the flare dipole's efficiency becomes very low. 
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FIGURE 8.16 Return loss after matching using negative inductance for the 
antenna in Fig. 8.14 (dotted line) and return loss when passive elements are 
employed (continuous lines). (After Bit-Babik et al. ©IEEE, 2007 [221.) 
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FIGURE 8.17 Flare dipole geometry and VSWR. (a) Flare dipole (dimensions 
in inches) geometry; (b) Measured and simulated VSWR for the shown 
dipole; simulations were carried out using HFSS and a finite element 
boundary integral (FE-BI) method [23]. (See also Koulouridis and Volakis 
[8,10]). 

The matching procedure amounts to adding a fictitious port within 
the antenna to introduce suitable loads computed via the S matrix 
values as depicted in Fig. 8.19. If we apply a load ZL at the introduced 
fictitious port, the corresponding antenna input impedance, 2m, can 
then be controlled by adjusting ZL. Indeed, as shown in Fig. 8.19b 
and 8.19c, we can introduce a load ZL that generates a nearly ideal 
input impedance. Following these steps, we can control the antenna's 
efficiency as well. 

Concerning the flare dipole, if we can increase the low radiation 
resistance and cancel the reactive part of the antenna impedance, it 
will radiate down to 50 MHz. To do so, we define two additional ports 
(A and B) within the flare dipole structure as depicted in Fig. 8.20a . 
Obviously, be�ause of symmetry, a two-port system can be studied. 
For instance, a capacitor C at port A will be equivalent to applying 
two capacitors of value C /2 at ports A and B. Thus, the application of 
the formula in Fig. 8.19c becomes straightforward. 

Ideally, to match the input impedance to 50 Q in the 50 to 400 
MHz band, we need to introduce a complex load at ports A and 
B as that in Fig. 8.20a (calculated from the formula in Fig. 8.19c). 
However, if-ewe only focus on matching the real part of the input 
impedance to 50 Q we find that an inductive load (see Fig. 8.20b) can 



382 S m al l A n t e n n as 

100�----�-----------.------------.-----------� 

80 .. · 
.. · 

. . · .. 
· 
.. 

· 1 · · · · ·  . . .. · ·  
... ·· 

.. 
· ·  .. .. .. ·······:-- .. · · ·  .. · ·  .. · · · ·  ..

.
.. . . ... . . .. . 

60 ............... : .............. .. ...... .... ... . .. . ;.. .. .. ..... .. .. ... .. . . . .. . . .
.

..... ... . . ... . ....... .. 
.. ........ . 

40 . .. . .. ... .. ,. .. � ................................ : .. .. . . ...... . .... ...... .... . .. .. . . . 
20 ' A'_ ...... .. ... · • • •  : • •  ' . �  • • ••• • • • • • • • • •  ' �  .. .... ...

.
.... �.. '� " " " " " " . " " " ." " " " " �" " . " " " " " . " ' . ' -

o 
100 200 

MHz 
(a) 

300 400 

50 �----�-----------.----------�--�==--�� . . ... �- ... ---: .. -. ... .. ... . 
... ... .. .. ; .. - ; : 

... �- : . 
-200 .............. ; . .". ... -. ...... . ........... ...... ; .. . .............................. . ; .... . .... . . . ............ . . .... .. 

,* : ; 

-400 I�/�· : .... . ....... . . ' . . . . L . . .. . . .

.

. . . . . .  '

. .
, . .  

�OOL-----�----------�----------�----------� 
100 200 300 400 

MHz 
(b) 

10�----�-----------r----------�-------------

o �· ...... ···i .. ... .............. .. . ........ � . ....... ..... -�.�:":": ......... : .........
.

.................... . 
: �.,. . 

.-- .. . 

-10 
" 

..... ,,� . ............... ..................... .... . 

,..; 
: .. ' ,cr 

-20 .... ";': " 

;'� . 
-30 f· .. · .. ........ r·· .. .. · . .. .. . ... . . ...... . . . . . . . ; ........ " .................... - Directivity 

-40 
100 200 

MHz 
(c) 

--- Gain 

300 400 

FIGURE 8.18 Input impedance and gain of the original flare dipole before 
matching. (a) Real; (b) Imaginary part of the input impedance; (c) Directivity 
and realized gain. 
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FIGURE 8.19 Introduction of a fictitious port to accommodate impedance 
matching. (a) Addition of a fictitious port to calculate the 5 matrix (and 
equivalent ABCD parameters); (b) Zin controlled by adding a load ZL ; (c) ZL 
calculated from the ABCD parameters to achieve a desired Zm .  

considerably improve the antenna's input resistance. Indeed, when 
two non-Foster capacitors CA = CB = C/2 = -2.76 pF (that "mimic" 
the needed inductive load) are applied at ports A and B, respectively, 
can generate the input resistance of Figs. 8.20c and 8.21c. As seen, 
the input resistance is very close to the ideal 50 Q value for the 50 
to 400 MHz region of interest. However, the reactive part of the in
put impedance worsened as depicted in Fig. 8.20d, and needs to be 
compensated. 

To compensate for the reactance in Fig. 8.20d, we proceed to intro
duce a series non-Foster network at the antenna input terminals. (It is 

- remarked that application of the series non-Foster reactive matching 
network at the feeding port does not affect the input resistance.) Upon 
optimization, we find that the series non-Foster network of Fig. 8.21b 
(see Fig. 8.21a for part location) leads to the input resistance and re
actance depicted in Fig. 8.21c. As seen from Fig. 8.21c, the non-Foster 
circuit cancels the imaginary part of the input impedance from ap
proximately 80 to 270 MHz. With this finalized matching circuit and 
negative capacitors at ports A and B, the resulting bandwidth is 3.5:1 
for a flare dipole at one-third of its original size. Also, of importance 
is that the gain is mostly above 0 dBi (see Fig. 8.20d).  
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FIGURE 8.20 Evaluation of the reactive load at the fictitious ports A and B in  
Fig. 8.20 to obtain 50 n .  (a) ideal port loads as a function of frequency (MHz); 
(b) Reactance using a negative capacitor at the new ports to transform the 
input impedance to a value close to 50 n (the actual load placed at ports A 
and B is Cj2 = -2.76 pF); (c) Input resistance at the antenna input after the 
load in (b) is applied; (d) input reactance at the antenna port after the load in 
(b) is applied. 
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FIGURE 8.20 Continued. 

8.5 Concluding Comments 
It is possible to obtain size reduction by exploiting passive and active 
networks and even a combination of the two. Impedance matching 
does not alter the antenna structure; rather it can shift its resonance 
frequency to lower values. An optimization choice can be used to 
design broadband matching, and was shown that matching circuits 
can provide a�25% miniaturization. 

Negative networks provide a powerful way to construct very small 
efficient antennas. The difficulty in non-Foster impedance matching 
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FIGURE 8.21 Placement of negative capacitors and non-Foster circuit at the 
flare dipole input port to improve impedance matching. (a) Negative 
capacitors location; (b) Impedance network inserted for matching at the 
antenna's input port; (c) Input resistance and reactance at low frequencies 
(note the achieved 50 Q input resistance and low reactance); (d) Realized 
gain showing 3.5:1 bandwidth for the matched dipole having one-third of 
the original dipole size (the unmatched dipole had a 4.5:1 bandwidth, but 
was three times larger). 
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FIGURE 8.21 Continued. 

lies in their realization as they are based on active elements. While 
many realistic topologies can be proposed, noise, narrow bandwidth, 
and instability have prevented their actual implementation. It is au
thor 's belief that these issues can be addressed in the future. When so, 
negative matching networks will become a powerful tool for antenna 
minimization. 
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CHAPTER 9 
Antennas for RFID 

Systems 

Ugor Olgon, Kenneth E. Browne, William E Moulder, and John L. Volakis 

9.1 Historical Background 
Radio frequency identification (RFID) is a wireless technology mainly 
used to communicate digital information between a stationary device 
and one or more movable objects. The stationary device typically em
ploys a sophisticated reader with a large antenna emitting a signal 
periodically or on demand. These readers, also known as beacons or 
interrogators, are connected to a network or host computer. The RFIDs 
operate at a number of frequencies ranging from 100 KHz to 24 GHz, 
and include the industrial scientific and medical (ISM) bands at 125 
KHz, 13.56 MHz, 433 MHz, 915 MHz, 2.45 GHz, 5.8 GHz, and 24.125 
GHz. Table 9.1 provides some comparative information relating to 
various RFID system characteristics at different frequency bands. 
-

The objects to be detected and identified have an attached tag 
(transponder) incorporating a CMOS chip for data storage, which is 
connected to an antenna or a surface acoustic wave (SAW) device. The 
tags can be powered via battery or rectification of the transmitted sig
nal originating from the reader. Communication between the tag and 
reader allows for data to be transferred and stored in real-time with 
a high level of accuracy, enabling continuous identification and mon
itoring. Figure 9.1 provides basic information on how passive RFIDs 
(powered via rectification) work. 

Over the past decades, the realm of RFIDs h�s grown exponen
tially and has become highly integrated within our daily lives. RFID 
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FIGURE 9.1 Passive RFID system layout. 

technologies span many areas of research including antenna theory, 
radio propagation, microwave techniques, integrated circuit design, 
encryption, mechanical design, materials, network and systems engi
neering, software development, and circuit theory. Since RFID com
mercialization in the late 1980s, applications using RFIDs have grown 
dramatically to the point of ubiquity. These include RFIDs for theft 
prevention, automated toll collection, traffic management, border se
curity, pet tracking, library book tracking, and temperature monitor
ing, among others [1-3]. 

A particular business area using RFID technology on a much larger 
scale, is that of supply chain management and logistics. The US Food 
and Drug Administration (FDA), US Department of Defense (DoD), 
and several large department stores have integrated RFID technology 
in product tracking to increase safety and reduce costs. Walmart was 
one of the first department stores to include RFID tags on its products 
in both retail stores and warehouses [4]. The DoD followed suit and 
issued an RFID mandate [5] requiring top suppliers to place RFID tags 
on all pallets and cases. Motivated by safety (rather than cost), the FDA 
is utilizing RFID technology to ensure prescription drug authenticity 
by implementing read only tags to identify their product's unique 
serial number. Suppliers track these serial numbers encoded into tags 
to verify product authenticity, shipment origin, and final destination. 

Although RFID technology seems to be a relatively new concept, the 
idea dates back to the 1940s when radar was used to reflect coded sig
nals to identify aircraft as friend or foe. Use of RFIDs for their present 
adaptation was to some degree envisioned by Harry Stockman in 1948 
in his article, Communication by Means of Reflected Power [6]. However, 
30 years pa�sed before the concept was translated to practical form. 
RFID interestana research began when integrated transistor circuits 
were coupled with handheld wireless devices. Like cell phones [7], by 
the 1970s, interest in RFIDs grew dramatically. In fact, passive RFID 
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tags were operational with a detection distance of more than 10 m [4]. 
By the late 1970s, interest in low-power and low-voltage CMOS cir
cuits for RFIDs had also increased (see Fig. 9.2a). Tag memory was 
dramatically enhanced via switch or wire bond implementation along 
with the use of fusible link diode arrays. 

More rapid RFID development came in the 1980s when the intro
duction of personal computers provided the means for organized 
data-collection management. Several microwave tags were devel
oped and fabricated, integrating wireless components and customized 
CMOS circuits. The primary tag memory choice was the EEPROM, 
permitting manufacturing at a large scale with each tag having 
unique programming capability. Such mass scale production allowed 
for significant cost reduction, while concurrently increasing function
ality and reducing size. 

The rapid acceleration of RFID technology continued into the 1990s 
with significant advancements in Schottky diode fabrication on stan
dard CMOS chips. This allowed for microwave RFID tags using a 

(a) 

(b) 

FIGURE 9.2 Evolution of RFID tags. (a) A 12-bit read-only tag built using 
CMOS logic chips and hybrid thick film for antenna printing (circa 1976); 
circuitry covers half of tag area. (After [4] ©IEEE 2007.); (b) A commercial 
BOO-bit read/write tag from Omni-ID. 
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FIGURE 9.3 A 96-bit UHF-RFID tag from Alien Technologies fabricated in 
the form of sticky label. 

single integrated circuit. Previously, such integration was attained 
via low-frequency inductively coupled tags (used primarily for key
less applications). In contrast, Schottky diodes attached to receiving 
antennas can allow detection and data transfers extending several 
meters. 

Currently, RFID technology is being applied and used ubiquitously. 
The smallest tags are still realized by integrating two components: a 
CMOS chip (integrating memory, processor, and amplification) and 
an antenna (see Fig. 9.2b). RFID tags are of low cost and small enough 
to be placed on a variety of objects in the form of flat adhesive based 
labels (see Fig. 9.3). Currently, RFID deployment is planned for a vari
ety of applications, ranging from product tracking (as a replacement of 
the familiar laser scanned bar codes) to safety applications. Thus, there 
is much interest to develop tags at lower cost, smaller size, and more 
functionality (i.e., storing not only product ID numbers but also prod
uct manufacturing location, date, delivery route, temperature, and 
vibration history). Several critical components to this effort include 
antenna miniaturization and capability for remote RFID powering 
(i.e., batteryless tags) [8,9]. 

9.2 Basic Operation of RFID Systems 
9.2.1 Tag Categories 
RFID tags are categorized based on the method used to power them. 
As such, they can be grouped in three categories. 

• Active tags-These RFIDs have an integrated power source 
(viz., they are battery operated). Active tags typically commu
nicate at 433 MHz, 2.45 GHz, and 5.8 GHz. 
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FIGURE 9.4 Passive RFID system overview. 

Modulating signal 

• Passive tags-These RFIDs rely on power from the interro
gating reader (see Fig. 9.4). 

• Battery-assisted passive (BAP) tags-The BAP tags fill the gap 
between the shorter-range passive tags and high-cost active tags. 
Tag-reader communication for BAP tags is passive since it is 
done by reflecting the readers' RF energy. The tags in this cat
egory can often achieve remarkable read range due to the inte
grated battery that powers the onboard chip. 

An active tag has the advantage of transmitting strong signals de
tectable from 20 m up to 100 m. However, active tags are generally 
much larger and more expensive when compared to passive tags. The 
latter rely on charging an internal capacitor from the reader's radiated 
RF energy. Not suprisingly, research focus has been directed toward 
extending read range from a few centimeters to tens of meters. A 
schematic of the integrated components and design layout of a typ
ical RFID tag is given in Fig. 9.4. In the following section, we focus 
more on passive tags, including functionality, impedance matching, 
antennas, and power harvesting approaches. 

9.2.2 Passive Radio Frequency Identifications 
Passive RFID tags are comprised of three main components: 

• An integrated circuit for modulating/ demodulating the RF 
signal, storing information, and processing data. 

• Power harvesting unit (rectifier or rectenna) and the impedance 
matching circuit. 

• Transceiver antenna. 

Given the topic of this book, the rest of the chapter will focus on the 
last two components consisting of the antenna and rectifier circuit. To 
obtain a better understanding we first describe the basic operation of 
typical passive tags. 

One type of primitive passive RFID tag is based on using an in
ductive coil to code the RFID information. As depicted in Fig. 9.5, 
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�------1. RFID reader 
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the tag, subsequently transmitted to the reader for demodulation. 

FIGURE 9.5 Simplified view of data transfer at low-frequencies using 
passive RFID tags (tag is enlarged for clarity). 

the reader transmits an RF signal received by the tag's antenna. This 
received energy charges an onboard capacitor via a rectifier circuit (see 
Section 9.4). Once the capacitor is charged, it then powers the RFID 
tag circuitry to produce a modulated signal using the tag's coil. The 
latter is then retransmitted and demodulated by the reader. 

At higher frequencies (>100 MHz), it is more practical to code 
the RFID signal using energy scattered directly back from the tag. 
A simple way to program a code or store some sort of informa
tion onto such an RFID tag, is to use chip circuitry to control the 
switches over a distinct time frame (see Fig. 9.6). The switches alter 
the impedance seen by the receiving tag antenna, which in tum alters 
the reflected signal back toward the reader's antenna. The modified 
backscatter signal can be individually coded by programming the 
chip's circuitry, leading to specific tag responses (see Fig. 9.7) that 
identify a product or some collected sensor information. It should 
be noted that the RFID's chip response is nonlinear, leading to in
put impedances that not only vary with frequency, but also with 
,input power levels. Thus, for optimal performance (i.e., to maxi
mize the tag's read range), it is important to match the antenna 
impedance to the chip at the lowest possible tag activating power 
level. 

9.2.2.1 RFID Microchip 
RFID microchip is the brain of the tag, as it houses the processor and 
the tag m�mory, both powered by the rectifier unit. RFID chips are 
small logic uhits that may consist of a few thousand logic gates (see 
Fig. 9.8). The simplest of these are on the order of 1500 gate equiva
lents [11]. 
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FIGURE 9.6 RFID system layout based on modulation of the backscatter tag 
signal. (After [10] ©IEEE 2006.) 
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FIGURE 9.7 Example reader and tag coded response based on the 
modulation of the backscatter signal. (After [10] ©IEEE 2006.) 

Test pads 

FIGURE 9.8 Die microphotograph of an UHF-RFID microchip. 
(After [11] ©IEEE 2005.) 
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The major blocks of the basic RFID microchip are outlined in Fig. 9.9. 
The logic/processor unit is responsible for implementing the commu
nication protocol between the tag and the reader. The synchronization 
signal (i.e., clock signal) for the processor unit is typically extracted 
from the reader antenna signal. Thus, a clock is not included in the 
microchip, resulting in reduced size and cost. 

The RFID chip memory is generally segmented (i.e., consists of 
several blocks or fields) and is addressable. Addressability implies that 
the memory can be read/erased and rewritten. A tag memory block 

Microchip 

Tag antenna 

(a) 

(b) 

FIGURE 9.9 Basic components of an RFID microchip. (a) Components of a 
passive tag (microchip is enlarged for clarity); (b) Schematic of an RFID 
microchip. 
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can hold different data types, such as a portion of the tagged object 
identifier data, checksum [e.g., cyclic redundancy check (eRG)] bits 
for verifying transmitted data accuracy, and so on. Recent advances 
have shrunk the size of the microchip to less than that of a grain of 
sand. However, a tag's physical dimensions are not determined by the 
microchip size, rather by the antenna size. 

In general, a commercial off-the-shelf (COTS) RFID microchip is 
integrated with more sophisticated components. A digital anticolli
sion system is one such component. This component prevents tag data 
collisions when many tags are present in a small area. More complex 
RFID chips include security primitives, encryption, and tamperproof
ing hardware. 

9.2.2.2 Impedance Matching 
Proper impedance matc;:hing between the antenna and the chip is of 
paramount importance. Good impedance matching maximizes power 
transfer to the chip, directly impacting RFID performance charac
teristics such as maximum distance for read/write capability [10]. 
Tag orientation sensitivity, data link quality, RFID read reliability, and 
accuracy are also dependent upon impedance matching performance. 

As already noted, RFIDs are nonlinear devices requiring a certain 
threshold voltage (i.e., power) to tum on. It also demonstrates a com
plex input impedance behavior dependent on frequency and input 
power. An equivalent circuit for the RFID tag is depicted in Fig. 9.10. 
The real part of the chip impedance varies with input power and de
pends on chip power consumption. However, the reactive part of the 
chip's impedance varies with frequency, mostly determined by para-
sitic and packaging effects of the chip. 

. 

Antenna impedance is typically matched to the high impedance 
state of the chip to maximize collected power [12]. High impedance 
state matching requires the antenna impedance to be matched to 

FIGURE 9.10 RFID tag equivalent circuit. 
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the chip impedance at the minimum power level required for the 
chip to turn on. By doing so, reliable and accurate tag operation is en
suredM the maximum tag range. It is normally expected that the tag 
will operate well within the range. However, due to the microchip's 
nonlinear characteristics, the higher reader power may result in severe 
impedance mismatches, causing dead detection spots. 

9.2.2.3 RFID Radar Cross Section 
RFID radar cross section is important for reflecting passive tags 
[13,14]. In this case, the RFID contains a resonating structure that 
reradiates when illuminated by the reader. The detectability of the tag 
depends on the RCS (or backscattered field) returned by the tag. The 
RFID reacts to the incident power density generated by the reader. 

(9.1) 

Here S is the power density in Watts/m2, Pt is the total transmitted 
power by the reader, Gt is the reader's antenna gain, and r is the 
distance between the reader and the RFID tag. If the tag's antenna has 
an effective aperture, Ae, its received power at the antenna terminals is 
then Pa = SAe. This becomes the input power to the circuit powering 
the tag's circuit. Referring to the tag's equivalent circuit (see Fig. 9.10), 
we can then compute the reradiated power Pre due to Pa. 

(9.2) 

Here, Ga is the tag's antenna gain and K is the ratio of reradiated to 
incident energy with Ra = D't{Za}, where Za is the complex antenna 
input impedance. We observe that a short circuited tag (Zc = 0) rera
diates 4 times more power than a conjugate matched one (Zc = Z;). 
We also note that, in the case of conjugate matching, the tag absorbs 
and reradiates equal amounts of power. The RFID sends information 

-back to the reader by taking advantage of the returned field varia
tion as a function of Zc. That is, by changing or modulating the RFID 
impedance, Zc, in a known fashion, a specific code can be transmitted 
and identified by the reader. 

In general, we use the tag radar cross section, (1', to measure the radi
ation effectiveness. Specifically, in evaluating the RFID's effectiveness, 
the ratio of the returned to transmitted power is of interest. This is also 
the formal definition of the RCS, (1'. Thus, we have 
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Here Preader and Ptag refer to the corresponding antenna polarizations. 
Clearly, the tag antenna gain plays a major factor. Therefore, a chal
lenge is to design an efficient tag antenna. 

9.3 Radio Frequency Identification 
Antennas 
A plethora of RFID antenna configurations have been exploited to en
hance RFID technology in terms of size, detection distance, and func
tional robustness. Given the enhancements in tag circuitry [15, 16], 
the main bottleneck for RFID development continues to be the tag 
antenna. The main goal in RFID tag design is to have an antenna that 
is not only simple, physically small, and compatible with the tag's 
material, but also has a large effective aperture. Several forms and 
types of RFID antennas have been proposed. Some of these were dis
cussed in Section 3.2.7 of Chap. 3. The proposed antennas include 
loop [17], slot, fractal [18], planar [19, 20], inductively coupled [21], 
meander line [22, 23], and printed folded dipoles [24] (see also 
[25, 26]). Of interest is the development of platform independent an
tennas to reduce cost due to material loading [3]. For example, Chaps. 5 
through 7 discuss a variety of metamaterial antennas that are less sen
sitive (i.e., have less impedance variation) to platform characteristics 
[27-29]. The reader is also referred to a large body of references on 
RFID antennas [30-34]. A few of these not covered in Chap. 3 are 
discussed in the following sections. 

9.3.1 Meander-Line Dipoles 
A meander antenna is an extension of the basic folded dipole an
tenna as it is made of several folded elements arranged in a manner 
that leads to predefined resonance. Meander-line antennas (MLAs) 
are an attractive choice for UHF tags [22, 23, 35] due to the necessity 
to reduce size at these frequencies. As discussed in Chap. 7, folding 
the printed lines or meandering them produces a wire configuration 
having both capacitive and inductive reactance. Resonance then oc
curs when the capacitive and inductive reactance cancel each other, 
but at much lower frequency than that corresponding to the '/.../2 phys
ical length of the overall antenna. However, this occurs at the expense 
of lower gain, especially when the antenna surface is contained in a 
confined space [36]. 

MLAs exhibit a radiation pattern similar to a conventional half
wavelength dipole but across a broad bandwidth [37]. Indeed, many 
UHF-RFID applications require the tag antenna to have dipole-like 
radiation pattern and broad bandwidth to compensate for changes in 
the operating frequency due to different radio regulations in specific 
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FIGURE 9.11 Meander-line antenna for a UHF-RFID tag. (Courtesy of Alien 
Technologies [38].) 

geographical areas. MLAs can satisfy these requirements and are, 
therefore, popular for commercial UHF-RFID tags. An example is de
picted in Fig. 9.11 which refers to a commercial tag manufactured by 
Alien Technologies. 

9.3.2 Patch Antennas 
Patch antennas are highly popular in RFID applications due to 
their conformal, lightweight, and low-profile nature [39]. Historically, 
patches were primarily used for military applications. However, the 
recent reduced prices for the dielectric substrate has led to increased 
use of microstrip antennas for commercial RFID applications [40,41]. 

In addition to being simple to fabricate, patch antennas have an 
inherent ability for polarization diversity. A patch antenna can be 
easily designed to have any desired polarization that can be readily 
fabricated by etching the metal bonded to the dielectric substrate. 
Also, patch arrays can be used to deliver (at little additional cost) much 
higher gains, while preserving the lightweight and planar nature of 
the antenna. Example patch antenna arrays are depicted in Fig. 9.12. 
They work well for readers, bacause of the need to generate dual [42] 
or circular polarization [43]. 

9.3.3 Fractal Antennas 
The term fractal, meaning broken or irregular fragments, was orig
inally used to describe a family of complex shapes that possess 
-an inherent self-similarity or self-affinity in their geometrical struc
ture [44]. As noted in Chap. 3, fractals are useful in antenna engi
neering applications since their self-replicating characteristic allows 
for multiband behavior [45]. Fractal geometries allow more electrical 
length to be realized in a given area, leading to miniaturization [46]. 
Common replicating geometries for fractal antennas include dipoles, 
loops, and patches. Typical fractal curves for such antennas include 
the Koch, �inkowski, and Hilbert curves. 

As an example, a tag antenna resonating at 868 MHz and 
2.45 GHz based on a Minkowski fractal loop is depicted in Fig. 9.13a. 
Dual-band dipole antennas [48,49] and patches [47,50] for RFID have 
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(a) 

(b) 

FIGURE 9.12 Patch anteIma arrays for RFID readers. (a) Four-element patch 
array manufactured by Alien Technologies; (b) Four-element patch array 
manufactured at The Ohio State University ElectroScience Laboratory. 

also been realized using fractal geometries. Figure 9.13b shows an 
example fractal RFID antenna operating at three distinct bands. 
Several other fractal antennas for RFIDs can be found in [47,51-53], 
many of which exhibit miniaturization. 



C hap ter 9: A n ten n a s  for RFID Sys t e m s 403 

(a) 

(b) 

FIGURE 9.13 Fractal antennas for RFID applications. (a) Minkowski 
fractal loop-tag�QRerating at 868 MHz and 2.45 GHz [47]; (b) Fractal 
antenna operating at 3 RFID bands. (After [45] ©IEEE 2008.) 
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9.3.4 Planar Antennas 
Planar antennas refer to those printed conformally on the RFID's 
structure or on adhesive strips and/or on flexible substrates [54, 55]. 
Cost is typically a driving factor in adapting these. Also, of interest 
is to print these antennas on a variety of surfaces, including paper, 
thin mylar, or polymer surfaces. Not suprisingly, they are common in 
commercial RFID systems. Some of the commercial tags which work 
with these systems are depicted in Fig. 9.14. 

9.3.5 c Slot Antennas 
A slot antenna consists of a radiator formed by cutting narrow slots 
in a metal surface. An RFID tag with a slot antenna is depicted in 
Fig. 9.15. The shape and size of the slot(s) determine the operating 
frequency and antenna radiation pattern [56]. Slot antennas are often 
used instead of dipole and meander-line antennas when greater con
trol of the radiation pattern is required, as is the case with some RFID 
applications. The slot antenna's main advantages are compact size, 

(a) 

(b) 

FIGURE 9.14 Planar antennas for RFID applications. (a) Planar RFID tags. 
(Courtesy of Alien Technologies [57].); (b) Planar RFID tag for attachment at 
cartboard surfaces or other packages. (After [58] ©IEEE 2006.) 
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FIGURE 9.15 Miniaturized slot tag. (After [59] ©IEEE 2005.) 

design simplicity, robustness, and convenient adaptation to mass 
production using PCB technology. 

9.4 RFID Power Harvesting-Rectennas 
Passive RFIDs employ a power harvesting unit (rectenna) to extract 
DC energy from the incoming RF wave, which is used to power the in
tegrated circuit components. A rectenna is an antenna with a zero bias 
Schottky diode connected to its terminals [39] (see Fig. 9.16). As the 

- RFID antenna receives a voltage, the Schottky diode allows for capac
itor charging (but no discharging). The goal is to charge the capacitor 
to a level where a minimum required voltage can be delivered to the 
RFID circuitry over a prespecified minimum time period. 

Off-the-shelf RFIDs use a single antenna for both communication 
and power transfer, a limiting factor in rectenna design. A number of 
investigators [60,61] have also proposed the addition of features like 
sensing, tracking, and on-tag data processing to conventional passive 
RFIDs. Howev,-er, even with state-of-the-art low-power circuits, con
ventional RFIDs require a battery to achieve these ambitious goals. 
But, the battery itself is a major challenge. In many applications, 
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Antenna 

Power density s) R 

FIGURE 9.16 Schematic of the simplest power harvesting unit. 

battery replacement is a limiting factor and a costly proposition. One 
idea (batteryless RFID) is to employ an independent rectenna opti
mized for wireless power transfer [62,63]. In contrast to ordinary pas
sive RFIDs, batteryless RFIDs can handle complex functions (sensing, 
tracking) and work at longer distances (5-10 m) over a much longer 
time period (tens of years) [64]. Nevertheless, both passive and bat
teryless tags require a power harvesting unit in their package. 

Typical tags require a voltage of 1 to 3 V (depending on the type of 
transistors used in the circuitry), and a few tens of microamps [61]. 
However, if the tag is a few meters away, the rectenna open-circuit 
voltage may only be 0.1 to 0.3 V. This is not large enough to operate 
the transistors in the circuitry. A common approach to boosting the 
voltages from a rectifier is to use a charge pump as part of the rectifier 
circuit (see Fig. 9.17). A charge pump incorporates a number of diodes 
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FIGURE 9.17 Schematic of a two-stage Dickson charge pump rectifier. 
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connected in series. This has the net effect of increasing the output 
voltage of the array. 

_ 

A s'chematic of a two-stage Dickson charge pump [63] is shown in 
Fig. 9.17. As seen, two zero-bias Schottky diode pairs are employed 
and denoted as D1, D2, D3, and D4 in the schematic. The zero-bias 
diode pairs were chosen as they have excellent performance at UHF 
and do not require external biasing. This is crucial, as even a few 
microamperes of bias current is difficult to generate. Further, these 
diodes have relatively low-barrier height and high-saturation current 
when compared to externally biased detector diodes. This results in 
higher output voltage at low-power levels. However, a drawback is 
their higher series resistance, which inherently leads to higher losses. 

Each stage of the Dickson charge pump is formed using two diodes 
and two capacitors. Focusing on the first-stage Dickson charge pump 
in Fig. 9.17, we note that C1 serves as a filter to prevent DC current. The 
capacitor being charged is C2 and the diodes D1 and D2 are intended 
to prevent discharging while current flow is oscillatory [63]. 

Specifically, when the RF voltage is negative, D1 is on and the cur
rent flows from the ground through D1. Alternatively, when the RF 
input is positive, D1 turns off and D2 turns on to continue charging C2. 
As such, we can expect the DC voltage on C2 (intermediate storage 
capacitor) will be twice the supplied peak RF voltage. The operation 
of the second-stage Dickson charge pump is similar, resulting in an 
output voltage across C4 (main storage capacitor), double that of the 
voltage across C2. 

An impedance matching network is essential in providing max
imum power transfer from the antenna to the rectifier circuit. One 
approach is to design the matching network as proposed in [65]. 
According to [65], the component models used in the simulations 
were not accurate enough to include all of the circuit parasitics. 
Therefore, it was concluded that the modeling of the rectifier cir
cuit should be based on experimental characterization. This can be 
done by measuring the input impedance (511) of the rectifier cir
cuit (consisting of the zero-bias diode pairs, capacitors, load resis-

- tance, and wires for output DC voltage) without a matching net
work. The results from the experimental characterization can then 
be used as a black box for the impedance-matching circuit design. 
Assuming that the rectenna is powering a load, Rload, the efficiency is 
given by 

(9.4) 
-

Referring"'t0�ig. 9.1, Vioad is the voltage across Rload and PRF is the 
incident power received by the rectenna at the diode terminals. For the 
circuit shown in Fig. 9 .18a, the conversion efficiency, 'T'), for RF power 
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FIGURE 9.18 Typical rectenna for RFID sensing applications and its 
efficiency performance. (a) A rectenna composed of a Koch's fractal antenna 
and a two-stage Dickson charge pump; (b) Efficiency of a typical rectifier 
versus input RF power [65]. 
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levels varying from -25 to 10 dBm is depicted in Fig. 9.18b. This plot 
was calculated using Eq. (9.4). It is apparent that a typical rectifier 
can realize an RF to DC conversion efficiency greater than 60% over a 
wide range of power levels, with a maximum efficiency close to 70%. 

Comments 
As interest in RFID and its adaptation continues to grow, cost and 
functionality will play a key role in influencing device design, fab
rication, and marketing. Considering the number of RFID pilot trial 
announcements each month, the RFID industry is expected to expe
rience a booming growth over the next decade in terms of sales and 
potential applications. 

There are key issues still to be resolved with RFID deployment. 
Among them, 

• Lack of globally accepted regulations/standards. 

• Privacy issues: Many human habits and activities can be tracked 
with ubiquitous use of RFIDs. 

• Lack of globally integrative software tools to track products from 
the manufacturing site to the consumer or sale point. 

• Long-range detection, cost, wireless power harvesting, and 
multifunctionality will, of course, continue to motivate future 
design. 

Regardless, RFIDs are here to stay just like cell phones, Tv, and 
radios. RFID has already become a part of our daily lives through use 
in credit cards, passports, medical drugs, and mobile phones. Exten
sive research and investment in the technology will extend its capa
bilities to many more applications in the near future. 
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Koch curve antennas 
fractal antennas with, 146-147 
volumetric versions of, 149-151 

K-w (dispersion) diagram 
DBE-DRA design, 332-334 
DBEs, dispersion using pair of 

TLs, 337-339 
DBEs, obtaining maximally flat, 

325-326 
DBEs, removing inner line 

capacitors from printed, 
347-348 

DBEs, resonance/ amplitude 
increase within, 320-321 

DBEs using dual micros trip lines, 
340-342 

MPCs, dipole performance 
within, 319 

MPCs, display within, 310 
MPCs, finite thickness 

characteristics, 315-317 
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K-U) (dispersion) diagram (Cont. ) 
MPCs/DBEs, slow wave 

resonance of, 311-313 
NRI-LWA formation, 278-279 
NRI-LWAs using varactor diodes, 

28�281 
NRI-TL, circuit model 

propagation, 273-274 
NRI-TL, complete circuit model of, 

276--277 
resonance of printed loop antenna, 

335-336 
Kwon, D.H. /Pozar, D.M. (work of) 

G and Q for Chu antennas, 8�3 
summary of, 15, 78-80 
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LC matching circuit, 364-365 
LCPs, printing polymers on, 175 
leaky wave antennas (LWAs), NRI, 

278-286 
left hand circularly polarization (LHCP) 

gain, 244 
left-handed (LH) plane wave propagation 

defined, 270 
(£ < 0, � < 0) media with, 

27�272 
NRI leaky wave antennas 

with, 280 
NRI miniature antennas with, 

287-291 
NRI-TL low-profile monopoles 

with, 292 
load impedance 

designing matching network for 
arbitrary, 109-111, 113 

obtaining impedance matching 
limitations for high-pass 
case, 113 

tapered loading profile and, 127 
loaded quality factor ( Qd, 11 
loading. See capacitive loading; dielectric 

loading; inductive loading; material 
loading 

loading profile, miniaturized broadband 
antenna, 123-127 

logic/processor unit, RFID 
microchips, 397 

loop antennas 
chip conductors for 

miniaturization of, 160 
coupled double loop (CDL), 

346--350 
Geyi's field-based evaluation of Q 

in, 64-65 
metamaterials for, 296--299 
miniaturizing using ATL, 

22�222 
negative matching in, 374-380 
resonance conditions of printed, 

333-336 

loss 
antenna efficiency and, 37-39 
DBE antennas and, 325 

low-profile antennas 
NRI metamaterials for, 291-297 
performance on EBG ground 

plane, 19�193 
L-type antennas 

effective volumes for, 19-20 
Geyi's field-based evaluation of Q, 

�5 
Wheeler 's radiation power factor 

theory, 16--19 
lumped capacitors, 287-289 
lumped circuits 

DBEs using dual microstrip lines 
and, 339-343 

emulating DBEs using TL pairs 
using, 336--339 

miniaturization of loop antennas 
using, 22�222 

Wheeler. See Wheeler, H.A. 
(work of) 

wideband EBG design using, 195 
lumped circuits, quality factor 

arbitrary, 9-11 
overview of, 6--7 
parallel RLC, 9 
series RLC, 7-8 

lumped loads 
antenna miniaturization via, 132, 

156--160 
circuit model of (£ < 0, � < 0) 

media with, 274 
DBEs using dual microstrip lines 

with, 339 
emulation of anisotropy using 

printed circuits with, 338 
negative impedance converters 

using, 374 

� M� 
magnetic energy, total stored 

(W/c 1M/cO) 
exact Q for TM/TE propagating 

Chu antenna, 39-41 
field-based evaluation of antenna 

Q, 63-64 
relationship between Q and B, 

43-46 
magnetic fields (H) of plane waves, 

27�272 
magnetic materials 

increasing EBG bandwidth, 
197-199 

miniaturization via, 167-170 
NRI metamaterial parameters, 

27�272 
magnetic photonic (MPC) crystals 

dipole performance within, 
317-320 



embedding antennas on vehicles, 
354-357 

overview of, 309-311 
for printed antennas on ferrite 

substrates, 350-353 
references, 357-360 
slow wave resonances of, 311-'-313 
transmission of finite thickness, 

313-317 
matched impedance layer (MIL), 169 
matching networks 

Fano-Bode limit for band-pass 
response, 112-113 

Fano-Bode limit for high-pa_ss 
response, 110-111, 113-117 

Fano-Bode theory, 108-111 
material loading 

defined, 131-132 
dielectric materials, 162-167 
magnetic materials, 167-170 
miniaturization design using, 118 
overview, 160-162 
polymer ceramic material, 

170-180 
Maxwell's equations 

Best's exact Q derived from, 
71-73 

Geyi calculating Q as input 
impedance via, 69 

propagation in (e < 0, IJ. < 0) 
media via, 271 

McLean, J.S/ Foltz, H.D. (work of) 
comments, 56-58 
minimum Q for TM prolate Chu 

antenna, 55-56 
summary of, 14, 52-55 

McLean, J.S. (work of) 
comments, 52 
exact Q for Chu antenna from 

mode circuits, 51-52 
exact Q for Chu antenna radiating 

TMlO or TElO, 49 
G and Q in circularly polarized 

Chu antenna, 79 
Q for radiating equally excited 

TMlO /TElO, 50 
summary of, 14, 48-49 

MCT (Mg-Ca-Ti), 171-172, 174 
meander line antennas (MLAs) 

genetic algorithm optimization for, 
181-183 

metamaterial-inspired, 298-300 
for RFID applications, 151-153, 

400-401 
samples of fractal antennas and, 

147-148 
size and performance of, 148-149 
smrul antenna design as, 141-145 

meandering ... 
inductive loading with, 254-257 
negative results of, 269 
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Mehdipour, A., et al., 151 
memory, RPID microchips, 397-398 
metallic strips, DBE crystals using, 

325-326 
metamaterials 

antennas inspired by, 296-300 
DBE crystals. See degenerate band 

edge (DBE) crystals 
defined, 188 
high-gain antennas using EBG 

defect modes, 300-305 
MPC crystals. See magnetic 

photonic (MPC) crystals 
overview of, 269-270 
references, 306-308 

metamaterials, NRI (negative refractive 
index) 

circuit model of (e < 0, IJ. < 0) 
media, 273-274 

composite circuit model for 
NRI-TL medium, 275-277 

overview of, 270 
propagation in (e < 0, IJ. < 0) 

media, 270-272 
metamaterials, NRI (negative refractive 

index)-based antennas 
compact/low-profile monopole 

antennas, 291-296 
leaky wave antennas, 278-286 
miniature and multi-band patch 

antennas, 287-291 
overview of, 277 

ME See miniaturization factor (MF) 
Mg-Ca-Ti (MCT), 171-172, 174 
microchips, RPID, 395-398 
microstrip lines 

DBE antennas using dual, 339-346 
printed MPC antennas on, 

350-353 
microwave applications 

ATL introduced in, 213 
RPID tags for, 392 

MIL (matched impedance layer), 169 
miniaturization factor (MF) 

choosing loading profile, 123-127 
determining optimal, 122-123 
dielectric loading of spiral 

antennas, 250-254 
as function of dielectric materials, 

162-163 
improving antenna Q, 119-121 
phase delay of ATL with degrees 

of miniaturization, 216-217 
understanding, 210 

MLAs. See meander line antennas (MLAs) 
monopole antennas 

broadband matching circuit for 
inverted hat, 371-374 

input impedance and matching, 12 
miniaturization via bending of, 

137-138 
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monopole antennas (Cont.) 
NRI compact and low-profile, 

291-296 
for RFIO system, 152 
using lumped loads for 

miniaturization, 156-158 
MPC crystals. See magnetic photonic 

(MPC) crystals 
multiband behavior, wideband EBG 

design for, 196-197 
multiperiodic (variable size) unit cells, 

increasing EBG bandwidth, 
196-197 

- N -
narrowband (band-pass response) 

antennas 
determining maximum 

bandwidth, 109-110 
Fano-Bode limit for, 112-113 
high-pass response vs., 113 
illustrating Fano-Bode criterion, 

10�109 
impacting impedance matching 

for, 107 
miniaturization of, 210 
passive impedance matching, 

362-368 
negative impedance converters (NICs), 

374-377 
negative impedance matching 

concluding comments, 385-387 
flare dipoles, 380-385 
increasing EBG bandwidth, 197 
loop antennas, 374-380 
overview of, 374 

negative index of refraction (n < 0), 270 
negative refractive index (NRI) materials 

circuit model of (e < 0, IL < 0) 
media, 273-274 

for compact/low-profile 
monopole antennas, 291-296 

composite circuit model for 
NRI-TL medium, 275-277 

experimental verifications of, 270 
for leaky wave antennas, 

27�286 
for miniature and multi-band 

patch antennas, 287-291 
overview of, 270, 277 
propagation in (e < 0, IL < 0) 

media, 270-272 
NICs (negative impedance converters), 

374-377 
NOMAOm, 369 
non-Foster matching 

concluding comments, 385-387 
flare dipoles, 380-385 
loop antennas, 374-380 
overview of, 374 
using active circuits, 363 

notch loaded patch antennas, 134-136 
NRI. See negative refractive index (NRI) 

materials 
NRI-TL unit cells 

circuit model for, 273-274 
composite circuit model for, 

275-277 
leaky wave antennas based on, 

27�286 
miniature / multi-band patch 

antennas based on, 287-291 
overview of, 272 

- 0 -
omni-directional antennas. See Chu 

antennas (omni-directional) 
one-way transparency (unidirectionality), 

MPCs displaying, 310 
optimization 

genetic algorithms for, 180-185 
increasing EBG bandwidth 

with, 196 
introduction, 180 
particle swarm optimization, 

185-187 
optimization, passive broadband 

matching 
inverted hat antenna, 371-374 
overview of, 36�369 
planar dipole, 369-371 

�iJW&\ljij p �::&1'l 
parallel RLC circuits, 6-7, 9 
partially reflecting surfaces (PRS), 

301-304 
particle swarm optimization (PSO), 

185-187 
passive broadband matching 

inverted hat antennas (IHAs), 
371-374 . 

obtaining broadband match with, 
362-363 

overview, 36�369 
planar dipole antennas, 369-371 

passive narrowband impedance 
matching 

dipole antennas, 364-368 
overview of, 362-364 

passive tags, RFIO 
main components of, 394-395 
radar cross section reflecting, 

399-400 
rectennas, 405-409 
relying on power from reader, 394 
system layout, 389-391 

patch antennas 
dielectric materials, 164-165 
fabricating with CNT sheet 

printing, 179-180 
filling with NRI-TL structure, 

289-291 



folding of, 139 
as high-gain antenna using defect 

mode EBGs, 301-302 
increasing ATL series inductance, 

224-226 
increasing inductive/ capacitive 

windows, 227-230 . 
increasing shunt capacitance, 

222-224 
lumped loads for, 157-158 
notch/ slot loading for, 134-136 
for RFID applications, 401-402 

PCBs. See printed circuit boards (PCBs) 
PDMS. See polydimethysiloxane (PDMS) 
Peano curve antennas, 148 
perfectly electric conducting (PEC) 

ground plane 
antennas on EBG ground plane 

vs., 192-194 
efficiency measurement of, 4-5 
spiral antennas backed with, 

244-247 
permittivity, controlling for DBE crystals, 

325-326 
phase center, radiation, 239-241 
phase coherent radiation conditions, 

211-212 
phase velocity 

determining optimal 
miniaturization factor, 
122-123 

impact of reducing, 119 
improving Q by reducing, 120 
left-handed plane wave 

propagation via, 272 
measuring phase delay in ATL, 

216, 219 
miniaturization concept and, 

117-118 
phase coherent conditions of 

miniaturization, 211-212 
PIFAs (planar inverted-F antennas), 

137-141 
planar antennas 

folding of, 139 
notch/ slot loading fpr, 134-136 
passive broadband matching of 

dipole, 369-371 
for RFID applications, 404 
shaping of, 133 
volumetric versions of, 149-151 

planar geometry, of spiral antennas, 
233-235 

planar inverted-F antennas (PIFAs), 
137-141 

planar meandering 
gain comparison between 3D 

cOiling.::cutd, 257 
overview of, 254-255 

polarization, RFID patch antennas 
and, 401 

polydimethysiloxane (PDMS) 
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BaTi03 mixed with, 172-173 
challenges of printing polymers 

on, 175 
defined, 171 
different ceramic mixtures vs., 

172, 174 
fabricating polymer composite 

with, 171-173 
polymer-ceramic material 

challenges of printing, 175-179 
DBE crystal fabrication using rods 

of, 329-331 
dielectric loading with, 254 
fabrication process, 172-175 
good for antenna engineering, 

170-171 
GPS antenna miniaturization 

via, 166 
polymers used for, 171 

power harvesting units (rectennas), RFID, 
405-409 

Poynting theorem 
Chu using, 27 
Collin/Rothschild using, 40 
Geyi using, 62-64 
McLean using, 49 
separating radiation from total 

stored electric/ magnetic energy 
using, 39 

Pozar, D.M. See Kwon, D.H./Pozar, D.M. 
(work of) 

Prad o See radiated antenna power ( Prad ) 
printed antenna miniaturization, via 

coupled lines emulating anisotropy 
for coupled double loop antennas, 

346-350 
for DBEs using dual microstrip 

lines, 339-346 
for MPCs on biased ferrite 

substrates, 350-353 
realizing DBE dispersion via, 

336-339 
using DBE dispersion, 

332-336 
printed circuit boards (PCBs) 

constructing DBE crystals with, 
325-326 

designing broadband planar 
dipoles, 369-371 

fabricating EBG with, 189 
fabrication process, 260-264 
miniaturization via dielectric 

materials, 166 
prolate Chu antenna, 55-56 
propagation, in (£ < Om < 0) media, 

270-272 
propagation constant 

ATL model of antenna, 215 
modifying NRI leaky wave 

antennas, 280-281 
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PRS (partially reflecting surfaces), 
301-304 

PSO (particle swarm optimization), 
185-187 
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QL (loaded quality factor), 11 
quality factor (Q) .  

Best's exact Q derived from 
Maxwell's equations, 71-73 

characteristics of, 5-6 
characterizing small antenna 

performance, 2-3 
Chu's maximum G/Q 

omni-directional Chu antenna, 
31-32 

Chu's minimum for 
omni-directional Chu 
antenna, 31 

exact Q for TM/TE propagating 
Chu antenna, 39-43 

exact Q from mode circuits, 
51-52 

Fante's relationship between B 
and, 43-46 

Hansen's closed form expression 
for minimum, 47-48 

Harrington's minimum for 
directional Chu antenna, 36 

for lumped circuits, 6-11 
McLean vs. ThaI computations, 

92-93 
McLean's, Q for radiating equally 

excited TMlO or TElO, 50 
McLean's exact Q radiating TMlO 

or TElO, 49 
miniaturization improving 

antenna, 117-118 
RPF concept preliminary 

to, 13, 17 
smaller in antennas using more 

Chu sphere, 24 
theories of deriving, 13-16 

quality factor ratio (QR), for 
small antennas, 52, 54 

� R �  
radar, origin of RFID, 391 
radar cross section, RFIDs, 399-400 
radianlength (A/2-rr), 1-3 
radiansphere (ka < 1)  

defining small antenna as, 2 
measuring volume of, 19-20 

radiated antenna power ( Prod ) 
exact Q derived from mode 

circuits, 51-52 
exact Q for TM/TE propagating 

Chu antenna, 40 
exact Q radiating TMlO /TElO, 49 
Q for radiating equally excited 

TMlO /TElO, 50 

radiation 
equivalent TL model of antennas 

and, 212-213 
NRI leaky waVe antennas and, 

278-286 
optimizing using 

metamaterials, 269 
phase coherent conditions and, 

211-212 
spiral antennas and, 235-236 
spiral antennas, effective phase 

center in, 239-241 
spiral antennas, pattern of, 

237-239 
truncated finite spiral antennas 

and, 242-243 
radiation band 

in concept of miniaturization, 118 
determining optimal 

miniaturization factor, 122 
effect of loading profile on, 

123-124 
radiation conductance (Grad ), 16-21 
radiation efficiency (1]) factor. See gain 

(G), small antenna performance 
radiation power factor (RPF), 13, 16-21 
radiation resistance (Rrad ) 

for constant pitch spherical 
coil, 22 

input impedance and matching, 
12-13 

Wheeler 's radiation power 
factor theory, 17 

radio frequency identification (RPID) 
system 

defined, 389 
historical background, 389-393 
impedance matching, 398-399 
microchip, 395-398 
passive RFID, 394-395 
radar cross section, 399-400 
tag categories, 393-394 

radio frequency identification (RPID) 
system antennas 

comments, 409 
designing, 151-153 
employing power harvesting unit 

(rectenna), 405-409 
fractal antennas, 401-403 
meander-line dipoles, 400-401 
overview of, 400 
patch antennas, 401-402 
planar antennas, 404 
references, 409-411 
slot antennas, 404-405 
use of dielectric materials, 166 

radio frequency (RP) 
NRI-TL leaky wave antennas with 

amplifiers of, 281-284 
printing polymers using carbon 

nanotubes and, 176 



reactive loading 
antenna miniaturization design 

using, 118 
of NRI-TLs, 272 

readers, RFID 
defined, 389 
passive tags relying on power 

from, 394-395 
receiving pattern, antennas, 98-100 
rectangular meander line antennas 

overview of, 143-144 
parameters of, 144 

rectennas, RFID, 405-409 
reflectors, antenna performance aI)d, 

192-193 
regular band edge (RBE) crystals 

MPCs group velocity vs., 310 
resonance/ amplitude increase 

within DBE crystals vs., 320 
slow wave resonances of 

MPC/DBE crystals vs., 311-313 
resonance 

coupled double loop (CDL) 
antennas, 350 

DBE design using dual microstrip 
lines, 341-346 

embedded MPC antennas, 354 
increase within DBE crystals, 

320-321 
increasing bandwidth with 

multiple, 75-76 
narrowband matching for dipoles, 

364-368 
tuning using lumped loads, 361 
understanding conditions of 

printed antennas, 332-336 
Rhodes, D.R., 61-62 
right hand circularly polarization (RHCP) 

gain, 244 
right-handed (RH) plane wave 

propagation 
composite circuit model for 

NRI-TL medium, 275-277 
in NRI leaky wave antennas, 280 
NRI miniature antennas, 287-291 
NRI-TL low-profile 

monopoles, 292 
RJoss (Ohmic losses), radiation power 

factor theory, 17 
Rothschild. See Collin, R.E. and 

Rothschild, S. (work of) 
RPF (radiation power factor), 13, 

16-21 
Rrad . See radiation resistance (Rrad ) 
Russian GLONASS satellites, 162 
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SAW (surface--acoustic wave) device, 
RFIDs, 389 

-----

scattering pattern, antennas, 98-100 
scattering theory, Gustafsson, 15-16 
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Schottky diode fabrication, RFIDs, 
392-393, 405-407 

self-resonant mode configurations, 88-93 
self-resonant spherical coil, 23-24 
series inductance 

circuit model of (e < 0, j.L < 0) 
media using, 273-274 

composite circuit model for 
NRI-TL medium using, 275-277 

spiral antenna miniaturization 
using, 254-257 

series inductance, ATL 
fabricated transmission lines 

and, 219 
impedance matching 

miniaturization with, 218-219 
miniaturization by increasing, 

224-227 
miniaturization by increasing 

shunt capacitance and, 227-230 
miniaturization of loop antennas 

with, 221-222 
, transmission lines and, 214 
series RLC circuits 

defined, 6-7 
Q as function of input impedance 

using, 73-74 
Q for TM/TE omni-directional 

Chu antenna, 47-48 
quality factor for, 7-8 

shape factors, 18-20, 22-23, 25 
shaping 

with bending and folding, 136-141 
for fractal antennas, 143-149 
with lumped loads, 156-160 
for meander line antennas, 

141-145 
miniaturization via, 132-134 
for RFID antennas, 151-153 
for slot loading, 134-137 
for small ultra-wideband 

antennas, 153-156 
with space-filling curves, 141 
for volumetric antennas, 149-151 

shorting pins, negative results of, 269 
shunt capacitance 

ATL for miniaturizing loop 
antennas with, 220-222 

ATL model of antenna with, 214 
circuit model of (e < 0, j.L < 0) 

media with, 273-274 
composite circuit model for 

NRI-TL with, 275-277 
impedance matching 

miniaturization with, 218-219 
increasing, 222-224 
increasing ATL series inductance 

, and, 227-230 
phase delay of ATL with, 216-217 
spiral miniaturization with, 

249-254 
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sinusoidal meander line antennas, 
143-144 

SIP. See stationary inflection points (SIP) 
frequency 

size (ka) 
characterizing small antenna 

performance by, 2-3 
superdirective antennas and, 3 

slot antennas 
antenna miniaturization via, 

134-137 
etched on high permittivity 

substrate, 152-153 
for RFID applications, 404-405 
using lumped loads for 

miniaturization, 157-159 
slow waves 

antenna miniaturization 
via, 209 

ATL, increasing shunt capacitance, 
222-224 

ATL, two-wire loop antenna, 
220-222 

ATM model and, 213-220 
equivalent TL (transmission line) 

model, 212-213 
increasing ATL series inductance, 

224-227 
increasing ATL series 

inductance/ shunt capacitance, 
227-230 

miniaturization factor for, 210 
phase coherent radiation 

conditions for, 211-212 
references, 233 
resonances of DBEs/MPCs, 

311-313 
spiral antenna miniaturization 

using, 247-249 
small antenna design 

five techniques for, 131-132 
references, 199-207 

small antenna design, miniaturization via 
shaping 

bending and folding, 136--141 
defined, 132 
fractal antennas, 143-149 
lumped loading, 156--160 
meander line antennas, 141-145 
overview of, 132-134 
RFID antennas, 151-153 
slot loading, 134-137 
small ultra-wideband antennas, 

153-156 
space-filling curves, 141 
volumetric antennas, 149-151 

small antenna design, via electromagnetic 
bandgap (EBG) ground planes 

defined, 132 
introduction, 188-189 
low-profile antennas, 190-194 

performance enhancement via 
surface-wave suppression, 
189-190 

wideband design, 195-199 
small antenna design, via material 

loading 
defined, 131-132 
dielectric materials, 162-167 
magnetic materials, 167-170 
overview of, 160-162 
polymer ceramic material, 170-180 

small antenna design, via optimization 
defined, 132 
generic algorithms, 180-185 
introduction, 180 
particle swarm optimization, 

185-187 
small particles, work of Gustafsson, 

98-103 
Snoek's law, miniaturization with, 161 
source region, truncated finite spiral 

antennas, 241 
space-filling curves 

adjusting/modifying with genetic 
algorithms, 181-182 

designing small antennas as, 141 
fractal antennas as, 143-149 

spherical cap dipole antennas, 54, 117 
spherical coils 

constant pitch, 21-23 
equivalent, 24 
self-resonant, 23-24 

spherical helix antenna miniaturization 
Best and, 76--78 
designing small UWB antennas 

with, 155 
improving with volumetric 

version of, 149-150 
Q limitations of, 70 
quality factor for, 76--79 

spherical inductor antenna 
miniaturization, IS, 117 

spherical mode circuits, at Chu sphere 
surface, 84-85 

spherical staircase helix (SSH) antennas, 
77-79 

spherical waves, 26--27 
spherical wire antennas, volumetric 

version of, 151 
spiral antenna miniaturization, 233-267 

backed with PEC ground plane, 
244-247 

basic planar geometry for, 233-235 
with coiled arms, 226--227 
designing small UWB antennas, 

154-157 
fabrication issues, 259-265 
history of, 233 
input impedance, 236--237 
radiation, 235-236 
radiation patterns, 237-239 



radiation phase center, 239-241 
references, 265-267 
truncation effect in finite, 

241-244 
using dielectric material loading 

(shunt capacitance), 249-254 
using inductive loading (series 

inductance), 254-257 
using slow wave treatments, 

247-249 
volumetric inductive loading, 

257-259 
split ring resonators (SRRs), 272 
SrTi03(strontium titanate), 

171-172, 174 
SSH (spherical staircase helix) antennas, 

77-79 
standing-wave region, truncated finite 

spiral antennas, 242-243 
stationary inflection points (SIP) 

frequency 
defined, 310 
dipole performance within MPCs, 

317-320 
slow wave resonances of 

MPCs/DBEs, 311-312 
transmission of finite thickness 

MPCs, 315-317 
strontium titanate (SrTi03 or D270), 

171-172, 174 
substrates 

coupled double loop antennas 
using, 346-350 

DBEs using dual microstrip lines 
with, 339-346 

miniaturization via dielectric 
materials, 162-167 

polymer ceramic. See 
polymer-ceramic material 

printed MPC antennas on biased 
ferrite, 350-353 

reducing RFID antenna size with 
high permittivity, 152-153 

superdirective antennas 
small antennas as, 3 
work of Thiele, 14-15, 58-61 

superstrates, recovering gain loss with, 
166-167 

supply chain management/logistics, 
with RFID tags, 391 

surface acoustic wave (SAW) device, 
RFIDs, 389 

surface-wave suppression, 189-190 
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tag memory block, RFID microchips, 
397-398 

tags, RFID tedlQology 
categories of, 393-394 
defined, 389 
evolution of, 392-393 
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supply chain management/ 
logistics using, 391 

tapered loading profile 
effect on miniaturization, 

124-127 
fabrication process, 259-260 
miniaturizing spiral antennas with 

dielectric, 252-254 
volumetric inductive loading 

using, 258-259 
Tchebysheff polynomials, 111 
TE modes 

small antenna directivity, 3-4 
work of Chu, 31-35 
work of Collin and Rothschild, 14, 

39-41 
work of Fante, 41-43 
work of Hansen, 47-48 
work of Harrington, 14, 35-39 
work of Kwon and Pozar, 15 
work of McLean, 49-52 
work of ThaI. See ThaI, H.L. 

(work of) 
work of Wheeler, 25 

ThaI, H.L. (work of) 
energy lower bound applications, 

96-97 
energy lower bound on mode 

coupling network, 93-96 
overview of, 83-84 
Q value for TMlm and TElm modes, 

85-88 
self-resonant mode configurations, 
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