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Foreword

Technology development moves quickly the modern era. An engineer must
“ball park” a design, rapidly create proof of concept, and analyze measured
data to drive the technology’s course. The purpose of this book is to enable
those interested in developing small radar technology to move quickly from
idea to proof of concept.

We can do it. Anyone with a background in electronics who is an un-
dergraduate, professional, entrepreneur, researcher, or hobbyist can develop
small radar sensors. Radar engineering need not be intimidating or full of
theoretical derivations.

Learn by doing. The sooner a design is put to practice, the faster the
designer will learn. Numerous examples are shown with sufficient detail to
replicate or scale to your application.

Measured data is ugly. Measurements from examples are available to
test your algorithms on real-world data before investing development time.

For your application. Applications are shown from automotive to
through-wall imaging. Problems, solutions, and future directions of technology
are presented.

Let’s build something together. Skip to any chapter, section, or figure
to learn what you need to get the job done. All material stands on its own.
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Preface

Inexpensive microwave components, micro-computing, and data acquisition
have made possible widespread adaptation of small and short-range radar
sensors. Initially, small radar sensors were continuous wave (CW) Doppler
units for use as proximity fuses during the Second World War. These sensors
were mounted on the top of an anti-aircraft shell, detonating the shell when it
approached the body of an aircraft. Shortly after the war CW radar sensors
found use in the law-enforcement application of measuring the speed of auto-
mobiles. During the late 1950s automotive radar sensors were developed but
proved too costly. With the invention of the Gunn oscillator the small Doppler
radar found use as a motion sensor for opening automatic doors. During the
evolution of low-observable aircraft, short-range rail synthetic aperture radar
(SAR) imaging systems were developed to measure radar cross section (RCS).
Today, low-cost radar sensors are used in automatic cruise control, collision
mitigation braking, blind spot detection, and as back-up aids in automobiles.
Lower frequency portable and mobile sensors can penetrate concrete walls,
providing a sensing capability for search and rescue missions. Compact SAR
sensors are flown on unmanned air vehicles providing on-demand reconnais-
sance. Small radar sensors are utilized in autonomous vehicles (both air and
ground) to sense the environment, detect hazards, attempt to classify objects,
and enable autonomous decision making.

These radar systems are different in theory and significantly different in
operation from conventional radar. This is due to the short-range geometry of
target scenes. Short ranges require wide bandwidths to achieve useful range
resolution and simultaneously transmit and receive because of practical hard-
ware limitations, resulting in unusual radar architectures. These target scenes
are full of clutter that requires coherent processing and detection algorithms.
Furthermore, short-range radar systems operate in the near field, requiring
special treatment of beamforming and imaging. To increase accuracy in au-
tomotive and unmanned vehicle applications data is often fused with other
sensors to reduce false alarm rates.

In this book small and short-range radar systems will be explored with a
high-level analysis and demonstrated with practical working examples. Several
different types of small radar systems will be discussed, including CW, ultra-
wideband (UWB) impulse, UWB linear FM, SAR, and phased array. For each
type of radar system there will be a derivation of the radar range equation, an
explanation of applicable algorithms, and a case study that will couple theory
to reality by demonstrating the implementation of an actual radar system.
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xxxvi Preface

The application of small radar sensors is an evolving topic and therefore
requires special treatment. The ubiquitous use of low-cost Doppler radar for
use in law enforcement and motion sensing will be discussed. One chapter
will focus on the topic of automotive radar and sensing, covering topics from
physical design into vehicles to navigation and sensor fusion. Finally, a chapter
on through-wall imaging will be presented.

This is the first text on the topic of small short-range radar systems and
their applications. This text will capture the state of the art—exploring the
theoretical, discussing the evolution of small radar and its application, and
establishing a technical reference for the ongoing development of small radar.

The author can be reached at glcharvat.com for online book content in-
cluding video demos and radar data, and MATLAB scripts can be found at
glcharvat.com/shortrange

MATLAB and Simulink are registered trademarks of The MathWorks, Inc.
For product information, please contact:

The MathWorks, Inc.
3 Apple Hill Drive
Natick, MA 01760-2098 USA
Tel: 508-647-7000
Fax: 508-647-7001
E-mail: info@mathworks.com
Web: www.mathworks.com
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1

Radio Direction and Ranging (RADAR)

RADAR is a World War II acronym that stands for radio direction and rang-
ing. A radar system consists of a radio transmitter and a receiver, where
pulses of electromagnetic fields are transmitted from a transmitter, scattered
(reflected or echoed) off of a target, and returned to a receiver. Round-trip
time is measured from the moment the transmitted pulse is radiated to the
moment the scattered pulse is received (Fig. 1.1). Radio waves travel through
air at approximately the speed of light. By measuring the time delay, the range
to target can be determined.

To understand radar we must first describe how radio transmitters and
receivers work (Sec. 1.1). With this understanding basic radar systems will be
discussed (Sec. 1.2), where maximum range is estimated by using the radar
range equation (Sec. 1.3). Finally, an introduction to small and short-range
radar systems will be presented (Sec. 1.4).

FIGURE 1.1
Electromagnetic fields travel at the speed of light in free space. In a radar
system, range to target is measured by the round-trip time from when an
electromagnetic pulse is transmitted, scattered off of a target, and when its
reflection is received.
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2 Small and Short-Range Radar Systems

1.1 Radio Transmitters and Receivers

Radio transmitters radiate electromagnetic fields constrained to a specific
wavelength that are modulated to carry information. Radio receivers collect
electromagnetic fields at a certain wavelength and de-modulate to reproduce
the transmitted information. A radar system is made up of a radio transmit-
ter and receiver, where the modulation is designed to facilitate measurement
(distance, velocity, imagery, etc.) of a target at a distance.

The basics of radio transmission and reception will be described starting
with the generation of electromagnetic fields (Sec. 1.1.1). Electromagnetic
fields are transferred between components inside of a transmitter or receiver
using transmission lines (Sec. 1.1.2). Electromagnetic waves are radiated into
free space by using antennas (Sec. 1.1.3). Maximum range between a radio
transmitter and receiver can be estimated (Sec. 1.1.4).

1.1.1 Generating Electromagnetic Fields and Maxwell’s
Equations

The physics of electromagnetic fields is described by Maxwell’s equations (Fig.
1.2).

Individual electrons are point charges and each point charge emits a static
electric field. Electric conductors function because they contain free electrons
that, when connected to a signal source like a battery or an AC generator,
can be pushed down a wire to carry DC current or forced to accelerate back
and forth to carry AC current.

An electromagnetic field is generated by connecting an oscillator to an an-
tenna (Fig. 1.3). The oscillator accelerates electrons up and down the conduc-
tive antenna elements (wires) in the x̂ direction at the frequency of oscillation
fc, continuously accelerating the current back and forth at the frequency of
oscillation. We generate the electromagnetic field by forcing the electrons to
accelerate we are changing the electric field, perturbing it at the rate of os-
cillation. Changes in the electric field are not observed instantly everywhere
away from the antenna because these propagate through free space away from
the antenna at the speed of light (approximately c = 3 ·108 m/s in free space).

From Maxwell’s equations we know that a change in electric field results in
an induced magnetic field (Equation (1.6)) that is orthogonal to the electric
field. This magnetic field is in phase with the electric field. As the electric
field intensity rises so does the magnetic and as it falls the magnetic field falls
as well. From this we now have an electromagnetic field, where the electric
field lines are time varying and the magnetic field lines are time varying in
an orthogonal direction. All of this is following the frequency of oscillation fc
and propagating outward from the antenna at velocity c when we are in free
space.

 



Radio Direction and Ranging (RADAR) 3

Maxwell’s equations [3], differential (instantaneous) form:

∇× EEE = −MMM i −
∂BBB

∂t
, (1.1)

∇×HHH = JJJ i + JJJ c +
∂DDD

∂t
, (1.2)

∇ ·DDD = ℘℘℘ev, (1.3)

∇ ·BBB = ℘℘℘mv, (1.4)

∇ ·JJJ ic = −∂℘℘℘ev
∂t

. (1.5)

where each vector is a function of space and time (for example EEE =
EEE (x, y, z, t)) and is described:

EEE = electric field intensity (volts/m)
MMM i = impressed magnetic current density (volts/m2)
BBB = magnetic flux density (webers/m2)
HHH = magnetic field intensity (amperes/m)
JJJ i = impressed electric current density (amperes/m2)
JJJ c = conduction electric current density (amperes/m2)

DDD = electric flux density (coulombs/m2)
℘℘℘ev = electric charge density (coulombs/m3)
℘℘℘mv = strictly theoretical magnetic charge density (webers/m3)
JJJ ic = JJJ i + JJJ c

Maxwell’s equations describe the behavior of electric fields, magnetic fields,
and rates of change of charge as they relate to the generation of electro-
magnetic radiation. An electromagnetic field oscillating at a given frequency
is time harmonic, meaning that it is continuously varying with time in a
sinusoidal fashion. Applying this to the instantaneous form of Maxwell’s
equations above results in the time harmonic form of Maxwell’s equations:

∇×E = −M− jωB (1.6)

∇×H = Ji + Jc + jωD (1.7)

∇ ·D = qev (1.8)

∇ ·B = qmv (1.9)

∇ · Jic = jωqev (1.10)

where the relationship between each time harmonic vector field and the
instantaneous vector fields follows E (x, y, z, t) = real{E(x, y, x)e−jωt}.

FIGURE 1.2
Maxwell’s equations.

 



4 Small and Short-Range Radar Systems

FIGURE 1.3
Generating electromagnetic fields using a dipole antenna.

Additionally, a time varying magnetic field induces an electric field. Each
field component supports the other as it propagates through space. For this
reason an electromagnetic wave is able to propagate and keep itself propagat-
ing as it travels away from the antenna.

1.1.1.1 Far Field and Near Field

Near the antenna the electric and magnetic field lines have a great deal of
curvature due to the geometry of the antenna elements. This provides wave-
front curvature as the field propagates away from the antenna in a spherical
shape. As the electromagnetic field travels much further from the antenna
the field lines become more planar, much like the surface of the earth seems
flat at ground level. At approximately the distance R = 2D2/λ (where D is
the largest dimension of the antenna, in this example D is the length of the
antenna) the radiated field is considered to be a plane wave [2].

When observing an electromagnetic wave you are considered to be in the
far field when R ≥ 2D2/λ and the near field when R < 2D2/λ.
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In the far field, the electric field lines are time varying in x̂ and the magnetic
field lines are time varying in ŷ to the frequency of oscillation fc propagating
outward in the ẑ direction from the antenna at velocity c in free space.

1.1.1.2 Polarization

Linear antenna polarization is defined as being tangent to the electric field
lines. In this example the horizon is in the ŷ axis, the antenna element is
vertical in the x̂ axis, and wave propagation is in the ẑ direction away from
the antenna normal to the electric and magnetic field lines; therefore this
dipole antenna is vertically polarized. Additional polarizations are possible
including horizontal, circular, and elliptic. In this book all antennas will be
linearly polarized, either vertical or horizontal.

1.1.1.3 Constitutive Parameters or the Medium in Which a Wave
Propagates

The rate at which the electric and magnetic field lines form and propagate
depends on the properties of the medium in which the fields are propagating.
These properties are known as the constitutive parameters permittivity ε,
permeability µ, and for a lossy medium loss tangent σ [3]. In this book most
radars will be used in free space therefore these parameters are εo = 8.854 ·
10−12 (Farads/m), µo = 4 · π · 10−7 (Henries/m), and σ ≈ 0 (siemens/m) and
therefore wave velocity is 1/

√
(µoεo) = 3 · 108 = c m/s.

1.1.1.4 Electric and Magnetic Antennas

Antennas can be designed to receive either the electric field component or
the magnetic. A dipole acts on the electric field component. A loop antenna
acts on the magnetic field component. Most antennas act on the electric field
component. The use of magnetic loop antennas is the exception and these are
typically used for applications where low frequency signals must be received
but a small form factor is required at the expense of antenna efficiency (e.g.,
in AM broadcast or shortwave radio receivers).

1.1.1.5 Most-used Solution to the Wave Equation for Radar Sys-
tems

Solving Maxwell’s equations for any geometry is challenging because they
are coupled partial differential equations, requiring clever use of boundary
conditions, vector calculus, and complex analysis. The least-difficult approach
to solving most time harmonic problems is to derive the wave equation by
re-arranging Equations (1.6)–(1.10) and applying boundary conditions. Such
a derivation results in the wave equation for a source-free region [3],

∇2E + ω2µεE = 0. (1.11)

Source-free region means that this is a solution to Maxwell’s equations
for the electric field assuming there are no antennae or boundaries present.
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Stated another way, it is assumed that the fields have already launched off of
the antenna and have not yet scattered off of any targets just like the wave
shown in Fig. 1.1 at t = 2.7µs. If we are in free space and the wave is traveling
away from our vertical dipole antenna (Fig. 1.3) and we are in the far field of
the antenna then the solution to the electric field of the wave equation along
the z axis of propagation is

Ex = Eoe
−jωz√µoεo . (1.12)

The magnetic field can be found by substituting the above into Equation
(1.7), but since the magnetic field is proportional to the electric field we
will focus only on solutions to the electric field. The free space wave num-
ber ko = ω

√
µoεo is substituted into the above equations providing the more

recognizable form:
Ex = Eoe

−jkoz. (1.13)

The electric field solution to the wave equation will be used throughout
this book to model wave propagation from the radar to the target and back.

1.1.2 Transmission Lines

When generating electromagnetic fields it is often inconvenient to co-locate
the transmitter (or oscillator in Fig. 1.3) directly on the antenna. For this
reason a transmission line is used which provides a means of transmitting
electromagnetic fields from the transmitter to the antenna some distance away.

A transmission line works in a similar fashion as an antenna, where an
electromagnetic field is generated and propagated from a source (a transmit-
ter or an oscillator). Unlike an antenna, the transmission line does not radiate
electromagnetic field out and away from itself; instead it confines the electro-
magnetic field to travel down the path of two conductors, transmitting this
field into the load of your choosing (either an antenna or another device).
These two conductors can be a two-wire transmission line, a coaxial cable, or
a microstrip line. These conductors can be curved to guide the transmission
line up walls, around corners, out the door, and up your antenna tower (or in
and around the chassis of your radar system).

An oscillator with an output impedance of Zs is connected to a two-wire
transmission line in Fig. 1.4. At the end of the transmission line is a load Zl.
The output of the oscillator is a sine wave as shown in Fig. 1.3 similar to
the generation of electromagnetic fields described in Sec. 1.1.1. As the voltage
output of the oscillator increases it pushes charge across the wires which form
electric field lines between the wires. From Maxwell’s equations we know that
a change in electric field results in an induced magnetic field (Equation (1.6))
that is orthogonal to the electric field, thus an electromagnetic field between
the two wires [4] is produced.

The electromagnetic field is contained between the wires as it travels down
the wires away from the source toward the load. The transmission line has a

 



Radio Direction and Ranging (RADAR) 7

FIGURE 1.4
A two-wire transmission line which transmits electromagnetic fields between
a source and a load, preventing radiation outside of the transmission line.

characteristic impedance Zo, which is proportional to the spacing and the
dielectric properties of the medium between the wires. Full power transfer
occurs when Zs = Zo = Zl. If this is not the case then the traveling wave will
be reflected and bounced back toward the source (much like how a radar pulse
bounces off of a target). The load for which the transmission line terminates
to can be a resistor, another device (such as an amplifier input, filter, mixer,
etc), or an antenna.

When we apply the wave equation (1.11) to the two-wire transmission line
the solution for the electric field traveling in the z direction becomes

Ex = Eoe
−jkz, (1.14)

where k = ω
√
µε is the wave number in the dielectric medium between the

two wires. This solution is identical to the electromagnetic field traveling away
from the antenna in the far field because both fields are traveling waves where
the electric and magnetic field components are transverse to the direction of
propagation, known as a transverse electromagnetic (TEM) field.

The more commonly known coaxial transmission lines behave in a similar
fashion. Unless otherwise noted, all transmission lines in this book will be
coaxial where Zo = 50 ohms, output ports will have an impedance Zs = 50
ohms, and input ports will have an impedance Zl = 50 ohms.
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Waveguides provide an alternative to transmission lines, where electro-
magnetic fields can be ducted through hollow pipes (circular or rectangular).
Waveguides are typically used in applications where high power and low loss
are required or as part of an antenna feed. This book is on the subject of
small and short-range radar systems which do not use high power; therefore
if a waveguide is used in this book it will be part of an antenna feed.

1.1.2.1 Scattering Parameters

All radar systems in this book will be shown at the modular RF level, where
building blocks such as mixers, amplifiers, switches, circulators, and filters will
be treated as modules with input and output ports that connect to transmis-
sion lines. It will be assumed that the inputs and outputs of each module are
matched to 50 ohms. These modules will be considered ‘black boxes’ where
we can abstract their functionality as the specifications of each module (e.g.,
an amplifier has a gain and a noise figure, a filter has bandpass, band stop
frequency, and loss etc.).

In practice, most commercial connectorized RF modules are close to 50
ohms except for the LO ports of frequency mixers or the inputs and outputs
of frequency multipliers. Similarly, most commercial antennas are 50 ohms at
their specified frequency range.

If you must build your own RF module or antenna then it is important
to understand scattering parameters (S-parameters). S-parameters provide
a measurement of the reflected (scattered) and transmitted power over fre-
quency and phase for a given two-port RF module (or device). The mea-
surement of S-parameters facilitates matching the electrical impedance of a
given device to 50 ohms (or any desired impedance). In-depth discussion of
S-parameters for two-port RF amplifiers and filters is treated in [5] and for
antennas in [2] and [6].

For the purposes of this book it is important to understand magnitude
S-parameters of two-port devices (Fig. 1.5), where we are mostly concerned
about S21 which is the gain (or loss) measurement of a given two-port device
over a range of frequencies. For example, S21 of a crystal filter (ECS-10.7-
30B) is measured where the filter is excited from port 1 and measured on
port 2. The magnitude response of this crystal filter is shown (Fig. 1.6). From
this measurement the filter passes frequencies with better than −3 dB of loss
from approximately 10.685 to 10.715 MHz. This measurement showing the
frequency response of the filter should look familiar to all electrical engineers
because similar plots are used for low frequency circuit response using Bode
analysis.

1.1.3 Characteristics of Antennas

Directional antennas focus the radiation (or reception) over a narrow field
of view where most of the gain is in only one direction. Examples of di-
rectional antennas include satellite television dishes, Yagi antennas, and
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FIGURE 1.5
RF devices in this book will be treated as two-port devices, where details of
the device’s function are abstracted into its frequency response in gain (or
loss) and noise figure.

FIGURE 1.6
S21 magnitude response of a 30 KHz wide crystal filter centered at approxi-
mately 10.7 MHz.
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FIGURE 1.7
Example of a directional antenna, a 10 GHz microwave horn with a WR-90
waveguide feed.

microwave horns (Fig. 1.7). Conversely, omni-directional antennas radiate (or
receive from) a broad field of view which usually includes anything within
the line of sight. Examples of non-directive (omni-directional) antennas in-
clude the dipole antenna in Fig. 1.3, AM/FM broadcast antenna on your car,
cellular phone antennas etc.

We will use antennas to radiate, direct the transmission, and receive radar
signals. In this book we are only concerned with directional antennas. There
are many books on the topic of antennas ([2], [6] and others); in this book
we will focus on the use of antennas for small radar systems, where we are
primarily concerned with beamwidth, gain, and effective aperture.

Antenna performance of the 10 GHz microwave horn from Fig. 1.7 is
shown, where a simulated pattern of the the main beam is directed toward
the z axis and the antenna is located on the xy axis (Fig. 1.8). Gain of the
antenna is plotted compared to an ideal isotropic radiator, meaning that this
antenna radiates proportionally more or less power density than an isotropic
antenna in the given directions shown.

The antenna beamwidth is defined as the point at which the main beam
gain drops 3 dB from maximum gain. Taking the cross section of Fig. 1.8
along the yz plane shows the -3 dB points located at ±10.1◦ which tells us
that this antenna has a 20.2◦ beamwidth in the horizontal plane (Fig. 1.9).

Similarly, taking the cross section of Fig. 1.10 along the xz plane shows
the −3 dB points located at ±6.7◦ which tells us that this antenna has a 13.4◦

beamwidth in the vertical plane (Fig. 1.10).
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FIGURE 1.8
3D antenna pattern of a standard gain horn.

In all plots (Figs. 1.8 to 1.10) the antenna gain is the peak of the main
lobe, which is 19.4 dBi. In this book the antenna gain accounts for antenna
efficiency and impedance mismatch.

Given the half-power beamwidths, the antenna gain for a directional an-
tenna can be estimated [2],

GdB ' 10 · log

(
ρ

4π

ΘHΘE

)
, (1.15)

where ρ is the antenna efficiency (a typical efficiency is = 90% for most well-
matched metal antennas) and ΘH and ΘE are the half-power beamwidths in
the magnetic and electric field planes. In this case the electric field component
of this antenna is in the yz plane.
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FIGURE 1.9
2D antenna pattern in the yz plane.

Another way of thinking about an antenna is to consider it as a device that
intercepts a cross section of the traveling electromagnetic field. That cross
section can be expressed in terms of aperture or area in m2. Aperture and
gain are proportional; the greater the gain, the larger the effective aperture.
Antenna aperture does not always represent the physical area of an antenna.
For the case of a dipole antenna, the effective aperture is larger than the
physical aperture because the dipole elements are thin wires. For the case of a
phased array radar system the aperture size of the array is typically equal to
the effective antenna aperture. Effective antenna aperture and antenna gain
are related [2],

Aeff =
Gλ2

4π
, (1.16)

whereG = 10GdB/10. Effective aperture is often used to model the performance
of a radar system.
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FIGURE 1.10
2D antenna pattern in the xz plane.

1.1.4 Friis Transmission Equation

The Friis transmission equation estimates the power transferred from a trans-
mit antenna to a receive antenna for a given power input (Fig. 1.11). It is used
to estimate the performance of radio communication and broadcast stations
[2],

Prx = Ptx

( λ

4πR

)2

GtxGrx, (1.17)

where, Ptx is the transmit power fed into the transmit antenna from the
transmitter, Prx is the receive power fed into the receiver from the receive
antenna, Gtx and Grx are the transmit and receive antenna gains, and R is
the range or distance between the two antennas.

By estimating or measuring your receiver sensitivity [7]-[8] the minimum
input power into your receiver required for reliable communications can be de-
termined and substituted for Prx. Knowing the gain of both transmit Gtx and
Grx receive antennas, the maximum range R of your communications link can
be solved assuming both antennas are within line of sight (no obstructions).
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FIGURE 1.11
The Friis transmission equation estimates the power received at the antenna
terminals given the power fed into the transmit antenna and the gain of both
the transmit and receive antennas.

1.1.5 Radio Receivers

Radio receivers ‘tune in,’ amplify, and apply detection to a specific wavelength
or range of wavelengths and exclude all others. For example, an AM broadcast
radio receiver will tune in a range of frequencies from 580 KHz to 1.6 MHz
using an envelope, or magnitude, detector where the output is fed into an
audio amplifier and out a loudspeaker. Similarly, a frequency modulation (FM)
broadcast radio receiver tunes in a range of frequencies from 88 MHz to 108
MHz using a FM detector. Modern wireless phones and digital television use
analog-to-digital converters rather than detectors, where data is de-modulated
after some degree of signal processing.

1.1.5.1 Tuned Radio Frequency (TRF) Receivers

Early receivers, known as tuned radio frequency (TRF), use an amplified res-
onant bandpass filter approach to tune in the desired wavelength (Fig. 1.12).
The antenna ANT1 is fed into a resonant filter FL1 which is then amplified by
AMP1 and fed into a second resonant bandpass filter FL2. The output of FL2
is fed into a second amplifier AMP2 followed by a third bandpass filter FL3.
FL3 feeds AMP3 followed by FL4. FL1 through FL4 are tunable narrow band-
width (approximately 10 KHz) bandpass filters that are mechanically coupled
together on a common drive shaft so that when you rotate the tuning knob on
your receiver it changes the center frequency of all filters. FL1 through FL4
can tune across the entire AM broadcast band. The output of FL4 is fed into
an envelope detector DET1 and amplified by the audio frequency AF Signal
Chain then out to a loudspeaker. An example of an early TRF receiver from
1929 that was restored by the author is shown in Fig. 1.13.
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FIGURE 1.12
Block diagram of an early TRF radio receiver.

1.1.5.2 Heterodyne Receivers and the Frequency Mixer

Modern receivers, including all radar receivers in this book, use the hetero-
dyne architecture developed by Edwin Armstrong which relies on frequency
multiplication to shift the desired receive signal into the bandpass of a fixed
narrow bandwidth filter rather than using a series of tunable bandpass fil-
ters. This architecture significantly reduced cost and improved performance,
thereby democratizing access to radio receivers by the 1930’s because single-
frequency narrowband bandpass filters are less expensive and provide better
characteristics than tunable filters. Tuning is accomplished by a variable fre-
quency oscillator (VFO) and a frequency mixer, where the frequency of the
VFO determines the wavelength to which the receiver is tuned.

To understand heterodyne receivers we must first consider the frequency
mixer (Fig. 1.14), which has three ports the RF, LO, and IF. To the RF port
we feed our RF signal that we are trying to detect at a frequency of fRF . To
the LO port we feed an oscillator of known frequency fLO. The output of the
mixer is the IF port which produces a pair of frequencies that are the result
of a time domain multiplication of two sinusoidal signals [9],

fIF =

{
fRF − fLO
fRF + fLO

. (1.18)

Practical mixers are implemented by the use of diodes or active devices
which are inherently non-linear and do not provide perfect isolation between
ports. For this reason additional spurious (e.g., unintentional mixer products)
frequency components on the IF output, including some small portion of LO,
the RF, and numerous products of harmonics. To mitigate spurious products
from frequency mixers proper use of filtering allows them to function like
ideal multipliers. This filtering includes filters on the RF port (or signal chain
leading to the RF port) to reject unwanted images, on the IF port to reject
unwanted frequency products, on the LO port to reject harmonics from the
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(a)

(b) (c)

FIGURE 1.13
Example of a TRF receiver, the Colin B. Kennedy Model 20B built in 1929:
schematic (a), front panel (b), electronics (c).

LO (if the LO source contains too many spurious emissions). Mitigation of
spurious emissions from frequency mixers is a more acute problem for high
performance radio receiver design than it is for wide-band radar design, but
none the less the designer must be aware of these issues. Details on the use of
practical frequency mixers used in this book are described (Fig. 1.15).
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FIGURE 1.14
A frequency mixer performs a frequency domain multiply resulting in the
mixing of a LO and an RF signal where the output is the sum and difference
between the two.

The block diagram of a typical heterodyne AM broadcast receiver is shown
in Fig. 1.16. The intermediate frequency (IF) signal chain in this radio consists
of FL3, AMP2, and FL4. FL3 and FL4 are narrow bandwidth bandpass filters
centered at fc = 455 KHz with a bandwidth of 10 KHz. AMP2 provides gain
between FL3 and FL4 sufficient to drive the envelope detector DET1 which
then feeds an audio signal chain. The IF signal chain has a center frequency
of fc = 455 KHz; therefore we let fIF = fc = 455 KHz. Using the frequency
mixer MXR1 we solve Equation (1.18) for fRF which we know to be any
frequency within the AM broadcast band of 520 to 1610 KHz. OSC1 is a VFO
capable of oscillating anywhere from 975 to 2065 KHz.

To tune in am AM broadcast station at 850 KHz, OSC1 would be set to

Most mixers in this book are double-balanced mixers. For reliable
operation you must drive it with enough power to cause the diodes to switch
on and off. This is the LO drive power and will be clearly indicated in your
mixer’s data sheet. Most mixers in this book require 7 to 13 dBm of LO
drive.
The LO port of double-balanced mixers is often poorly matched
to 50 ohms and for this reason when using a double-balanced mixer at
microwave frequencies it is good design practice to place an isolator between
the LO port of the mixer and the source of its LO.

FIGURE 1.15
Notes on the use of practical frequency mixers.
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FIGURE 1.16
Block diagram of a modern heterodyne broadcast band receiver.

850 + 455 = 1305 KHz making the product on the IF output of the mixer
455 KHz because according to Equation (1.14) 850 − 1305 = −455 KHz. A
negative frequency simply manifests itself as a sine wave at 455 KHz with a
90◦ phase shift.

According to Equation (1.14) there also exists a mixer product at 1305 +
455 = 1760 KHz where, a 1760 KHz radio station would also be tuned in when
OSC1 is set to 1305 KHz. The purpose of FL1 and FL2 is to filter out this
unwanted mixer product, known as an image. For any given LO frequency
there exist two mixer images. Filtering at the RF port of the mixer rejects the
unwanted mixer products, thereby feeding only one of the two images into the
mixer. FL1 and FL2 are tunable bandpass filters that are coupled to OSC1,
with relatively wide bandwidths, where the bandwidth is just narrow enough
to reject the unwanted image.

An example of a heterodyne AM broadcast receiver is shown in Fig. 1.17.
This receiver was built in 1946, restored by the author, and follows the modern
heterodyne architecture shown in Fig. 1.16.

1.1.5.3 Single Sideband (SSB) Receivers

Single sideband receivers use a second mixer to multiply down (or down-
convert) the IF to baseband where the RF is fed directly into the AF amplifiers
and out of the loudspeaker (Fig. 1.18). SSB receivers do not use a detector.
What is heard from the loudspeaker is the RF at the antenna down-converted
to the audio frequency spectrum. Consequently the audio from a SSB receiver
sounds very unusual when out of tune.

Electromagnetic fields are radiated into the antenna ANT1 (Fig. 1.19a).
To reject unwanted images, FL1 is a bandpass filter that passes only the fre-
quency spectrum of interest from 14 to 14.5 MHz. A low noise amplifier LNA1
amplifies this spectrum and feeds into FL2 which is a bandpass filter identical
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(a)

(b) (c)

FIGURE 1.17
Example of a heterodyne receiver, the Olympic Model 6-606: schematic (a),
front panel (b), electronics (c).

to FL1. All low noise amplifiers contribute some broadband noise to what-
ever is amplified as represented by the light grey in the spectrum plot on the
output of LNA1. The noise contribution is characterized by an amplifier’s
noise figure (to be discussed in Sec. 1.1.5.4). The purpose of FL2 is to re-
ject the broadband noise spectrum contribution of LNA1, thereby rejecting
the noise that falls within the unwanted mixer image. In a modern LNA this
noise spectrum expands well above and below the frequency spectrum of in-
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(a)

(b)

FIGURE 1.18
Example of a SSB transmitter and receiver for the 20 M amateur radio band
(developed by the author): block diagram in receive mode (a), front panel (b).

terest. When mixed with the VFO OSC1, the noise image would fold over
into the IF and effectively double the noise figure of the receiver, thereby re-
ducing sensitivity. To prevent this, FL2 rejects the wide band noise spectrum
produced by LNA1, preserving maximum possible receiver sensitivity.

The output of FL2 is fed into the frequency mixer MXR1. The LO port of
MXR1 is fed by OSC1 which is a VFO capable of tuning ± 250 KHz around
a center frequency of 5.25 MHz. When multiplied by the output of FL2 the
mixer product provides two image spectra where each is 500 KHz wide and is
a frequency shifted copy of the original 14 to 14.5 MHz input spectrum. One
image spectra occupies 8.75 to 9.25 MHz and the other 19.25 to 19.75 MHz.
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(a)

(b)

FIGURE 1.19
Explanation of SSB receiver: front end (a), IF and product detector (b).

The output of MXR2 is amplified by the IF amplifier AMP2 (Fig. 1.19b)
to make up for the conversion loss from MXR1. Most frequency mixers have
conversion loss. For a typical double balanced mixer, the expected conversion

 



22 Small and Short-Range Radar Systems

loss will range from 5 to 8 dB. For active mixers, where amplification is internal
to the mixer, gain occurs during conversion (an example of an active mixer is
the SA602).

The output of AMP2 is fed into FL3 which is a crystal bandpass filter with
a center frequency of 9 MHz and a bandwidth of 2.4 KHz. This filter rejects all
spectra outside of its pass band, thereby eliminating the 19.25 to 19.75 MHz
image and all but 2.4 KHz of bandwidth centered at 9 MHz. FL3 is what
sets the detection bandwidth of this receiver; it limits the spectrum which is
eventually down-converted and fed out of the loudspeaker. By changing the
frequency of OSC1 the center frequency that is presented to FL3 is changed,
thereby tuning the radio to a different frequency.

The output of FL3 is amplified by AMP2 which is a high gain IF amplifier,
often providing 40 to 60 dB or more of gain and adding some additional noise
spectrum which is negligible compared to the noise originally added by the
LNA. The output of AMP2 is fed into the frequency mixer MXR2.

The LO feeding MXR2 is a fixed frequency oscillator known as the beat
frequency oscillator (BFO) which is set to 8.9985 MHz. MXR2 and OSC2 shift
the output of of AMP2 from 9 MHz to the audio frequency spectrum where it
can be heard by the radio operator. The output of MXR2 is amplified by audio
frequency amplifiers which are not capable of amplifying and reproducing the
second image product at the RF frequency of 17.9985 MHz; therefore all the
radio operator hears is the down-converted spectrum.

This radio operates within the short wave band, defined as any frequency
between 2 and 30 MHz. Long distance communication is possible on the short
wave band to and from anywhere on the planet. This long distance propagation
relies on the Earth’s ionosphere, which reflects short wave signals radiated
from a transmitter back down to Earth. Ionospheric conditions change in
real time and cause signal fading; therefore an automatic gain control circuit
is often applied to AMP2 to provide a relatively steady output to improve
audibility of the received signal.

To determine a receiver’s sensitivity the noise figure must be calculated
and a signal-to-noise ratio (SNR) requirement for reliable reception is defined.
Noise figure will be discussed (Section 1.1.5.4) followed by receiver sensitivity
(Section 1.1.5.5).

1.1.5.4 Noise Figure

Noise figure is a measure of how much a given two-port device, such as an
amplifier, degrades the SNR of a given input signal. Sources of noise include
thermal noise, shot noise, and other effects due to the physics of various types
of transistors, all of which are combined into the noise factor (F). F is the
ratio of the SNR of an input signal (Si/Ni) to the SNR of an output signal
(So/No) [10] of a two-port device:

F =
Si/Ni
So/No

. (1.19)
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The most commonly used specification for noise factor when specifying an
LNA is the noise figure

NF = 10 · log10 F, (1.20)

where NF is the noise figure in decibels (dB). In satellite communications or
radio astronomy, it is more convenient to specify the noise figure in terms of
equivalent noise temperature

Te = To(F − 1), (1.21)

where Te is the equivalent noise temperature in degrees Kelvin (K) and To
is the reference noise temperature of 290K, which is the noise temperature
typically seen by terrestrial antennas directed toward the horizon.

For every component in a radio receiver signal chain there exist a gain and
a noise figure. For LNA’s and IF amplifiers these parameters are clearly stated
but for attenuators, filters, mixers, and other devices the noise figure is equal
to the insertion loss of the device. Each device in a signal chain contributes
to the total receiver noise figure, known as the cascaded noise figure:

NFsys = 10 · log10

(
F1 +

F2 − 1

G1
+
F3 − 1

G1G2
+

F4 − 1

G1G2G3
...

Fn − 1

G1G2G3...Gn−1

)
,

(1.22)
where Fn and Gn are the noise factors and gains of each stage of a receiver
signal chain.

For example, each component in the SSB receiver (Fig. 1.18) has the NF
and gain specifications shown in Table 1.1. To calculate the cascaded noise
figure, each NF and gain term must be linear, using

F = 10NF/10, (1.23)

and
G = 10GdB/10. (1.24)

Applying Equation (1.22) to the linear gain and F terms results in a cascaded
noise figure of 2.7 dB. To calculate the noise figure of your system use the
MATLAB R© script [11].

1.1.5.5 Receiver Sensitivity

The receiver sensitivity is defined as the minimum detectable signal (MDS)
in dBm [8],

MDS = 10 log10

( kTo
1mW

)
+NFsys + 10 logBW + SNRout, (1.25)

where k is Boltzmann’s constant (1.38 · 10−23 joules/Kelvin), BW is the re-
ceiver bandwidth (Hz), and SNRout is the minimum required SNR for detec-
tion. Typical values for SNRout are 10 dB and 13.4 dB for a SSB amateur
radio receiver [12] and a long-range radar system [13].
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TABLE 1.1
Gain and noise figure of each
component from the SSB
receiver in Fig. 1.18.

Component NF (dB) Gdb
FL1 0.5 -0.5

LNA1 2 20
FL2 0.5 -0.5

MXR1 5 -5
AMP2 4 20
FL3 2 -2

AMP2 5 60
MXR2 5 -5

AF Amplifier 5 40

For example, the SSB receiver (Fig. 1.18) has a cascaded noise figure
NFsys = 2.7 dB, a bandwidth BW = 2.4 KHz, and a required SNRout = 10
dB, resulting in a MDS of −127.5 dBm. To calculate the MDS of your system
use the MATLAB script [14].

1.1.6 Radio Transmitters

The simplest radio transmitter is an oscillator connected directly to an an-
tenna, as shown in Fig. 1.3, known as a continuous wave (CW) transmitter.
Turn on and off the power to this oscillator according to the international
Morse code to modulate this transmitter so that its transmission contains in-
formation (examples include early spark gap transmitters and later tube-type
CW transmitters).

To transmit voice you can vary the oscillator’s power output amplitude
accordingly, providing an amplitude modulated (AM) transmitter.

Modern radio transmitters that transmit SSB voice and phase modulated
data are heterodyne receivers in reverse, directly up-converting data or voice
spectra to IF then RF frequencies by use of frequency mixers in the same way
that a SSB receiver downconverts RF to baseband. These upconverted signals
are amplified and transmitted out of the antenna.

The SSB receiver shown in Fig. 1.18 is capable of transmitting when the
direction of its amplifiers are reversed to that shown in Fig. 1.20. The audio
spectrum of a voice is collected by the microphone which is amplified by the AF
amplifier. The audio frequency (AF) amplifier amplifies this audio spectrum
and multiplies it with OSC2, the BFO, up to the IF frequency of 9 MHz.
AMP1 amplifies this product and feeds it into the IF crystal filter FL3 which
is centered at 9 MHz and has a bandwidth of 2.4 KHz, thereby passing one
mixer product (sideband) and rejecting the other. AMP2 is bypassed because
the signal strength is already large enough to be fed into MXR1, where the IF
is multiplied by the VFO OSC1. The VFO tunes from 5 to 5.5 MHz resulting
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FIGURE 1.20
Block diagram of SSB transmitter; it is simply a SSB receiver in reverse.

in an output from MXR1 of two images, one at the desired band of 14 to
14.5 MHz and the other at 3.5 to 4 MHz. FL2 is a bandpass filter that rejects
everything but the 14 to 14.5 MHz frequency range. LNA1 is the pre-driver,
increasing the weak mixer output signal. FL1 is another bandpass filter which
passes only 14 to 14.5 MHz, thereby greatly attenuating the undesired image.
The driver amplifies the desired signal to the point of driving a high power
transistor represented by the power amplifier. FL4 is a harmonic filter which
rejects the spurious harmonics generated by the power amplifier because power
amplifiers are often driven close to or above saturation in communications and
radar systems.

Noise figure is typically not considered when developing a transmitter be-
cause the SNR of the initial audio (or phase modulated data) spectrum is very
high. The exception to this is in the case of more complicated communication
systems with co-located transmitters and receivers.

1.2 Radio Direction and Ranging (Radar)

Aircraft performance was increasing steadily between the First and Second
World Wars. Every year aircraft, including military bombers, were flying at
ever increasing speeds. Existing detection technology included field glasses
and large directional microphones but these proved ineffective at providing a
timely warning when high speed bombing formations approached. Radar was
the solution, capable of locating enemy aircraft out to hundreds of kilometers
and providing enough time for air defenses to be mobilized [15].

Radar measures the time of flight for a transmitted radio signal to propa-
gate to and from a target (Fig. 1.1). Radio waves propagate at the speed of
light in free space (c); therefore this timing measurement is not easy.
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Numerous types of military radar systems are used for ground-to-air, ship-
to-air, or air-to-air defense. These are usually pulsed radar systems, where
a very large peak-power transmitter emits a relatively short duration pulse
of electromagnetic energy. Round-trip propagation time is measured and a
reflected (or scattered) signal is used to determine target characteristics.

Examples of radar systems include those used in air traffic control (Fig.
1.21a), detecting and tracing ballistic missiles (Fig. 1.21b), providing the 3D
location of aircraft in a military theater of operation (Fig. 1.21c), and long-
range instrumentation and tracking (Fig. 1.21d).

Phase coherent radar systems are those where the local oscillators and data
acquisition clocks are phase-locked to each other. A special mode of ground
mapping, known as synthetic aperture radar (SAR) uses phase coherent radar
to create a photo-like image of what is below and away from an aircraft [16]
and [17]. Some military and civilian radar systems are also phase coherent so
that moving targets are more easily identified.

The basics of pulsed radar will be discussed (Sec. 1.2.1) followed by an
overview of phase coherent radar (Sec. 1.2.2).

1.2.1 Pulsed Radar System

The most common radar is the pulsed radar system, where a high power but
short-time duration microwave pulse is generated, fed through a duplexer cir-
cuit, out to a transmit antenna, radiated toward the target scene, scattered
off of the target, collected by the same antenna, and fed into a receiver. Scat-
tered returns are typically shown on a plan position indicator (PPI), which is
a polar display showing range and bearing (angle) to target. PPI displays were
adopted during the Second World War because they allowed commanders to
more easily make battle plans based on the situation displayed on the radar
screen.

A block diagram of this radar system is shown (Fig. 1.22). A pulse of rela-
tively short duration τ (low duty cycle) is generated in the high voltage pulse
generator PULSE1. PULSE1 powers the cavity magnetron (MAG1 which is a
special vacuum tube designed to output high peak-power microwave pulses)
for a short period of time. The output of MAG1 is fed into what is often
referred to as the duplexer circuit consisting of microwave circulator CIRC1
and receiver protection switch SW1. CIRC1 is a magnetic circulator which
allows microwave signals to pass in a circle from port 1 to 2, 2 to 3, and 3 to 1
but not in reverse order. The output from port 2 is fed to the antenna ANT1,
which is a feed horn at the focal point on a parabolic dish.

The feed line for ANT1 passes through a rotary joint, which allows the
feed line to be rotated freely as the antenna rotates. ANT1 and its parabolic
dish are rotated by the motor. A drive shaft couples the motor to an angle
encoder and the rotary joint. The rotary joint couples motion of the motor
drive shaft to the antenna. Angular position of the parabolic dish (θ) is fed
to the PPI from the encoder.
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(a) (b)

(c) (d)

FIGURE 1.21
Examples of radar systems and their antennas: the ASR-9 air traffic control
radar (a), the PAVE-PAWS ballistic missile defense phased array radar (b),
the TPS-59 3D forward-deployed ground-to-air surveillance radar (c), and the
ALTAIR long-range instrumentation and tracking radar (d).

The parabolic dish directs the microwave pulses from ANT1 in a focused
beam which sweeps the horizon as the dish rotates. If a target is present, one
or more microwave pulses will scatter off of the target back into the parabolic
dish. This scattered energy is fed into port 2 of CIRC1 which will then be
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FIGURE 1.22
Block diagram of a common pulsed radar system.

circulated over to port 3. The output of port 3 is fed into the low noise
amplifier LNA, where SW1 is a receiver protection switch used to protect
LNA1 from the transmit pulse. SW1 is usually wired into PULSE1. SW1 can
be a solid-state PiN diode switch, a gas discharge tube, or similar high-power
high-speed switch.

The output of LNA1 is fed into the frequency mixer MXR1, where it is
mixed with a microwave local oscillator OSC1. OSC1 is tunable, where there
is degree of automatic frequency control (AFC) between the output of the
magnetron and the OSC1, so that OSC1 tracks MAG1 with some frequency
offset equal to the IF signal chain’s center frequency.

The output of MXR1 is fed into the IF signal chain, consisting of FL1,
AMP1, and FL2. FL1 and FL2 are band-limiting filters with a bandwidth
B ≥ 1/τ . AMP1 is often variable and has a large amount of gain. The gain
of AMP1 can be controlled by an automatic gain control (AGC) circuit or
can be scaled in time (less gain after less time, more gain as time passes by
over the length of a pulse interval) by the use of a constant false alarm rate
(CFAR) circuit.

The output of FL2 is fed into a detector DET1, which can be a simple
envelope detector, a square law detector, or a logarithmic detector. The output
of DET1 is amplified by the video amplifier and fed into the PPI polar display.

The range R, bearing angle θ, and the magnitude of the scattered return
from the target are plotted on the PPI. Range is derived from the time dif-
ference between the rising edge of the trig signal and the output of the video
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amplifier. The target bearing angle θ is given by the encoder. This is how a
conventional pulse radar system works.

1.2.2 Phase Coherent Radar System

Phase coherent radar systems use the same oscillator for both the transmitter
and receiver or the transmitter and receiver’s oscillators are phase-locked to
each other. By doing this, coherent radar systems are capable of measuring
the scattered phase of the target relative to their own transmitter. Measured
phase information enables advanced radar modes such as velocity measure-
ment, detecting only moving targets, target characterization, imaging, and
beamforming using antenna arrays [13]–[17].

1.2.2.1 A Simple Phase Coherent Radar System

A simple coherent radar system is shown (Fig. 1.23), where OSC1 is an un-
modulated oscillator generating a sine wave at a frequency of 2.4 GHz (= fc).
The output of OSC1 is amplified to a sufficient power level by AMP1. The
output of AMP1 is fed into a two-way power splitter SPLTR1, which sends
half of the power from AMP1 to ANT1 and the other half to the LO port of
MXR1. The input of ANT1 is a 2.4 GHz sine wave. An electromagnetic field
is radiated out of ANT1 in the direction of the target, represented by the solid
lines (a direct measurement of this spherical wavefront is shown in the video
demonstration [18]).

The transmitted electromagnetic field is scattered off the target, repre-
sented by the dashed lines, and back to the receive antenna ANT2 with a
phase delay that is proportional to the range to target

φR =
2πfcR

c
. (1.26)

The signal from ANT2 is amplified by LNA1. The output of LNA1 is fed into
the RF port of MXR1 where it is multiplied with the output of SPLTR1,
thereby making this a coherent radar system. In other words, the transmit-
ted waveform is multiplied by the scattered receive waveform. The output of
MXR1 is amplified and low-pass-filtered by the video amplifier.

For this example, the two time domain signals are multiplied in MXR1 and
because each signal is at the same frequency of 2.4 GHz the mixer product
is a direct current (DC) potential which is proportional to the phase differ-
ence between the scattered and the incident fields (an amplitude term is also
present, but ignored here to keep this example simple). In effect, the output
of this mixer is the round-trip phase response of the target at 2.4 GHz.

To make this radar more interesting, a quadrature mixer could be sub-
stituted for MXR1 to provide two mixer products, both in-phase and 90◦

out-of-phase products resulting in an effective real and imaginary scattered
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FIGURE 1.23
A phase coherent radar system.

field measurement which would provide both magnitude and phase informa-
tion. To measure range, OSC1 could be FM modulated, thereby providing a
spatial frequency product at the output of MXR1. Many other modulation
methods and waveforms are possible and depend on the application.

1.2.2.2 Pulsed Phase Coherent Radar Systems

Coherent radar architectures can also be applied to long range pulsed radar
systems, thereby providing a means to detect moving targets by coherently
comparing the current scattered signal to the previous ones and applying
various Doppler filtering techniques. This architecture is achieved by making
the waveform generation, analog-to-digital converter clocks (ADC), and local
oscillators phase coherent. Phase coherence can be be achieved by sharing LO
signals or by the use of phase-lock-loop (PLL) synthesizers for these various
clocks, where a master clock is used as a coherent reference to all oscillators,
digitizers, and waveform generators throughout the system (Fig. 1.24).
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FIGURE 1.24
Block diagram of a phase coherent pulsed radar system, where all oscilla-
tors, digitizers, and waveform generators are phase-locked to OSC2, which is
typically a high-stability reference oscillator.

1.3 Estimating Radar Performance Using the Radar
Range Equation

The radar range equation provides a method for estimating system perfor-
mance. The radar range equation combines antenna gain and aperture (Sec.
1.1.3), the Friis transmission equation (Sec. 1.1.4), cascaded noise figure (Sec.
1.1.5.4), receiver sensitivity (Sec. 1.1.5.5), and assumes a pulsed radar archi-
tecture (Sec. 1.2.1).

The most widely accepted radar range equation is solved for maximum
range [13],

R4
max =

PaveGtxArxρrxσnEi(n)e(2αRmax)

(4π)2kToFnBnτFr(SNR)1Ls
, (1.27)

where:
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Rmax = maximum range of radar system (m)
Pave = average transmit power (watts)
Gtx = transmit antenna gain
Arx = receive antenna effective aperture (m2)
ρrx = receiver antenna efficiency
σ = radar cross section (m2) for target of interest
n = number of received pulses integrated

Ei(n) = integration efficiency
Ls = miscellaneous system losses
α = attenuation constant of propagation medium
Fn = receiver noise figure (derived from procedure outlined

in Sec 1.1.5.4)
k = 1.38 · 10−23 (joul/deg) Boltzmann’s constant
To = 290oK standard temperature
Bn = system noise bandwidth (Hz)
τ = pulse width (s)
fr = pulse repetition frequency (Hz)

(SNR)1 = single-pulse signal-to-noise ratio requirement

In this equation, receive aperture (Arx) and efficiency (ρ) are related to
receiver antenna gain (Grx) by

Grx =
4πArxρ

λ2
c

, (1.28)

where λc is the center frequency wavelength of the radar system. Antenna ef-
ficiency (ρ) includes, ohmic losses in the antenna, impedance mismatch losses,
and any other additional losses not otherwise accounted for.

Average transmit power (Pave) is related to the root-mean-square power
of a single pulse (Pt), the pulse length (τ) and pulse repetition frequency (fr)
by

Pave
Pt

= τfr = duty cycle of the pulsing transmitter. (1.29)

The radar range equation can also be written in terms of peak power Pt =
Pave/(τFr).

The attenuation constant (α) is typically 0 or close to 0 for most short-
range radar systems used in free space (unless they are operating at extremely
high microwave frequencies or are imaging through dielectric media), thereby
making the term e(2αRmax) = 1.

The single-pulse signal-to-noise ratio (SNR)1 depends on the specified
probability of detection (Pd) and probability of false alarm (Pfa) and can be
found using the figure in [19]. A typical specification is to have a Pd of 95%
and a Pfa of 10−6, thereby requiring an (SNR)1 = 13.4 dB.

Radar cross section σ is similar in principle to antenna effective aperture
A, where a plane wave intersects a radar target and some square area (m2) of
the field is scattered off of the target. Typical radar cross sections (RCS) are
shown (Table 1.2).
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TABLE 1.2
Typical RCS values of targets.

Target σ (m2) Definitions

Sphere σ = πa2 a = radius [20]

Flat plate σ = 4πA2

λ2
c

A = area of plate (m2) [20]

Cylinder σ = aλcos(θ)sin2(kLsin(θ)
2πsin2(θ) a = radius, L = length,

θ = angle of incidence [20]
Bird 0.01 at fc = 10 GHz [21]
Man 1 at fc = 10 GHz [21]

Cabin cruiser 10 at fc = 10 GHz [21]
Automobile 100 at fc = 10 GHz [21]

Truck 200 at fc = 10 GHz [21]

1.4 Small and Short-Range Radars

Small and short-range radar systems are different in theory and significantly
different in operation from conventional radar. This is due to the short-range
geometry of target scenes. Short ranges require wide bandwidths to achieve
useful range resolution and simultaneously transmit and receive because of
practical hardware limitations resulting in unusual radar architectures. These
target scenes are full of clutter that requires coherent processing and detection
algorithms. Furthermore, short-range radar systems operate in the near field,
requiring special treatment of beamforming and imaging. To increase accuracy
in automotive and unmanned vehicle applications, data is often fused with
other sensors to reduce false alarm rates.

In this book, several different types of small radar systems will be dis-
cussed, including; CW, ultrawideband (UWB) impulse, UWB linear FM, SAR,
and phased array. For each type of radar system there will be a special deriva-
tion of the radar range equation, an explanation of applicable algorithms, and
a case study that will couple theory to reality by demonstrating the implemen-
tation of an actual radar system. Finally, additional chapters will be devoted
to real-world applications of small radar sensors.
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2

Continuous Wave (CW) Radar

Small CW Doppler radar sets are used as motion sensors to open the doors at
large retail stores and by law enforcement for measuring the speed of automo-
biles. Purpose-built instrumentation CW Doppler radar units can be used to
observe physical phenomena, such as the Doppler spectra of moving targets
or observation of nature in general. Discussion of CW radar architectures will
be presented (Sec. 2.1), followed by the radar range equation applied to small
CW Doppler radar (Sec. 2.3). Signal processing will be discussed (Sec. 2.2),
and working examples of small CW Doppler radar sets will be detailed (Sec.
2.4).

2.1 CW Radar Architecture

Most small CW Doppler radar systems follow the coherent radar architecture
shown (Fig. 1.23), where a CW carrier is radiated toward and scattered from
a target except for in this case, the target is moving at velocity ~v (Fig. 2.1),
where ~v is the vector projection of target velocity normal to (in the direction
of) the radar’s antenna beam.

From Sec. 1.2.2, we understand that the range to target for a CW coherent
radar system can be described in terms of phase, where

φR =
2πfcR

c
. (2.1)

If the target is moving at a velocity from an initial position Ri then its position
with respect to velocity and time can be described

R = vt+Ri. (2.2)

Therefore the phase of the scattered field from the moving target is changing
with respect to time. By substituting Equation (2.2) into (2.1) we have a
changing scattered phase as a function of time

φ(t)R =
2πfc(vt+Ri)

c
. (2.3)

39
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FIGURE 2.1
A coherent CW Doppler radar sensor.

Doppler is the time rate change of scattered phase. A time rate change of
phase is a frequency shift. This frequency shift is described by the Doppler
equation which can be derived by re-arranging terms from above, substituting
fc = c/λc, and ignoring the static phase due to initial target position Ri,
where ∆fD is the frequency shift in Hz [1]

∆fD =
2v

λ
. (2.4)

Consider a CW doppler radar radiating at a frequency of fc = 2.4 GHz.
If the target is moving directly at the radar sensor at a velocity of 60 MPH,
then when the transmit carrier is multiplied by the scattered field in MXR1,
the output product would be a sine wave at the Doppler frequency ∆fD of 34
Hz (plus the static phase of OSC1 and any additionally static phase due to
static delays within the radar device).

From Equation (2.4), it is apparent that both the incoming and out-
going velocity (±v) can be determined and would manifest as ±∆fD.
Unfortunately, we know from Sec. 1.1.5.2 that a negative frequency manifests
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FIGURE 2.2
A CW Doppler radar using quadrature mixing.

itself as 90◦ phase shift but is otherwise indistinguishable from its in-phase
positive-frequency variant. Therefore, the architecture shown in Fig. 2.1 is
incapable of differentiating ±∆fD unless the initial velocity of the target is
known.

To measure ±∆fD without a priori target information we must be able to
measure the phase. This can be done by using two separate mixers where one
is fed with an LO that is 90◦ out of phase from the other (Fig. 2.2). As before,
OSC1 is a CW oscillator that is amplified by AMP1 to a sufficient level for
transmission and to drive the two mixers MXR1 and 2. One output from the
power splitter (or directional coupler) SPLTR1 is fed to the antenna where it
is radiated out toward the target, the other is fed to SPLTR3, which is part of
the IQ mixer assembly (also known as a quadrature mixer or an image-reject
mixer). A microwave field is radiated out of ANT1.

Scattered fields from the moving target are collected by ANT2 and ampli-
fied by the low noise amplifier LNA1. The output of LNA1 is fed to SPLTR2
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inside the IQ mixer assembly which equally splits the power between the RF
input ports of MXR1 and MXR2.

One output from SPLTR3 is fed to the LO port of MXR1. MXR1 is con-
sidered in phase with OSC1. The second output port from SPLTR3 is fed
through a 90◦ phase shifter, thereby lagging the phase of OSC1 by 90◦, to the
LO port of MXR2. The IF output of MXR2 is now 90◦ out of phase but not
delayed in time with respect to its RF input. By lagging the LO in phase we
can shift the phase of the IF through a mixer without affecting the time of
signal arrival through the RF signal chain.

The IF output of MXR1 is amplified and filtered by Video Amplifier1
providing the in-phase (I) channel output. Similarly, the IF output of MXR2
is amplified and filtered by Video Amplifier2 providing the quadrature (Q)
channel output.

When the target velocity (v) is positive the I channel will lead the Q
channel, but when the target velocity is negative the Q channel leads the
I channel, thereby properly measuring the phase of an incoming or outgoing
target. When the I and Q channels are digitized the I channel can be considered
real and the Q channel imaginary. Many other interesting features are possible
when digitizing both I and Q channels, including instantaneous amplitude,
phase, and a reduction of individual digitizer bandwidths.

IQ mixing can also be implemented in software but data must be digitized
at an IF frequency that is shifted at least twice the necessary bandwidth to
capture positive and negative Doppler velocities. In the example (Fig. 2.3), a
CW carrier from OSC1 is amplified by AMP1 and radiated toward the moving
target by ANT1. OSC1 is phase locked to OSC2 which is also phase locked
to OSC3, thereby making OSC1 and OSC2 phase coherent. Scattered fields
from the moving target are collected by ANT2, amplified by LNA1, and down-
converted by MXR1 to an IF frequency (of 10.7 MHz in this case, but can be
whatever is most useful) where it is amplified by AMP2 and band limited by
FL1. FL1 is a bandpass filter, such as a ceramic filter, surface acoustic wave
(SAW), or a ladder network made up of quartz crystals (crystal filter). The
output of FL1 is digitized by the high frequency digitizer. The resulting spec-
trum from the digitizer shows either a positive or negative Doppler frequency
centered around 10.7 MHz, thereby preserving the phase information needed
to determine incoming or outgoing velocities.

Additional CW Doppler radar architectures can also be used to measure
Doppler velocities, but when the signal equation is derived these methods will
result in the same ∆fD.

2.2 Signal Processing for CW Doppler Radar

Three types of signal processing will be discussed: the simple frequency
counter, frequency-to-voltage converter, and the discrete Fourier transform.
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FIGURE 2.3
A CW Doppler radar using IF digitization.

2.2.1 Frequency Counter

Frequency counting is the least complicated method of processing CW Doppler
radar data, where a digital frequency counter can be plugged into the video
output of the radar shown in Fig. 2.1, thereby displaying ∆fD.

Unfortunately this method only works when a single target is present.
When multiple targets are present the strongest target will be counted because
the frequency counter works by counting zero crossings, where the counter
counts the number of times the voltage output from the video amplifier crosses
0 V. The largest signal will dominate zero crossings.

2.2.2 Frequency-to-Voltage Converter

Before low-cost digital electronics, one method to measure frequency was to
build a frequency-to-voltage converter. These converter circuits suffer from
the same problems that a digital counter would, where they output a voltage
proportional only to the largest magnitude Doppler frequency.
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2.2.3 Discrete Fourier Transform

When multiple moving targets are present there exists a plurality of Doppler
frequencies ∆fD at the video output. This Doppler spectrum can be analyzed
by first digitizing then applying the discrete Fourier transform (DFT), which
converts a discretely sampled (digital) time domain signal into a frequency
spectrum by plotting the amplitude and phase compared to frequency. This
analysis technique has a further benefit where it reduces the effective noise
bandwidth of the radar by the duration over which the DFT is applied (Bn =
1/τ where τ is the length in time over which the DFT is applied).

The frequency domain representation Sω of a discretely sampled signal sn
(from the Doppler radar) with N total number of samples is computed using
the DFT [2]

Sω =
1

N

N
2∑

n=−N2 +1

sne
−jωn/N , (2.5)

where j =
√
−1, ω = 2πf , f is the relative frequency, and n is the discrete

sample number in the discretely sampled data set being analyzed. The dis-
cretely sampled data sn can be real (as would be acquired from the radar in
Fig. 2.1), it can be complex (as would be the acquired from the radar in Fig.
2.2), or it can be over-sampled and digitally converted to complex data (as
would be the case for the radar in Fig. 2.3). The DFT is a standard function
in MATLAB and other software packages.

When using the DFT, the important issue to understand is that the result-
ing calculation Sω provides only N points, the same number of data points
that were sampled by the radar system’s digitizer. To back-out the resulting
frequencies represented by the points in Sω one must know the total sample
time from start to finish tsample, from the digitizer’s first sample to its last
sample. This can be calculated by tsample = N/fs, where fs is the sample
rate of the digitizer. Therefore, the frequency step between each point in Sω
is ∆f = 1/tsample for complex valued sn and ∆f = 2/tsample for real-valued
sn [3].

There are only up to N number of useful data points in a DFT but it is
often the case that humans prefer smooth signals when viewing radar data
sets. For this reason there is a demand to interpolate between the resulting
data Sω and this can be achieved by arbitrarily adding 0’s to the end or
beginning of the sampled signal sn in software (known as zero padding or
up-sampling), thereby calculating the DFT over a larger number of points.
The result is a smoothed-over DFT plot that looks nice for briefings to your
sponsor or data displayed to the radar operator.

There exist computationally faster versions of the DFT known as the fast
Fourier transform (FFT) [4]. These are often automatically selected when us-
ing software packages such as MATLAB R©, where if the data set sn contains
a number of samples that is equal to a power of 2 then an FFT will automat-
ically be selected. Other fast methods of the Fourier transform exist. In this
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book, the DFT will be used to convert digitally sampled data from the time
domain into the frequency domain.

2.3 The Radar Range Equation for CW Doppler Radar

The radar range equation for CW Doppler radar is different from a conven-
tional radar system because there are no pulses. This requires some simplifi-
cation of the general radar range equation (1.27), where the terms relating to
pulse integration (n and Ei(n)) are dropped (set equal to 1),

R4
max =

PaveGtxArxρrxσe
(2αRmax)

(4π)2kToFnBnτFr(SNR)1Ls
, (2.6)

where:
Rmax = maximum range of radar system (m)
Pave = average transmit power (watts)
Gtx = transmit antenna gain
Arx = receive antenna effective aperture (m2)
ρrx = receiver antenna efficiency
σ = radar cross section (m2) for target of interest
Ls = miscellaneous system losses
α = attenuation constant of propagation medium
Fn = receiver noise figure (derived from procedure outlined in

Sec 1.1.5.4)
k = 1.38 · 10−23 (joul/deg) Boltzmann’s constant
To = 290◦K standard temperature
Bn = system noise bandwidth (Hz)
τFr = 1, the duty cycle for a CW radar

(SNR)1 = single-pulse signal-to-noise ratio requirement

For an image-reject CW Doppler radar using DFT processing, the noise
bandwidth is inversely proportional to the discrete sample length Bn =
1/tsample. For a direct conversion CW Doppler radar using DFT processing
the noise bandwidth is twice as wide as a radar following an image rejection
architecture where Bn = 2/tsample. If a simple frequency counter is used for
processing with a direct conversion architecture, then Bn = 2f−3dB where
f−3dB is the −3 dB cut-off frequency of a band-limiting filter at base band.

The radar range equation for CW Doppler radar will be applied to several
working examples in Sec. 2.4.

2.4 Examples of CW Radar Systems

Working examples of small CW Doppler radar sets will be shown and demon-
strated, including the MIT ‘coffee can’ radar (Sec. 2.4.1) and an X-band lab-
oratory radar (Sec. 2.4.2).
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2.4.1 The MIT Independent Activities Period (IAP) Radar
in Doppler Mode

The author developed a short radar course at MIT for both IAP and pro-
fessional education, where the students learned about radar by building their
own and using it in a series of field experiments [5]-[7]. This course was the
top ranked MIT professional education course in 2011, showing the value of
project-based learning.

The radar kit developed for this course costs about $360 USD and was
fairly sophisticated, capable of Doppler, ranging, and forming SAR imagery.
The kit is built from coffee cans, wood, runs on AA batteries, and data is
digitized by the stereo audio input port of any computer (Fig. 2.4). The author
encourages readers to build this kit by following the step-by-step instructions
[7]. In this section, the Doppler mode will be described.

FIGURE 2.4
Photo of the MIT ‘coffee can’ radar built from coffee cans, wood, some coaxial
microwave components, analog prototyping board, that runs on eight AA
batteries.
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Block diagram and call-outs are shown (Fig. 2.5) and a list of RF compo-
nents is provided (Table 2.1). OSC1 is a voltage-controlled oscillator (VCO)
biased to a single frequency at the upper edge of the 2.4 GHz industrial, sci-
entific, and medical (ISM) band. The output of OSC1 is attenuated slightly
by ATT1 then amplified by PA1, which is a low-noise amplifier capable of
18.5 dBm output power. ATT1 simply prevents PA1 from being saturated.
The output of PA1 is fed into the −3 dB splitter, SPLTR1. Half of the output
of SPLTR1 is fed to the transmit antenna, Cantenna1. The other half of the
output of SPLTR1 is fed into the double balanced mixer MXR1.

Cantenna1 is a low-cost 2.4 GHz horn antenna which is in effect an open-
ended circular waveguide (Fig. 2.6). This antenna is built from a small coffee
can and it is capable of radiating efficiently from just below 2.3 GHz to 2.58
GHz with a measured gain of 7.2 dBi and−3 dB beam width of 72◦ [7] and
[6].

Cantenna1 radiates toward the target scene and scattered energy is col-
lected by Cantenna2. LNA1 is a low-noise amplifier that amplifies the signals
collected by Cantenna1 and feeds them into the RF port of MXR1. The LO
port of MXR1 is fed by SPLTR1, multiplying the CW carrier by what is
received, thereby making this radar phase coherent.

The IF output of MXR1 is amplified by Video Amp1, which includes an
amplification stage followed by a 15 KHz 4th order active low pass filter (de-
tails of Video Amp1 shown in Fig. 2.7). Video Amp1 is based on a MAX414
or other equivalent quad op-amp; it amplifies and provides an anti-alias filter.
The output of Video Amp1 is fed into the right audio channel of a 3.5 mm
audio connector, where the product is digitized by a computer’s audio input
port. Co-located with Video Amp1 are linear voltage regulators and the DC
bias to select the CW carrier frequency.

2.4.1.1 Expected Performance of the MIT ‘Coffee Can’ Radar in
Doppler Mode

Substituting the performance parameters for the coffee can radar in CW
Doppler mode (Table 2.2) into the radar range equation (2.6), the perfor-
mance of the MIT coffee can radar is estimated to be 1200 m for a 10 dBsm
target using the MATLAB script [8].

Antenna gains and transmit power were measured. System noise figure is
based on the front-end LNA noise figure of 1.2 dB because we know from Sec.
1.1.5.4 that the first amplifier effectively sets the noise of the entire system if it
has sufficient gain. Due to the inherently short-range nature of this radar, we
can assume the attenuation constant of propagation α = 0. We have chosen
to use (SNR)1 = 13.4 dB because we want to achieve the gold standard of
radar performance providing a probability of detection 95% and a probability
of false alarm 10−6. We will apply the DFT over tsample = 100 ms intervals of
data and this radar architecture uses a direct conversion receiver as previously
shown (Fig. 2.1), therefore the noise bandwidth Bn = 2/tsample. The RCS
α = 10 dBsm was chosen because it is the approximate RCS of an automobile
at 10 GHz (Table 1.2).
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(a)

(b)

FIGURE 2.5
Block diagram (a) and callouts (b) of the MIT ‘coffee can’ radar configured
for Doppler mode.
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FIGURE 2.6
Diagram of the antenna used in the MIT ‘coffee can’ instructional radar sys-
tem.

The maximum range of 1200 m is reasonable given the transmit power,
antenna gains, and long DFT processing length. In general, system models are
not precise and only work in an ideal world without clutter, radio frequency
interference, and other obscuring objects. For this reason a loss margin was
added to this calculation in the form of miscellaneous system losses Ls = 6
dB, providing 6 dB of performance margin.

2.4.1.2 Working Example of the MIT ‘Coffee Can’ Radar in
Doppler Mode

The ‘coffee can’ radar works well for measuring Doppler velocities of moving
vehicles. To demonstrate, this radar was held outside of the window of the
author’s car, directed toward Park Street, while he was stopped on Tremont
street near Newton Corner outside of Boston (Fig. 2.8).
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TABLE 2.2
MIT ‘coffee can’ radar in CW Doppler mode range equation parameters.

Pave = 10−3 (watts)
Gtx = 7.2 dBi measured antenna gain
Grx = 7.2 dBi measured antenna gain
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 2.4 GHz center frequency of radar
ρrx = 1 because antenna efficiency is accounted for in measured

antenna gain
σ = 10 (m2) for target of interest
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 1.2 dB receiver noise figure
Bn = 2/tsample system noise bandwidth (Hz) where tsample = 100 ms

(SNR)1 = 13.4 dB

Data was acquired with a laptop audio input port for over 70 seconds. To
process, the data was broken up into tsample = 100 ms blocks and the DFT
applied to each. The logarithmic relative power was calculated (20 log10|Sw|)
and plotted for each 100 ms block to produce a Doppler velocity versus time
plot (Fig. 2.9).

Looking at the last 15 seconds of data, five automobiles can be seen trav-
eling at five different velocities from approximately 6 m/s to 13 m/s. The first
vehicle starts at approximately 6 m/s then slows to about 2 m/s at about
t = 62 s and speeds up again out of the antenna beam. The second vehicle
at t = 60 s is initially traveling at approximately 6 m/s, speeds up to 8 m/s,
then passes the author’s vehicle, thereby dropping out of view as shown by the
sudden streak of magnitude that reaches down to 0 m/s. The other vehicles
are shown at nearly constant speeds until they pass the author’s vehicle. To
process this data yourself, please download it from the MIT Open Courseware
site [9]. To view a video demo of the ‘coffee can radar’ measuring the Doppler
velocities of passing vehicles, please watch the video [10].

2.4.2 An X-band CW Radar System

An X-band coherent radar system was developed for the purposes of learning
the principles of coherent radar, high resolution ranging, and high resolution
imaging (Fig. 2.10). Due to the expense of X-band microwave devices, the
surplus market (mostly from amateur radio hamfests) was leveraged to supply
all coaxial components and cables. This effort resulted in a wide band phase
coherent radar system for laboratory experimentation capable of Doppler, high
resolution ranging, and high resolution SAR imaging [11]–[14].

In this section the X-band laboratory radar will be configured to operate
in a Doppler mode similar to the MIT coffee can radar in Sec. 2.4.1. A block
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FIGURE 2.8
Experimental setup: measuring the velocities of passing traffic at Newton cor-
ner outside of Boston, Massachusetts.

diagram is shown (Fig. 2.11) with a complete bill of material (Table 2.3)
and call-outs (Fig. 2.12). OSC1 is an yttrium iron garnet (YIG) oscillator
set to output a single CW frequency of 10 GHz. The output of OSC1 is
fed through the directional coupler CLPR1. CLPR1 feeds almost all power
through and couples some power off at the ratio of −10 dB compared to
its input. Power fed through CLPR1 goes to the input of circulator CIRC1.
CIRC1 is a ferromagnetic circulator which passes traveling microwaves from
one port through to the next in a clock-wise circle but prevents traveling
microwaves to move counter-clock-wise. In this case, power is fed from CLPR1
through CRC1 to ANT1. Any reflected power from ANT1 is fed through
CIRC1 into a load.

ANT1 radiates the microwave carrier toward the target scene. Scattered
energy is collected by ANT2 and amplified by LNA1. There exists some degree
of electrical coupling from ANT1 to ANT2; therefore part of the signal received
at ANT2 is always directly from ANT1. For this reason, the output of LNA1

 



54 Small and Short-Range Radar Systems

FIGURE 2.9
Doppler versus time plot of automobiles rounding the corner.

is attenuated by 5 dB because LNA1 has too much gain and would otherwise
saturate MXR1 with parasitically (unwanted) coupled energy from ANT1.

The LO port of MXR1 is fed by the coupled signal from CLPR1 through
CIRC2. The input impedance of the LO port of most double-balanced mixers
is very poor relative to 50 ohms and for this reason there is a good amount of
reflected power. This reflected power is absorbed by CIRC1, thereby reducing
multi-bounce reflections on the LO feed line of MXR1.

In effect, MXR1 multiplies the carrier from OSC1 by what is being col-
lected by ANT2. The output product of MXR1 is amplified by the video
amplifier which includes a gain stage and a fourth order active low-pass filter
with an 80 KHz −3dB cut-off frequency (Fig. 2.13).

2.4.2.1 Expected Performance of the X-band CW Radar System

Substituting the performance parameters for the X-band Doppler radar (Table
2.4) into the radar range equation (2.6), the maximum range is estimated to
be 2100 m for a 10 dBsm automobile target using the MATLAB script [8].

The antenna gains Grx and Gtx were from the data sheets and the noise
figure is an educated guess based on the apparent age of the surplus microwave
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(a)

(b) (c)

FIGURE 2.10
Example of a coherent X-band CW radar system (a), horn antennas for receive
and transmit (b), inside view of electronics (c).

amplifier LNA1. With these parameters and the fact that the DFT is applied
to 100 ms intervals of data, the maximum range of 2100 m is reasonable.

2.4.2.2 Working Example of the X-band CW Radar System

This radar system was deployed in the author’s backyard, where it was used
to settle a bet as to who is the fastest runner in a 30 yard sprint. The radar
was directed downrange. The author’s friend, Alex, ran first as shown by the
first Doppler signature running outbound away from the radar and the second
Doppler signature running back inbound toward the radar. The author was
running outbound on the third Doppler signature and inbound on the fourth
Doppler signature. A video of this experiment is shown [15] and a DTI plot
was made of this race (Fig. 2.14).
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FIGURE 2.11
Block diagram of the X-band CW radar system.

FIGURE 2.12
Call-out diagram of the X-band CW radar system.
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TABLE 2.4
X-band CW radar system radar range equation parameters.

Pave = 31 · 10−3 (watts)
Gtx = 17 dBi antenna gain
Grx = 17 dBi antenna gain
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 10 GHz center frequency of radar
ρrx = 1 because antenna efficiency is accounted for in antenna gain
σ = 10 (m2) for automobile at 10 GHz
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 4 dB receiver noise figure
Bn = 2/tsample system noise bandwidth (Hz) where tsample = 100 ms

(SNR)1 = 13.4 dB

Upon closer examination of the data it is clear that Alex was the fastest
with a maximum velocity of approximately 4.5 m/s (Fig. 2.15).

Data from this experiment and a MATLAB script are available [16].

2.5 Harmonic Radar

Harmonic radar is used for finding people stuck in snow avalanches, track-
ing the location of insects, and non-destructive testing. Generally speaking,
harmonic radar can be used for applications where a specific target must be
tracked at a stand-off distance in a high clutter environment and where that
target is sufficiently cooperative so that it can be ’tagged’ with a harmonic
transponder. When this harmonic transponder is radiated at a fundamental
frequency fc it scatters (or re-transmits) a weak signal at 2fc. Only targets
with this non-linear response will be detectable using a harmonic radar sys-
tem.

2.5.1 CW Harmonic Radar System at 917 MHz

In this section, a harmonic radar system will be described for non-destructive
testing and evaluation of metal pipes, structures, and storage tanks, where
planar harmonic radar tags are placed into an outdoor industrial setting and
located [17]–[20].

2.5.1.1 Implementation

This harmonic radar system consists of a CW transmitter at 917 MHz (fc)
and a receiver with a logarithmic amplifier detector at 1834 MHz (2fc). The
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FIGURE 2.14
An X-band DTI plot of a race between the author and his friend.

user directs the transmitter toward a target scene. If a harmonic radar tag
is present and within range of the radar then a signal strength reading is
displayed on an analog signal meter, units in dB relative.

A photo of the radar system is shown (Fig. 2.16) and its transmitter con-
sists of a CW oscillator fed into a 2.5 watt power amplifier. The output of the
power amplifier feeds a Yagi transmit antenna which radiates the target scene
at 917 MHz. Additional filtering is placed in series with the Yagi to reject the
transmitter’s second harmonic.

Scattered field from the radar tag (if present within the traget scene) at
1834 MHz is collected by the receive antenna, which is a second Yagi tuned
to 1834 MHz. The receiver is a dual conversion heterodyne receiver similar to
the SSB receiver described previously (Sec. 1.1.5.3) except that at its IF it
uses a logarithmic amplifier that outputs relative receive power in decibels to
an analog signal meter.

2.5.1.2 Harmonic Radar Tags

Three types of tags were developed, a dipole tag and two different planar
harmonic radar tags.
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FIGURE 2.15
After closer examination it is clear that the author’s friend, Alex, was the
fastest runner.

The dipole radar tag is simply a high frequency diode connected to a dipole
antenna (Fig. 2.17). When the transmit frequency fc is incident on this tag it
re-transmits a weak signal at 2fc. The re-transmit amplitude depends on how
well the dipole resonates with the fundamental. Dipole radar tags are often
used for tracking insects because they are light weight objects.

Unfortunately, a dipole tag cannot be placed against a metal industrial
pipe or storage tank because it would be de-tuned (unless it was located
approximately one quarter wavelength away from the metal). For this reason,
a planar harmonic radar tag was developed so that it could be affixed to
metal industrial tanks and pipes. This tag was developed using patch antennas
because the patch antenna relies on its own ground plane on the opposite side
of a printed circuit board, where the circuit board material and distance to
ground plane are controlled. With its own ground plane, the patch antenna
is not de-tuned when placed on metal structures. A modular design approach
was used, where a separate receive patch antenna was built at 917 MHz, re-
transmit antenna at 1834 MHz, and a microstrip frequency doubler circuit
(Fig. 2.18).
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(a)

(b)

FIGURE 2.16
Harmonic radar (a) and antenna assembly (b).
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FIGURE 2.17
A dipole harmonic radar tag is simply a diode soldered to two elements of a
dipole antenna.

(a)

(b)

FIGURE 2.18
Planar harmonic radar tag on microwave substrate (a) with a receive antenna
at the fundamental frequency fc feeding a frequency doubler circuit followed
by a re-transmit antenna at twice the fundamental 2fc (b).
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(a)

(b)

FIGURE 2.19
Smaller form factor planar harmonic radar tag (a) and block diagram (b).

A much smaller form factor was developed by using a dual-band patch
antenna and impedance matching to and from the diode (Fig. 2.19). With its
smaller size, this tag is a more flexible design that can be more easily placed
on a greater variety of targets.
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FIGURE 2.20
Relative return of dipole harmonic radar tags at fc = 917 MHz.

2.5.1.3 Results

A variety of dipole tags were cut and measured at a fixed range. The relative
magnitude of these tags is plotted (Fig. 2.20), showing that the half-wave
dipole tag at the fundamental fc was the most effective.

When testing planar harmonic radar tags it was realized that maximum
range for both types was measured to be approximately 30 ft before the scat-
tered harmonic was less than the receiver’s noise floor.

Harmonic radar has potential. It is also possible to implement pulse rang-
ing, a coherent CW radar for Doppler, or for FMCW operation using harmonic
radar. This would require an architecture to support frequency doubling on
the receiver’s front end. It should also be possible to perform SAR imaging or
other beamforming techniques.

2.6 Summary

Doppler CW radar architectures were shown with maximum range model de-
veloped and signal processing discussed. Two examples of CW Doppler radar
were used to measure the velocity of moving vehicles and Doppler signatures
of various targets including automobiles and people running. CW harmonic
radar was also discussed for use in non-destructive testing and evaluation
applications. In the next chapter, using the same architecture the CW oscil-
lator will be frequency modulated so that range-to-target information can be
computed.
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3

Frequency Modulated Continuous Wave
(FMCW) Radar

Doppler measurements were demonstrated using coherent CW radar discussed
in Chapter 2, where a CW carrier was radiated toward a target scene and the
scattered carrier was multiplied by a copy of the original, resulting in the
measurement of phase over time, thereby providing a Doppler measurement.
In this chapter ranging will be achieved by FM modulating the CW oscillator
in such a way that its frequency changes linearly with time. By multiplying
this transmitted waveform by what is scattered off of the target, range-to-
target distance can be determined.

FMCW radar was originally developed for radar altimeters for aircraft in
the mid 1930’s. Today, FMCW is useful in applications where wide-band high-
resolution time-of-flight measurements must be made with low-power trans-
mitters [1]–[5]. Applications include automotive radar, short-range imaging,
and many others.

Frequency modulated continuous wave radar (FMCW) architecture and
processing will be described (Sec. 3.1), the radar range equation will be applied
to FMCW radar (Sec. 3.2.1), and examples of FMCW radar systems will be
shown (Sec. 3.3).

3.1 FMCW Architecture and Signal Processing

FMCW radar offers an elegant solution to wide-band short-range radar de-
sign. The radar does not need to pulse, instead it transmits and receives
continuously. Targets at or near zero range can be detected. Fourier analysis
of received data greatly increases sensitivity. FMCW is inexpensive, requiring
only a frequency modulated (FM) oscillator and a frequency mixer. FMCW
radar is an ideal mode for short-range radar systems where low cost, wide
bandwidth, and high sensitivity are requirements that must not be compro-
mised.

Architecture and signal processing are closely coupled in FMCW radar
systems. The radar provides analog information in the spatial frequency
domain which must then be processed to determine range to target(s). FMCW
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FIGURE 3.1
Simplified block diagram of a coherent linear FMCW radar sensor.

architecture will be discussed (Sec. 3.1.1) followed by signal processing (Sec.
3.1.3).

3.1.1 FMCW Architecture

A simplified block diagram of an FMCW radar is shown (Fig. 3.1), where
OSC1 is a voltage controlled oscillator (VCO) that outputs a frequency in
linear proportion to its input control voltage (Vtune). FM is achieved by
changing OSC1’s Vtune over time. In this case we modulate Vtune with a
linear up-ramp. The output of OSC1 is a sinusoidal waveform that is changing
frequency over time.

This waveform is amplified by AMP1 and fed into power splitter SPLTR1,
where half of it is radiated out of ANT1 and the rest is fed into the LO port
of MXR1.

What is radiated out of ANT1 looks like an ‘accordion’ waveform, where
the early portion of the waveform is at a lower frequency than the later por-
tion. This waveform propagates through space, scatters off the target, and
propagates back toward the radar where a portion of it is collected by ANT2.
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The waveform collected by ANT2 is a delayed version of the original accordion-
like waveform.

The signal from ANT2 is amplified by the low-noise amplifier LNA1 and
fed into the RF port of MXR1. Within MXR1, the delayed version of the
accordion-like scattered waveform is multiplied by the transmitted waveform.

Consider the instantaneous frequency versus time of each waveform plotted
on top of another. There is a constant frequency offset between what was
transmitted and what is received. This constant frequency offset is directly
proportional to range-to-target Ri and the greater this frequency offset, the
further the range to target.

When the transmit waveform is multiplied by the delayed receive waveform
within MXR1 the product difference (amplified and low-pass filtered by the
video amplifier) is this constant frequency offset known as the beat frequency.

If multiple targets are present then multiple beat frequencies will be super-
imposed on each other in the video output, each uniquely representing target
range, phase, and scattered amplitude. Using Fourier analysis, range to target
can be determined for each.

Another way of considering the range to target in terms of beat frequencies
is to think of each as a spatial frequency, where the further a target is in space
the greater the spatial frequency.

3.1.2 Mathematics of FMCW Radar

FMCW radar uses a linearly modulated VCO (or a linear modulated wave-
form from an arbitrary waveform generator). This waveform is amplified and
radiated out toward a target scene and is represented by

TX(t) = cos
(
2π(fosc + crt)t

)
, (3.1)

where:
fosc = start frequency of linear ramp modulated VCO
cr = radar chirp rate

The transmitted signal is scattered off the target and collected by the
receiver antenna ANT2. The round trip time from ANT1 to the target and
back to ANT2 is tdelay. What is collected by ANT2 is a time-delayed copy of
the transmit signal (TX(t − tdelay)) that is amplified by LNA1 and fed into
the RF port of MXR1.

A portion of the power from AMP1 is split off to the LO port of MXR1,
thereby providing a copy of the transmit waveform to MXR1 and making
the transmitter and receiver phase coherent so that TX(t) is multiplied by
TX(t − tdelay). The resulting product is amplified and filtered by the video
amplifier, represented by (disregarding amplitude coefficients)

V ideo(t) = TX(t) · TX(t− tdelay),

V ideo(t) = cos
(
2π(fosc + crt)t

)
· cos

(
2π(fosc + crt)(t− tdelay)

)
.
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The higher frequency term resulting from this multiplication is ignored
because the video amplifier usually also includes a low-pass filter circuit (in
addition to this, the IF port of a typical microwave mixer could not produce
the resulting microwave frequencies). The resulting video signal is at a very
low frequency which is proportional to the chirp rate cr and round-trip time
delay tdelay plus a DC phase term:

V ideo(t) = cos
(
2πfosctdelay + crttdelay

)
. (3.2)

The further the target, the higher the beat frequency sampled at the video
output. If there are a number of targets down range then the signal V ideo(t)
will be a superposition of beat frequencies at various amplitudes representing
each target.

3.1.3 Signal Processing for FMCW Radar and the Inverse
Discrete Fourier Transform

Two methods of processing range-to-target information from FMCW beat
frequencies will be presented and a method of processing range-to-target data
for only targets that have moved will be shown.

3.1.3.1 Frequency Counter and Frequency-to-Voltage Converters

Range to target measurement for one target can be achieved by connecting
a frequency counter or a voltage-to-frequency converter to the video output,
thereby counting zero crossings. This was done for radar altimeters in use
since the mid 1930s [6]–[9]. This method of calculating range for an FMCW
radar is only effective when one large target is being measured, such as the
ground return for the case of a radar altimeter or the level of a liquid storage
tank for industrial applications.

3.1.3.2 Inverse Discrete Fourier Transform

To process range to multiple targets and to retrieve phase and amplitude
information, the inverse discrete Fourier transform (IDFT) is used to convert
from the spatial frequency domain to the time domain [10]. This analysis
technique has a further benefit where it reduces the effective noise bandwidth
of the radar by the duration over which the IDFT is applied where Bn = 1/τ
where τ is the length in time over which the DFT is applied.

The time domain representation sn of a discretely sampled signal Sω (from
the FMCW radar) with N total number of samples is computed using

sn =

N
2∑

ω=−N2 +1

Sωe
jωn/N , (3.3)

where j =
√
−1, ω = 2πf , f is the relative frequency, and n is the discrete
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sample number in the discretely sampled data set being analyzed. The dis-
cretely sampled data Sω can be real (as would be acquired from the radar in
Fig. 3.1), it can be complex (as would be the acquired from the radar in Fig.
2.2), or it can be over-sampled and digitally converted to complex data (as
would be the case for the radar in Fig. 2.3). The IDFT is a standard function
in MATLAB R© and other software packages.

When using the IDFT, it is important to understand that the resulting
calculation Sω provides only N points, the same number of data points that
were sampled by the radar system’s digitizer. To back out the resulting time-
domain signal represented by the points in sn one must know the total fre-
quency bandwidth (BW ) spanned from start (fstart) to stop frequency (fstop)
and the number of samples acquired N , where BW = fstop−fstart. With this
information, the time between calculated samples sn (in seconds) becomes
∆n = 1/BW [11] where there are N total number of samples for a complex
valued signal Sω and N/2 total number of samples for a real-valued signal Sω.

There are only up to N number of useful data points resulting from an
IDFT but it is often the case that humans prefer smooth signals when viewing
radar data sets. For this reason there is a demand to interpolate between the
the resulting data sn and this can be achieved by arbitrarily adding 0’s to the
end or beginning of the sampled signal Sω in software (known as zero padding
or up-sampling), thereby calculating the IDFT over a larger number of points.
The result is a smoothed-over IDFT plot that looks nice for briefings or to
the radar operator.

There exist computationally faster versions of the IDFT known as the fast
Fourier transform (FFT). These are automatically selected when using soft-
ware packages such as MATLAB, where if the data set Sω contains a number
of samples that is equal to a power of 2, then an FFT will automatically be
selected. In this book, the IDFT will be used as a black box to convert data
from the time domain into the frequency domain.

3.1.3.3 Coherent Change Detection (CCD)

By leveraging the fact that this is a coherent radar and that most VCO’s (or
waveform generators) are fairly stable from chirp-to-chirp, coherent change
detection can be used to subtract the non-moving targets from those that
are moving, thereby revealing the moving targets. This is done on a sweep-
by-sweep (or pulse-by-pulse depending on how you want to define it) basis,
where the previous de-chirp data (Sω(t − 1)) is subtracted from the current
(Sω(t)), providing de-chirp data for only those targets that have moved or
changed since the previous pulse

Sω(changed) = Sω(t)− Sω(t− 1). (3.4)

Range to targets that have changed or moved can be found by plotting
IDFT(Sω(changed)).

Terminology for radar devices is as diverse as the authors who write about
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it. This process for CCD as described is also known as two-pulse clutter can-
cellation or moving target indication (MTI).

3.2 FMCW Performance

Two key performance metrics will be discussed, maximum range (Sec. 3.2.1)
and range resolution (Sec. 3.2.2).

3.2.1 The Radar Range Equation for FMCW Radar

Similar to the Doppler CW radar when using Fourier analysis, the FMCW
radar’s effective noise bandwidth is inversely proportional to its chirp time.
The longer the chirp time, the lower the effective noise bandwidth and there-
fore the greater the sensitivity. This relationship provides high performance
with a low peak power transmitter, either longer ranges for a given target size
or smaller target sizes detectable for a given range.

An estimate for the maximum range for an FMCW radar system is given
by

R4
max =

PaveGtxArxρrxσe
(2αRmax)

(4π)2kToFnBnτFr(SNR)1Ls
, (3.5)

where:
Rmax = maximum range of radar system (m)
Pave = average transmit power (watts)
Gtx = transmit antenna gain
Arx = receive antenna effective aperture (m2)
ρrx = receiver antenna efficiency
σ = radar cross section (m2) for target of interest
Ls = miscellaneous system losses
α = attenuation constant of propagation medium
Fn = receiver noise figure (derived from procedure outlined in

Sec 1.1.5.4)
k = 1.38 · 10−23 (joul/deg) Boltzmann’s constant
To = 290◦K standard temperature
Bn = system noise bandwidth (Hz)
τFr = 1, the duty cycle for a CW radar

(SNR)1 = single-pulse signal-to-noise ratio requirement

The noise bandwidth is inversely proportional to the discrete sample length
Bn = 1/tsample. Similar to the Doppler radar, for a direct conversion FMCW
radar (this applies to all FMCW radar examples in this book) using IDFT
processing, the noise bandwidth is twice as wide as a radar following an image
rejection architecture where Bn = 2/tsample. If a simple frequency counter is
used for processing with a direct conversion architecture, then Bn = 2f−3dB
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TABLE 3.1
Excess bandwidth factor K to account for several weighting functions, addi-
tional K factors shown [15].

Weighting K
Uniform rectangular 0.89
Uniform circular 1.03
Hanning 1.43

where f−3dB is the −3 dB cut-off frequency of a band-limiting filter at base
band that would be placed in front of the counter.

The basic radar range equation as shown is a good first-order approxima-
tion of system performance. It is important to note that clutter and additional
system noise effects (beyond thermal noise as modeled here), such as 1/F noise
or oscillator phase noise, may reduce the maximum range of a practical radar
system. Additional information on modeling FMCW radar performance is well
documented [12] and [13].

3.2.2 Range Resolution

Range resolution is a metric of how well a radar system can differentiate
between two targets in range. This is the actual minimum distance between
two targets before they can no longer be differentiated in range. The expected
range resolution, defined as the −3 dB points below peak target response, for
a linear FM radar system depends on the chirp bandwidth calculated [14]

ρr =
cKr

2BW
, (3.6)

where c is the speed of light in free space, Kr is the down range excess band-
width factor which depends on the weighting function applied before the IDFT
(Table 3.1), and BW is the chirp bandwidth.

This estimate for range resolution does not take into account higher or-
der effects, such as the linearity of the FM chirp source, overlap of transmit
and receive pulses, and receiver processing bandwidth. This estimate assumes
perfectly linear source, good overlap of transmit and receive pulses, and suf-
ficiently wide receiver processing bandwidth to capture the full pulse. These
assumptions are sufficiently sound to ‘ball park’ radar performances of devices
discussed in this book but should be considered for your application if you
have a very rapid chirp rate or a low-cost chirp source with linearity issues.
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3.3 Examples of FMCW Radar Systems

Practical examples of FMCW radar systems will be shown, including X-band
ultrawideband (UBW) radar (Sec. 3.3.1), the MIT coffee can radar system
in ranging mode (Sec. 3.3.2), and two examples (S and X-band) of analog
range-gated FMCW radar (Sec. 3.3.3).

3.3.1 X-Band UWB FMCW Radar System

UWB X-band FMCW radar is useful for precise ranging of targets down to
zero range, high sensitivity and wide bandwidth range profiles of targets at
moderate ranges, and for high resolution imaging [16]–[19].

This conventional FMCW radar system will be described, where OSC1
from the X-band CW Doppler radar (Sec. 2.4.2) is frequency modulated with
a linear ramp from 7.835 GHz (fstart) to 12.817 GHz (fstop). This radar
system contains four major subsystems including a Windows XP computer
with a National Instruments PCI6014 to control the radar, OSC1, and the
front end (Fig. 3.2).

The computer runs a Labview virtual instrument (VI) computer program
to control the radar. The VI controls the radar through an NI PCI-6014 data
acquisition card. The I/O from this card is fed through the Radar CTRL box
which also contains power supplies, signal conditioning, and motion control
for a linear rail stage (Fig. 3.4). The radar front-end plugs into the radar
CTRL box. A complete block diagram (Fig. 3.3) and bill of material (BOM)
are shown (Table 3.2).

CTR0 is fed into OSC2, where OSC2 is a linear ramp generator (schematic
in Fig. 3.5). The Labview VI forces CTR0 low, thereby causing a linear ramp
to be generated. The duration over which CTR0 is low is the up-ramp pulse
time (tsample) of the radar. The ramp output from OSC2 is fed into the Vtune
input of OSC1. OSC1 is a voltage tuned YiG oscillator.

OSC1 chirps from 7.835 GHz to 12.817 GHz over the duration of the up-
ramp. This chirp is fed into the radar front end (Fig. 2.10) where it is passed
through the directional coupler CLPR1, through the circulator CIRC1, and
into ANT1 where the chirp is radiated toward the target scene. CIRC1 is
configured as an isolator, where a 50 ohm load is placed on the third port.
Placing a circulator between the transmit signal and transmit antenna reduces
reflections from antenna mismatch at the edges of the antenna’s frequency
range.

Scattered energy from the target scene is collected by ANT2, amplified
by the low noise amplifier LNA1, and fed through ATT1 into the RF port of
frequency mixer MXR1. The output of LNA1 is attenuated by 5 dB through
ATT1 because the gain of LNA1 would cause MXR1 to saturate due to the
direct coupling from ANT1 to ANT2.
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FIGURE 3.2
Photo of the radar testbed configured to run the X-band UWB FMCW radar
front-end.

Some of the transmit chirp is coupled off CLPR1 through CIRC2 and into
the LO port of MXR1 where it is multiplied by scattered signal collected by the
receive antenna. CIRC2 is configured as an isolator to absorb reflected power
from the mismatch from the LO port of MXR1. Double balanced mixers at
microwave frequencies typically are not matched to 50 ohms at the LO port.
The IF product is amplified, and low-pass filtered through the video amplifier.
The −3 dB cut-off point of this filter is 80 KHz, thereby providing an anti-alias
filter for the digitizer in the PCI-6014 data acquisition card.

The output of the video amplifier is fed into ACH0 port of the I/O breakout
which is then fed to the PIC-6014 digitizer running at a sample rate of 200
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FIGURE 3.3
Block diagram of the X-band UWB FMCW radar system.

KSPS. The VI acquires 2000 samples at the same time as it causes CTR0 to
go low, thereby chirping the radar at the same time as it acquires data. This
data is recorded for analysis.

3.3.1.1 Expected Performance of the X-Band UWB FMCW Radar
System

Substituting specifications for the X-band UWB FMCW radar (Table 3.3)
into the radar range equation (3.5) provides the maximum range esti-
mate of 1190 m for a 10 dBsm automobile target using the MATLAB
script [20].

Antenna gains Grx and Gtx are from the data sheets for ANT1 and ANT2.
Noise figure is estimated based on the apparent age of the surplus microwave
amplifier LNA1. With these parameters and the fact that the IDFT is applied
to 10 ms intervals of data; an effective noise bandwidth of 100 Hz is doubled
to 200 Hz because of the direct conversion architecture of this UWB X-band
FMCW radar.
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(a)

(b) (c)

FIGURE 3.4
Radar controller inside callouts (a), front panel (b), rear panel (c).

3.3.1.2 Working Example of the X-Band UWB FMCW Radar Sys-
tem

The radar sensor was directed down range and the author and his colleague
as radar targets walked down range and back. The demo is shown [21]. The
video output was recorded for every up-chirp. Data and MATLAB script for
processing are provided [22].
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FIGURE 3.5
Schematic of the ramp generator, OSC2.

TABLE 3.3
X-band FMCW radar system radar range equation parameters.

Pave = 31 · 10−3 (watts)
Gtx = 17 dBi antenna gain
Grx = 17 dBi antenna gain
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 10 GHz center frequency of radar
ρrx = 1 because antenna efficiency is accounted for in antenna gain
σ = 10 (m2) for automobile at 10 GHz
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 4 dB receiver noise figure
Bn = 2/tsample system noise bandwidth (Hz) where tsample = 10 ms

(SNR)1 = 13.4 dB
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FIGURE 3.6
Range profile of two human targets using the X-band UWB FMCW radar
system; each target position is clearly shown but unfortunately the range
profile contains a good deal of clutter and the largest signal present is the
transmit-to-receive (ANT1 to ANT2) antenna coupling.

The IDFT was applied to each range profile, providing a time domain
representation of the scattered radar signal. Speed of light was multiplied by
the round-trip time to calculate range to target (Fig. 3.6). Direct coupling from
the transmit antenna to the receive antenna (ANT1 to ANT2) was observed as
a strong signal near zero range. The location of both human targets is clearly
shown at approximately 12.5 m and 15 m nearly 20 dB above the clutter floor.
Clutter is evident throughout, especially at 22 m and 26 m.

Each range profile was stacked so as to make a 2D array of range profiles,
range versus time with amplitude in the z-axis. This is known as a range time
intensity (RTI) plot (Fig. 3.7). This is a common data product provided by
many instrumentation radar systems. It clearly shows the range and amplitude
of each target in time moving away from and back toward the radar sensor.
Clutter that does not move (stationary clutter) appears as vertical streaks
throughout the plots. The range to each target is clearly shown until the
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FIGURE 3.7
RTI plot of two human targets walking down range and back using the UWB
X-band FMCW radar system.

targets reach 25 m where the magnitude of the clutter is greater than that
of targets. The strongest signal is the transmit-to-receive antenna coupling,
shown as a bright read vertical streak near zero range.

One effective method of reducing clutter is to apply CCD by subtracting
the current range profile from the previous one before the IDFT is applied
(Sec. 3.1.3.3). A range profile is shown after applying CCD (Fig. 3.8). The
location of both human targets is clearly shown and the amplitude of each
target is approximately 30 dB above the noise floor. The transmit-to-receive
coupling is no longer present and the clutter is greatly reduced.

Clutter is not completely eliminated using CCD. The degree to which
clutter is eliminated is a function of the stationary clutter movement (e.g.,
trees move in the wind), the modulation (or equivalent pulse rate) frequency
of the radar, and the phase noise of the radar (e.g., how stable the master
oscillator is from pulse-to-pulse).

CCD was applied to all range profiles in the resulting RTI (Fig. 3.9). The
location of both human targets is clear and clutter is significantly reduced. The
transmit-to-receive coupling at zero range is all but eliminated. However, when
the targets are nearly stationary their magnitude is greatly reduced. When
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FIGURE 3.8
Range profile of two human targets using the X-band UWB FMCW radar
system with CCD processing; each target position is clearly shown and clutter
is significantly reduced; no transmit-to-receive coupling is evident.

using CCD, target magnitude is also a function of its movement from pulse-to-
pulse but the overall result provides a significant improvement in detectability
of moving targets. Often times moving targets are the only relevant targets of
interest.

3.3.2 The MIT Coffee Can Radar System in Ranging Mode

The coffee can radar (Fig. 2.4) was developed as part of a short radar course
at MIT, where the cost of parts is low enough for college students to afford. It
operates in three modes, Doppler, ranging, and SAR imaging. In the course,
students learn about radar, build their own, then perform field tests. In this
section the radar will be used in FMCW ranging mode.

Modulator1 is a free-running saw-tooth generator which feeds the voltage
tune input of OSC1 while also sending synchronization pulses out to the left
channel of an audio output cable back to a laptop computer’s audio input
port (Fig. 3.10, call-out diagram shown in Fig. 2.5b and BOM Table 3.4).
Modulator1 causes OSC1 to be FM up-chirped from 2.260 GHz (fstart) to
2.590 GHz (fstop) in 20 ms.
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FIGURE 3.9
RTI plot using CCD of two human targets walking down range and back using
the UWB X-band FMCW radar system.

FIGURE 3.10
Block diagram of the coffee can radar in FMCW ranging mode.
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FIGURE 3.11
Analog signal chain of the coffee can radar in FMCW ranging mode showing
the video output and trigger lines fed to the right and left audio input channels
of a laptop computer.

The chirp output of OSC1 is attenuated by 3 dB through ATT1 and am-
plified by PA1. ATT1 serves to reduce the drive amplitude to PA1 so that PA1
is not saturated. The output of PA1 is fed through power splitter SPLTR1
which divides the transmit power between the transmit antenna ANT1 and
the LO port of the mixer MXR1.

Transmit chirp is radiated out ANT1 toward the target scene. Scattered
returns from the target scene are collected by the receive antenna ANT2.
LNA1 amplifies the received signal and feeds the RF port of MXR1. The
transmit chirp is multiplied by the receive chirp in MXR1, de-chirping the
received signal. The IF output of MXR1 is amplified and low-pass filtered
(−3 dB cut-off at 15 KHz) then fed to the right channel of the audio input to
a laptop computer.

Using the audio input to a laptop for digitization is a unique innova-
tion that increases accessibility to radar technology by eliminating costs of
data acquisition and real-time processing. Schematic of this analog circuitry is
shown (Fig. 3.11). For the start of every up-ramp of the sawtooth output from
Modulator1, a synchronization pulse is fed out to the left audio input to a lap-
top computer.
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FIGURE 3.12
The output of the coffee can radar is digitized by both the right and left
audio input channels of a laptop computer, where the right channel contains
the video output and the left channel is a synchronization pulse where the
rising edges indicate the start of an up-chirp.

The video output is fed to the right audio input channel of a laptop.
A wave recorder is used to acquire uncompressed right and left channels. A
MATLAB script then searches for rising edges on the left channel then creates
an array of 20 ms groups of samples from the right channel that coincide
with the rising edge (Fig. 3.12). This MATLAB script applies the IDFT to
each of the 20 ms range profiles and displays a DTI plot with and without
CCD [23].

3.3.2.1 Expected Performance of the MIT Coffee Can Radar Sys-
tem in Ranging Mode

The antenna gains Grx and Gtx were measured [25] and the IDFT was applied
to 20 ms intervals of data. Substituting specifications for coffee can FMCW
radar (Table 3.5) into the radar range equation (3.5), the maximum range is
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TABLE 3.5
System specifications for the MIT coffee can radar in FMCW ranging mode.

Pave = 10−3 (watts)
Gtx = 7.2 dBi measured antenna gain
Grx = 7.2 dBi measured antenna gain
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 2.4 GHz center frequency of radar
ρrx = 1 because antenna efficiency is accounted for in measured

antenna gain
σ = 10 (m2) for target of interest
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 1.2 dB receiver noise figure
Bn = 2/tsample system noise bandwidth (Hz) where tsample = 20 ms

(SNR)1 = 13.4 dB

estimated to be 829 m for a 10 dBsm automobile target using the MATLAB
script [20].

3.3.2.2 Working Example of the MIT Coffee Can Radar System in
Ranging Mode

In this experiment the coffee can radar is configured for FMCW ranging and
the author serves as a moving target, walking down range and back, while
data is recorded (video of this demo can be viewed [26]). A range profile is
computed for each pulse and plotted with and without two-pulse CCD. Data
from this experiment and a MATLAB script for processing can be found [27].

The location of the author is clearly shown (Fig. 3.13). Stationary (non-
moving) clutter is also present in these results causing the return of the author
to be 20 dB above the noise and clutter floor.

An RTI plot is made by displaying all range profiles (Fig. 3.13). The range
to target is clearly shown until the target is at 30 m where the clutter begins to
dominate all scattered returns. The clutter is stationary because it is persistent
from pulse to pulse as indicated by the vertical streaks.

CCD is applied to this data, where the current pulse is subtracted from the
previous pulse to reduce stationary clutter (Fig. 3.15). This has a significant
effect on the results, where the clutter is greatly attenuated and the target
return is now approximately 30 dB above the noise and clutter floor.

An RTI plot is shown using CCD range profiles (Fig. 3.16) and the human
target is clearly shown walking out to 50 m because of significant reduction
of stationary clutter amplitude.

A more interesting example is shown when two human targets walk then
run down range and back (Fig. 3.17). CCD processing is also applied to this
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FIGURE 3.13
Range profile of one human target walking down range using the coffee can
radar in FMCW ranging mode; the position of this target is shown along with
stationary clutter.

data, thereby reducing the clutter and showing targets past 70 m in range.
This data is provided [27].

3.3.3 Range-Gated UWB FMCW Radar System

Range gating is a method by which a radar system ignores (gates out) scat-
tered returns before and after a specified time duration. For example, if the
radar designer wants to know the location of a targets that are 20 to 30 ft
down range but does not want to know if anything is present from 0 to 20
ft or beyond 30 ft. It could be that intense clutter exists from 0 to 20 ft and
anything beyond 30 ft would not provide actionable information.

Range gating for FMCW radar systems is difficult. A stepped CW pulsed
radar is often used which includes a frequency synthesizer that steps through
known frequencies, thereby making a discrete up-chirp. For each frequency
step the radar is pulsed. Scattered pulses are collected for each step where the
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FIGURE 3.14
RTI plot of one human target walking down range and back where stationary
clutter dominates returns past 30 m.

up-chirp can be reconstructed on the receive side and processed in a similar
fashion to FMCW by the use of Fourier analysis. These systems are effective
but expensive.

An additional method includes pulsing the input and output of an FMCW
radar system. This requires the use of precision digital control and a reduc-
tion of average transmit power proportional to both the duty cycle of the
transmitter and receiver gate.

In this section a low-cost range gate for UWB FMCW radar is shown.
This is implemented by using high-Q bandpass filters passing only spatial
frequencies corresponding to a desired range swath, providing a range gate
without pulsing the radar. This range gate is valuable for through-wall radar
imaging [28]-[35], where it facilitates the use of long duration FMCW chirps
so that a low peak transmit power can be used while gating out the air-wall
response. This technology could also be useful in radar imaging small target
scenes in highly cluttered environments.
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FIGURE 3.15
Range profile using CCD of one human target walking down range using the
coffee can radar in FMCW ranging mode; the position of this target is much
more easily shown and the clutter return has been significantly reduced.

3.3.3.1 Analog Range Gate

A range gate can be implemented by placing a bandpass filter (BPF) on
the output of a video amplifier (Fig. 3.1), thereby passing only those beat
frequencies representing a range swath corresponding to the pass band of filter.
Unfortunately it is difficult to design high-Q bandpass filters at base band.
Higher performing BPF’s are available in the form of IF communications filters
that operate at high frequencies.

These filters are found in two way radios, TV sets, and radio receivers. Ex-
amples include crystal, ceramic, surface acoustic wave, and mechanical filters
operating at frequencies of 10.7 MHz, 21.4 MHz, 455 KHz, 49 MHz etc. These
communications filters are high Q, where Q = fc/B, fc = center frequency of
the filter, and B = −3 dB bandwidth of the filter [36]. A common operating
frequency of a crystal filter is fc = 10.7 MHz with a bandwidth of B = 7.5
KHz, where the result would be Q = 1427.
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FIGURE 3.16
RTI plot using CCD of one human target walking down range and back where
stationary clutter is significantly reduced and the target is now detectable out
to 60 m.

A simplified block diagram is shown (Fig. 3.18). OSC1 is a high frequency
tunable oscillator set to just above or below the IF filter’s center frequency.
The frequency output of OSC1 is fBFO represented by (amplitude coefficients
will be ignored in the following derivation)

BFO(t) = cos
(
2πfBFOt

)
. (3.7)

The output of OSC1 is fed into the IF port of MXR1. The LO port of MXR1
is driven by OSC2. OSC2 is a wide-band voltage tuned YiG oscillator tunable
across a wide range of microwave frequencies. OSC2 is FM modulated by a
linear ramp input, where the output of OSC2 can be represented by

LO(t) = cos (2π(fosc + crt)t
)
. (3.8)

OSC1 and OSC2 are mixed together in MXR1 to produce the transmit signal
which is then amplified by power amplifier PA1. The output of PA1 is fed
into the transmit antenna ANT1 and radiated toward the target scene. The
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FIGURE 3.17
RTI plot using CCD of two human targets shown clearly out to 70 m.

transmitted signal out of ANT1 is TX(t), where

TX(t) = LO(t) ·BFO(t),

TX(t) = cos
(
2π(fosc + crt)t

)
· cos

(
2πfBFOt

)
.

After some simplification this becomes

TX(t) = cos
(
2π(fosc + crt)t+ 2πfBFOt

)
+ cos

(
2π(fosc + crt)t− 2πfBFOt

)
.

(3.9)
The transmitted waveform TX(t) consists of two tones spaced in frequency
by 2fBFO that are linear FM modulated. This is radiated out to the target
scene, reflected off of a target, delayed by some round trip time tdelay and
propagated back to the receiver antenna ANT2. The received signal at ANT2
is represented by

RX(t) = cos
(
2π(fosc + crt)(t− tdelay) + 2πfBFO(t− tdelay)

)
+ cos

(
2π(fosc + crt)(t− tdelay)− 2πfBFO(t− tdelay)

)
. (3.10)
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FIGURE 3.18
Block diagram of the FMCW radar architecture that supports an analog range
gate.

The output of ANT2 is amplified by LNA1 and fed into MXR2. The LO port
of MXR2 is fed by OSC2. The IF output of MXR2 is the product

IF (t) = LO(t) ·RX(t).

The resulting product

IF (t) =

cos
(
2π(fosc + crt)t

)
· cos

(
2π(fosc + crt)(t− tdelay) + 2πfBFO(t− tdelay)

)
+cos

(
2π(fosc + crt)t

)
·cos

(
2π(fosc + crt)(t− tdelay)− 2πfBFO(t− tdelay)

)
.

(3.11)

Multiplying out the terms in the above equation expands into

IF (t) =

cos
(
2π(fosc + crt)(t− tdelay) + 2πfBFO(t− tdelay) + 2π(fosc + crt)t

)
+ cos

(
2π(fosc + crt)(t− tdelay) + 2πfBFO(t− tdelay)− 2π(fosc + crt)t

)
+ cos

(
2π(fosc + crt)(t− tdelay)− 2πfBFO(t− tdelay) + 2π(fosc + crt)t

)
+ cos

(
2π(fosc + crt)(t− tdelay)− 2πfBFO(t− tdelay)− 2π(fosc + crt)t

)
.

(3.12)
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As a practical consideration the IF port of MXR2 cannot output microwave
frequencies so the high frequency terms can be dropped,

IF (t) =

cos
(
2π(fosc + crt)(t− tdelay) + 2πfBFO(t− tdelay)− 2π(fosc + crt)t

)
+ cos

(
2π(fosc + crt)(t− tdelay)− 2πfBFO(t− tdelay)− 2π(fosc + crt)t

)
.

(3.13)

Expanding out the terms inside of the cosine argument,

IF (t) = cos

[
2π(fosc + crt)t− 2π(fosc + crt)tdelay

+ 2πfBFO(t− tdelay)− 2π(fosc + crt)t

]
+ cos

[
(2π(fosc + crt)t− 2π(fosc + crt)tdelay

− 2πfBFO(t− tdelay)− 2π(fosc + crt)t

]
. (3.14)

Letting the high frequency terms cancel out,

IF (t) = cos

[
− 2π(fosc + crt)tdelay + 2πfBFO(t− tdelay)

]
+ cos

[
− 2π(fosc + crt)tdelay − 2πfBFO(t− tdelay)

]
. (3.15)

As another practical consideration, the DC blocking capacitors in the IF am-
plifier AMP1 will reject the DC phase terms,

IF (t) = cos
(
− 2πcrttdelay + 2πfBFOt

)
+ cos

(
− 2πcrttdelay − 2πfBFOt

)
.

Simplifying arguments in the cosine terms,

IF (t) = cos
(
2π(fBFO − crtdelay)t

)
+ cos

(
2π(fBFO + crtdelay)t

)
. (3.16)

IF (t) is fed into the high Q IF filter FL1. FL1 has a center frequency of fc
and a bandwidth ofBW . OSC1 is set to a frequency such that fBFO ≥ BW

2 +fc
causing FL1 to pass only the lower sideband of IF (t). The output of FL1
becomes

FIL(t) ={
cos
(
2π(fBFO − crtdelay)t

)
if −BW2 + fc < fBFO − crtdelay < BW

2 + fc
0 for all other values

.

(3.17)

Only beat frequencies in the range of −BW2 + fc < fBFO − crtdelay < BW
2 +
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fc are passed through IF filter FL1; therefore the band limited IF signal is
effectively a range-gate, passing only those spatial frequencies corresponding
to round-trip time delays within a specific range set by FL1.

Increasing the bandwidth of FL1 increases the range-gate duration. De-
creasing the bandwidth of FL1 decreases the range-gate duration. As fBFO
is increased the range gate is moved further down range because FL1 passes
only signals that fit the equality, making the gate adjustable in range.

The output of FL1 is downconverted to base band through MXR3 where
the LO port of MXR3 is driven by OSC1. The IF output of MXR3 is fed
through Video Amp1 and can be represented by the equation:

V ideo(t) = BFO(t) · FIL(t).

Video Amp1 is an active low pass filter, rejecting the higher frequency com-
ponent of the cosine multiplication,

V ideo(t) ={
cos
(
2πcrtdelayt

)
if −BW2 + fc − fBFO < crtdelay <

BW
2 + fc − fBFO

0 for all other values
.

(3.18)

The result is a base-band FMCW video signal similar to (except without the
DC phase term) Equation (3.2).

For example, when applied to through-wall imaging, this range-gate cir-
cuit is used to significantly attenuate the spatial frequency response that cor-
responds to the wall, thereby easing the dynamic range requirements on the
digitizer allowing for the use of low-cost commercial digitizers. The measured
losses through solid concrete alone typically exceed the maximum dynamic
range available from most digitizers of reasonable cost. For example, a 10 cm
thick solid concrete slab provides 45 dB and a 20 cm thick solid concrete slab
provides 90 dB two-way path loss at 3 GHz [30]; additional materials and free
space path loss further increase attenuation.

One of the range-gate filters used in this book was measured (Fig. 3.19),
this one having a bandwidth of 7.5 KHz. Using the through-wall model to be
discussed later in Sec. 10.2.2, a range profile of a 10 cm thick solid concrete
wall 6 m and a 7.6 cm radius perfect electric conductor cylinder at a range
of 6 m and 9.1 m was simulated at S-band (1.926 to 4.069 GHz chirp). The
frequency response of the IF filter in time domain was shifted thereby placing
the wall in the stop band (Fig. 3.20). The product of the filter and time domain
response show that the magnitude of the cylinder is significantly increased
compared to the wall, thus requiring less dynamic range for a through-wall
measurement (Fig. 3.21). Multi-path response between the back-side of the
wall and cylinder is also increased relative to the wall. The IF filter plays
the major role in reducing the wall reflection, in this case, reducing the wall
reflection by approximately 55 dB.
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FIGURE 3.19
Measured S21 magnitude response of the crystal filter used for the spatial
frequency range gate, having a center frequency of 10.7 MHz and a bandwidth
of 7.5 KHz.

In summary, this range-gating technique facilitates the use of long duration
LFM waveforms, thereby providing increasing average transmit power to be
radiated while using a low peak-power (and therefore lower cost) transmitter.
In addition to this, the long duration LFM waveform eases data acquisition
requirements so that inexpensive digitizers can be used. Specific examples of
three different through-wall imaging systems using this architecture will be
shown in Chapter 10.
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FIGURE 3.20
Time domain simulated scattered field and spatial frequency filter response.

FIGURE 3.21
Simulated time domain response after spatial frequency crystal filter response
is applied.
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3.3.3.2 S-Band Implementation

Range-gated FMCW architecture is ideal for through-wall imaging, where
the large reflection from the wall can be greatly reduced and only spatial
frequencies corresponding to targets behind the wall pass onto the digitizer.
For this reason an S-band system was developed for use in a through-wall
radar application [31].

A complete block diagram of this system (Fig. 3.22) and callout diagram
of all major subsystems (Fig. 3.23) are shown. A Windows XP computer con-
trols the radar system through a National Instruments PCI6014 data acqui-
sition card, where a VI is programmed to modulate the YiG oscillator while
digitizing (200 KSPS) simultaneously. Unconnected to this, a frequency syn-
thesizer serves as the BFO.

The CTRO0 pin from the PCI6014 causes the ramp generator (Fig. 3.5)
to produce an up-ramp from 1.926 to 4.069 GHz which is fed into the voltage
tune input of the YiG oscillator. The output of the YiG oscillator is split
between the transmitter and receiver front ends.

The transmitter front end multiplies the output from the YiG oscillator
by the BFO to produce the two-tone transmit waveform described previously.
Half of the output from the splitter is fed into the LO port of MXR1 in
the transmit front end (photos and callouts in Fig. 3.24) where it is multi-
plied by the BFO within MXR1. This product is amplified by AMP1 and
low-pass filtered by FL2 to be radiated out toward the target scene by
antenna ANT1. Some power is coupled off through CLPR2 for diagnostic
purposes.

A simple directional UWB antenna was developed which was easy to fab-
ricate and provided sufficient gain and bandwidth for UWB operation. The
transmit and receive antennas (ANT1 and ANT2) are identical linear tapered
slot antennas [38]–[44] following the layout on FR4 substrate shown (Fig.
3.25). This antenna has better than −10 dB S11 from 2 to 4 GHz and an
assumed gain of 12 dBi (the gain and antenna patterns were never measured
for this antenna).

The receive front end multiplies the scattered signal by the YiG oscillator’s
output then feeds this product to the IF. The chirped waveform is radiated
out of ANT1 toward the target scene. Scattered returns are collected by ANT2
which is co-located with the receiver front end (photos and call-outs shown
in Fig. 3.26), filtered by low-pass filter FL3, amplified by low noise amplifier
LNA1, and band-pass filtered by FL4 and 5. The result is multiplied by chirp
from the YiG OSC within MXR2. The product of MXR2 is filtered by low-pass
filter FL1 and amplified by AMP2 then fed down to the IF chassis.

The IF chassis is where the output from the receiver front end is band
limited (e.g., range gated) and shifted down to base band. The BFO is fed
into the IF chassis, where some of it is coupled out through CLPR1, through
a transmit IF attenuator ATTN3, located externally to the IF chassis, and
out to the IF input of the transmitter front end.
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FIGURE 3.23
Call-out diagram of the range-gated FMCW radar system configured for S-
band operation.

The IF output of the receive front end is fed into the IF chassis where it is
filtered by one of the crystal filters (FL11 through 13) at a center frequency of
10.7 MHz having bandwidths of 7.5 KHz, 15 KHz, and 30 KHz respectively.
Filters are switched in and out of the filter bank by the use of PiN diode
switches. The output of this filter bank is fed through FL6 which is an 11
MHz low pass filter followed by amplifier AMP3. The output of AMP3 is fed
out of the IF chassis to the step attenuator ATTN2, where the IF gain is
manually controlled.
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(a)

(b)

FIGURE 3.24
S-band transmitter front end (a) and inside view with call-outs (b).
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(a)

(b)

FIGURE 3.25
S-band antenna (a) and layout (b) where two are used, one for transmit and
one for receive. Gap between upper and lower half of antenna is 0.125 inches.

AMP5 amplifies the signal from ATTN2 and feeds this to another filter
bank containing crystal filters FL7 through 9 which are identical to FL11
through 13 and are also switched by PiN diode switches. The output of this
filter bank is fed through FL10, which is another 11 MHz low pass filter. FL10
feeds the RF input of MXR3, which is a high dynamic range double balanced
mixer.

Most of the BFO signal is fed to the LO port of MXR3. The product of
the BFO and the radar IF result in a base-band video signal. This signal is
amplified by VideoAmp1 and fed out to the PCI6014.

A complete bill of material for this radar system is provided (Tables 3.6
and 3.7) and additional schematics are shown (Figs. 3.28 and 3.29).
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(a)

(b)

FIGURE 3.26
S-band receiver front end (a) and inside view with call-outs (b).

3.3.3.3 Expected Performance of the Range-Gated S-Band FMCW
Radar System

Substituting specifications for the range-gated S-band FMCW radar (Table
3.8) into the radar range equation (3.5), the maximum range is estimated to
be 1083 m for a 10 dBsm automobile target using the MATLAB script [20].
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(a)

(b)

FIGURE 3.27
IF chassis front panel (a) and inside view with call-outs (b).
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TABLE 3.8
X-band CW radar system radar range equation parameters.

Pave = 10 · 10−3 (watts)
Gtx = 12 dBi antenna gain (estimated)
Grx = 12 dBi antenna gain (estimated)
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 3 GHz center frequency of radar
ρrx = 1 because antenna efficiency is accounted for in antenna gain
σ = 10 (m2) for automobile at 10 GHz
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 3.5 dB receiver noise figure
Bn = 2/tsample system noise bandwidth (Hz) where tsample = 10 ms

(SNR)1 = 13.4 dB

The antenna gains Grx and Gtx were an educated guess based on perfor-
mance of similar antennas in the literature [38]–[44]. The IDFT is applied to
10 ms up-chirps but the front end is a single-conversion receiver providing an
effective noise bandwidth to 200 Hz.

3.3.3.4 Working Example of the Range-Gated S-Band FMCW
Radar System

In this experiment two human targets walk down range and back while the
S-band radar acquires range profile data. Two different range gate filters were
used, a 7.5 KHz and a 15 KHz filter. A video demo of these experiments is
shown [45] and data is available with a MATLAB processing script [46].

We first consider the results when using the 7.5 KHz filter. The range pro-
file of one human target is shown at time t = 20 s (Fig. 3.30). The range gate
filter transfer function passes one portion of the range profile, greatly atten-
uating targets outside of its passband. The human target position is clearly
shown 15 dB above clutter at 12.5 m. Clutter is relatively high compared to
the target.

A RTI plot of the range profiles is shown (Fig. 3.31), where the down range
location of the range gate filter is clearly shown by prominent red streaks
between 10 and 15m. The returns of both human targets are strongest when
they fall within the range gate filter. Stationary clutter within the range gate
is high compared to target returns.

CCD processing is applied, where the current pulse is subtracted from the
last (Sec. 3.1.3.3). The range profile at t = 20 s is plotted (Fig. 3.32). The
transfer function of the range gate filter continues to be evident on this plot
but stationary clutter is significantly attenuated and the target return is 27
dB above clutter.
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FIGURE 3.30
Range profile plot of one target walking down range using the range-gated
S-band FMCW radar with a 7.5 KHz range gate filter.

An RTI plot of the CCD range profiles is shown (Fig. 3.33). The yellow
streak between 10 and 15 m is the range gate filter transfer function pass-
ing what is left of stationary clutter. The amplitude of the human target
returns relative to clutter passed through by the range gate filter is signifi-
cantly higher, although stationary clutter is still shown passing through the
filter. The positions of both targets are clearly shown within the range gate
filter and significantly attenuated tracks of each target are shown before the
filter and returns after the filter are all but removed from the data, showing
the utility of this analog range-gating technique.

We now consider the results when using the 15 KHz range gate filter. Two
human targets walked down range and back while range profiles were recorded.
A single range profile is plotted at t = 33.3 s, where the transfer function of
the range gate filter is clearly shown, passing and attenuating portions of the
range profile. The position of both human targets is difficult to notice among
the clutter (Fig. 3.34).
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FIGURE 3.31
RTI plot of two targets walking down range using the range-gated S-band
FMCW radar with a 7.5 KHz range gate filter.

An RTI plot of these range profiles shows the target positions most of
the time; however the targets compete with clutter returns (Fig. 3.35). Red
streaks through this RTI plot are clutter returns passing through the range
gate filter.

CCD processing is applied to the single range profile at t = 33.3 s, where
the previous pulse is subtracted from the current one. Stationary clutter is
greatly reduced and the location of both moving human targets is shown
(Fig. 3.36).

An RTI plot was made using CCD range profiles (Fig. 3.37). The location
of both moving targets is clearly shown above the clutter for all range profiles.
The transfer function of the range gate filter is still evident, where attenuated
clutter returns are passed through the filter. Target returns before or after the
filter are greatly attenuated, thereby showing the utility of the range gate.
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FIGURE 3.32
Range profile plot of one target walking down range with CCD clutter rejection
using the range-gated S-band FMCW radar with a 7.5 KHz range gate filter.

3.3.3.5 X-Band Implementation of a Range-Gated FMCW Radar
System

It is useful to be able to acquire high resolution radar imagery or data indoors
or within a high clutter environment, where a limited target area can be
range gated. For this reason an X-band UWB system was developed using the
range-gated architecture [37].

This is a front-end substitute to the S-band system described previously
(Sec. 3.3.3.2). When the X-band front end is installed the system is configured
as shown (Fig. 3.38).

The CTRO0 pin from the PCI6014 causes the ramp generator (Fig. 3.5)
to produce an up-ramp from 7.835 to 12.817 GHz which is fed into the voltage
tune input of the YiG oscillator. The output of the YiG oscillator is fed directly
to the X-band front end (Fig. 3.39, photo and call-outs in Fig. 3.40).

The swept output from the YiG oscillator is fed through ATTN4, 6, CIRC1,
and into the LO port of MXR4. The attenuated BFO output from the IF
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FIGURE 3.33
RTI plot of two targets walking down range with CCD clutter rejection using
the range-gated S-band FMCW radar with a 7.5 KHz range gate filter.

chassis is fed into the IF port of MXR4. The RF product output of MXR4 is
amplified by AMP6 and fed through CIRC3 and CLPR3 to ANT3, where it
is radiated out toward the target scene. Some power is coupled off of CLPR3
for testing purposes. Circulators CIRC1-3 are configured as isolators, where
a 50 ohm load is placed in the third port. The purpose of CIRC1 and 2 is
to provide a good impedance match to MXR4 and 5 respectively because the
LO ports of double balanced mixers at microwave frequencies typically do not
provide an ideal impedance match to 50 ohms. Similarly, CIRC3 provides an
ideal match to the transmit antenna ANT3 over the wide chirp bandwidth,
reducing reflections within the radar that might cause false target returns.
An external coaxial jumper is present between CIRC3 and CLPR3 so that an
external attenuator can be added to further reduce transmit power.

The scattered field is collected by ANT4, amplified by LNA2, then fed to
the RF port of MXR5. Some power is coupled off of the YiG oscillator via
CLPR4. This is fed through CIRC2 and delayed through DELAY2 to phase
match with the LO port of MXR4. This sweep is then fed into the LO port
of MXR5 where it is multiplied by the RF input.
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FIGURE 3.34
Range profile plot of one target walking down range using the range-gated
S-band FMCW radar with a 15 KHz range gate filter.

The product of MXR5 is amplified by AMP7 and low-pass filtered by FL14,
an 11 MHz low pass filter. The output of FL14 is fed to the IF chassis where
it is amplified and range gate filters are applied, converted down to baseband
and digitized by the PCI6014.

Complete bill of material for this front end is provided (Figs. 3.9).

3.3.3.6 Expected Performance of the Range-Gated X-Band
FMCW Radar System

Substituting the specifications for the range-gated X-band FMCW radar (Ta-
ble 3.10) into the radar range equation (3.5), the maximum range is esti-
mated to be 1055 m for a 10 dBsm automobile target using the MATLAB
script [20].

The antenna gains Grx and Gtx were estimated based on aperture size,
the noise figure is an educated guess based on the apparent age of the surplus
microwave amplifier LNA2, and the IDFT is applied over 10 ms up-chirps with
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FIGURE 3.35
RTI plot of two targets walking down range using the range-gated S-band
FMCW radar with a 15 KHz range gate filter.

a direct conversion receive architecture resulting in a 200 Hz effective noise
bandwidth.

3.3.3.7 Working Example of the Range-Gated X-Band FMCW
Radar System

Two human targets walk down range then back while recording range profiles.
A video of this experiment is shown [47] and data can be downloaded with a
MATLAB processing script [48].

We first consider the 7.5 KHz range gate filter. A single range profile at
t = 11 s is plotted (Fig. 3.41), where the target’s location is shown at 11
m down range. The transfer function of the range gate filter is attenuating
clutter before and after the filter’s pass band. Some clutter is shown in the
pass band.

An RTI plot is made from all range profiles (Fig. 3.42), where the target
returns are most intense when they are passing through the range gate filter
pass band between 8 and 12 meters. Targets are shown slightly before starting
at 5 m and are all but eliminated after 12 m.
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FIGURE 3.36
Range profile plot of one target walking down range with CCD clutter rejection
using the range-gated S-band FMCW radar with a 15 KHz range gate filter.

Coherent change detection is applied by subtracting the current pulse from
the previous one, resulting in the range profile shown (Fig. 3.43). In this, the
clutter is significantly attenuated below the target compared to the range
profile without CCD (Fig. 3.41).

An RTI plot of the CCD results is plotted (Fig. 3.44), where the range
returns are well attenuated before and after the range gate. Clutter is atten-
uated compared to results without the range gate. Additional ‘ghosting’ can
be see down range, likely due to in-band non-linearities in MXR3 in the IF
chassis.

We now consider the 15 KHz range gate filter, where two human targets
walk down range then back while range profiles are recorded. A range profile
at t = 26 s is shown (Fig. 3.45), where the target return is 20 dB above the
clutter floor. In this plot, clutter is present and the transfer function of the
range gate filter attenuates target returns before and after its passband.

An RTI plot is made from all range profiles (Fig. 3.46). The location of both
targets is shown. The range gate filter manifests itself as vertical streaks in
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FIGURE 3.37
RTI plot of two targets walking down range with CCD clutter rejection using
the range-gated S-band FMCW radar with a 15 KHz range gate filter.

the plot passing stationary clutter returns. Both targets are greatly attenuated
before and after the range gate, showing the effectiveness of the range gate.

CCD processing is applied, subtracting the current pulse from the last for
the range profile at t = 26 s (Fig. 3.47). After this process the target return
is significantly greater than the clutter and the transfer function of the range
gate filter is also there but less prevalent.

An RTI plot is made from the CCD range profiles (Fig. 3.48). Clutter in
the pass band of the range gate filter is greatly attenuated. Target returns
before and after the range gate are significantly attenuated. Some ‘ghosting’
is evident down range, likely due to nonlinearities in the IF frequency mixer.

These results show the efficacy of the analog range gate for FMCW radar
systems. Such a range gate allows FMCW radar operation while also gating
out unwanted target returns. This architecture is valuable for applications
where radar data must be acquired in a high-clutter indoor environment.
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FIGURE 3.38
X-band range gated FMCW radar system call-outs.
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(a)

(b)

FIGURE 3.40
X-band front end (a) and inside view with call-outs (b).
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TABLE 3.10
Range-gated X-band FMCW radar system parameters.

Pave = 10 · 10−3 (watts)
Gtx = 17 dBi antenna gain (estimated)
Grx = 17 dBi antenna gain (estimated)
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 10 GHz center frequency of radar
ρrx = 1 because antenna efficiency is accounted for in antenna gain
σ = 10 (m2) for automobile at 10 GHz
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 4 dB receiver noise figure
Bn = 2/tsample system noise bandwidth (Hz) where tsample = 10 ms

(SNR)1 = 13.4 dB

FIGURE 3.41
Range profile plot of one target walking down range using the range-gated
X-band FMCW radar with a 7.5 KHz range gate filter.
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FIGURE 3.42
RTI plot of two targets walking down range using the range-gated X-band
FMCW radar with a 7.5 KHz range gate filter.
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FIGURE 3.43
Range profile plot of one target walking down range with CCD clutter rejection
using the range-gated X-band FMCW radar with a 7.5 KHz range gate filter.
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FIGURE 3.44
RTI plot of two targets walking down range with CCD clutter rejection using
the range-gated X-band FMCW radar with a 7.5 KHz range gate filter.
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FIGURE 3.45
Range profile plot of one target walking down range using the range-gated
X-band FMCW radar with a 15 KHz range gate filter.
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FIGURE 3.46
RTI plot of two targets walking down range using the range-gated X-band
FMCW radar with a 15 KHz range gate filter.
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FIGURE 3.47
Range profile plot of one target walking down range with CCD clutter rejection
using the range-gated X-band FMCW radar with a 15 KHz range gate filter.
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FIGURE 3.48
RTI plot of two targets walking down range with CCD clutter rejection using
the range-gated X-band FMCW radar with a 15 KHz range gate filter.
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3.4 Summary

When the oscillator of a CW coherent radar system is frequency modulated
range data can be computed. FMCW radar architectures were shown, perfor-
mance was estimated, and numerous examples of radar systems were demon-
strated. It was also shown that range gating in the frequency domain with a
simple crystal filter and a well thought out architecture is possible. Additional
complexity will be added in the next chapter, where FMCW radar systems
will be used to image a target scene, providing both down range and cross
range target information.
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4

Synthetic Aperture Radar

Synthetic aperture radar (SAR) was developed in the late 1950’s for the pur-
pose of airborne ground mapping at a stand-off distance. This is valuable
for military applications where an aircraft can be flying at a stand-off range
and acquire a high precision ground map where each pixel corresponds to the
relative location of the aircraft.

The radar is mounted onto an aircraft and acquires range profiles of a
ground target scene at known increments (xn) along its flight path (Fig. 4.1)
[1]. The radar’s field of view (FOV), determined by its antenna pattern, il-
luminates the target scene for each pulse. Each range profile is recorded and
groups of range profiles are processed into an image. Within the imaging al-
gorithm, the SAR radar synthesizes a linear array across the aircraft’s flight
path that is focused on every point, providing the best possible cross range
resolution.

SAR Imaging can also be implemented on a small laboratory scale. In the

FIGURE 4.1
Airborne SAR.
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laboratory environment, high resolution is required to image smaller target
scenes. Small laboratory SARs do not fly through the lab on known flight
paths, instead they are mounted to linear or circular rails that are moved by
precision stepper or servo motors so that the radar’s location is well known.

Rail SAR imaging systems are useful for RCS measurements, studying
EM propagation phenomenology, through-wall radar imaging, and many other
short-range imaging applications. In this section a SAR imaging algorithm
will be described that can be used with small-scale laboratory SAR imaging
systems mounted on linear rails and near-field phased array systems.

Description of the rail SAR measurement geometry is discussed (Sec. 4.1).
The range migration algorithm (RMA) is the SAR imaging algorithm that
will be described (Sec. 4.2). The RMA will be demonstrated on a simulated
point target data (Sec. 4.3). Performance will be estimated (Sec. 4.4), and
additional processing will discussed (Sec. 4.5).

4.1 Measurement Geometry

This book will focus on linear rail SAR and near-field phased array imaging
systems where the position of the radar is well known and assumed to be
correct. This rail SAR measurement geometry is shown (Fig. 4.2). A small
radar device is mounted on a straight rail of length L. The radar uses a wide
beamwidth antenna that is directed toward an unknown target scene parallel
to the rail. The radar begins its journey at the end of the rail near the drive
motor. The drive motor moves the radar to a location, stops, and the radar
acquires a range profile. This process is repeated at known intervals along the
rail until the radar device reaches the end. The range profiles over each rail
position produce a 2D data matrix of position versus frequency in time

s
(
xn, ω(t)

)
,

where s
(
xn, ω(t)

)
is the frequency domain range profile data matrix, xn is the

nth cross range position of the radar on the automated rail, and

ω(t) = 2π

(
crt+ fc −

BW

2

)
(4.1)

is the instantaneous radial frequency of the scattered chirp where fc is the
radar center frequency, BW is the chirp bandwidth (Hz), and Tp is the chirp
duration (s). This signal represents the IF output on a direct conversion
FMCW radar (or the DFT of the received waveform from an impulse radar).

For linear FM radar systems (e.g., FMCW radar systems) cr (Hz/s) is the
chirp rate of the linear frequency modulated (FM) chirp

cr =
BW

Tp
, (4.2)
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FIGURE 4.2
Rail SAR data collection geometry.

TABLE 4.1
Imaging parameters for an example S-band synthetic aperture radar imaging
system.

BW = fstop − fstart transmit bandwidth
fstart = 1.926 GHz start frequency of chirp
fstop = 4.069 GHz stop frequency of chirp
Tp = 10 ms transmit pulse length
cr = BW/Tp = 214.3 GHz/second chirp rate
L = 8 ft length of linear rail

∆x = 2 inch spacing between range profiles

and BW = fstop − fstart is the transmit bandwidth from the transmit start
frequency to the transmit stop frequency.

To demonstrate how the RMA algorithm works, an example will be shown
for an S-band UWB FMCW rail SAR imaging system using the parameters
outlined (Table 4.1).

4.2 The Range Migration Algorithm (RMA)

As its input, the RMA accepts the measured data matrix s
(
xn, ω(t)

)
and

processes this into an image matrix S
(
X,Y

)
, providing a SAR image of what
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is within the radar’s field of view. Additional information on the RMA, other
SAR processing techniques, and further in-depth analysis can be found [2].

To process an image using the RMA, these steps must be followed:

1. Cross range DFT

2. Matched filter

3. Stolt interpolation

4. 2D IDFT into image domain

The details of each step will be discussed in this section by examples using
a single point scatterer.

4.2.1 Simulation of a Point Scatterer

Assuming measurement geometry (Sec. 4.1), a single point scatterer located
cross range and down range at (xt, yt) with a scattered magnitude of at is
represented by the data matrix

s
(
xn, ω(t)

)
= ate

−j2ω(t)
c

√
(xn−xt)2+y2t , (4.3)

where c = 3 · 108 m/s is the speed of light.
Without loss of generality let at = 1. Locating the point scatter at xt = 0

in cross range from rail center (where x = 0 is the center of the rail) and
yt = −10 feet down range produces a simulated data matrix where the real
values of the SAR data matrix points are shown (Fig. 4.3) and the phase of
the SAR data matrix points is shown (Fig. 4.4).

The down range IDFT of the data matrix (Fig. 4.5) shows the wave-front
curvature of the single point scatterer in an arc-like contour. This plot shows
some intuition behind SAR imaging, where we can expect the range to a point
target centered with respect to the rail to be further away while the radar is
at −L/2, shortest distance when the radar is at 0, and further away when at
L/2, with a parabolic range curvature between them. This arc shape is what
we would expect from a point target located at the middle and some distance
away from the rail.

4.2.2 Cross Range Fourier Transform

The first step in the RMA is to calculate the DFT of the spatial component—
the SAR data matrix s

(
xn, ω(t)

)
(e.g., apply the DFT to all values xn for

each ω(t)) resulting in the spatial frequency domain data matrix s
(
kx, ω(t)

)
,

where tx varies linearly from −π
∆x to π

∆x .
In addition to the DFT, the substitution is made: kr = ω(t)/c. This results

in the SAR data matrix s(kx, kr).
With these operations complete, the magnitude after the cross range DFT

is shown (Fig. 4.6) and the phase after the cross range DFT is shown (Fig.
4.7).
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FIGURE 4.3
Real values of the SAR data matrix for a single point scatterer.

FIGURE 4.4
Phase of the SAR data matrix for a single point scatterer.

 



142 Small and Short-Range Radar Systems

FIGURE 4.5
Magnitude of simulated point scatterer after down range DFT, showing the
wave-front curvature of the point scatterer.

FIGURE 4.6
Magnitude after the cross range DFT.
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FIGURE 4.7
Phase after the cross range DFT.

4.2.3 Matched Filter

The next step is to apply a matched filter to the s(kx, kr) matrix. This matched
filter is represented by

smf (kx, kr) = ejRs
√
k2r−k2x , (4.4)

where Rs is the down range distance to scene center. In this example and
for most radar examples in this book Rs = 0, but for long range SAR imag-
ing devices, Rs is a key parameter for accurately processing de-chirp data.
Multiplying Equation (4.4) by s

(
kx, kr

)
results in

smatched(kx, kr) = smf (kx, kr) · s
(
kx, kr

)
. (4.5)

But when Rs = 0, the matched filter smatched(kx, kr) = 1 and is not relevant
to the SAR algorithm.

The resulting phase of smatched(kx, kr) is plotted (Fig. 4.8, where the phase
remains unchanged after the matched filter because Rs = 0). The down range
DFT magnitude is shown (Fig. 4.9).

4.2.4 Stolt Interpolation

Stolt interpolation is the critical step in the RMA. Stolt transforms the 2D
SAR data after the matched filter (smatched(kx, kr)) from the spatial frequency
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FIGURE 4.8
Phase after the matched filter.

FIGURE 4.9
Magnitude after 2D DFT of matched filtered data.
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FIGURE 4.10
Phase after Stolt interpolation.

and wave number domain (kx, kr) to the the spatial wave number domain
(kx, ky).

The Stolt relationship between ky, kr, and kx is given by

ky =
√
k2
r − k2

x. (4.6)

With this, a one dimensional interpolation is applied across all the wave
numbers (kr) to map them onto ky resulting in the Stolt interpolated matrix
sst(kx, ky). The resulting phase after the Stolt interpolation of the point target
is shown (Fig. 4.10).

Stolt interpolated data forms an annulus of data where the lower ky wave
numbers have smaller radii of curvature than the larger wave numbers. Stolt
provides a correction for scattered wavefront curvature, meaning that as a
wave scatters it has curvature as any other transmitted electromagnetic wave.
The larger the radar aperture, the more the curvature is noticeable in the radar
data and the larger the wavelength, the more the curvature is noticeable. The
Stolt corrects for wavefront curvature by curving the data, in software, back in
the opposite direction for each frequency component of the measured scattered
field so that Fourier analysis can be used to compute an image.

4.2.5 Inverse Fourier Transform to Image Domain

To convert the Stolt matrix sst(kx, ky) into image domain S(X,Y ) a subsec-
tion of the curved Stolt interpolated data (Fig. 4.10) must be taken. This
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FIGURE 4.11
A subsection of the phase after Stolt interpolation.

subsection is a rectangle. The subsection generally must be taken so that the
rectangle is completely filled with data. Sometimes this is not possible when
working with narrow band SAR imaging systems, in which case a subsection
would not be used and all areas where there are no values in the annulus
would be set to 0.

The resulting subsection of the data for the point target is shown (Fig.
4.11). The phase pattern shown is representative of the single point target.

The 2D IDFT is applied (to the rows then columns separately) and the
resulting SAR image matrix S(X,Y ) is computed. The dB relative magnitude
of this SAR image is shown (Fig. 4.12), where the location of the point target
is clearly shown at its expected location.

4.3 Simulation of Multiple Point Targets

It is useful to simulate multiple point scatterers to test a SAR imaging algo-
rithm. For this reason Equation (4.3) was modified to represent N number of
scatterers

s
(
xn, ω(t)

)
=

N∑
i=1

atie
−j2ω(t)

√
(xn−xti)2+y2ti . (4.7)
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FIGURE 4.12
SAR image of a simulated point scatterer.

Specifically three point scatterers are simulated in this example with scat-
tered amplitudes of at1 = at2 = at3 = 1. The location of each scatterer with
respect to the rail is

(xt1, yt1) = (3,−10) feet,
(xt2, yt2) = (−3,−15) feet,
(xt3, yt3) = (−2,−10) feet.

This simulated SAR data matrix was fed into the RMA imaging algorithm
described above resulting in the dB relative image shown (Fig. 4.13). The
location of each point target is clearly shown demonstrating this algorithm’s
effectiveness to image multiple point targets at various ranges.

4.4 Estimating Performance

Two important performance parameters for a SAR imaging system are the
maximum range to detect a given target RCS (Sec. 4.4.1) and its resolution
(Sec. 4.4.2). There are many additional metrics that can also be considered
but these are beyond the scope of this book.
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FIGURE 4.13
SAR image of three simulated point scatterers.

4.4.1 The Radar Range Equation Applied to SAR

The maximum range for a small SAR imaging system, like those discussed
in this book, where the radar antennas illuminate the target scene across the
entire length of aperture, can be estimated by multiplying the performance
of an FMCW radar by N , the number of range profiles acquired across the
aperture.

The maximum range to target for a small SAR is given by

R4
max =

NPaveGtxArxρrxσe
(2αRmax)

(4π)2kToFnBnτFr(SNR)1Ls
, (4.8)

where:
Rmax = maximum range of radar system (m)
Pave = average transmit power (watts)
Gtx = transmit antenna gain
Arx = receive antenna effective aperture (m2)
ρrx = receiver antenna efficiency
σ = radar cross section (m2) for target of interest
Ls = miscellaneous system losses
α = attenuation constant of propagation medium
Fn = receiver noise figure (derived from procedure outlined in

Sec 1.1.5.4)
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k = 1.38 · 10−23 (joul/deg) Boltzmann’s constant
To = 290◦K standard temperature
Bn = system noise bandwidth (Hz)
τFr = 1, radar duty cycle which is assumed to be CW radar

for most examples in this book
(SNR)1 = single-pulse signal-to-noise ratio requirement

N = number of range profiles used in synthesizing the aperture

For an FMCW radar, the noise bandwidth is inversely proportional to
the discrete sample length Bn = 1/tsample. For an impulse radar, the noise
bandwidth is simply the −3 dB roll-off frequency (f−3db) of the anti-aliasing
filter.

For a direct conversion radar (this applies to all FMCW radar examples in
this book) the noise bandwidth is twice as wide as a radar following an image
rejection architecture where Bn = 2/tsample for an FMCW radar or simply
f−3db for an impulse radar.

4.4.2 Resolution of SAR Imagery

Range resolution for SAR imaging systems using linear FM waveforms is the
same as previously described (Sec. 3.2.2).

Cross range resolution is the minimum cross range distance over which a
SAR can differentiate between two targets. Cross range resolution depends on
the length of the array (or aperture) L and the location of the point target
being measured relative to the front of the array in both down range and cross
range. Cross range resolution is calculated by [4]

ρcr =
λcKaRt

2L sinφdc cos (∆θ/2)
, (4.9)

where Rt is the range to the point target, φdc is the angle from the center
of the aperture to the point target. For linear rail SAR and near-field phased
array imaging systems in this book φdc = π/2. ∆θ is the change in target
aspect angle from 0 to L across the aperture, and Ka is the cross range excess
bandwidth factor which depends on the weighting function applied before the
IDFT (Table 3.1).

For linear rail SAR imaging sensors, a useful equation for computing ∆θ
given a target’s range Rt and cross range xt location, is

∆θ =

[
π

2
− arctan

(
Rt

(L/2 + xt)

)]
+

[
π

2
− arctan

(
Rt

(L/2− xt)

)]
. (4.10)
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4.5 Additional Processing

In this book, examples of imaging sensors are shown where the position of the
radar sensor is inherently well known because each radar traverses a linear
rail or is electronically scanned across an antenna array. Processing discussed
in this section will include a method of calibration (Sec. 4.5.1) and coherent
background subtraction to reduce clutter (Sec. 4.5.2). In addition to these
methods, there is a great deal of processing beyond the scope of this book
to improve SAR images including, auto focus, multi-spectral imaging, cross-
polarized imaging, and others.

4.5.1 Calibration

Practical radar imaging systems are non-ideal, each having its own unique
set of problems that affect measurements. The purpose of calibration is to
sharpen the SAR imagery where we compensate for non-ideal transmitter
and receiver transfer functions (e.g., the effect of the various transmitter and
receiver components in the signal chain on what is transmitted and what is
received).

In this book a point target is used as a calibration (cal) target because
it is easier to work with and less expensive. Our objective is to sharpen the
imagery to a sufficient degree to demonstrate imaging principles. This point
target is usually a metal rod or a pole of tall enough dimension to provide a
high SNR.

The cal target is placed at a known location down range from the radar. A
range profile is acquired of the pole represented by spole

(
ω(t)

)
. The pole is then

removed and a background range profile is acquired; the result is represented
by scalback

(
ω(t)

)
. The background is subtracted from the pole range profile

resulting in a clean range profile of the pole only,

scal
(
ω(t)

)
= spole

(
ω(t)

)
− scalback

(
ω(t)

)
. (4.11)

The cal data is referenced to a theoretical point scatterer

scaltheory
(
ω(t)

)
= e−j2krRpole , (4.12)

where Rpole is the range to the cal pole and kr = ω(t)/c. The cal factor is
calculated,

scalfactor
(
ω(t)

)
=
scaltheory

(
ω(t)

)
scal
(
ω(t)

) . (4.13)

After the SAR data is acquired this cal factor is multiplied by each range
profile before the results are fed to the SAR imaging algorithm.
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4.5.2 Coherent Background Subtraction and Coherent
Change Detection (CCD)

CCD is useful when the user wants to observe changes to a target scene, where
the user acquires an image of a target scene then re-visits that target scene
sometime later. The newest image is subtracted from the previous one to show
what has changed. If done coherently (using both magnitude and phase data)
this process is very sensitive to change, showing what is new or what is missing
from the first image. This can also be done incoherently (with magnitude only
data) to a lesser degree of effectiveness.

Coherent background subtraction is typically used in the laboratory setting
to reduce static clutter due to imperfect target scenes and often used in small
rail SAR systems like those discussed in this book. Background subtraction is
implemented by first measuring the target scene without the target of interest
present sback

(
x(n), ω(t)

)
. Next, place the target of interest in the scene and

re-measure sscene
(
x(n), ω(t)

)
. The resulting background-subtracted data set

is the difference between the target scene with and without the target placed:

stargets
(
x(n), ω(t)

)
= sscene

(
x(n), ω(t)

)
− sback

(
x(n), ω(t)

)
, (4.14)

where stargets
(
x(n), ω(t)

)
is fed into the SAR imaging algorithm producing

an image with significantly less background clutter.
We have shown coherent change detection (CCD) applied to range profiles

acquired by an FMCW radar (Sec 3.1.3.3), where the current range profile is
subtracted from the previous one revealing only moving targets. CCD can also
be applied to SAR imagery and coherent background subtraction can also be
considered one example of CCD. More sophisticated approaches to CCD exist
that are more robust to phase errors, but in this book, the method discussed
above will be used for all CCD and background subtracted data. The reader
is encouraged to implement more robust CCD approaches using the data sets
provided by this book.

4.5.3 Motion Compensation

Motion compensation is a technique used to account for the non-ideal motion
of a moving SAR imaging sensor (ideal motion can be easily accounted for,
such as constant platform velocity). This is a practical consideration, where
almost all aircraft (or any moving vehicle) tend to bounce around adding
error to the SAR measurement geometry. This motion must be accounted for
either prior to image formation or during image formation. In this book only
rail SAR and near-field phased array imaging sensors are considered where
motion compensation is unnecessary because the location of each range profile
is well known. However, for any application that requires a moving airborne
or ground vehicle to acquire the aperture of data, motion compensation must
be considered and for these applications the reader is encouraged to study
further [2].
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4.6 Summary

SAR is a method of synthesizing an aperture across the known path of a
moving radar sensor. This aperture can be very large and is in effect a phased
array radar equal to the length of the path of the radar sensor. High resolution
can be achieved by synthesizing this large aperture. SAR technology is a
valuable ground mapping tool but it can also be implemented on a small
scale by moving a UWB radar sensor along a mechanized rail. To this end,
a SAR imaging algorithm was described for rail SAR and near-field imaging
sensors. Such a SAR imaging algorithm would be useful for RCS measurement,
observing nature, studying scattering phenomenology, through-wall imaging,
or any application where near-field beamforming is valuable.
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5

Practical Examples of Small Synthetic
Aperture Radar Imaging Systems

SAR imaging sensors are useful in imaging or mapping a scene from a stand-off
range, where the image provided is a bird’s eye view. Small SAR sensors are
used for numerous imaging applications including measuring target scattering,
imaging through walls of a building, medical imaging, or proving the concept of
a much more complicated array-based system without significant investment.
Small SAR imaging sensors provide range versus range imagery of near-field
target scenes.

The least complex SAR imaging systems can be implemented by placing a
small radar sensor onto a linear rail and moved (manually or automatically)
along a known path while acquiring range profiles. In this chapter, working
examples of rail SAR imaging systems will be shown including a UWB X-band
FMCW rail SAR (Sec. 5.1), the MIT coffee can radar in SAR mode (Sec. 5.2),
and two examples of the range-gated FMCW radar configured to SAR image
at S- and X-bands (Sec. 5.3).

5.1 UWB FMCW X-Band Rail SAR Imaging System

A high resolution UWB rail SAR at X-band was created for the purposes of
learning how to develop SAR imaging algorithms and technology [1]-[4]. This
radar produces high resolution SAR imagery of small target scenes including
model airplanes, vehicles, groups of point targets, and other items.

The radar front end (Sec. 3.3.1) is mounted to a 96 inch long linear rail
where a stepper motor controller within the radar CTRL chassis moves the
radar down the length of the rail at pre-defined increments (Fig. 5.1) of either
1 or 0.5 inch.

This system was deployed in the author’s back yard (Fig. 5.2). To prepare
the range, the lawn was mowed to reduce in-scene clutter. Targets were placed
down range on a styrofoam table about 20 feet from the rail.

The linear rail is made from an old Genie garage door opener with a carrier
plate that is pulled by a lead screw inside an aluminum extrusion. The radar
front end is bolted to an aluminum plate that is screwed down to a carrier that
mates with the lead screw (Fig. 5.3a). The lead screw is lubricated with axial
grease. The stepper motor does not provide enough torque to pull the lead
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FIGURE 5.1
Block diagram of the UWB FMCW X-band rail SAR imaging system.

screw by itself; for this reason a 6:1 planetary gear transmission from an old
cordless drill is used to gear down the stepper to drive the lead screw (Fig. 5.3b
through d). These assemblies can be fabricated with basic machining skills.
Precision of the linear rail is sufficiently good to support rail SAR imaging.

The X-band YiG Oscillator OSC1 chirps from 7.835 GHz to 12.817 GHz
over the duration of the up-ramp providing a chirp bandwidth (BW ) of 4.982
GHz. The radar CTRL chassis and a Windows XP computer are mounted in
a small 4 foot tall rack. The RF output of OSC1 is fed through a low-loss
flexible microwave cable to the radar front end. The rail moves very slowly,
requiring approximately 20 minutes to acquire one image. Radar operators sit
in lawn chairs behind the rail. A technical description of this UWB X-band
FMCW radar was detailed previously (Sec. 3.3.1).

5.1.1 Expected Performance

The maximum range and minimum target RCS will be discussed (Sec. 5.1.1.1)
and range resolution estimates will be made (Sec. 5.1.1.2).
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FIGURE 5.2
The UWB FMCW X-band rail SAR imaging system deployed in the author’s
backyard with call-outs showing the major subsystems.

TABLE 5.1
UWB FMCW X-band rail SAR specifications.

Pave = 31 · 10−3 (watts)
Gtx = 17 dBi antenna gain
Grx = 17 dBi antenna gain
Arx = Grxλ

2
c/(4π) (m2)

λc = c/10 · 109 (m) wavelength of carrier frequency
fc = 10 GHz radar center frequency
ρrx = 1 because antenna efficiency is accounted for in antenna gain
σ = 10 (m2) for automobile at 10 GHz
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 4 dB receiver noise figure
Bn = 2/tsample system noise bandwidth (Hz) where tsample = 10 ms

(SNR)1 = 13.4 dB
N = 96 number of range profiles used in synthesizing the

aperture for 1 inch spacing across the rail

5.1.1.1 Maximum Range and Minimum Target RCS

Substituting specifications (Table 3.10) into the radar range equation (4.8),
the maximum range is estimated to be 3.7 km for a 10 dBsm automobile target
using the MATLAB R© script [5].

The noise figure is an educated guess based on the apparent age of the
surplus microwave amplifier LNA2, and the IDFT is applied over 10 ms
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(a) (b)

(c) (d)

FIGURE 5.3
Radar front end mounted on rail (a), stepper motor and transmission assembly
at opposite end of rail (b), inside view of transmission assembly with motor
removed (c), stepper motor with pinion gear attached as it would mount into
the transmission assembly (d).

up-chirps with a direct conversion receive architecture resulting in a 200 Hz
effective noise bandwidth. The number of range profiles required to process a
SAR image is 96 (= N).

Unfortunately the video amplifier (Fig. 2.13) limits the maximum range
to f−3dbc/cr = 48.2 m, where f−3db = 80 KHz and cr = BW/tsample = 498.2
GHz/s. Therefore, the radar range equation can be solved for σ by substituting
Rmax = 48.2 m, thereby showing that the minimum radar cross section that
can be detected within the 48.2 m maximum range is −65.5 dBsm. This can
be estimated using the same MATLAB script [5].
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FIGURE 5.4
Rail SAR data collection follows this block diagram where each rail SAR data
acquisition follows these steps.

5.1.1.2 Range Resolution Estimate

Expected range resolution is 2.7 cm and cross range with no weighting (Kr =
0.89). The cross range resolution is expected to be 2.8 cm when the targets
are located 5 m down range, centered with respect to the rail with a length
of 96 inches, with no weighting (Kr = 0.89). This too can be estimated using
the same MATLAB R© script [5].

5.1.2 Implementation

The experimental setup is shown (Fig. 5.2). To acquire an image, four data
sets are collected to calibrate and subtract background clutter following the
block digram (Fig. 5.4).

A 3/8 inch diameter 24 inch long aluminum rod was chosen as the point
calibration target for this radar system because it is significantly smaller than
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the expected range resolution and it provides a high SNR return. The cali-
bration range profile is acquired by measuring the rod as it is held vertical in
Styrofoam. The calibration background range profile is acquired by measur-
ing the Styrofoam without the rod present. An image background is acquired
without targets present by scanning the radar across the 96 inch aperture at
0.5 or 1 inch increments acquiring a range profile for each with no targets
present. Finally, the target that is to be measured is placed 20 feet in front of
the radar and the radar is again scanned across the rail providing the image
data set.

Data is processed into an image following the block diagram (Fig. 5.5).
Calibration and calibration background range profiles are used to calculate
the calibration coefficients providing an amplitude scale and phase shift for
each data point in the range profile (Sec. 4.5.1). Calibration coefficients are
multiplied by each range profile for both the image and image background
data sets.

If a background image data set was acquired, then coherent background
subtraction can be used to subtract out the static (non-moving) background
clutter and the transmit-to-receive antenna coupling. If there is no background
subtracted data, or if the user prefers to image without background subtrac-
tion, then the transmit-to-receive antenna coupling will dominate the image
data. One method to remove this coupling, the average range profile is com-
puted across all range profiles in the image data set. This mean range profile
can be subtracted from each individual range profile in the data set, thereby
removing the transmit-to-receive coupling because the only signal that is al-
ways present and dominating the mean is the transmit-to-receive coupling.
The result is fed into the image formation algorithm described previously
(Chapter 4) and displayed.

5.1.3 Measured Results

Resolution of the UWB X-band rail SAR imaging sensor is evaluated followed
by measuring imagery of a variety of target scenes.

5.1.3.1 Resolution

A group of point targets were imaged to test resolution. When imaging point
targets, it helps to locate each in a known configuration that is recognizable in
the image. This group of targets spells out GO STATE in push pins (thumb
tacks) which are convenient point targets at X-band. The measured image
clearly shows each target (Fig. 5.6).

A bright point target is selected that is some distance away from nearby
targets, the point target at the middle top of G is approximately 290 cm down
range and 25 cm cross range. Down range resolution measured 4.2 cm which
is close to the theoretical best possible range resolution of 2.7 cm. Cross range
resolution measured 4 cm, which is somewhat close to the expected 1.7 cm
cross range resolution (this data is available for the reader to process [6]).
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FIGURE 5.5
Data processing block diagram: calculate calibration coefficients, multiply cal-
ibration coefficients by all background and image data, perform coherent back-
ground subtraction or subtract the means of all range profiles which have the
persistent TX-RX coupling, image formation, display image.

5.1.3.2 Sensitivity

A group of −55 dBsm spheres were imaged to test sensitivity. These spheres
are steel BB’s found in sporting good stores and each has a diameter of
4.3 mm. Spheres were placed in a recognizable configuration GO STATE
so their locations would be observable in close proximity to clutter at
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FIGURE 5.6
GO STATE in push pins (plastic thumbtacks); imaging groups of point targets
allow the range resolution to be assessed.

or near their scattered magnitudes. Nearly every sphere was imaged (Fig.
5.7) demonstrating the radar’s sensitivity is at least −55 dBsm at 175 cm
down range.

5.1.3.3 Imagery

Now that the performance of this system has been verified, other more inter-
esting targets can be imaged. As an example of a small target, a scale model
(1:32 scale) F14 was imaged (Fig. 5.8a), showing the nose, inlets, wings, and
tail wings. The outline of the aircraft model is clearly shown.

A scale mode (1:48) B52 was imaged (Fig. 5.8b), clearly showing the engine
inlets, the nose, outline of the wings, and the tail. The engine inlets are the
brightest targets in this image.

The author’s Cannondale M300 mountain bike was imaged (Fig. 5.9a)
showing the frame, handle bars, saddle, chain, and a faint outline of the wheels.
The data and a MATLAB processing script are available [7].

The author’s 5.0 Mustang was imaged (Fig. 5.9b). The front and side
outline of the Mustang is clearly visible. The boundary between the windshield
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FIGURE 5.7
GO STATE in 4.3 mm diameter metal spheres that have an RCS of approx-
imately −55 dBsm at X-band; SAR sensitivity can be measured by imaging
low RCS targets and groups of low RCS targets are preferred to a single tar-
get because they become easier to locate when clutter is competing with the
desired target returns.

and hood of the car is also clearly shown. Both the right-side mirror and rear-
view mirror are also shown. The data and a MATLAB processing script are
available [8].

A video demo was made to show this system in operation [9], where a
ship’s wheel and a 2012 Ford Focus were imaged (Fig. 5.10). This data is
available to the reader including MATLAB scripts to process the data [10].

5.2 MIT Coffee Can Radar in Imaging Mode

The coffee can radar was developed to be an instructional tool to show students
how radar systems work by building and using it in a series of field experiments
[11]–[13]. In addition to Doppler and FMCW ranging, this radar is capable of
crude SAR imaging.
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(a)

(b)

FIGURE 5.8
X-band SAR imagery of model aircraft including a 1:32 scale F14 (a) and 1:48
scale B52.
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(a)

(b)

FIGURE 5.9
X-band SAR imagery of a mountain bike (a) and the author’s car in grad
school, a 5.0 Mustang (b).
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(a)

(b)

FIGURE 5.10
X-band SAR imagery of a ship’s wheel (a) and the author’s car, a 2012 Ford
Focus (b).
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FIGURE 5.11
SAR imaging using the MIT coffee can radar system, where a measuring tape
is placed across a long flat surface and the radar is manually moved every 2
inches and the left channel is interrupted to indicate to the computer where
a new range profile should be processed (call-outs in Fig 2.5b).

This radar follows a coherent FMCW architecture (Sec. 3.3.2); it is built
on a wood board with coaxial microwave components for ease of construction,
analog components built on a solderless breadboard, and coffee cans are used
as open-ended waveguide antennas (Fig. 2.4). This radar uses the audio input
port of a laptop computer to digitize the video and synchronization pulses
which correspond to the up-ramp FMCW modulation of the radar.

To acquire a SAR image data set the radar must record range profiles at
approximately λ/2 spacing across a linear rail. To reduce costs the student is
expected to manually move the radar every 2 inches and record range profiles.
A tape measurer is supplied with the radar kit (Fig. 5.11).

The MATLAB script must know where the radar is at each increment in
the recording. Right and left channel data is recorded continuously by a wav
(∗.wav) recorder on a laptop computer. To show the MATLAB script where
the radar is located, synchronization pulses on the left audio input channel
are muted to denote change in position. This is achieved by opening the toggle
switch SW1 when the radar is moved and closing it when the radar is lined
up with the desired 2-inch location on the measuring tape (Fig 5.12).
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FIGURE 5.12
Synchronization pulses on the left channel are interrupted by toggle switch
SW1 whenever the radar is moved between 2 inch increments, thereby showing
the MATLAB script the position of the radar along the linear rail.

The MATLAB script parses through the left channel first, searching for
groups of synchronization pulses and saving both the group of synchronization
pulses and the corresponding right-channel video data to an array. It then
parses through each of these arrays, coherently integrating all video data lined
up with their synchronization pulses within the pulse group. These video data
for each two inch position are then fed to an RMA SAR imaging algorithm
which produces the SAR image.

5.2.1 Expected Performance

The maximum range and minimum RCS will be estimated (Sec. 5.2.1.1) fol-
lowed by an estimate of the range resolution (Sec. 5.2.1.2).
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TABLE 5.2
MIT coffee can radar in imaging mode specifications.

Pave = 10−3 (watts)
Gtx = 7.2 dBi measured antenna gain
Grx = 7.2 dBi measured antenna gain
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 2.4 GHz center frequency of radar
ρrx = 1 because antenna efficiency is accounted for in measured

antenna gain
σ = 10 (m2) for target of interest
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 1.2 dB receiver noise figure
Bn = 2/tsample system noise bandwidth (Hz) where tsample = 20 ms

(SNR)1 = 13.4 dB
N = 48 number of range profiles used in synthesizing the

aperture for 2 inch spacing across the rail

5.2.1.1 Maximum Range and Minimum Target RCS

Substituting specifications (Table 5.2) into the radar range equation (4.8), the
maximum range is estimated to be 2.2 km for a 10 dBsm automobile target
using the MATLAB script [5]

The IDFT is applied over 20 ms up-chirps with a direct conversion receive
architecture resulting in a 100 Hz effective noise bandwidth. The number of
range profiles required to process a SAR image is 48 (= N).

The video amplifier (Fig. 2.13) limits the maximum range to f−3dbc/cr =
272 m, where f−3db = 15 KHz and cr = BW/tsample = 16.5 GHz/s. With this,
the radar range equation can be solved for σ by substituting Rmax = 272 m,
thereby showing that the minimum radar cross section that can be detected
within the 272 m maximum range is −26.1 dBsm. This can be estimated using
the same MATLAB script [5].

5.2.1.2 Range Resolution Estimate

Expected range resolution is 40.5 cm with no weighting (Kr = 0.89). The cross
range resolution is expected to be 34.9 cm when the targets are located 50
feet down range, centered with respect to the rail with a length of 96 inches,
with no weighting (Kr = 0.89). This too can be estimated using the same
MATLAB script [5].

5.2.2 Implementation

Neither calibration nor background subtraction is used when acquiring a coffee
can SAR image; therefore all but the last step to collecting SAR data are
followed (Fig. 5.4). For processing, (Fig. 5.5), only the image data is used
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FIGURE 5.13
Example of a SAR image acquired with the MIT coffee can radar showing the
contours of the tree line at an outdoor site.

where the means of all range profiles are subtracted from the image data
which is then fed through the image formation algorithm.

5.2.3 Measured Results

The coffee can SAR was deployed in an open field in Westford Massachusetts.
A SAR image was acquired of the surrounding terrain overlaid on a satellite
image for reference (Fig. 5.13). The tree line is clearly shown on the left side
of the image. Two large metal structures are bright on the right side of the
image. The corridor in the middle is open and free of clutter as expected. This
image is a good example of the quality that can be expected from the coffee
can SAR; it is not great but demonstrates the principles of SAR imaging.
Data from this experiment can be downloaded [11].

5.3 Range-Gated FMCW Rail SAR Imaging Systems

Each range-gated FMCW radar front end (Sec. 3.3.3) is bolted to the linear
rail and motion control used previously (Sec. 5.1) thereby making a range-
gated linear rail SAR imaging system which is capable of imaging target areas
deliberately constrained by the range gate circuitry. Examples of this will be
shown at X-band (Sec. 5.3.1) and S-band (Sec. 5.3.2).
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TABLE 5.3
X-band range-gated FMCW SAR specifications.

Pave = 10 · 10−3 (watts)
Gtx = 17 dBi antenna gain (estimated)
Grx = 17 dBi antenna gain (estimated)
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 10 GHz center frequency of radar
ρrx = 1 because antenna efficiency is accounted for in antenna gain
σ = 10 (m2) for automobile at 10 GHz
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 4 dB receiver noise figure
Bn = 2/tsample system noise bandwidth (Hz) where tsample = 10 ms

(SNR)1 = 13.4 dB
N = 96 number of range profiles used in synthesizing the

aperture for 2 inch spacing across the rail

5.3.1 X-Band

A range gated X-band rail SAR is useful for acquiring imagery in a high clutter
environment, such as inside a laboratory space.

5.3.1.1 Implementation

The range gated X-band FMCW radar system is mounted to a linear rail,
where the radar controller moves the stepper motor so that the radar acquires
data at every 0.5 or 1 inch increment (Fig. 5.14).

This rail SAR [14] and [15] is located in the author’s garage and directed
out toward the target platform 20 feet down range (Fig. 5.15). An absorber
is located on the right side of the garage door over the metal track to reduce
high-intensity in-scene clutter. The X-band front-end is bolted to the linear
rail. Numerous cables are fed to and from the front end. Additional test gear
used while developing this sensor is also shown.

5.3.1.2 Expected Performance

Substituting specifications (Table 5.3) into the radar range equation (4.8), the
maximum range is estimated to be 2.8 km for a 10 dBsm automobile target
using the MATLAB script [5].
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FIGURE 5.15
Experimental setup and call-out diagram for the X-band range-gated FMCW
radar used as a rail SAR imaging system.

The antenna gains Grx and Gtx were estimated based on aperture size,
the noise figure is an educated guess based on the apparent age of the surplus
microwave amplifier LNA2, and the IDFT is applied over 10 ms up-chirps with
a direct conversion receive architecture resulting in a 200 Hz effective noise
bandwidth. The number of range profiles required to process a SAR image is
96 (= N).

The video amplifier (Fig. 2.13) limits the maximum range to f−3dbc/cr =
48 m, where f−3db = 80 KHz and cr = BW/tsample = 498 GHz/s. With this,
the radar range equation can be solved for σ by substituting Rmax = 48 m,
thereby showing that the minimum radar cross section that can be detected
within the 48 m maximum range is −60 dBsm. This can be estimated using
the same MATLAB script [5].

Expected range resolution is 2.7 cm with no weighting (Kr = 0.89). The
cross range resolution is expected to be 2.8 cm when the targets are located
5 m down range, centered with respect to the rail with a length of 96 inches,
with no weighting (Kr = 0.89). This too can be estimated using the same
MATLAB script [5].
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FIGURE 5.16
SAR image of pushpins (convenient point targets) to measure resolution.

5.3.1.3 Measured Results

Targets are placed 20 ft down range and in front of the linear rail (Fig. 5.15). To
acquire a SAR image, calibration, calibration background, image background,
and image data is acquired as described previously (Fig. 5.4). The range gate
is set to gate in the length of the foam table where the targets are placed.
To process a SAR image, the data acquired for calibration and imaging is fed
into the processing chain as described previously (Fig. 5.5).

To measure range resolution a group of point targets (pushpins or thumb-
tacks) were imaged (Fig. 5.16. This data and a MATLAB processing script
are available for the reader to process [16]. Each pin is clearly shown in this
image spelling out GROUP 92.

Using the point target at the bottom of the 9, which is approximately 3.8
m down range and 20 cm cross range, the measured down range resolution
with Hanning weighting was measured to be 5.75 cm which was very close
to theoretical best possible down range resolution of 4.3 cm. The cross range
resolution without weighting was measured to be 4.25 cm which was somewhat
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FIGURE 5.17
SAR image of pushpins (convenient point targets) at a low transmit power of
100 nw demonstrating the SAR’s ability to image using low transmit power.

close to the theoretical best cross range resolution of 2.2 cm. Resolution was
estimated using the MATLAB script [5].

Using attenuator ATTN5 the transmitter power was dialed from 10 mw
down to 100 nw to test the SAR’s ability to image pushpins with low transmit
power. Using lower transmit power is advantageous because it allows the radar
to be used for applications where transmit power is limited. In this image,
Hanning weighting was used down range and no weighting in cross range
(Fig. 5.17). This data and a MATLAB processing script are available for you
to process [17]. The location of each pin is clearly shown, spelling out GO
SATE and the resolution is comparable to the image at full power 5.16.

This image was re-processed without Hanning weighting (Fig. 5.18) result-
ing in a fairly clear GO STATE image where the location of each pushpin is
clear, the apparent range resolution is higher, but there is additional clutter
in the image.

To measure the limits of this SAR’s performance, the transmit power was
dialed down further to 1 nw using ATTN5. A group of pushpins was imaged
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FIGURE 5.18
SAR image of pushpins (convenient point targets) at a low transmit power of
100 nw without Hanning weighting.

which spells out MSU (Fig. 5.19), where Hanning weighting was used down
range and no weighting was used in cross range. The location of each pin is
shown but some are fading into the clutter. The clutter could also be noise
floor because of the low transmit power. This is the lowest transmit power that
can be used to image targets as small as pushpins. This data and a MATLAB
processing script are available for you to process [18].

This radar system is demonstrated in a video [19] where the author’s bike
is imaged (Fig. 5.20). Data from this demonstration is available for the reader
including MATLAB scripts to process the data [20].

5.3.2 S-Band

An S-band range-gated rail SAR was developed for use in through-wall radar
imaging and phased array radar experiments. This system could also be used
for ground penetrating radar applications or for any application where radar
imagery must be acquired in a high clutter environment.
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FIGURE 5.19
SAR image of pushpins (convenient point targets) at a low transmit power of
1 nw demonstrating the SAR’s ability to image using extremely low transmit
power.

5.3.2.1 Implementation

The range-gated S-band front end is mounted onto a linear rail (Fig. 5.21),
where the radar control chassis commands the radar down the rail at 2 inch
increments as it acquires range profiles.

The S-band front ends are configured for rail SAR imaging [21] by placing
two UWB antenna elements onto an aluminum slab (Fig. 5.22a). To preserve
noise figure the S-band front-end is co-located with the antenna elements (Fig.
5.22b).

5.3.2.2 Expected Performance

Substituting specifications (Table 5.4) into the radar range equation (4.8), the
maximum range is estimated to be 2.5 km for a 10 dBsm automobile target
using the MATLAB script [5]
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FIGURE 5.20
SAR image of the author’s bike, a Cannondale M300, using the range-gated
X-band FMCW rail SAR imaging system.

The IDFT is applied over 10 ms up-chirps with a direct conversion receive
architecture resulting in a 200 Hz effective noise bandwidth. The number of
range profiles required to process a SAR image is 48 (= N).

The video amplifier (Fig. 2.13) limits the maximum range to f−3dbc/cr =
112 m, where f−3db = 80 KHz and cr = BW/tsample = 214 GHz/s. With this,
the radar range equation can be solved for σ by substituting Rmax = 112 m,
thereby showing that the minimum radar cross section that can be detected
within the 112 m maximum range is −44 dBsm. This can be estimated using
the same MATLAB script [5].

This radar chirps from 1.926 to 2.069 GHz. Expected range resolution is
6.2 cm with no weighting (Kr = 0.89). The cross range resolution is expected
to be 7.6 cm when the targets are located 4 m down range, centered with
respect to the rail with a length of 96 inches, with no weighting (Kr = 0.89).
This too can be estimated using the same MATLAB script [5].
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(a)

(b)

FIGURE 5.22
S-band front end (a) and inside view with call-outs (b).
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TABLE 5.4
Range-gated S-band FMCW rail SAR specifications.

Pave = 10 · 10−3 (watts)
Gtx = 12 dBi antenna gain (estimated)
Grx = 12 dBi antenna gain (estimated)
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 3 GHz center frequency of radar
ρrx = 1 because antenna efficiency is accounted for in antenna gain
σ = 10 (m2) for automobile at 10 GHz
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 3.5 dB receiver noise figure
Bn = 2/tsample system noise bandwidth (Hz) where tsample = 10 ms

(SNR)1 = 13.4 dB
N = 48 number of range profiles used in synthesizing the

aperture for 2 inch spacing across the rail

5.3.2.3 Measurements

Targets are placed 20 ft down range and in front of the linear rail on a Sty-
rofoam table. The radar traverses the linear rail, acquiring range profiles at 2
inch increments (Fig. 5.22b).

To acquire a SAR image, calibration, calibration background, image back-
ground, and image data is acquired as described previously (Fig. 5.4). The
range gate is set to gate in the length of the foam table where the targets
are placed. The calibration rod is 5 feet tall and pounded into the fore-
ground for calibration. To process a SAR image, the data acquired for cali-
bration and imaging is fed into the processing chain as described previously
(Fig. 5.5).

Range resolution was measured by imaging a group of point targets in an
S configuration (Fig. 5.23a) where each point target is a 6 inch tall carriage
bolt. The range resolution was measured for the target in the lower left of the
S to be 8.8 cm and the best possible range resolution was estimated to be
6.2 cm. The cross range resolution was measured to be 11.7 cm and the best
possible cross range resolution was estimated to be 9.2 cm. Range resolution
estimates were calculated using the MATLAB script [5]. This data can be
downloaded and processed [22].

This target scene was measured repeatedly with lower power levels to test
the SAR’s sensitivity at 10 nW, 100 pW, and 5 pW (Figs. 5.23b through d).
This data can be downloaded and processed [23]–[25]. For transmit power lev-
els of 10 nW and 100 pW the group of point targets appears to have nearly the
same signal-to-clutter as the full-power (10 mW) image (Fig. 5.23a), showing
this radar’s ability to image target scenes with low power. When using 5 pW
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(a) (b)

(c) (d)

FIGURE 5.23
Imagery of a group of 6 inch carriage bolts using transmit power levels of 10
mW (a), 10 nW (b), 100 pW (c), and 5 pW (d).

of power the image fades into the clutter which is likely due to thermal noise
of the receiver.

A demonstration video was made of this radar imaging system [26] where
two copper cylinders (6 inches and 12 inches in diameter) and a group of five
vertical cables are imaged (Fig. 5.24). This data is available for the reader
including MATLAB scripts to process the data [27].
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(a)

(b)

FIGURE 5.24
S-band SAR imagery of two metal cylinders (a) and five vertical cables.
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5.4 Summary

Rail SAR imaging systems are used to learn SAR imaging algorithms, experi-
ment with phased array techniques, image small target scenes, measure radar
targets, and even image through walls. Rail SAR imaging equipment can be
implemented by mounting a small radar system to a linear rail and acquiring
range profiles at known locations. Imagery is formed by feeding this data into
a SAR algorithm. High resolution imagery can be achieved with low-power
UWB radar front ends. Numerous examples were shown and measured im-
agery of various target scenes processed. In the next chapter, the use of SAR
imaging algorithms will be extended for use in a phased array radar system
for near-field digital beamforming.
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Phased Array Radar

The larger your antenna, the further your signal will go. One way to make a
large antenna at microwave frequencies is to build a parabolic dish and place a
point radiator at its focus (Fig. 6.1). With this, spherical field from the point
radiator spreads out as it travels toward the dish. When it hits the metal dish,
it scatters (bounces) off the dish and radiates out toward the opening of the
dish. The wave front is in phase by the time it reaches the opening of the dish,
thereby providing a columnated plane wave [1]. Parabolic dish antennas can
provide a considerable gain for applications from radar to satellite television
reception.

Another way to achieve high gain and plane wave radiation is to build
an array of small antenna elements (Fig. 6.2). Behind each is a phase shifter.
All phase shifters are fed from a single power combiner (large power splitter).
The combined phase-shifted antenna feeds are fed to a radar system or signal
source. Assuming N elements and that all phase shifters are set to 0, then a
plane wave would radiate out of this array just as it does from a parabolic
dish. The advantage of a phased array is that when the phase is shifted linearly
across all phase shifters then the radiated plane wave can be directed (or
steered) up and down, at some angle off the normal of the antenna [2]. Steering
this plane wave is known as beamforming, where each different plane wave
projects a beam in its respective angular direction.

This phased array radar can transmit a plane wave and likewise can also
receive a plane wave when the target is in the far field because the scattering
spherical wavefront from the target will become planer before it is collected
by the array elements (Fig. 6.3). A target is in the far field when its distance
from the antenna R = 2D2/λ, where D is the largest dimension of the antenna
array (either the length or width, whichever is greatest).

6.1 Near Field Phased Array Radar

For small radar systems the target is often in the near field which makes
it difficult to use traditional phased array technology because the scattered
wavefront has curvature as it is being collected by the array elements (Fig.
6.4). When signals from each element are fed back through the phase shifters
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FIGURE 6.1
A real aperture antenna using a parabolic dish radiates a plane wave front.

FIGURE 6.2
A phased array antenna radiates a plane wave front.
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FIGURE 6.3
When a point target is in the far field, it scatters a plane wave front back to
the phased array.

and into the power combiner they will not add up coherently, thereby provid-
ing significantly less gain and a poor time-domain response. For this reason
small phased array radar systems must use more sophisticated methods of
beamforming.

One approach is to apply a parabolic phase compensation across the phase
shifters to flatten the spherical wave front before it enters the power combiner.
This would make the array focused only at the point where the scatterer is
located. This technique is used for many imaging modalities, including early
versions of ultrasound, but it is limited because it focuses the array to only
one point and must be re-set for each location in the field of view to form an
image of the target scene.

Another approach is to transmit a plane wave but rather than using phase
shifters on receive, digitize each antenna element and electronically focus the
array for all positions in space. Still another method would be to use digital
transmitters at each element. Various combinations of the above are also rele-
vant. There are as many solutions to near field phased array imaging as there
are radar engineers.
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FIGURE 6.4
When a point target is in the near field it scatters a spherical wave back
toward the array with a non-linear phase front incident on the surface of the
elements which will not coherently add up in the power combiner.

6.2 Near Field Beamforming Using SAR Imaging Algo-
rithms

One method to beamform in the near field is to use a SAR imaging algorithm
providing a focused image in the full field of view of the array. In this book
the range migration SAR imaging algorithm (Chapter 4) is used to beam-
form small short-range phased array radar systems. This can be achieved by
electronically switching a radar system’s antenna port across a linear array
of antenna elements using a large microwave switch. The resulting switching
action is the equivalent of moving a radar front end across a linear rail (Fig.
6.5).

Typically, when using FMCW radar, two separate transmit and receive el-
ements must be used to reduce coupling from the transmitter to the receiver.
To achieve a switched array equivalent to the S-band FMCW rail SAR pre-
viously shown (Sec. 5.3.2) would require an array with 48 separate transmit
and receive elements with a 48 port microwave switch for a total of 96 ele-
ments (Fig. 6.6). This array would provide 48 phase centers spaced at λ/2
because given a separate transmitter and receiver, the location of the effective
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FIGURE 6.5
SAR imaging can be accomplished by electronically switching a radar front
end across an array of elements.

FIGURE 6.6
A switched array using an FMCW radar that must transmit while simultane-
ously receive, resulting in two separate linear arrays (transmit TX and receive
RX) that are stacked on top of each other to provide 48 phase centers (PC).
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FIGURE 6.7
Location of the effective mono-static element, where ~rtx is the vector from
the transmit element to the point target, ~rrx is the vector from the point
target to the receive target representing the scattered field, ~pc is the vector
from the transmit element to the receive element, and ~pos is the vector from
the transmit element to the effective mono-static element.

mono-static element lies along the angle bisector of the triangle made up of
the bi-static radar geometry of transmitter, receiver, and target [3].

Leveraging this, an array with fewer antenna elements but just as many
phase centers can be achieved by staggering the receive and transmit elements.
Each bi-static antenna combination makes up a triangle with a point target
somewhere down range in the scene represented by point p in Fig. 6.7. Three
points make up each triangle: the transmitter element, receive element, and p,
where ~rtx is the vector from the transmit element to the point target, ~rrx is
the vector from the point target to the receive target representing the scattered
field, ~pc is the vector from the transmit element to the receive element, and ~pos
is the vector from the transmit element to the effective mono-static element.
The location of the effective mono-static element along ~pc is the position
vector ~pos which depends on the length of ~rrx and ~rtx in the direction of ~pc
as determined by the angle bisector theorem [4],

~pos =
~pc(

| ~rrx|
| ~rtx| + 1

) . (6.1)
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FIGURE 6.8
A switched antenna array showing a more efficient use of antenna elements
when separate transmit and receive elements are needed; 12 evenly spaced
phased centers are achieved with only 8 antenna elements (units relative).

An example array is shown where 12 phase centers are created using only
8 antenna elements (Fig. 6.8). This design can be extended to any size array
at any wavelength. By replicating this pattern four times, a switched array
equivalent to the SAR previously shown (Sec. 5.3.2) can be achieved using
only 21 elements.

To capture a radar image using this array, range profiles are acquired at
each phase center location by addressing the appropriate transmit and receive
elements. These recorded range profiles are fed to the SAR imaging algorithm
discussed in Chapter 4. In summary, when we must image or beamform in the
near field it is advantageous to make a SAR imaging device with a switched
array because we can image much faster with an array than by waiting for a
rail SAR to complete a data acquisition.

6.3 Performance of Small Phased Array Radar Systems

Two key performance parameters of small phased array radar systems are the
maximum range (Sec. 6.3.1) and resolution (Sec. 6.3.2).

6.3.1 The Radar Range Equation for Phased Array Radar
Systems

A maximum range estimate for a small phased array imaging system like those
discussed in this book is simply a matter of multiplying the performance of
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an FMCW radar by N , the number of phase centers provided by the switched
array.

The maximum range to target for a small SAR is given by

R4
max =

NPaveGtxArxρrxσe
(2αRmax)

(4π)2kToFnBnτFr(SNR)1Ls
, (6.2)

where:
Rmax = maximum range of radar system (m)
Pave = average transmit power (watts)
Gtx = transmit antenna gain for one single transmit element

including transmit antenna efficiency
Arx = receive antenna effective aperture (m2) for one receive

element
ρrx = receiver antenna efficiency for one receiver element
σ = radar cross section (m2) for target of interest
Ls = miscellaneous system losses
α = attenuation constant of propagation medium
Fn = receiver noise figure (derived from procedure outlined in

Sec 1.1.5.4)
k = 1.38 · 10−23 (joul/deg) Boltzmann’s constant
To = 290oK standard temperature
Bn = system noise bandwidth (Hz)
τFr = the radar duty cycle which is equal to 1 for an FMCW

radar
τ = pulse width (s)
Fr = pulse repetition frequency (Hz)

(SNR)1 = single-pulse signal-to-noise ratio requirement
N = number of range phase centers in switched array

Switched array techniques can be applied to several types of radar. For
FMCW radar, the noise bandwidth is inversely proportional to the discrete
sample length Bn = 1/tsample. For an impulse radar, the noise bandwidth is
simply the −3 dB roll-off frequency (f−3db) of the anti-aliasing filter.

For a direct conversion radar the noise bandwidth is twice as wide as a
radar following an image rejection architecture because the noise image folds
over onto itself, where Bn = 2/tsample for an FMCW radar or simply f−3db

for an impulse radar.

6.3.2 Resolution of Near Field Phased Array Imagery

The switched array radar devices in this chapter use a SAR imaging algorithm
to process imagery in the near field. For this reason the procedure to estimate
expected resolution is identical to that for SAR imaging previously discussed
(Sec. 4.4.2).
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6.4 Processing

The SAR imaging algorithm is applied to near field array data, but unlike
the SAR radars shown previously the array radar acquires data at a very high
rate. The SAR imaging algorithm must be applied repeatedly and in real time
to each data set as it is acquired. For the small phased array radar system
discussed in this chapter, calibration background is acquired first followed
by calibration target data (Fig. 6.9). Imagery is processed by calculating the
calibration coefficients and multiplying these by acquired image data. Image
data can be either coherently subtracted from an image background or CCD
can be used on a frame-to-frame basis by subtracting the previous image set

FIGURE 6.9
Data acquisition block diagram, where calibration background is first
recorded, followed by calibration data, image background, and image data,
all of which is looped indefinitely.
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FIGURE 6.10
Array processing block diagram, where calibration (cal) data is acquired first,
then applied to all image data and image data is acquired, processed, then
displayed indefinitely in a while loop.

from the current one (Fig. 6.10). This result is fed into the image formation
algorithm, which is the RMA SAR algorithm from Chapter 4. The final image
is displayed to the user and the entire process is repeated over and over again
in a while loop until the user stops the radar.

Calibration processing is used to sharpen imagery (Sec. 6.4.1) and coherent
background or change detection is used to show only those targets in the scene
that have changed between image frames (Sec. 6.4.2).
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6.4.1 Calibration

Calibration improves imagery to its best possible resolution by accounting
for phase and amplitude deviations across each phase center and through the
radar’s signal chains. For near field phased array antenna systems, calibration
also compensates for the variation in round-trip delays due to the diverse
baselines of the bi-static combinations shown (Fig. 6.8). One example would
be comparing ANT1 and ANT8 to ANT3 and ANT7. The baseline between
ANT1 and ANT8 is much longer than that between ANT3 and ANT7. This
causes the round-trip delay to target from ANT1 and ANT7 to be greater
than from ANT3 and ANT8.

A large point target is used; usually a metal pole or rod is convenient.
The calibration target is placed at a known down range (dpole) and centered
to the middle of the array. Range profile data is acquired across the array at
each of the phase centers. This data is represented by spole

(
xn, ω(t)

)
where

xn is the cross range phase center position on the array. The pole is then
removed and a background 2D range profile data array is acquired. The result
is represented by scalback

(
xn, ω(t)

)
. The background is subtracted from the

pole range profile data resulting in a 2D range profile array of the pole only

scal
(
xn, ω(t)

)
= spole

(
xn, ω(t)

)
− scalback

(
xn, ω(t)

)
. (6.3)

The calibration (cal) data is referenced to a point scatterer which is repre-
sented by

scaltheory
(
xn, ω(t)

)
= e−j2krRpole , (6.4)

where the Rpole is a 2D range to pole across the array represented by the

Rpole =
√
x2
n + d2

pole, (6.5)

and kr = ω(t)/c. The calibration factor is calculated by the equation

scalfactor
(
xn, ω(t)

)
=
scaltheory

(
xn, ω(t)

)
scal
(
xn, ω(t)

) . (6.6)

This 2D cal factor is multiplied by each range profile acquired at each phase
center across the array.

6.4.2 Coherent Background Subtraction and Coherent
Change Detection (CCD)

Coherent change detection can be used to image changes in a target scene or
moving targets on a frame-to-frame basis. First, the background target scene
is measured without the target of interest present sback

(
x(n), ω(t)

)
. Next,

place the target of interest in the scene and re-measure sscene
(
x(n), ω(t)

)
.

The resulting background-subtracted data set is the difference between the
target scene with and without the target placed:

stargets
(
x(n), ω(t)

)
= sscene

(
x(n), ω(t)

)
− sback

(
x(n), ω(t)

)
. (6.7)
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The difference is fed to the SAR imaging algorithm where only changes will
be shown in the image.

To show moving targets in real time, subtract the previous s
(
x(n), ω(t)

)
from the current one, thereby coherently subtracting all stationary clutter
from frame to frame. Pass the result to the SAR imaging algorithm and image
what has changed from the previous frame. This is very effective for imaging
moving targets. Extremely slow moving targets such as stationary breathing
humans can be imaged using this technique. This method is also referred to
as moving targer indication (MTI).

6.5 An S-Band Switched Array Radar Imaging System

A switched array radar system was developed that provides equivalent perfor-
mance to a SAR of the same size but yet acquires its image in a small fraction
of the time [5]–[7]. In some circles this type of radar system can also be consid-
ered a multiple-input multiple-output (MIMO) device, because it has multiple
input and output ports (e.g., array elements). Unlike conventional MIMO sys-
tems that transmit simultaneously and use orthogonal waveforms, this radar
transmitter and receiver is time division multiplexed across the array elements
by use of microwave switches. This switching action provides orthogonal exci-
tations that are multiplexed in time rather than transmitted simultaneously
with orthogonally coded waveforms.

6.5.1 System Implementation

In this example, the S-band range-gated FMCW radar discussed previously
is connected to a switched antenna array system as described (Sec. 6.2). This
radar is capable of chirping from 1.926 GHz to 4.069 GHz at 2.5 ms, 5 ms, and
10 ms providing chirp rates (cr) of 857 GHz/s, 428 GHz/s, and 214 GHz/s. The
reader is referred back to Sec. 5.3.2 for details on this range gate architecture
for FMCW radar.

FMCW radar uses separate transmit and receive antenna elements to mini-
mize transmitter-to-receiver coupling. This technique provides better isolation
than using a circulator with a single element because the circulator’s perfor-
mance depends on the reflected power of the element to which it is fed. For
example, if the S11 of the element were −20 dB this would offer only 20 dB
of isolation. The measured S11s of elements used in this radar vary over the
wide bandwidth, but in general each element provides a better than −10 dB
S11 between 2 to 4 GHz, dipping as low as −17 dB S11 between 3 and 4 GHz.
The coupling between elements was measured at the radar center frequency
of 3 GHz to be −46 dB from ANT19 to ANT9 and from ANT19 to ANT11,
providing less coupling than a circulator feeding a well matched antenna. It is
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important to note that this technique may not be as effective if the antenna
elements had a wide beamwidth, such as dipoles or monopoles.

As discussed previously in this chapter, by using switched antenna ar-
ray techniques fewer transmit and receive elements are required to provide
λ/2 spacing across the array. This comes at the expense of time required to
time division multiplex (TDM) the radar transmit and receive ports to the
appropriate antenna elements. For this array, only 8 receive elements and
13 transmit elements are required. Fortunately the practical application of
imaging the location of human targets behind concrete walls does not require
instantaneous beamforming, allowing for the use of switched array techniques
because human targets are slow moving compared to the switching speed of
the array.

The transmit and receive ports of the FMCW radar are fed to two fan-out
switch matrices (Fig. 6.11) that route transmit signals to transmit elements
(ANT1-13) and received signals from receive elements (ANT14-21).

The radar transmitter provides a peak output power of 10 mW, but the
transmit fan-out switch matrix (SW1-4) has approximately 10 dB of insertion
loss, resulting in a 1 mW peak power at the transmit antenna elements. The
receive fan-out switch matrix (SW5-7) also has insertion loss; therefore in
order to preserve the noise figure, each receive element has an LNA mounted
directly on it (LNA1-8). The resulting cascaded noise figure is estimated to
be approximately 3.3 dB.

The transmit and receive elements are physically separated into two sub-
arrays made up of ANT1-13 and ANT14-21. Each element is a linear tapered
slot antenna etched on FR-4 substrate (Fig. 6.14). The physical location of
each element is represented by a large circle in Fig. 6.13, where the receive
elements are on the top row and the transmit elements are on the bottom row.

Antenna switches are controlled digitally by the programming word defined
(Table 6.2). Each phase center is dialed into the radar’s transmit and receive
ports by the hexadecimal (HEX) look-up table shown (Table 6.3).

At any given time the transmitter and receiver ports are routed to only
one antenna pair. This pair represents a bi-static radar baseline. Only 44 pairs
(or baselines) are used to synthesize a λ/2 aperture, where each of the pairs
is represented by straight lines drawn between elements (Fig. 6.13). Each
bi-static pair of transmit and receive elements functions like a mono-static
element approximately located half way along the line drawn between them
[3]. The middle row of small circles in Fig. 6.13 indicates where the effective
mono-static elements are located.

The beamforming algorithm is the SAR imaging algorithm discussed in
Chapter 4. This algorithm assumes a uniformly sampled λ/2 aperture. These
assumptions are an approximation to the actual effective mono-static element
position which, according to analysis [6], holds true for targets at practical
stand-off ranges of 4.5 m or greater. Due to the relatively small size of this
SAR, the target scene of interest is within the main beam of each element.
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FIGURE 6.12
S-band real-time near-field phased array radar system with call-outs.

TABLE 6.1
List of materials for the S-band switched array assembly.

Component Description
ANT1-21 LTSA built on FR4 (Fig. 3.25)
CLPR1 Narda −10 dB Directional Coupler
LNA1-8 Mini-Circuits ZX60-6013E, 20 MHz to 6 GHz, gain = 14 dB,

NF = 3.3 dB
SW1-4, 6, 7 Mini-Circuits ZSWA-4-30DR, DC-3 GHz 4-way GaAs Switch

SW5 Mini-Circuits ZSDR-230, DC-3 GHz PiN Diode Switch

The switched antenna-array radar system is shown in Fig. 6.12 and the
front of the array is shown in Fig. 6.15. A Labview graphical user interface
(GUI) controls the switch matrices, pulses the transmitter, digitizes the de-
chirped video signal, and computes then displays the SAR image, providing
a pulse rate frequency (PRF) of approximately 22 Hz and an image rate of
approximately 0.5 Hz.
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FIGURE 6.14
Photo of the production antenna element on FR-4 substrate; these antennas
were produced at a board fabrication house to maintain consistency across
the array (Fig. 3.25).

Each antenna pair is calibrated to a 1.52 m tall 1.9 cm diameter copper
pole exactly 3.35 m down range and centered to the middle of the array in free
space. This pole is treated as if it were a point target. Calibration coefficients
are applied to each frame of data before the SAR image is processed.

6.5.2 Performance Estimate

Substituting specifications (Table 6.4) into the radar range equation (6.2), the
maximum range is estimated to be 971 m for a 10 dBsm automobile target
using the MATLAB R© script [5]

The IDFT is applied over 2.5 ms up-chirps with a direct conversion receive
architecture resulting in a 800 Hz effective noise bandwidth. The number of
range profiles required to process a SAR image is 44 (= N).

The video amplifier (Fig. 2.13) limits the maximum range to f−3dbc/cr =
28 m, where f−3db = 80 KHz and cr = BW/tsample = 856 GHz/s. With this,
the radar range equation can be solved for σ by substituting Rmax = 28 m,
thereby showing that the minimum radar cross section that can be detected
within the 28 m maximum range is −51 dBsm. This can be estimated using
the same MATLAB script [5].

This radar chirps from 1.926 to 4.069 GHz. With this transmit bandwidth,
expected range resolution is 6.2 cm (Equation (3.6)) with no weighting (Kr =
0.89). The cross range resolution is expected to be 7.6 cm (Equation (4.9))
when the targets are located 4 m down range, centered with respect to the
array with an aperture length of 2.24m, and no weighting (Kr = 0.89). It is im-
portant to note that cross range resolution of near field phased array radar de-
vices, like this one, is better than the resolution of far field phased array devices
when targets are close to the array because a near field radar device focuses the
radar beam (like a lens) in the near field, accounting for wavefront curvature.
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TABLE 6.3
Array control hex look-up table.

Phase Center Receive Element Transmit Element Hex Code
1 14 1 1010001
2 15 1 1020001
3 14 2 1010012
4 15 2 1020012
5 14 3 1010022
6 15 3 1020022
7 14 4 1010042
8 15 4 1020042
9 14 5 1010082
10 15 5 1020082
11 16 3 1040022
12 17 3 1080022
13 16 4 1040042
14 17 4 1080042
15 16 5 1040082
16 17 5 1080082
17 16 6 1040104
18 17 6 1080104
19 16 7 1040204
20 17 7 1080204
21 16 8 1040404
22 17 8 1080404
23 18 6 0100104
24 19 6 0200104
25 18 7 0100204
26 19 7 0200204
27 18 8 0100404
28 19 8 0200404
29 18 9 0100804
30 19 9 0200804
31 18 10 0101008
32 19 10 0201008
33 18 11 0102008
34 19 11 0202008
35 20 9 0400804
36 21 9 0800804
37 20 10 0401008
38 21 10 0801008
39 20 11 0402008
40 21 11 0802008
41 20 12 0404008
42 21 12 0804008
43 20 13 0408008
44 21 13 0808008
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FIGURE 6.15
Antenna array.

TABLE 6.4
Range gated S-band FMCW rail SAR specifications.

Pave = 10 · 10−3 (watts)
Gtx = 12 dBi antenna gain (estimated)
Grx = 12 dBi antenna gain (estimated)
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 3 GHz center frequency of radar
ρrx = 1 because antenna efficiency is accounted for in antenna gain
σ = 10 (m2) for automobile at 10 GHz
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 3.5 dB receiver noise figure
Bn = 2/tsample system noise bandwidth (Hz) where tsample = 10 ms

(SNR)1 = 13.4 dB
N = 44 range profiles used in synthesizing the

aperture for 2 inch spacing across the rail

This is achieved by using the RMA SAR imaging algorithm described in Chap-
ter 4. Resolution for this imaging device can be estimated using the same
MATLAB script used to estimate SAR resolution [5].
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6.5.3 Free Space Results

Target scenes are simulated and measured in free space to assess the radar’s
range resolution, range and cross range sidelobes, and ability to measure low
RCS imagery.

6.5.3.1 Simulated Sidelobes

To compare the effect of the array layout compared to a linear rail SAR,
imagery of a point target at p = (−484.2, 2.5, 0) cm was simulated. One data
set was simulated assuming an error-free uniformly spaced linear array (Fig.
6.16a) and the other was simulated using the actual array layout (Fig. 6.16b),
where the effective mono-static elements are determined by Equation (6.1).

A down range cut of these images at the point target location shown in
Fig. 6.17, shows that the errors are negligible between the switched array and
a mono-static linear array with uniform element spacing.

A cross range cut of these images at the point target location is shown in
Fig. 6.18, showing that the peak magnitude of the point scatterer is 0.5 dB
lower for the switched array than for the uniformly spaced linear array. This
simulation also shows that the first cross range sidelobes of the switched array
are approximately 2 dB lower than for a uniformly spaced linear array.

This demonstrates that the switched array is a close approximation to a
linear uniformly spaced array. Furthermore, it shows that the switched array
has superior cross range sidelobe performance compared to a uniformly spaced
linear array. This is likely due to a slight randomization of phase centers.

6.5.3.2 Measured Sidelobes

A measured free space image of a soda can located 484.2 cm down range and
2.5 cm cross range is shown in Fig. 6.19b. For the analysis presented here it is
assumed that this is a point target because of the range resolution, operational
frequency, and length of this phased array radar. The simulated image of a
point scatterer is shown in Fig. 6.19a.

Measured and simulated down range responses are shown in Fig. 6.20.
The measured location of the soda can is slightly shifted toward the array.
This could be due to errors in the expected physical down range location
of the calibration pole. Some increases in range sidelobe levels are indicated
at 540, 600, 650, and 675 cm. These are likely due to clutter in the target
scene (measurements were acquired outdoors in the author’s backyard). From
this it is clear that the measured down range resolution is in agreement with
simulation.

Measured and simulated cross range responses are shown in Fig. 6.21.
The further out sidelobes starting around ±50 cm do not agree with simula-
tion. This could be due to mutual coupling between elements, feed lines, and
antenna switches and radar errors in assumed phase center locations due to
measurement geometry on target with respect to array elements. The switches
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(a)

(b)

FIGURE 6.16
Simulated imagery of a point target with a uniform linear array (a) and actual
array layout (b).
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FIGURE 6.17
Down range cut of a simulated point target.

used in this system are designed to work up to 3 GHz with 40 dB of port-to-
port isolation. It was decided to push the limit of operation of these switches
to 4 GHz (often times microwave devices work well beyond their specified
frequency limits). At 4 GHz the port-to-port isolation drops to about 35 dB,
increasing mutual coupling due to the switches. Further coupling could be
due to the fact that the element feed lines are bundled together on one wiring
harness which is fed across the middle support member on the rear of the array.
Regardless of this coupling, the close-in sidelobes and the −3 dB points agree
with simulation; therefore the measured cross range resolution is in agreement
with simulation.

6.5.3.3 Resolution

In this section, a free space image of a block-S configuration of 14 carriage
bolts with equal spacing of approximately 0.305 m between adjacent bolts is
discussed to characterize the radar’s resolution. The bolts are mounted on
a Styrofoam board that is parallel to the ground and approximately 5.25 m
from the antenna array. Each bolt is 15.24 cm long with a diameter of 0.95
cm. Each bolt is mounted vertically, providing a small down range and cross
range extent allowing the bolts to act like point scatterers. Imaging these bolts
allows the radar’s resolution to be tested.
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FIGURE 6.18
Azimuth cut of a simulated point target.

The range resolution was measured resulting in the image shown in Fig.
6.22. The expected down range resolution based on chirp bandwidth is 6.2
cm. The down range resolution measured from this image is 9.8 cm. These
results show that the switched antenna-array radar is performing close to the
smallest theoretical range resolution possible.

The expected cross range resolution for all targets shown at 546 cm is 11.1
cm. The measured cross range is 10.2 cm. The expected cross range resolution
for all targets shown at 661 cm down range is 13.2 cm. The measured cross
range is 12 cm. These results show that this switched antenna-array radar is
performing close to the smallest theoretical cross range resolution possible.

6.5.3.4 Low RCS imagery

Additional free space SAR imagery was acquired to test the radar’s sensitivity
for target scenes with multiple low RCS point targets.

Figure 6.23 shows an image of a target scene consisting of 7.6 cm tall metal
nails in a block S configuration. The location of each nail is clearly shown,
although there does appear to be some degree of clutter at the bottom of the
S. This is not surprising, considering the cross range sidelobe issues discussed
previously.
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(a)

(b)

FIGURE 6.19
A near-real-time SAR image of a point target: simulated (a), measured (b).
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FIGURE 6.20
Simulated and measured down range cuts of a point target.

FIGURE 6.21
Simulated and measured cross range cuts of a point target.
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FIGURE 6.22
SAR image of a group of 15.24 cm long 0.95 cm diameter carriage bolts in
free space.

FIGURE 6.23
Image of a group of 7.6 cm tall nails in free space.
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FIGURE 6.24
Image of a group of 5.08 cm tall nails in free space.

Figure 6.24 shows an image of a target scene made up of 5.08 cm tall metal
nails in the same block S configuration. The position of each nail is clearly
shown, where the last two rows are fading into the noise and clutter. The
relative magnitude of each target in this image is 5 dB greater than for the
image using 7.6 cm nails, likely due to the fact that 5.08 cm tall nails are
half-wave resonant at the radar’s center frequency of 3 GHz.

Figure 6.25 shows an image of a group of 3.18 cm tall nails in a block
S configuration. The bottom two rows are clearly shown and a few of the
nails at the top row are noticeable. The fact that these images could be
acquired using 1 mW of peak transmit power demonstrates the radar’s
sensitivity.

6.5.3.5 Demonstrations

Demonstrations of this radar are shown, where a 6 inch diameter metal cylin-
der and a 12 oz soda can were imaged while moving in free space [9] and
[10].
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FIGURE 6.25
Image of a group of 3.2 cm tall nails in free space.

End-to-end operation of this radar system is demonstrated in a video [11]
where all data from these experiments is available to the reader including
MATLAB scripts to process the data [12].

6.6 MIT IAP Phased Array Radar Course

A low-cost switched array radar kit was developed based on the bi-static
array techniques described above for a radar course at MIT to teach students
the principles of phased array radar systems by actually building one [13] and
[14]. In this the MIT IAP coffee can radar front end was plugged into a pair of
four port microwave switches which fanned-out to four wi-fi antennas. These
antennas were arranged on a pegboard following the bi-static antenna geom-
etry described previously. Photos of this radar’s implementation are shown
(Fig. 6.26).
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(a)

(b)

FIGURE 6.26
The MIT IAP phased array radar course radar system showing the array face
(a) and electronics (b).

6.7 Summary

Phased array radar techniques for long range radar systems were shown to
be impractical for short-range applications because targets are often in the
near field for short range geometries. To address this issue, a near field phased
array radar system was shown based on the fact that FMCW radar requires
separate transmit and receive antennas, providing an array of 44 phase centers
using only 21 antenna elements with comparable performance to a linear rail
SAR of equal size. Numerous targets were imaged and simulated, quantifying
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performance. In addition to this, a short course on radar was developed at
MIT based on this layout.
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Ultrawideband (UWB) Impulse Radar

Impulse radar is valuable for small radar applications where range Doppler
coupling is a problem (e.g., when using FMCW to range a fast moving tar-
get, if the target is fast enough its Doppler will cause a shift in the measured
target position away from its actual position) such as in automotive radar.
UWB radar is also useful when low spectral power density is desired for low
probability of detection military applications or to comply with UWB spread
spectrum regulations. Specific applications include but are not limited to au-
tomotive, ground penetrating, through-wall, laboratory radar systems, and
longer range high power proof-of-concept systems [1].

Impulse radar is simply conventional radar implemented on a very small
scale. As shown previously in a conventional radar (Sec. 1.2.1), a microwave
pulse is generated and transmitted out of an antenna (Fig. 1.22). The pulse
travels out to the target(s) and some of this pulse scatters off the target and
travels back to the radar. Some of this scattered energy is collected by the
antenna. The antenna is shared with the receiver where any scattered energy
is directed through the circulator (additional switching circuitry protects the
receiver when transmitting). Range to target is determined by measuring the
time difference between transmitting the microwave pulse and receiving it.
This can be done using an oscilloscope or a digitizer. Multiple simultaneous
targets are superimposed on the oscilloscope and can be measured at the same
time.

Impulse radar functions in the same way except that maximum range to
targets is limited to typically less than 150 m and the range resolution require-
ments are very low. For this reason, this type of radar transmits an extremely
short pulse (typical Tp ≤ 2 nS) of microwave energy. This pulse is extremely
short in duration and therefore it occupies a considerable instantaneous band-
width BW = 1/Tp ≥ 500 MHz. The difference between chirped radar devices
previously discussed and impulse radar is that a chirped radar device takes
time to sweep a given bandwidth but an impulse radar covers this bandwidth
instantaneously in a single pulse. Additional theoretical analysis and labora-
tory experiments using impulse radar in a laboratory setting are investigated
[2]–[6].
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FIGURE 7.1
Basic UWB impulse radar system.

7.1 Architectures for UWB Impulse Radar

Unlike conventional radar, impulse radars often use two different antennas for
transmit and receive or use low power transmitters with one antenna and a
microwave circulator limited by the −20 dB isolation possible from a typical
circulator. This is done because impulse radars cannot switch between trans-
mit and receive due to the extremely short pulse times making it difficult to
use the same antenna for both transmit and receive.

Two basic architectures will be described including directly driving and
sampling from the antenna (Sec. 7.1.1) and the use of frequency conversion to
increase the operational frequency of an impulse radar to a specified microwave
spectrum (Sec. 7.1.2).

7.1.1 Basic UWB Impulse Radar System

A basic impulse radar is shown (Fig. 7.1). This system is typical of what
would be found in an applied electromagnetics laboratory. Synchronization
pulses are provided by OSC1, which is a square wave or pulse generator set
to a rate of 100 to 500 KHz. The rising edge from OSC1 triggers the impulse
generator to emit an impulse while simultaneously triggering the sampling
oscilloscope to begin data acquisition.
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A typical laboratory impulse generator is the Picosecond Pulse Labs 4015
which provides a pulse output with a fall-time of Tf ≤ 50 pS. With the addi-
tion of an external pulse head and differentiator network the 4015 is capable
of providing 50 pS impulses. The instantaneous bandwidth of a 50 pS pulse
is BWinstantaneous = 1/Tr = 20 GHz. Such a pulse can be fed directly into
a wide-band antenna, ANT1. ANT1 can be a Vivaldi, linear tapered slot an-
tenna (LTSA), transverse electromagnetic (TEM) wave antenna, spiral, or
other UWB antenna.

The impulse is radiated out of ANT1 toward the target scene, scattering
off targets and some of the scattered impulse travels back toward the radar
to be collected by ANT2 which is identical to ANT1. ANT2 is fed into a wide
bandwidth low noise amplifier LNA1. The output of LNA1 is fed into the
sampling scope where range-to-target information is acquired or displayed.
Optionally, data can be fed into a computer for further analysis or signal
processing.

Filters can be placed after the impulse generator to shape or band-limit the
impulse. Similarly, filters can be placed after LNA1 to band-limit the input to
the sampling scope, thereby reducing high frequency noise from aliasing into
the desired acquisition bandwidth but usually the sampling scope has this
filter built-in. With this architecture, a basic UWB impulse radar design has
been shown.

7.1.2 UWB Impulse Radar Using Frequency Conversion

Frequency conversion techniques can be used to shift the impulse frequency
up to a higher microwave band (Fig. 7.2), this is typically used to imple-
ment impulse radar systems in specific microwave bands (e.g., for automotive
applications at 24 and 77 GHz).

OSC1 is a square wave generator that synchronizes the impulse gener-
ator and the sampling oscilloscope. On the rising edge of OSC1, the im-
pulse generator produces an impulse and the sampling scope begins to acquire
data.

The output of the impulse generator is fed to the IF port of frequency
mixer MXR1. The LO port of MXR1 is fed by the microwave oscillator OSC2
through the power divider SPLTR1. The RF output of MXR1 is the product
of the impulse and OSC2, shifting an image of the impulse above and below
the frequency of OSC2. This product is amplified by PA1 and fed through
FL1. FL1 can be placed before or after PA1 or ANT1 can function as FL1
given its bandwidth characteristics. The purpose of FL1 is to pass only one
image from MXR1, either the upper or the lower image of the impulse. In
most cases FL1 passes the upper image product from MXR1.

The output of PA1 feeds ANT1 where the microwave impulse is radiated
out to the target scene. The microwave impulse scatters off target(s) and some
of it propagates back toward the radar and collected by ANT2.

The output of ANT2 is fed into FL2 where only one of the receiver images is
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FIGURE 7.2
UWB impulse radar using frequency conversion.

passed through to low noise amplifier LNA1 and to the RF port of MXR2. FL2
can also be located after LNA1 or there may be two filters, before and after
LNA1. FL2 can also represent the pass-band characteristics of the antenna
ANT2.

The LO port of MXR2 is sourced by OSC2 through SPLTR1 and because
OSC2 feeds the LO port of both MXR1 and MXR2, the frequency conversion
maintains radar phase coherence. The IF output of MXR2 is the scattered
return from the target scene at base band. In other words, waveforms sampled
here will appear as though they are impulses from the impulse generator but
spread in time, attenuated, and phase shifted according to target scene. The
IF is amplified by AMP1 and fed through FL3 to the sampling oscilloscope
for data acquisition, display, and recording. FL3 serves as an IF noise-limiting
and anti-aliasing filter where FL3 is often built in to the sampling scope. Data
can be fed to a computer for processing and additional analysis.

Additional filters can be added after the impulse generator to shape the
pulse. With this architecture an impulse radar can be designed for any desired
frequency.

7.2 Signal Processing for UWB Impulse Radar

Measuring range to target is greatly simplified because raw data is already
in the time domain (Sec. 7.2.1). Calibration will be discussed (Sec. 7.2.2).
Impulse radar data can also be used to create SAR imagery (Sec 7.2.3). Finally,
coherent change detection using impulse radar systems will be outlined (Sec.
7.2.4).
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7.2.1 Computing Range to Target

Measurements are already in the time domain when using an impulse radar
system; therefore it is not always necessary to apply signal processing to the
raw data if we assume the transmitted waveform sufficiently approximates a
band-limited impulse. Sometimes it is convenient for a low-cost radar sensor
to compute the absolute value of the raw data S(t),

Sdisplay(t) = |S(t)|, (7.1)

where this function can be implemented with either an envelope detector
circuit or in software. A threshold can be applied and a simple algorithm
developed to find range to nearest or brightest target.

7.2.2 Calibration

Scattered impulses contain phase information which can facilitate Doppler
measurements, moving target indication, coherent change detection,
beamforming, and SAR imaging. Sometimes it is not accurate enough to as-
sume that the transmitted impulse is close to a band-limited impulse or the
range and cross range sidelobe specifications of the radar require a precision
calibration of the pulse generation and radar signal chain.

To this end, calibration (cal) can be applied to impulse radar data just
as it can be to FMCW frequency domain data. The first step is to apply the
DFT of impulse data to convert this data into the frequency domain.

s
(
ω(t)

)
= DFT (S(t)). (7.2)

When in the frequency domain, the calibration procedure is the same as it was
for FMCW radar, where a point cal target is placed at a known location down
range from the radar sensor. In this case a metal pole is used and assumed to
be a point target (for more accurate results a sphere should be used with the
known scattering solution to a sphere applied [7]). A range profile is acquired
of the pole represented by spole

(
ω(t)

)
. The pole is then removed and a back-

ground range profile is acquired and the result is represented by scalback
(
ω(t)

)
.

The background is subtracted from the pole range profile, resulting in a clean
range profile of the pole only,

scal
(
ω(t)

)
= spole

(
ω(t)

)
− scalback

(
ω(t)

)
. (7.3)

The cal data is referenced to a theoretical point scatterer

scaltheory
(
ω(t)

)
= e−j2krRpole , (7.4)

where Rpole is the range to the cal pole center and kr = ω(t)/c. The difficult
task is to determine the frequency range of the sampled impulse signal. If
a basic UWB impulse radar architecture is used (Sec. 7.1.1), then using the
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Fourier transform relationships between time and frequency samples as previ-
ously described (Sec. 2.2) allows us to determine the frequency bandwidth of
the impulse from the frequency domain plots providing the reader with needed
values of kr. If a frequency shifted UWB impulse radar architecture is used
(Sec. 7.1.2) then the bandwidth as described for the frequency span of kr is
offset by the LO frequency of OSC2, where the term 2π fosc 2/c is added to
kr.

With the above understood, the cal factor

scalfactor
(
ω(t)

)
=
scaltheory

(
ω(t)

)
scal
(
ω(t)

) . (7.5)

After data is acquired this cal factor is multiplied by each range profile before
the profiles are fed to the beamforming or SAR imaging algorithm. Typically
these algorithms operate in the frequency domain and for this reason cali-
brated data can be left as it is. If only high precision range profile is required,
the IDFT can be applied to this data to transform back into the time domain.

7.2.3 Synthetic Aperture Radar

To apply the SAR imaging algorithm described previously in Chapter 4, the
DFT must first be applied to all data to convert to frequency domain. The
wavenumber (kr) range must then be determined as described above. Calibra-
tion is optional. If it is not applied then the assumption is that the impulse
sufficiently approximates a band-limited pulse and this may be enough to form
an image. A practical example of SAR imaging using impulse radar will be
described in Sec. 7.4.2.

7.2.4 Coherent Change Detection (CCD)

Just as it was applied to FMCW, CCD can also be applied to raw impulse data
revealing anything that has moved or changed in the target scene since the
last range profile or radar image was acquired. To implement CCD for impulse
radar acquiring n pulses, one must subtract the previous pulse Sn−1(t) from
the current pulse Sn(t)

SCCD(t) = Sn(t)− Sn−1(t) (7.6)

to reveal the moving targets in a range profile or radar image. Some authors
refer to this as moving target indication (MTI).
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7.3 Expected Performance of UWB Impulse Radar
Systems

Like all previous radar architectures the key performance specifications for
impulse radar are the maximum range (Sec. 7.3.1) and the resolution (Sec.
7.3.2).

7.3.1 The Radar Range Equation for UWB Impulse Radar

The maximum range for a small UWB impulse radar system can be estimated
using a similar procedure to other radar systems discussed in this book except
that the noise bandwidth is inversely proportional to the impulse width and
therefore is significantly higher than the noise bandwidth for a typical FMCW
or CW radar system. Additionally, the average power of one transmit pulse,
rather than the average power of the transmitter over many pulses, is used to
make this estimate.

The maximum range to target for a small UWB impulse radar

R4
max =

NPtGtxArxρrxσe
(2αRmax)

(4π)2kToFnBn(SNR)1Ls
, (7.7)

where:
Rmax = maximum range of radar system (m)

Pt = RMS transmit power of the transmit pulse (watts)
Gtx = transmit antenna gain
Arx = receive antenna effective aperture (m2)
ρrx = receiver antenna efficiency
σ = radar cross section (m2) for target of interest
Ls = miscellaneous system losses
α = attenuation constant of propagation medium
Fn = receiver noise figure (derived from procedure outlined in

Sec 1.1.5.4)
k = 1.38 · 10−23 (joul/deg) Boltzmann’s constant
To = 290oK standard temperature
Bn = system noise bandwidth (Hz)

(SNR)1 = single-pulse signal-to-noise ratio requirement
N = number of range profiles used in synthesizing an aperture

For an impulse radar, the noise bandwidth is simply the −3 dB roll-off
frequency (f−3db) of the anti-aliasing filter. For a well-designed impulse radar
where the pulse width matches the radar receiver bandwidth, the −3 dB roll-
off frequency should correspond to the bandwidth of the transmitted impulse;
therefore for a matched-filter radar the noise bandwidth Bn = 1/Tp.

Impulse radar will provide significantly lower maximum range for the same
peak transmit power compared to FMCW radar. This is because FMCW radar
transmits for a significantly longer duration, integrating scattered returns over
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the duration of the chirp by use of the IDFT. To match performance, an
impulse radar would have to significantly increase the single-pulse transmit
power Pt to difficult-to-achieve at low-cost levels.

For an impulse radar that is ranging only N = 1 and for an impulse
radar that is used as a SAR imaging device, N is the number of range profiles
acquired. Similarly, for phased array impulse radarN is the number of effective
elements in the array.

7.3.2 Range Resolution for UWB Impulse Radar

Range resolution for any pulse radar is defined as the minimum detectable or
observable difference between two targets. We consider the actual pulse width
Tp to estimate the range resolution [8]

ρr =
cTp
2
. (7.8)

For SAR imaging using an impulse radar, cross range resolution is esti-
mated the same as it would be for an FMCW SAR imaging system described
previously in Equation (4.9).

7.4 UWB Impulse Radar Systems

Two examples of UWB impulse radar systems will be shown including a rang-
ing system (Sec. 7.4.1) and a SAR imaging system (Sec. 7.4.2) at X-band.

7.4.1 X-Band UWB Impulse Radar System

A functioning example of a X-band UWB impulse radar system will be de-
scribed, the performance estimated, and a demonstration shown. This design
is an interesting case study because it uses frequency conversion architecture
and therefore can be scaled to the automotive 24 GHz band or other microwave
bands.

7.4.1.1 Implementation

A block diagram (Fig. 7.3) with photos and call-outs (Fig. 7.4 and 7.5) is
shown. A complete bill of material is described (Table 7.1). This radar uses the
front-end subsystem from the range-gated X-band FMCW radar previously
discussed (Sec. 3.3.3.5) with extensive modification to operate as an impulse
radar.
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(a)

(b)

FIGURE 7.4
X-band impulse radar front end (a), front-end call-out diagram (b).
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FIGURE 7.5
X-band impulse radar back-end call-out diagram, showing sampling scope, im-
pulse generator, data acquisition computer, power supply, and radar control.

OSC3 is an HP8010A pulse generator that feeds a 500 KHz square wave
as the trigger input for both the Picosecond Pulse Labs 4015 impulse genera-
tor and the Hewlett Packard 182C with 1810A plug-in sampling oscilloscope,
causing the impulse generator to generate an impulse and the sampling scope
to begin acquisition of a range profile at the same time (Fig. 7.6). In this
timing system the impulse generator feeds a UWB impulse to the radar and
the sampling scope acquires one sample in the time domain for every rising
edge of the pulse generator. Before the next rising edge, the sampling scope
delays the sample time on the order of 300 ps and on the next rising edge it
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FIGURE 7.6
Three critical pieces of equipment: the sampling oscilloscope (left), the impulse
generator (lower right), and the digital trigger circuit board (top right).

samples again [9] and [10]. This process is repeated at the rate of 500 KHz for
every pulse from the HP8010A.

The output of the 4015 impulse generator is not actually an impulse; it is
a 10 ns wide pulse with a fall-time of ≤ 50 ps. To generate an impulse with
this waveform one must add a differentiator to the output. Picosecond Pulse
Labs offers high-precision differentiators but the author decided to use a 1 pF
microwave capacitor in series on a 50 Ω microstrip line. Results are sufficiently
good for demonstration purposes.

The output of the differentiator is fed through a step attenuator ATT7 set
to 8 dB and into the IF port of MXR4. The purpose of ATT7 is to reduce
time domain-reflected energy from the mismatch between the differentiator
and the IF port of MXR4.

The LO port of MXR4 is fed by the Yig Oscillator OSC1 through ATTN4,
ATTN6, and CIRC1 to reduce the LO amplitude feeding MXR1 and to reduce
reflected power from the LO port mismatch respectively. OSC1 is tuned to
7.82 GHz CW (unmodulated). When multiplying a UWB impulse by OSC1
within MXR4, the output of MXR4 will ideally produce a lower and upper
image of the UWB impulse centered at 7.82 GHz. In impulse radar design, it
is often desirable to only transmit and receive one of the two images, either
the upper or the lower. In this case the feed structure of ANT3 and ANT4 is
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made from WR-90 waveguide which does not support frequencies below 8 GHz
and thereby attenuates the lower impulse image passing only the upper. For
this reason, the UWB impulse radar transmits an impulse with a bandwidth
that starts at 7.82 GHz and ends at the waveguide’s upper frequency bound
of 12.4 GHz.

The RF port of MXR4 is the product of OSC1 and the impulse. This signal
is amplified by AMP6 and fed to the antenna through CIRC3 and CLPR3.
CIRC3 reduces time domain reflections due to antenna mismatches. CLPR3
provides a convenient trouble-shooting and calibration port if necessary. It is
possible to access the output of CIRC3 or the input to CLPR3 through an
external loop-back for trouble shooting purposes.

A microwave impulse is radiated from ANT3 and propagates toward the
target scene. It scatters off of target(s) and some of it propagates back toward
the radar. Some of this scattered field is collected by ANT4, amplified by the
low noise amplifier LNA2, and fed into the RF port of MXR5.

The LO port of MXR5 is sourced by OSC1 through CLPR4, CIRC2, and
Delay 2. CIRC2 reduces reflected signals from the mismatch at the LO port
of MXR5. DELAY2 serves no purpose in this design; it is simply a carry-over
from the range-gated FMCW radar front end.

The IF output of MXR5 is amplified by the wide-band amplifiers AMP8-
9 and fed into the Channel A input on the sampling oscilloscope where the
time domain range profile is acquired. The vertical output from the sampling
oscilloscope is fed into ACH0 on the PCI-6014 data acquisition card where it
is sampled at 200 KHz which is more than enough sample rate to digitally
acquire the output of this sampling scope.

The horizontal output from the sampling scope is fed into an LM339 com-
parator circuit from which a digital trigger is derived (Fig. 7.7) and fed to PFI0
on the PCI-6015 data acquisition card. When the horizontal ramp crosses a
threshold set by the 10K potentiometer then the output of this circuit goes
high thereby triggering the PCI-6014 to acquire samples of the vertical output.

Acquired data is displayed in real time using a Labview GUI and saved on
the PC for off-line analysis in MATLAB R©.

7.4.1.2 Expected Performance

To determine the maximum range and the range resolution of the X-band
UWB impulse radar, specifications (Table 7.2) are substituted into the radar
range equation for impulse radar (7.7).

The antenna gains Grx and Gtx were estimated based on aperture size and
the noise figure is an educated guess based on the apparent age of the surplus
microwave amplifier LNA2. Tp = 500 ps because the effective bandwidth of the
sampling scope was measured to be about 2 GHz. Therefore Bn = 1/Tp = 2
GHz. The expected maximum range is 16.8 m and expected range resolution
is 7.5 cm. This can be estimated using the MATLAB script [11].
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FIGURE 7.7
Comparator circuit that derives a digital trigger for the PCI-6014 from the
sampling oscilloscope’s horizontal output.

TABLE 7.2
X-band UWB impulse radar specifications.

Pt = 10 · 10−3 (watts)
Gtx = 17 dBi antenna gain (estimated)
Grx = 17 dBi antenna gain (estimated)
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 10 GHz center frequency of radar
ρrx = 1 because antenna efficiency is accounted for in antenna gain
σ = 10 (m2) for automobile at 10 GHz
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 4 dB receiver noise figure
Bn = 2 GHz

(SNR)1 = 13.4 dB
N = 1 number of range profiles used in synthesizing an aperture

7.4.1.3 Ranging Example

A demonstration of the X-band impulse radar’s ranging capability is shown
in a demo video [12] and the results are discussed here.

In the first experiment the radar is placed outdoors (Fig. 7.8) and the
author walks down range and back. The resulting RTI plot is shown (Fig. 7.9)
where the author is walking outbound between 5 and 10 s, inbound between
10 and 15 s, outbound from 15 to 20 s, and inbound again from 20 to 25 s.
At 25 s the author picks up two large copper cylinders (6 and 12 inches in
diameter) and walks out to 20 ft away from the radar and begins rotating the

 



232 Small and Short-Range Radar Systems

FIGURE 7.8
Target scene for the UWB impulse radar ranging example.

cylinders in a circle starting at 27 s and ending at 42 s. Finally, the author
walks back to the radar from 42 to 46 s.

It is clear from this result that the author cannot be detected past 60 ns
which corresponds to a maximum range of approximately 10 m. This result
agrees with the maximum range of prediction of 16 m for a 10 dBsm target
because for every 12 dB decrease in RCS the range prediction is reduced by
half. This data is available for the reader to process [13].

RTI data was acquired in a cluttered environment by placing two large
cylinders down range from the radar sensor (Fig. 7.10). The author walked
down range and back a number of times and data was recorded and RTI
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FIGURE 7.9
RTI plot of the author walking away from and back toward the radar, then
while holding two large copper cylinders, rotates the cylinders in a circle ap-
proximately 20 ft down range.

plotted (Fig. 7.11). The author’s location was clearly shown as he traveled
away from and back toward the radar. In addition to this, the cylinder targets
were also present in the RTI data as bright persistent vertical streaks.

To test this radar’s ability to reject clutter, CCD was applied by subtract-
ing the current pulse from the previous pulse and the results were plotted
(Fig. 7.12). In this data the persistent returns from the two cylinders are sig-
nificantly attenuated to the point where they are below the radar’s noise floor,
demonstrating the radar’s ability to coherently subtract out stationary clutter
returns.

In summary, maximum range for this radar is in agreement with the max-
imum range predictions. Additionally, this radar device was shown to be ef-
fective at reducing stationary clutter by using two-pulse CCD.
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FIGURE 7.10
Target scene for the UWB impulse radar ranging example with two large
stationary clutter copper cylinder targets.

7.4.2 X-Band Impulse SAR Imaging System

SAR imaging using an impulse radar will be shown in this section. Details on
the SAR implementation are described followed by analysis of its expected per-
formance. A description of data acquisition procedures and processing block
diagram will also be shown and measured imagery discussed.

7.4.2.1 Implementation

The X-band impulse radar discussed (Sec. 7.4.1.1) is mounted onto the linear
rail and motion control system described previously (Sec. 5.1). The resulting
block diagram is shown (Fig. 7.13).
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FIGURE 7.11
RTI plot of the author walking away from and back toward the radar with
two large stationary clutter targets present (two large copper cylinders).

The X-band front end is mounted onto the linear rail. A stepper motor
is connected to the motion controller in the radar CTRL subsystem. This
radar is moved in 0.5 inch increments 95 inches down the linear rail and range
profiles are recorded at each increment (Fig. 7.14).

7.4.2.2 Expected Performance

To determine the maximum range and range resolution, specifications
(Table 7.3) are substituted into the radar range equation for impulse
radar (7.7).

The antenna gains Grx and Gtx were estimated based on aperture size and
the noise figure is an educated guess based on the apparent age of the surplus
microwave amplifier LNA2. Tp = 500 ps because the effective bandwidth of the
sampling scope was measured to be about 2 GHz. Therefore Bn = 1/Tp = 2
GHz. The expected maximum range is 62.5 m, expected range resolution is
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FIGURE 7.12
RTI plot using two-pulse CCD of the author walking away from and back
toward the radar with two large stationary clutter targets present (two large
copper cylinders).

7.5 cm, and expected cross range resolution is 3.2 cm at 5 m down range from
the rail. This can be estimated using the MATLAB script [11].

7.4.2.3 Impulse SAR Data Acquisition and Processing

Image formation for this SAR is less complicated than for previous FMCW
SAR imaging systems because calibration and background subtraction were
not used. Calibration was a critical step in all previous SAR examples, but
attempts to calibrate this system did not work because of insufficient SNR
when measuring the calibration target. Additionally, unlike previous SAR ex-
amples coherent background subtraction was not used because clutter returns
were negligible. To process an image, data is simply acquired then fed directly
to the image formation algorithm (Fig. 7.15).
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FIGURE 7.14
Target scene and call-out diagram of the X-band UWB impulse SAR imaging
system.

TABLE 7.3
X-band UWB impulse SAR imaging system specifications.

Pt = 10 · 10−3 (watts)
Gtx = 17 dBi antenna gain (estimated)
Grx = 17 dBi antenna gain (estimated)
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 10 GHz center frequency of radar
ρrx = 1 because antenna efficiency is accounted for in antenna gain
σ = 10 (m2) for automobile at 10 GHz
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 4 dB receiver noise figure
Bn = 2 GHz

(SNR)1 = 13.4 dB
N = 190 number of range profiles used in synthesizing an aperture

7.4.2.4 Imaging Example

This impulse SAR is demonstrated in two imaging scenarios where large cylin-
ders and a group of 11 copper pipes are imaged. A video of this demonstration
is shown [14].
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FIGURE 7.15
Signal processing work flow for creating an impulse SAR image.

An image of two cylinders that are 6 and 12 inches in diameter at two differ-
ent ranges and cross ranges is shown (Fig. 7.16). The location of each cylinder
is clearly differentiated in range and cross range. Some clutter is present fur-
ther down range, likely due to artifacts from the simple differentiator circuit
used to generate the impulse waveform.

A group of 6 inch tall 0.5 inch diameter copper pipes in a block S config-
uration was imaged (Fig. 7.17). Each pipe is present in this image but some
are of lower intensity than others.

The −3dB resolution was measured for the pipe at the lower left of the
block S. Range resolution was measured to be 8 cm which is close to theoretical
best range resolution of 7.5 cm. The cross range resolution was measured to
be 4.85 cm which is not very close to the theoretical best of 1.6 cm. This
result was likely due to the fact that the target scene was placed close to
the rail SAR, limiting antenna coverage of the target scene across all range
profiles. Nonetheless, this image shows the SAR’s ability to image a slightly
more complicated group of point targets.

In summary, this impulse radar imaging system was shown to be effective
at imaging relatively large targets and smaller more complicated groupings
of point targets. Data and MATLAB processing scripts are available for the
reader to process both data sets [15].

7.5 Summary

UWB Impulse radar is a short-pulse variant of traditional radar systems. It
is useful for scenarios where range Doppler coupling may be a problem or an
application requires a low power density transmit waveform. Applications for
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FIGURE 7.16
Impulse SAR imagery of two large cylinders 6 and 12 inches in diameter.

FIGURE 7.17
Impulse SAR imagery of a group of 11 copper pipes 0.5 inch in diameter and
6 inches in length in a block S configuration.
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impulse radar include automotive radar, ground penetrating radar, through-
wall radar, or for laboratory experimentation. Two examples of impulse radars
were shown ranging moving targets with and without clutter and SAR imaging
simple and complex target scenes. These results demonstrated impulse radar
functionality for use in ranging and beamforming applications.
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Police Doppler Radar and Motion Sensors

The earliest example of a small and short-range radar device is the proximity
fuse (Fig. 8.1). This fuse is mounted on top of an artillery shell and contains
a small CW Doppler radar made up of four tubes operating at approximately
100 MHz. First tube is a free-running 100 MHz oscillator, second and third are
amplification stages, and the fourth is a thyratron (basically a high current
switch with a threshold). When the shell is fired from a gun a glass capsule
breaks open, spilling acid onto the contacts of a lead acid battery. Soon there-
after the tube filaments warm up and the oscillator turns on in free space while
the shell is traveling through the air, well outside of the gun. The scattered
Doppler signal is coupled off of the free-running oscillator. This Doppler is
low-pass-filtered, amplified, and fed to a thyratron tube that actuates when a
sufficiently high level of scattered Doppler return is detected. The thyratron
blows the smaller explosive within the shell that causes the larger one to ex-
plode, thus damaging or destroying whatever was within close proximity to
the shell [1]. These devices were developed for air defense so that the shell
would explode at just the right time near an aircraft.

Shortly after the war, CW Doppler radar was developed for use in law
enforcement of speed limits at a stand-off range. Additionally, radar motion
sensors have also been in use for decades opening electric doors, alarm systems,
and automatically turning on outdoor lights. These post-war technologies were
enabled by a low-cost radar front end module known as a Gunnplexer (Sec.
8.1). This was the first low-cost microwave device enabling widespread use
police radar (Sec. 8.2) and Doppler motion sensors (Sec. 8.3).

8.1 The Gunnplexer

The Gunnplexer was developed in the 1960’s for use as a low-cost radar or
microwave communication device (Fig. 8.2). At a high level, this device con-
sists of an oscillator VCO1, coupler CLPR1, circulator CIRC1, and frequency
mixer MXR1 configured as a CW radar (Fig. 8.3a) making it ideal for use in
CW radar systems.

The oscillator OSC1 is made up of a Gunn diode placed in a resonant
cavity where the dimensions of this cavity determine its approximate center

245
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FIGURE 8.1
The proximity fuse, the earliest example of a small and short-range radar
device.

frequency (Fig. 8.3b). Optionally, a varactor diode can be placed within this
cavity to adjust the frequency of oscillation. Also, adjusting the diode’s bias
around the voltage at which it oscillates will perturb the operating frequency.

The output of OSC1 is fed through an aperture in its cavity which feeds
into a waveguide. This waveguide is fed to the antenna. Within the waveguide
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FIGURE 8.2
The Gunnplexer, a low-cost microwave transmit and receive module.

a Schottky mixer diode is placed that couples some power off (CLPR1) of the
oscillator, causing it to switch on and off and function as a single-balanced
mixer. The frequency mixer MXR1 is made up of this Schottky mixer diode.

A ferromagnetic circulator CIRC1 is also located in the waveguide that
forces the transmitter carrier out of the waveguide flange and any reflected
power into the frequency mixer MXR1.

This device provides a low-cost CW radar using diodes where the noise
figure is the mixer’s insertion loss from RF to IF which is typically about 10
dB.

8.2 Police Doppler Radar

Doppler radar is used by law enforcement to measure the velocity of moving
vehicles at a stand-off range. Using radar is advantageous over what was pre-
viously done to measure vehicle speed, where markers were placed at known
distances along a straight road and a stop watch was used to measure the
time it would take for a vehicle to pass between the two markers to compute
the vehicle’s velocity, hence the term ‘clocking’ your speed.

Police Doppler radar sets are typically referred to as Doppler radar guns,
because you point the directional antenna at a moving vehicle to measure
its speed. Typical operating frequencies are approximately 10.25 GHz or 24.1
GHz, where 10.25 GHz radar guns are usually of older design.

With little exception, most of these devices are CW Doppler radar sensors
that use Gunnplexer front ends (or equivalent). The Doppler frequency is
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(a)

(b)

FIGURE 8.3
Functional block diagram (a) and layout of a Gunnplexer (b).

measured at the IF port of MXR1 which provides the frequency difference
between what is transmitted and what is scattered. As described previously
(Sec. 2.1), when using a CW architecture, the scattered signal is the difference
between the CW carrier and the Doppler-shifted scattered frequency ∆fD
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FIGURE 8.4
The cosine effect reduces the measured velocity of a moving vehicle when using
police Doppler radar from a parked patrol car.

which is typically an audible frequency in the KHz range. A police radar
processes this frequency into velocity by phase locking an oscillator to the
scattered ∆fD to provide a stable measurement for a frequency counter [2].
With simple digital circuitry, this count is converted to velocity and displayed.

When deployed in a stationary patrol car, this radar measures the velocity
of passing target vehicles for small values of θ, the angle between the forward
velocity of the target vehicle and the line between the target vehicle and the
radar in the patrol car (Fig. 8.4). When θ is close to 0 the velocity measured
by the radar approximates the velocity of the target vehicle Vmeasured u V ,
but when θ is significant the velocity measured by the radar is

Vmeasured = V cos(θ). (8.1)

This error in measurement is in the target vehicle’s favor, producing a lower
velocity measurement by the patrol car.

Some police radar devices are capable of measuring the velocity of mov-
ing vehicles while mounted inside of a moving patrol car. These devices are
typically used in highway patrol cars. The radar measures the velocity of the
moving patrol car by measuring the ground return Doppler (or guard rails
or anything within the field of view) and subtracting this from the measured
Doppler of the target vehicle closing with (or traveling away from) the patrol
car in the opposite lane.

The two signatures are differentiated from each other because the target
vehicle closing in the opposite lane will present a significantly higher (or lower)
Doppler return than the persistent ground return. For the case of a target
passing the patrol car, this signature would be significantly lower than the
persistent ground return.

Measurement errors occur when angles between the target vehicle and its
forward velocity θT and angle between the patrol car and its forward velocity
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FIGURE 8.5
Police Doppler radar devices are capable of operating in moving mode, where
the apparent velocity of the patrol car is subtracted from the apparent velocity
of an oncoming car.

θP are significant. Additional errors occur when the angle between the radar
and its ground return φP is significant. In these cases, the target vehicle’s
apparent velocity becomes [3]

Vmeasured = VT cos(θT ) + VP cos(θP )− VP cos(φP ). (8.2)

Significant θT or θP (these values can be different if measuring on a curved
road) will result in lower measured velocity Vmeasured than actual target veloc-
ity VT . Significant values of φP result in higher measured velocity than actual
target velocity, although these errors rarely occur in practice because most
of the time the road clutter will dominate the patrol car’s persistent Doppler
spectrum. Additionally, many states follow operational procedures requiring
the officer to correlate patrol car’s speedometer with measured patrol car’s
velocity as part of confirming the velocity a target vehicle.

8.2.1 K-Band Police Doppler Radar

A K-band police radar was procured by the author. This unit is designed to be
mounted in a moving patrol car, where it measures the velocity of oncoming
and outgoing traffic while taking into account the velocity of the patrol car.
Specifically, this radar is a Kustom Electronics Trooper built in about June
1988 and operating at fc = 24.1 GHz (Fig. 8.6).

8.2.1.1 Estimated Performance

According to the label on the top of the front end, the radar’s center frequency
is 24.1 GHz (= fc). After removing the radome from the front end it was
realized that the antenna is a horn with a circular aperture with a measured
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FIGURE 8.6
K-band police Doppler radar system intended to be mounted in a patrol car
and capable of measuring the velocities of moving vehicles while the patrol
car itself is moving.

FIGURE 8.7
Horn antenna from the K-band police Doppler radar system.

radius of 34.4 mm (Fig. 8.7) providing an aperture of 3600 mm2 (= Arx). The
gain of an antenna with this aperture assuming an efficiency of 0.9 (= ρ) is
24 dBi (= Gtx). Both the transmit and receive antennas are the same for this
radar device because there is only one antenna.
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TABLE 8.1
K-band police Doppler radar estimated and measured specifications.

Pave = 10−3 (watts) assumed transmit power
Gtx = 24 dBi estimated antenna gain
Arx = 3600 mm2 aperture of the antenna
λc = c/fc (m) wavelength of carrier frequency
fc = 24.1 GHz center frequency of radar
ρ = 0.9 assumed antenna efficiency
σ = 10 (m2) for target of interest
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 10 dB estimated receiver noise figure
Bn = 80 KHz assumed system noise bandwidth for

a direct conversion receiver
(SNR)1 = 20 dB assumed SNR requirement

Assumptions were made for several specifications. Transmit power was as-
sumed to be 10 mW (= Pave). Given the date of manufacture and after looking
inside the back end, this radar does not use digital signal processing methods
such as the DFT for Doppler measurement. For this reason its noise power is
significantly greater than other Doppler radar devices discussed in this book.
The assumed video bandwidth of the phase-locked-loop (PLL) circuitry will be
40 KHz and because this radar front end does not follow an imaging rejection
architecture, the effective bandwidth is twice this number 80 KHz (= Bn).
It is assumed that PLL circuitry is used as part of the Doppler measurement
circuitry. For this reason the assumed SNR to achieve stable lock-in is greater
than a typical radar system; therefore this SNR will be 20 dB.

The known, measured, and assumed parameters are summarized (Table
8.1). These are substituted into the radar range equation for CW Doppler
radar devices (2.6). The maximum range is estimated to be 150 m for a 10
dBsm automobile target using the MATLAB R© script [8].

This maximum range would provide adequate performance for measuring
the velocity of passing vehicles while patrolling highways and back roads.

8.2.1.2 Experimental Results

The author tested this radar, measuring the velocity of inbound and outbound
traffic. The radar was placed in the car on top of the dashboard and the front
end was directed out through the windshield. It was observed that the radar
detects the Doppler signature of the vehicle’s internal fan, so the heating,
ventilation and cooling (HVAC) system must be off when using the radar in
this configuration.

Cosine errors were not noticeable and it was observed that this radar
unit accurately measured the velocity of the author’s car. In measuring other

 



Police Doppler Radar and Motion Sensors 253

FIGURE 8.8
Example of an X-band police Doppler radar gun.

vehicles, performance was repeatable and radar was reliable. The maximum
range seemed to agree with the expected maximum range of 150 m.

It is interesting to note that if basic signal processing in the form of DFT
processing were used to calculate the Doppler returns, then maximum range
could be significantly increased.

8.2.2 Digital Signal Processing for an Old X-Band Police
Doppler Radar Gun

An old X-band police radar gun was modified so that its video output could
be digitized and simple signal processing in the form of the DFT applied to
measure Doppler signatures of moving targets. It will be shown that when
simple DSP is applied to an old radar device its performance and capabilities
are dramatically increased.

An old 10.25 GHz police Doppler radar gun is shown (Fig. 8.8). This
Doppler radar gun is in effect a CW Doppler radar system (Fig. 8.9 and
8.10), which follows the CW Doppler radar architecture previously discussed
in Sec. 8.2.1 except that it uses only one antenna and a circulator to direct
the transmitted carrier out the antenna and the scattered energy through to
its frequency mixer.

A 10.25 GHz carrier is generated by OSC1 which is a Gunn diode-based
cavity oscillator. The output of OSC1 is fed through CIRC1 then out to ANT1.
ANT1 radiates toward the target scene. Scattered energy off of the target is
collected by ANT1 and fed through the third port of CIRC1 into MXR1,
where it is mixed with some power coupled of OSC1. The output product
of MXR1 is the Doppler shift between OSC1 and the moving target. This
output is amplified by the video amplifier. The output of the video amplifier
is usually fed to a frequency counter or PLL circuit as described above, but in
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FIGURE 8.9
Block diagram of the X-band police Doppler radar gun.

this example the output will be digitized by the audio input port of a laptop
computer and data processed using MATLAB.

8.2.2.1 Expected Performance

A summary of measured, estimated, and assumed specifications is given (Table
8.2). It is important to note that the effective noise bandwidth of this radar
device is extremely low because the DFT is applied to 100 ms groups of data
providing (for a direct conversion receiver without image rejection) 20 Hz noise
bandwidth (= Bn). This is significantly lower than the previous K-band police
radar and is the primary contributor to its dramatic increase in performance.
These parameters are substituted into the radar range equation (2.6), and the
maximum range is estimated to be 1500 m for a 10 dBsm automobile target
using the MATLAB script [8].

When the DFT is applied, maximum range is significantly greater than the
K-band police radar device previously discussed. This would provide more
than adequate performance for measuring the velocities of passing vehicles
while using low-cost microwave devices in the front end. Alternatively, the
transmit power could be reduced proportionally to 150 m range and a low
probability of detection police radar design implemented.

8.2.2.2 Working Example

The velocity of approaching vehicles was measured on a stretch of road ap-
proximately one quarter mile long with a slight curve in it (Fig. 8.11). Data
was acquired in a scenic water front location. Vehicles approaching further
down the road (lower apparent signal strength) are approaching at a higher
velocity (10 to 15 m/s) and vehicles close to the radar (higher apparent signal
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FIGURE 8.10
Call-out diagram of the X-band police Doppler radar gun.

TABLE 8.2
X-band police Doppler radar gun radar range equation parameters.

Pave = 10−3 (watts)
Gtx = 18 dBi estimated antenna gain
Grx = 18 dBi estimated antenna gain
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 10 GHz center frequency of radar
ρrx = 1 because antenna efficiency is accounted for in antenna gain
σ = 10 (m2) for target of interest
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 10 dB estimated receiver noise figure
Bn = 2/tsample system noise bandwidth (Hz) where tsample = 100 ms

(SNR)1 = 13.4 dB

strength) are traveling at lower velocities (4 to 7 m/s) to view the scenery.
Vehicles close to the radar exhibit a fairly complicated Doppler spectrum,
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FIGURE 8.11
Vehicles driving down Old Whitfield Street toward the town marina in Guil-
ford Connecticut.

where both the velocity of the vehicle and the apparent velocity of the wheels
are shown (at 20 to 35 s and 40 to 55 s). Not only can the velocity of moving
targets be shown easily in this plot, but also the velocities of a multitude of
targets can be observed simultaneously.

Doppler spectrum of a moving target provides a great deal of information.
For example, the Doppler spectrum of the author running is shown (Fig 8.12).
The author reaches a maximum speed of about 4 m/s but his arm and leg
velocities are much greater and the period of movement can be measured from
this data.

Similarly, the Doppler spectrum of a sea gull was measured (Fig. 8.13).
Its wing flap period is clearly shown in addition to its velocity. It is very
interesting to observe the results of pointing a radar instrument at nature.

A demonstration video is shown [4] and [5] and associated data with MAT-
LAB code for processing is provided [6].
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FIGURE 8.12
The author, running as fast as he can toward the police Doppler radar.

8.3 Doppler Motion Sensors

Motion sensors used to turn on outdoor lights or open automatic doors often
use CW Doppler as the method of motion detection.

To implement this, the Gunnplexer is typically used as the front end. The
IF output of the Gunnplexer would be amplified and fed to an active filter
(probably a simple low-pass filter) to select the range of Doppler spectra that
the motion sensor should detect (Fig. 8.14). The output of this active filter
would then go to a detector followed by a comparator which would trigger
only if the amplitude of Doppler exceeded a pre-set threshold. When this
threshold is crossed a relay is engaged which turns on a flood light, opens a
door, sets off an alarm system, or powers up whatever device to which the
radar is connected.
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FIGURE 8.13
The Doppler signature of a seagull.

FIGURE 8.14
Block diagram of a typical Doppler motion sensor.
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Higher end or lower transmit power motion sensors might use DSP to seek
a specific Doppler signature before a detection is made.

These motion sensors are ubiquitous and can be found almost anywhere
on both homes, commercial buildings, or at the local home improvement store
opening its doors for you.

8.4 Summary

Police radar and Doppler motion sensors were enabled by low-cost diode-
based microwave technology. Police Doppler radar devices have been in use
for decades in one form or another. Modern devices are capable of measuring
the velocity of moving vehicles even when a patrol car is moving. To improve
performance, signal processing was applied to an old police radar to great
effect, dramatically increasing its maximum range, showing its ability to plot
the Doppler signatures of moving vehicles and numerous other targets includ-
ing people running and sea gulls. Similar to police radar devices, Doppler
motion sensors are used to open electronic doors, turn on exterior lighting,
and in alarm systems. In summary, simple Doppler radar devices have been
in widespread use for decades. The capability of these devices can be greatly
increased with basic signal processing.
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Automotive Radar

Shuqing Zeng and James N. Nickolaou, General Motors

At an oval test track in southeast Michigan two vehicles entered. The lead
target vehicle launched immediately down the track at 40 mph staying in the
right lane. About a minute later the second (host) test vehicle departed at 60
mph. With a quick flip of a switch the host driver took his hand off the wheel.
Embedded in the road was a steel cable [1]. The vehicle remained centered in
the right lane as the distance closed at 30 feet per second on the target vehicle
launched a minute earlier. A red warning light on the dashboard turned on
along with the distance readout. At 80 feet the light began to flash and audible
increasing pitched alert warned the driver of an impending collision. Finally,
just before impact, the brakes were automatically engaged. While no one dared
run this vehicle into the back of another vehicle it was demonstrated against
several soft targets. The vehicle later went on to demonstrate adaptive cruise
control by maintaining a safe and constant distance behind a lead target
vehicle even as the target vehicle slowed down.

This was 1959 at General Motors proving ground on a concept Cadillac
Cyclone. This was the last “dream car” created during the legendary Harley
Earl’s tenure as General Motors’s vice president of design and the first ever
implementation of radar units in vehicles and lane centering prototypes in
near-production vehicles (Fig. 9.1). Unfortunately several of the features and
the cost of the electronics on the 1959 Cadillac Cyclone would have made
it impractical for production and daily use. Today this car sits at the GM
Heritage Center in Sterling Heights Michigan.

So, why do we, several decades later, not have radars on every vehicle?
The big answer is cost and size. In 1959 this radar vehicle cost the equivalent
of hundreds of thousands of dollars in 2010 and barely fit under the fender
seen above; and was way out of reach of most folks. The good news is over
the years electronic costs, size, and manufacturing have been bringing radar
units to the verge of a revolutionary explosion on everyday cars [13].

In this chapter, we consider the basic concepts and technologies that have
been or will be deployed in automotive radar design for advanced driver as-
sistance systems (ADAS). We start from Sec. 9.1 with the high-level system
requirements and emphasize the challenges of radar design in automotive ap-
plication domains. Next, in Sec. 9.2 we outline the three key elements of
an automotive radar: antenna, analog front end, and radar processor. Then
Sec. 9.3 presents several typical waveforms and compares one with each other
for their pros and cons.
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FIGURE 9.1
1959 Cadillac Cyclone concept equipped with one of the first automotive radar
sensors.

We discuss several signal processing methods used by automotive radar for
ranging and direction finding in Secs. 9.4 and 9.5, respectively. It is remark-
able to note the relation among the linear matched filter, discrete Fourier
transform, and radar ambiguity function. We will see that the probability of
detection and the accuracy of estimation depends only on signal-to-noise ratio
and shape of the ambiguity function.

Section 9.6 describes fusion techniques where data of several modalities
are fused to create an accurate surrounding perception for improved decision
making such as reduction of rates of false negatives and positives. Section 9.7
presents two automotive applications (i.e., adaptive cruise control and for-
ward collision warning and braking) using a fusion system involving radar.
Finally we show in Sec. 9.8 a successful story of using radar technology at an
autonomous vehicle competition.

9.1 Challenges in Automotive Domain

Somebody, someplace in the world is having an accident as you read this
sentence. Worldwide, millions of collisions happen every year (Fig. 9.2) [2].
That’s approximately one person in an accident almost every four seconds.
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FIGURE 9.2
Estimated global traffic fatalities in 1998.

On top of this, worldwide resources and economic losses caused by traffic
accidents are reaching astronomical proportions (tens of billions of dollars
per year) for the 38 million traffic injuries. Combined fatalities and injuries
account for an incident every 0.7 seconds worldwide resulting in traffic jams
daily for millions.

9.1.1 The Automotive Domain Surrounding Sensing

Manufacturers for years were spending millions improving passive safety by
adding structural bend points, seat belts, collapsible steering wheels, air
bags, etc. as the price, size of electronics and capability further improved for
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automotive electronic safety. Today all manufacturers now have set their sights
on prevention before a collision. Years of analyses of the correlations between
collisions and driver behavior, reactions, etc. have shown that a considerable
number of accidents can be avoided by recognizing a hazard in sufficient time
and making appropriate driving reactions.

Such actions and reactions can be achieved by warning signals to the driver
or by automatically taking longitudinal (slow down or speed up) and lateral
control (swerve or lane change) of the vehicle. Suitable cost effective sensors
are a requirement if the hazardous situation is to be first identified to meet the
needs of the functions to achieve an alert, an alert with braking or (ultimately)
fully autonomous driving. Along this path a new activity has emerged to
identify a suitable human–machine interface.

One such system deployed in several vehicles globally is adaptive cruise
control (ACC). Today’s ACC systems are mainly based on a long-range radar
(LRR) 77 GHz FMCW technology [3]. In a few years as the price points are
achieved, LIDAR (light detection and range) units will also be deployed in
larger quantities.

Typically FMCW LRR systems allow objects to be detected within a range
of 1 to 150 m. At the same time, their distance and speed relative to the host
vehicle and with the right number of antennas, and also their angle to the
longitudinal axis of the vehicle are determined. Initial Azimuth FOV started
at approximately ±7◦ and radars were mounted in the grill. Today FOVs are
120◦ out to 60 m at the near range in azimuth width and 18◦ in azimuth from
60 to 150 meters. Most elevation openings on radars are around 4◦.

Short range radars (SRRs) are employed today in many automotive active
safety applications ranging from parking aid and blind spot detection to more
advanced applications such as crash mitigation and collision avoidance. They
operate at 24 to 26 GHz and are implemented in either ISM (industrial sci-
entific or medical) or ultrawide band (UWB) frequencies systems. Worldwide
radar frequencies are allocated by governments. Because of a lack of world-
wide standards across the automotive frequency spectrum, radars have been
slow to be installed in many vehicles. In fact, most SRRs are moving toward
76 to 77 Ghz which is globally adopted for vehicle use (Fig. 9.3).

The advantages of radar over other sensing technologies like ultrasound,
lidar, and camera (cf. Sec. 9.6.1) come from its unique combination of proper-
ties that include the direct measurement of range and range rate information,
high tolerance to all weather conditions, and ability to be mounted behind a
typical automotive fascia without requiring specific cut-outs or similar accom-
modations. In more advanced applications where data of several modalities are
fused to create a higher level of perception for improved decision making, typ-
ically the radar data is relied upon heavily for improving the probability of
detection and eliminating false alarms. In addition, radar offers cost bene-
fits over other competitive sensing methods, with the potential for additional
major cost reductions as technology progresses.
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FIGURE 9.3
Photo of a typical automotive radar sensor.

The basic requirements for automotive SRRs are to be able to detect ob-
jects of interest with high probability, high accuracy, and a low false alarm
rate. Table 9.1 provides a list of key performance and application attributes
that are desired for SRRs. Since historically automotive radar technology has
been carried over from the defense domain, today’s state-of-the-art short-
range radars are still not optimized for achieving the desired specifications
while at the same time meeting the aggressive cost constraints that the auto-
motive community demands. Given the increased usage of SRRs in automotive
applications and the limitations inherited from existing radar solutions, the
need becomes more pressing to develop new radar sensor hardware dedicated
specifically to the automotive domain.

While we are talking about SRRs we want to acknowledge briefly the exis-
tence of long- and mid-range radar (LRR and MRR), camera or lidar applica-
tions as well as fusion of modalities of sensors to improve overall performance
and reduce false positives. While these types of devices and functions share
some features and technology, they are considerably different in many of their
requirements although some of the challenges and difficulties are common.
This focus is on SRRs as exemplars in this section, and different sensors and
function details are left out.

Several major challenges in SRR integration exist in production automo-
tive systems. In each of the following sections we describe an issue, indicate
its significance, and discuss possible solutions. It is not our intention in this
section to cover all the technical details related to SRR design and architec-
ture but to illustrate the major gaps that need to be addressed. We leave some
technical details to later sections. Needless to say a usable SRR must comply
with a full list of other automotive specific requirements (such as ambient
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TABLE 9.1
Key desired specifications for SRRs.

Minimum range to perform m 0.2 m
parking aid
Maximum range m 90 m on vehicle

(required for lane change alert)
Range accuracy m ±0.005 m at the

near range and < 1 m
at the far range

Velocity range from ... to ... km/h 144 km/h closing to
54 km/h opening

Opening angle horizontal ◦ 150◦

Power consumption W < 5
Sensor size (W × H × D) mm < 90× 70× 25
Sensor weight g < 150
Operating temperature ◦C −40◦ to +85◦

Misalignment detection Yes
Blockage detection Yes
Range resolution m 0.2 m for ranges < 2.5 m,

10% of range for longer ranges
Angle accuracy, horizontal ◦ ±2◦ with 15◦ of boresight and

±5◦ outside of 15◦ from
boresight

Clustering nearby detections Yes
into separate targets
Working behind fascia Yes
Performing well under medium Yes
levels of rain, snow, and mud
accumulation
Low cost $ Yes
Start up time ms < 500

temperature working range, dimension, weight, power consumption etc.).
While each of these requirements is important for a successful product, spec-
ifying these details is well outside the scope of book.

9.1.2 Performance Limitations of Today’s Automotive SRRs

One of the key performance limitations of today’s SRRs is azimuth resolution.
Unlike aerial scenarios, the automotive environment is packed with both rel-
evant objects as well as clutter. Angular resolution is therefore a key factor
in the radar’s ability to correctly detect and classify the perceived scenario.
As an example, monopulse (c.f. Sec. 9.5.3) sensors with only two beams (typ-
ically referred to as sum and difference channels) spanning the entire field of
view have been shown to be problematic in certain road driving situations.
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For example, when driving down a narrow street with infrastructure objects
symmetrically present on both sides of the street, the objects fall in the same
range and range rate bins and thus the wide angle single beam monopulse
radar cannot resolve them as separate objects. The result is these targets are
inaccurately placed by the monopulse radar sensor directly in the path of the
vehicle. In the case where these suboptimal sensors feed an algorithm that
is responsible for automatic collision breaking, this would result in unwanted
braking events or annoying false alerts.

We will see that the azimuth resolution is determined by beam width of
the main lobe of the antenna, which is inversely proportional to the antenna
aperture in unit of wavelength (cf. Equation (9.4) in Sec. 9.2.1). With the same
antenna size, the effective aperture of a 77 GHz radar is three times larger
than that of a 24 GHz radar. To cover a wide field of view with a fine azimuth
resolution, electrically scanning technique with multiple beams is needed and
this topic is treated in Sec. 9.5.

Another key performance limitation of today’s automotive radars is the
lack of any information about the relative elevation and height of targets,
both clutter and obstacles of interest. To keep cost down, the majority, if not
all, of SRRs available in today’s automotive domain do not provide any level
of information on target elevation and height. One challenge is the need for the
SRR to differentiate between lower lying “clutter” objects (such as soda cans,
water bottles, manhole covers or other road debris) over which a vehicle could
safely drive and taller obstacles of interest (such as vehicles, humans, posts
or chain link fences) over which a vehicle could not safely drive, as illustrated
in Fig. 9.4. A similar need is to differentiate overhead objects such as bridges
and traffic signs which a vehicle can safely drive beneath from the obstacles
of interest.

One approach applied to utilize SRRs with no elevation information and
resolve this issue is to tilt the SRRs slightly up so that lower height objects
start to fall under the sensor’s field of view (FOV) sooner than the higher
objects. Unfortunately this technique has so far shown limited success. In
particular this approach proves to be problematic in scenarios with overhead
infrastructure (e.g. parking garages, overhead lights) that reflect the radar

FIGURE 9.4
SRRs need to separate objects based on height.
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energy, resulting in detections that fall within the vehicle path. Additionally,
different vehicles have different heights and loading scenarios, so designing
robust detection algorithms to accommodate all of these cases becomes a
significant challenge.

An alternative approach to address the elevation challenge is to use
monopulse in elevation with these radar sensors. To investigate this, experi-
mental radar sensors with elevation information have been characterized both
in the lab and on actual ground proving vehicles. The collected data sug-
gests that monopulse in elevation could provide the ability to characterize low
profile targets on the road surface or targets completely above the vehicle as
obstacles not of interest, while still correctly reporting the weighted average
height for vertically distributed objects that must be avoided.

Figure 9.5, shows the data collected from a radar sensor with monopulse in
elevation mounted on a vehicle driven 5 mph toward a 10 cm corner reflector
fixed on the ground. Once the vehicle reaches the target, it is driven at −5 mph
back to the starting position. The SRR was mounted at 0.4 m above the ground
and the vehicle to target starting distance was 50 m. The top graph is a plot
of the reported return amplitude (green) and range (blue) versus time. The
middle graph is a plot of reported azimuth angle versus time and the bottom
graph is a plot of the reported elevation angle (positive angle toward ground).
Looking at the sensor’s reported elevation angle of the target, we notice that
the reported elevation angle starts initially at zero and then clearly goes up at
a range of about 15 m as the angle between the sensor and the target starts
to increase. We can also see that the target is only lost at distances closer
than 3 m, when the corner reflector begins to move out of the FOV of the

FIGURE 9.5
Radar tracks against road targets from SRR equipped with monopulse in
elevation.
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sensor. From this data, it can be seen that monopulse in elevation provides
a significant indication that the object is located only on the ground and
does not represent a danger to the vehicle at 10 m to the object. In contrast,
counting on the drop in signal amplitude from the ground target moving
out of the radar sensor’s FOV only starts to provide information around 5
m to the object. The additional 5 m of separation that elevation monopulse
information provides is very significant in collision breaking scenarios and can
help minimize unwanted false alarms.

Polarization is another key design consideration for automotive radars.
Reference [4] suggests that the best polarization to reduce backscattering from
the road surface is achieved when using opposite polarization between the
transmitted and received signals (i.e., transmit with a vertical polarization
and receive with horizontal polarization or transmit with horizontal polariza-
tion and receive with vertical polarization). However, using cross polarization
also reduces the return from targets of interest. In addition, the aperture
size implication of such dual polarized designs will probably render it less at-
tractive for automotive applications. Following this line, [5] suggests that the
preferred polarization is the horizontal over the vertical as the backscattering
from road surfaces with horizontal polarization is less, resulting in lower road
noise for automotive radar applications. On the other hand, it can be argued
that the more backscattering associated with vertical polarization would re-
sult in less forward scattering from the ground, and therefore reduce multipath
fading effects. While the question of polarization of choice remains open, it
will continue to be an important parameter to consider in SRR design.

The next areas of interest are minimum range detection and range resolu-
tion. For example, if the radar were to be used as a parking aid sensor, then
the SRR minimum range needs to be approximately 20 cm or less. The mini-
mum range and resolution of a radar sensor are determined by its bandwidth
per the following equation [4] (cf. Equation (9.10) in Sec. 9.4.3):

Rmin = ∆r =
c

2B
(9.1)

where Rmin is the minimum range, ∆r is the range resolution, B is radar
transmit bandwidth, and c is the speed of light.

To achieve the minimum range and range resolution required for park-
ing aid and similar type applications, large frequency bandwidth is required.
For example, to achieve 20 cm resolution, a bandwidth greater than 1 GHz is
needed. One such class of radars that can achieve this range resolution is ultra-
wideband (UWB) radars. Unfortunately the lack of consistent UWB radar fre-
quency regulations between the major automotive markets (e.g., China, North
America, Europe, and Japan) has impeded the development and adoption
of UWB automotive radars. Worldwide harmonization of UWB automotive
radar regulation is needed to encourage development of these systems, and
until that is achieved the effective production of automotive radar systems
will be inhibited.
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Besides the range resolution, Doppler effect is useful in separation of mov-
ing objects from stationary background. In real traffic scenarios, objects or
different parts of an object may move at different radial velocities with re-
spect to the radar, thus a high resolution in Doppler measurement is critical
in generating an accurate sensing map. According to Sec. 9.4.3 the minimum
range rate and resolution are determined by its radar carrier frequency and
the dwell time, that is,

∆v =
c

2fcT

where fc denotes the frequency of millimeter wavelength RF and T is the
dwell time interval on the target. Therefore a 77 GHz radar will have three
times better range rate resolution than its counterpart of 24 GHz.

It is also worth mentioning that one significant limitation to 24 GHz UWB
is the low power limit (EIRP restriction) of −41.3 dBm/MHz, which limits
the maximum detection range. This limitation on maximum detection range
reduces the ability of 24 GHz UWB radars to be used in applications such as
lane change alert where the target vehicles could be as far as 90 m behind the
host vehicle.

An ideal sensor would be one that can switch between an UWB beam
used for distances less than 20 m and higher EIRP bands (such as 24 GHz
ISM) that can be used for detecting objects at distances greater than 30 m.
This scheme will also coincide with the required range resolution as the higher
accuracy is only needed at short ranges.

Another significant implementation that needs consideration in the design
of radars is immunity to mutual interference. As an example, leading vehicles
may have SRRs aimed backward, directly illuminating the forward looking
SRR of a host vehicle. This typically raises the SNR noise floor and detection
performance tends to be reduced. Vendors need to protect against a degrada-
tion of performance in such an environment through applying different coding
and multiplexing schemes, as well as considering innovative ways of processing
signals in both time and frequency domains.

9.1.3 Challenges with Vehicle Integration

The packaging and mounting of radar sensors behind vehicle fascias are signif-
icant issues for auto manufacturers, typically requiring considerable resources
and significant tradeoffs to be made. Figure 9.3 shows one example of a case
where a SRR that is used for blind spot detection cannot be mounted in an
otherwise desirable location due to blockage caused by the sheet metal in a
particular vehicle.

9.1.4 SRR Packaging Challenges

In some forward-looking applications mounting constraints force the radars
to be placed in lower than ideal locations on vehicles, making the radars
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more susceptible to environment risks, ground clutter false positives, and
missed detections. As an example, when mounted very low, radar returns can
undershoot the rear of a large leading vehicle (such as a bus) causing serious
overestimations of leading vehicle distances. Likewise, curved leading edges of
vehicles or creases through the radar sensor aperture can create non-uniform
radiation patterns and unwanted loss in signal strength.

The radar vehicle aperture also has implications to the topic of radar
calibration. In order to make sure the radar correctly accounts for the parasitic
absorption and reflection of the host vehicle body, an advanced calibration
process is required. While this can in principle be performed at the factory
level, such a solution is difficult in practice due to the additional manufacturing
overhead as well as the potential need for re-calibration when small paint
or body damages occur. Accommodating vehicle integration with no extra
calibration is crucial in successful automotive SRR deployment.

Recent pedestrian regulation also represents a challenge when placing
radars at the bumper height of vehicles. This is because the preferred radar
mounting location in the vehicle is in the crush zone and must be filled with
absorbent materials. Other under fascia structures such as tow bar connections
and license plates all create havoc on radar placement through the automotive
design process.

While not as significant an issue, one that still is a concern for both man-
ufacturers and consumers is the cost of repair in the case of a collision. SRRs
in forward-facing locations, like the bumper, pose a challenge for repair and
alignment at dealerships and repair shops.

For cosmetic reasons, another key element for automotive radars is that
they must be packaged behind production plastic fascias which could be cov-
ered with multiple layers of metallic paints. Data collected suggests that for
77 GHz radar, reflections from and losses through painted fascias are much
more significant than at 24 GHz. Also, the experimental data suggests that
mounting tolerances for 77 GHz radars are three times tighter than at 24
GHz in order to achieve the required sensor performance when installed be-
hind painted fascias.

Likewise, mounting height (from the ground) and varying distance to fascia
(as vehicles typically have curved surfaces) all create challenges in automotive
integration. In practice, SRRs (in particular the antenna(s) of the radar sen-
sors) need to be designed for the vehicle styling and structural constraints, as
opposed to the other way around. Although not available from the automotive
supplier base today, the use of flexible, multiple, and controllable beam an-
tennas could provide significant integration and performance advantages for
next-generation SRRs.

9.1.5 Automotive 77 Ghz vs. 24 Ghz Radar Bands

Currently the two primary automotive radar bands are around 22 to 29 GHz
(referred to as the 24 GHz band and includes both the 24 GHz ISM band
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and U.S. UWB) and 76 to 81 GHz (referred to as the 77 GHz band and
includes both the worldwide LRR band and European Union UWB band).
Irrespective of the frequency regulation issue discussed later, there are certain
attributes that make each band more or less attractive for different automotive
applications.

The strengths of 24 GHz relative to 77 GHz include hardware cost and ease
of installation. The cost of analog RF components that make up the front
ends of the automotive radar sensor tend to increase with frequency. This
is because the active device performance drops off with frequency, thus less
stringent design tolerances can be considered. In addition, assembly tolerances
are relative to the wavelength and therefore assembly requirements and costs
of 24 GHz sensors are typically less. As suggested above, the ease of installation
comes from the fact that 24 GHz radiation is less affected (less attenuation
and reflection) by the painted fascia and the sensor installation criteria are
rough one third as stringent.

The strengths of 77 GHz relative to 24 GHz are performance related, both
in terms of Doppler discrimination and angular resolution. The Doppler shift
introduced by the relative velocity difference between the source and a target
is directly related to the carrier frequency. Thus a 77 GHz radar sensor has
roughly three times greater Doppler spread than 24 GHz radar sensor. Perhaps
more notably, the beam width of an antenna is proportional to its electrical
size; thus for the same sized antenna aperture a 77 GHz radar sensor can have
three times the angular resolution.

9.1.6 Cost and Long Term Reliability

One thing all people working in the automotive industry agree on is the need
for a low-cost and reliable product. Radar technology is still relatively expen-
sive and a tradeoff between cost and performance continues to be a sensitive
topic. The development of integrated circuits to perform the RF functions
offers the potential to achieve smaller sized sensors with higher reliability at
a lower cost.

Silicon semiconductor technologies for microwave and millimeter wave ana-
log components (e.g., SiGe BiCMOS and RF CMOS) have advanced signifi-
cantly over the past few decades and now dominate commercial wireless ap-
plication marketplaces that once were covered by discrete GaAs component
solutions [6]. The advantages in unit cost, reliability and size afforded by a
silicon solution come from the capability to integrate multiple analog func-
tions into a single monolithic integrated circuit. This component integration
yields: smaller sized radar sensor packaging, simplified sensor, manufacturing,
assembly, and fewer millimeter wave interconnects.

Additionally, the economies of scale and fabrication infrastructure invest-
ment by the worldwide silicon semiconductor marketplace results in reduced
component costs if the volumes are high enough.
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The major impediment to the adoption of silicon semiconductors by au-
tomotive radar suppliers is the significantly higher upfront development cost.
Development costs are high due to the increased design time needed to ensure
that complete circuit RF performance can be achieved with minimal design
passes, and the substantial mask cost of the advanced Si technology nodes
needed to achieve the millimeter wave bands. These challenges stem from the
fact that silicon is fundamentally a less capable semiconductor technology for
microwave and millimeter wave analog circuits relative to traditional millime-
ter semiconductor technologies (e.g., GaAs) due to the lower electron mobility
and greater variation with temperature, plus the very tight spacing between
components in integrated circuits.

Achieving good noise figure and gain with low cross talk between different
channels in the relevant millimeter wave bands is very challenging in silicon
technologies. The large upfront investment needed to transform the industry
toward silicon technology can only be justified if large volumes will be as-
sociated with such a product. This might require commonality between the
requirements of different automotive features as well as global harmonized
regulations.

Still, while many challenges exist, the trend toward silicon-based technolo-
gies for automotive radar sensor front ends is a potential cost barrier breaker.

9.1.7 Regulatory Issues

Different regulations across the globe make it challenging to find a single
sensor that can be accepted in different regions around the world [7]–[12].
For applications where minimum range and range resolution are critical, as
in the case for parking aid applications where a minimum of 20 cm detection
range is required, moving to UWB products becomes necessary. In the US, the
24 GHz UWB band (22 to 29 GHz) is approved for automotive application
usage. However in Europe, regulation is pushing the industry to move to the
79 GHz band frequency band (77 to 81 GHz) which has been designated and
made available for permanent usage for automotive SRR. On the other hand
this band has not been made available in the US. In other major automotive
markets, such as China, UWB automotive SRR regulations are still under
development.

In addition, there seems to be a potential convergence of telematic tech-
nologies and spectrum. For example, the IEEE 802.11ad spectrum could po-
tentially be used in SRRs and with the same device providing communication
to and from other devices and vehicles.

These unknowns and different regulatory requirements make it very diffi-
cult to develop a single global sensor hardware standard that can meet the
regulation of all different export regions and yet provide the design parameters
required for the most challenging active safety applications.
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9.1.8 Blockage

Certain environmental conditions can result in scenarios where the SRRs are
blocked and therefore lead to an increased chance of a target being dropped
after being detected or missed all together. Automotive radar sensors need
to be able to tolerate normal levels of rain, snow and mud exposure with
attenuation factors anywhere between 5 and 15 dB. At the same time, the
SRRs need to have a robust way of detecting blockage and reporting such a
condition back to the driver so that the driver will know not to rely on the
sensor in cases where performance is degraded.

Examples of such cases are driving in heavy rain storms or getting layers
of wet mud built up on the fascia directly in front of the SRR.

Blockage hazard is a likely and natural event in automotive domains. The
extent to which material build-up on a fascia results in decreased radar sensor
performance will vary with composition of soil. Mud shields might be needed
for cases where a lot of direct exposure to mud and water splash from road
surfaces is expected. When blockage effects occur to the point where there
is a serious degradation in performance, a corresponding blockage indication
needs to be provided to the driver.

Blockage determination is a very difficult problem, and different systems
utilize different blockage detection approaches. One approach assumes a sensor
is blocked when the total energy coming back to the receiver drops below a
set threshold. Unfortunately this approach reports false blockage alarms in
open field-of-view environments. Another approach assumes blockage based
on seeing only close objects indicating a reduced detection range. This too has
limitations. One interesting option is for an SRR sensor to have a dedicated
blockage antenna that points at the ground through the same portion of the
fascia with an expected level of return from the road surface. Although this
will come at extra cost, detecting and reporting blockage with such a solution
is a superior way for resolving the blockage issue

Automotive short-range radar sensor development is far from mature. Sig-
nificant SRR performance challenges and capability enhancements that need
to be addressed to improve overall automotive active safety system perfor-
mance include:

• Improved azimuth resolution to provide more accurate target ex-
tent/separation

• Target elevation information to decrease false alarms caused by roadway and
overhead features

• Multimode operation, i.e., the ability to switch between a low power UWB
operation mode used for applications requiring high range resolution as in
the case with parking aid and a higher power

• Narrowband operation mode used for applications requiring object detection
at distances greater than 30 m
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• Packaging flexibility to reduce vehicle integration complexities

• Self-calibration to improve vehicle manufacturing efficiencies and reduce re-
work difficulties

• Improved blockage determination

In addition to the aforementioned enhanced performance and capabilities,
sensor cost reductions are critical for next-generation SRRs. Advances in Si
integrated circuit technology offer great promise in this area.

If these challenges are addressed, large improvements in automotive active
safety systems effectiveness and driving comfort can be attained.

9.2 Elements of Automotive Radar

Figure 9.6 illustrates a disassembled automotive radar comprising four plates:
radome materials, analog front end, RF shielding, and radar processor, listed
from the top to bottom. Radome is a waterproof and weatherproof enclosure
with minimally attenuation of microwave signals that protects electronic com-
ponents of the radar. Analog front end includes the antenna and RF circuits,
and the RF shielding plate aluminium shields electromagnetic interference for
the radar processor plate where the digital radar signal processing is located.

RF Shielding

Radar Processor

Rx (2-ch) Tx

Radome materials

Analog Front End

FIGURE 9.6
A typical short range radar (SRR) consists of four plates (Courtesy of Auto-
liv).
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FIGURE 9.7
(a) One-dimension electric field on a rectangular aperture. (b) Radiation pat-
tern as a function of azimuth angle (θ). The 3 dB beam width or the field of
view of the antenna (θ3dB) is illustrated.

9.2.1 Antenna

The antenna plays a major role in determining the sensitivity and angular
resolution of the radar. For a perspective of signal processing, the frequently
used properties of an antenna are the gain, beam width, and sidelobe levels.
Each of these derives from consideration of the antenna power pattern. The
power pattern P can be described as the radiation intensity relative to the
antenna boresight. Power pattern is related to electric field intensity as P =
E2.

In Fig. 9.7(a) one-dimension (azimuth plane of radar) normalized electric
field E(θ) is calculated as a function of the azimuth angle θ on a rectangle
aperture, where D is the aperture size and λ is the wavelength of the radar
carrier wave.

Let I(y) be the distribution of current across the aperture in azimuth
plane. Under the assumption of far field assumption, E(θ) can be written
as [14]

E(θ) =

∫ D
2

−D2
I(y)ej

2πy
λ sin θdy (9.2)

If we define s = sin θ and ȳ = y/λ, (9.2) becomes

Ē(θ) =

∫ D
2 λ

−D2 λ
I(λȳ)ej2πȳsdȳ (9.3)
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where Ē(θ) = E(sin−1 θ)/λ. This indicates the electric field is the inverse
Fourier transform of the current across aperture. This Fourier transform prop-
erty will allow the use of linear system technique to study the angular resolu-
tion problem to achieve spatial separation for multiple targets. We will revisit
this for linear antenna array in Sec. 9.5.

A special case of (9.2) occurs when the current is a constant (i.e., I(y) =
I0). The normalized voltage pattern E(θ) is a sinc function, i.e.,

E(θ) =
sin(πDλ sin θ)

πDλ sin θ

Fig. 9.7(b) shows the voltage pattern with two important properties: beam
width and sidelobe level. The angular resolution depends on width of the main
lobe, and is represented by the 3 dB beam width (θ3dB). The smaller the
beam width, the finer for radar in angular resolution. θ3dB can be found by
set E(θ) = 1√

2
, and by numerical approximation we obtain

θ3dB = 0.89
λ

D
radians (9.4)

Thus, a smaller beam width needs a larger aperture or a shorter wavelength.
From (9.4) one can easily see that for an antenna of the same aperture size a
77 GHz radar sensor can have three times finer angular resolution than that
of a 24 GHz counterpart.

The sidelobe level in Fig. 9.7(b) represents the level of interference from
sidelobes that affects the radar’s performance in distinguishing a target from
its neighboring clutters. The sidelobe level of 13.2 dB for a uniform pattern
as shown in the figure is regarded to be too high for a practical radar system.
This can be reduced by use of nonuniform aperture arrangement, referred to
as tapering of shading technology [14].

9.2.2 Analog Front End

As shown in Fig. 9.6 the analog front end (AFE) is a part of an automotive
radar circuit, operating at millimeter microwave frequencies (24 GHz or 77
GHz). AFE includes the transmitter antenna arrays (Tx) and receiver antenna
arrays (Rx), and is shielded from digital part of the circuit by an aluminum
frame.

AFE consists of monolithic microwave integrated circuits (MMICs) that
perform functions such as microwave mixing (mixer), power amplifier (PA),
low noise amplification (LNA), low-pass filtering (LPF), voltage controlled
oscillator (VCO), and local oscillator (LO).

Figure 9.8 shows the signal diagram of an automotive radar. On the ana-
log side, the transmitter is implemented using a VCO to generate the base-
band signals controlled by the radar signal waveform from digital-to-analog
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FIGURE 9.8
Signal diagram of an automotive radar.

converter (DAC). The baseband signal is mixed with reference microwave fre-
quency signals from LO. The modulated signals are amplified by PA and fed
to Tx.

Figure 9.9 illustrates a typical waveform for frequency modulated contin-
uous wave (FMCW) radar. Consider the case of frequency sweep at 500 MHz
in 0.5 millisecond, or 1 MHz in 1 microsecond. Providing the speed of light at
c = 3× 108 m/s, the echo signal from the target at distance of 1 m is 7 KHz
offset during the ramp intervals. Meanwhile, the echo signal from the object
at a 150 m distance will be a 1 MHz offset during the ramp intervals.

In the receiver, four different signal channels in front end are illustrated
in Fig. 9.8 and are connected to the elements Rx1, Rx2, Rx3, and Rx4, re-
spectively. Each channel requires an LNA, followed by an analog mixer. The
mixer down-converts the received microwave frequency signal with the ramp-
ing transmit signal, outputting a baseband signal signal that contains the
difference between the the transit and receive waveforms at any given instant.
The ramping is canceled out, as we see fixed frequencies depending upon the
range and Doppler shift of the target returns. Again, the high-frequency fil-
tering at microwave frequency can be implemented using etched passive com-
ponents. The output of the mixer will be at low frequency, up to 1 MHz at
maximum range for sensing horizon of 150 m. Therefore, traditional passive
components and operational amplifiers can be used to provide anti-aliasing
LPF prior to the analog-to-digital converter (ADC).
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FIGURE 9.9
Waveform for FMCW and sample intervals for radar signal processing.

9.2.3 Radar Processor

We outline how an automotive radar system was built using a digital proces-
sor, and the relative strengths and weaknesses of embedded technologies are
reviewed for radar signal processing design. Then we present a customizable
hybrid design as a cost-, performance- and power-effective tradeoff among
them.

In Fig. 9.8 there are two separate signal flows for transmitter and receiver.
For transmission process, the radar processor calculates radar waveform profile
(e.g., chirp ramp or pulse) and outputs to DAC (digital-to-analog converter)
module such that a voltage signal can be generated to modulate radar radio
frequency using MMIC block VOC.

On the other hand, the receiving process first samples and digitizes analog
baseband signal, and then it is fed to the radar processor for target detection
and tracking.

To meet the Nyquist criterion, the sampling frequency of ADC for base-
band input must be at a minimum of 2 MHz for the waveform depicted in
Fig. 9.9, given the maximal unambiguous range is 150 m. If oversampling
scheme is used, for example, a 64 × sampling frequency of 128 MHz is used,
followed by a 64:1 digital delta-sigma filter, then approximately 6 bits of addi-
tional resolution can be achieved. This sampling scheme allows a 16 bit ADC
to effectively operate in the range of 22 bits, achieving well over 60+ dB of
dynamic range. The next step of signal processing is to perform spectral anal-
ysis using a fast Fourier transform (FFT). This bit growth can be handled by
implementing the FFT in single-precision floating-point processing where the
24 bit precision (23 bits plus sign) can be preserved, and will easily accommo-
date up to 100+ dB dynamic range in the yielded spectrum. With this high
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dynamic range, the radar system will not be saturated by strong scatter sig-
nals from nearby targets and thus can avoid weak signals from remote targets
being blinded by strong nearby reflections.

Finally, tracked targets are output through the automotive network com-
munication infrastructure such as CAN (control area network), Flexray, or
automotive Ethernet.

A successful radar processor should pursue optimization in the following
perspectives: i) adequate precision in signal representation (e.g., single preci-
sion floating point versus fixed point with limited word length); ii) sufficient
computational horsepower to meet requirements of realtime signal processing;
iii) the time taken to develop the signal processing software; iv) nonrecurring
engineering (NRE) costs such as manufacturing, the cost of hardware and
software development, and validation.

There are four approaches exist to address these challenges:

• Microcontroller (MCU) is a general-purpose digital processor for compu-
tation and control that can be used for a wide variety of applications by
developing application software. MCU usually has a floating point coproces-
sor, and is quite adequate for target detection and tracking software, but
is not fast enough to implement computationally intensive operations such
as FFT. NRE costs are amortized among all the users of a particular MCU
architecture.

• Digital signal processor (DSP) is specific-purpose digital processor that opti-
mizes some basic functions using by many signal-processing algorithms such
as multiply-accumulates, single instruction multiple data (SIMD), and very
long instruction word (VLIW), at the expense of flexibility. DSP is a good
choice for spectrum analysis operations such as FFT and matching filter for
waveform signals. The down side is that DSP is usually designed for fixed
point operations whose limited range of value for signal representation is
problematical for high dynamic range scenarios.

• Field programmable gate array (FPGA) offers the flexibility of implement-
ing customized signal processing in a hardware configuration. FPGA can
share NRE costs among a very large population of users, at the expense of
high level of transistor redundancy (and therefore high unit costs), limited
optimization of clock cycles, and heat dissipation problem. Modern FPGAs
come with pre-configured blocks for DSP computation (e.g., DSP slices),
which allow designers to design floating point signal processing diagrams
without the use of general FPGA fabric. Therefore, it is possible to design
floating-point spectral calculation using these DSP slices.

• Application-specific functions (ASICs) are custom-designed for a particular
radar system, possibly embedding one or more MCU or DSP cores, with
as much as possible of the total system functionality implemented (such as
analog front end) on a single die. This optimizes the number of transistors
and clock cycles (and therefore unit cost and power consumption), at the
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expense of development time and NRE cost that are generally an order of
magnitude higher than those for MCU, DSP or FPGA.

These four approaches represent different tradeoffs in addressing these
challenges. For any particular design the choice is an engineering compro-
mise, and no single approach is perfect. Different approach mixes are often
most appropriate at different stages of radar system design.

During prototyping and production ramp-up, a flexible and scalable plat-
form may be preferable in order to reduce development time and cost. A
hybrid approach (i.e., known as system on chip (SoC) FPGA) is one preferred
choice that incorporates a new breed of low-cost FPGA fabric and powerful
multi-core CPU (e.g., ARM Cortex-A9 processors). Automotive-grade ver-
sions of these devices are available (e.g., Xilinx Zynq-7000 and Altera Cyclone
V) and capable of up to 1 GHz CPU clock rates. SoC FPGAs can provide
a solution from radar to light detection and ranging (lidar), infrared and
visible cameras, and even to automotive fusion systems. Moreover, both the
FPGA hardware and ARM software implementations use floating-point pro-
cessing, which provides superior performance in radar applications compared
to traditional fixed-point implementations in DSP or MCU. These low-cost
SoC devices support volume applications, while providing much faster time to
market.

When the radar goes into high volume, its functionality can be re-
implemented in an ASIC that embeds the CPU core from the standard prod-
uct, and absorbs the logic from the FPGA, thereby optimizing die size, unit
cost, clock cycles and power consumption without the need to rewrite the soft-
ware. The high NRE costs associated with ASIC development are amortized
over the high volume.

9.3 Waveforms for Automotive Radar

Radar baseband signal has variants of waveforms for different system design re-
quirements. The waveforms are commonly modulated with a millimeter wave-
length RF (e.g., 24 GHz and 77 GHz) before transmission, and reconstructed
from the echoed signals through demodulation. The reconstructed waveforms
are correlated using matched filters with the transmitted reference for range
and Doppler processing. The spectral analysis is performed on the mixed sig-
nals, and the detected spectral peaks are treated as target candidates.

We focus on continuous wave (CW) waveforms due to their low cost com-
pared to classic pulse radars. As an example, for SRR specified in Table 9.1,
ultrashort pulse width (6 ns) is needed for a pulse radar to have a range reso-
lution of 0.2 m, which requires expensive components such as ultrafast ADC
and high-end DSP chipset.

In this section we discuss several typical radar waveforms that are em-
ployed in automotive radar design, including the phenomenon of Doppler shift,

 



282 Small and Short-Range Radar Systems

which occurs when the target is moving with a nonzero radial velocity relative
to the radar. As we will see, linear frequency modulation (LFM) waveforms
require low sample rate and, thus, imply low-cost implementation for signal
processors. However, the frequency shift of the peak of the spectrum is con-
tributed either by the target’s range or by Doppler effect and thus introduces
an ambiguity in determining range and range rate. While multiple ramps are
needed to address the range–Doppler ambiguity, the association of peaks from
different ramps gives rise to new problems.

Alternatively, frequency shift keying (FSK) offers a solution to simultane-
ously find range and range rate of a target, but it only has Dopper resolution
and cannot distinguish targets of the same radial velocity. Although a hybrid
waveform of FSK and LFM with multiple ramps gives more power in resolving
the range–Doppler ambiguity, “ghost” targets are possibly generated due to
incorrect association.

Finally the compression LFM pulse waveform is outlined with the advan-
tage of decoupled range-Doppler processing, but at the cost of fast analog-to-
digital converter (ADC) and fast digital signal processing (DSP) systems.

9.3.1 Doppler Shift

Consider the waveform of the baseband signal s(t), 0 ≤ t ≤ T . The modulated
signal to be transmitted is xT (t) = s(t) exp(j2πfct) where fc is the carrier fre-
quency of millimeter wavelength. This signal is received by a receive antenna.
Suppose the one-way range from the radar to the target is a function of time
as r(t). The received signal xR is a delayed version of the transmitted signal,
ignoring amplitude scaling factors:

xR(t) = xT

(
t− 2r(t)

c

)
Now assume the target is moving toward the radar at a constant radial

velocity v. This means r(t) = r0 + vt where r0 is the range at t = 0. Thus the
received signal xR(t) can be written as

xR(t) = s

(
t− 2(r0 + vt)

c

)
exp

(
j2πfc

(
t− 2(r0 + vt)

c

))
≈ s

(
t− 2r0

c

)
exp

(
−j 4πfcr0

c

)
exp

(
−j2π 2fcv

c
t

)
exp(j2πfct) (9.5)

In (9.5) the first exponential term is a constant phase factor, while the last is
the carrier frequency. The middle exponential term is a sinusoid of frequency
−2fcv/c that is caused by Doppler shift.

In deriving (9.5), we ignore the term 2vt/c in the parameters of baseband
signal. This represents time compression of the baseband waveform due to the
motion. The largest possible value t is the waveform duration T . So the ratio
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FIGURE 9.10
Multiple LFM waveforms.

of the compression is (2vT/c)/T = 2v/c. Thus even for fastest targets in au-
tomotive scenarios (e.g., 100 m/s) this compression in waveform is negligible.

An important implication of (9.5) is that the time delay for the one-way
propagation due to the motion is ignored. This assumption is often called
stop-and-hop assumption. In the measurement process in waveform duration
0 ≤ t ≤ T , the target remains in r0 with the radial velocity v, and then hops
forward by vT meters before stopping for another cycle of measurement.

9.3.2 Linear Frequency Modulation

Figure 9.10 shows linear frequency modulation (LFM) waveforms with multi-
ple ramps, respectively. The following characteristics exist for this waveform:

• Each ramp duration T can be treated as a coherent processing interval TCPI.

• Coupling of range and Doppler gives rise to an ambiguity in determining
the range and range rate of a target.

• Multiple ramps are needed to resolve the ambiguity between range and range
rate.

• Possible long dwell time for good Doppler resolution.

• Low sample rate (e.g., 50 KHz) in each ramp duration and, thus, less stress-
ing for signal processor. This implies that low-end DSP and MCU have
sufficient computational horsepower for realtime processing.

While we consider the computational model for processing up-ramp wave-
form, similar derivation can be obtained for other ramp waveforms. The up-
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ramp LFM waveform is defined by

s(t) = exp(jφ(t)) = exp(jπ
B

T
t2), 0 ≤ t ≤ T (9.6)

where φ(t) is the phase function, T is the chirp duration, and B is the fre-
quency bandwidth of the ramp. The instantaneous frequency of this waveform
is the derivative of the phase function:

f(t) =
1

2π

d

dt
φ(t) =

B

T
t

Assume the received signal is scattered by a target at range r with radial
velocity v. We consider the phase of the down-converted receive signal (beat
signal) ∆φ(t) from the mixed signal between the transmitted signal xT (t) and
the delayed received signal xR(t). By plugging (9.6) to (9.5), we have

∆φ(t) = φ(t)− φ(t− 2r

c
)

= 2π

(
2fcr

c
+

2fcv

c
t+

2Br

Tc
t− 2Br

Tc

r

c

)
≈ 2π

(
2fcr

c
+

2fcv

c
t+

2Br

Tc
t

)
(9.7)

where we replace r0 with r because of the stop-and-hop assumption. The
approximation in the last line from (9.7) follows due to the fact for automotive
radar r

c � t. The last term in the second line of (9.7) is insignificant compared
with the first term and can be neglected.

Thus the received beat signal can be modeled as

b(t) = a exp

[
j2π

(
2fcv

c
+

2Br

Tc

)
t

]
(9.8)

where the constant phase term 4πfcr/c is absorbed into the amplitude a.
The beat signal (9.8) is sampled with an interval TA in the chirp duration

T . The samples are zero padding before a fast Fourier transform (FFT). We
can detect a peak at the resulted frequency fIF, i.e.,

fIF =
2fcv

c
+

2Br

Tc
(9.9)

For (9.9), note that the frequency resolution is ∆f = Fs/NZ where Fs =
1/TA is the sampling frequency, and NZ = T/TA is the number of FFT data
points used. Neglecting the Doppler shift term (the first term) in (9.9), it can
be easily seen that the range resolution is determined by the bandwidth B:

∆r =
Tc

2BTANZ
=

c

2B
(9.10)
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Similarly, the range rate resolution is determined by carrier frequency and
chirp-ramp duration

∆v =
c

2fc
∆f =

c

2fcT
(9.11)

If the measured frequencies fIF are multiplied by the sweep time T , we
obtain the measured spectral index (FFT bin) κ = TfIF, and κ ∈ [0, NZ) that
is the peak index

κUp =
1

∆v
v +

1

∆r
r (9.12)

The above equation gives rise to an interesting phenomenon of FMCW in
which range and Doppler are coupled. We only have resolution in one dimen-
sion, and two targets can be separated only when they are located in FFT
bins with different indices κ.

Using a single LFM waveform we cannot simultaneously solve target range
and radial velocity [16, 18]. For resolving this measurement ambiguity a second
chirp and a third chirp need to be transmitted, as shown in Fig. 9.10. Similarly
as in up-ramp, we can detect a spectral peak at spectrum for the target in
down and Dopper ramps in Fig. 9.10, respectively,

κDn =
1

∆v
v − 1

∆r
r (9.13)

κDp =
1

∆v
v (9.14)

After target detection for the up-, down-, and Doppler-chirp spectra, the
spectral peaks from the different chirp signals are combined to find the target
range and radial velocity for a certain target. In a single target situation,
it is straightforward that range and range rate can be determined by (9.12)
and (9.13). However, in multiple target situations, the association among the
peaks from the different chirp sweeps is indeed ambiguous. Without a careful
treatment, ghost targets may be generated due to erroneous association among
the spectral peaks.

To resolve the ambiguity, the third ramp is introduced. Figure 9.11 illus-
trates an example of potential ghost targets that may generated by erroneous
association. Spectral peak indices κUp

1 and κUp
2 are detected during the up-

chirp sweep, and κDn
1 and κDn

2 are detected during the down-chirp sweep in

the meanwhile. Without the help from the indices (κDp
1 and κDp

2 ) from the
Doppler-chirp sweep, we cannot determine Tg1 and Tg2 as the true targets
and reject Tgg as false ones.

9.3.3 Frequency Shift Keying

Figure 9.12 illustrates a typical frequency shift keying (FSK) waveform, where
two discrete radio frequencies fa and fb are transmitted in an alternated form.
The frequency step fstep = fb−fa is small and designed based on the maximum
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FIGURE 9.11
Ghost targets induced by erroneous association. Tg1 and Tg2 are true targets.
Tgg represents potential ghost targets generated from false association.

unambiguous range measurement. For example, a frequency step of 1 MHz is
desirable for sensing horizon of 300 m.

In the receiver, the radar echo signal is down converted by mixing with LO
output into baseband, and sampled NZ times inside the coherent processing
interval TCPI. The digitized signal is then separately Fourier transformed for
the upper and the lower frequencies in TCPI. The targets are detected by
an amplitude threshold using constant false alarm rate (CFAR) algorithm
(cf. Sec. 9.4.1). Because of small frequency step between fb and fa and the
alternated pattern, a target will be detected by nearly the same amplitude
and at the same FFT bin for the two separated frequency spectra, but with
different phase information. Let φa and φb be the phase angles of the target

f

f

f
a

b f
step

t

TPRI

TCPI

FIGURE 9.12
FSK CW waveform. TPRI and TCPI denote pulse repetition interval and co-
herent processing interval, respectively.
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in the two separated spectra and ∆φ = φb − φa. From (9.8) with B = 0, we
can obtain phases of baseband signals as follows:

φa =
4πrfa
c

φb =
4πrfb
c

Thus the range measurement can be computed as

r =
c∆φ

4πfstep
(9.15)

As in (9.11) for the LFM case, the resolution of range rate for the radar
can be written as

∆v =
c

2faTCPI

As an example, we consider a 77 GHz radar with TCPI = 40 ms, and the range
rate resolution is about 0.05 m/s. Thus radar targets with a slightly different
radial velocity can be separated by the FSK radar waveform. It is important to
note that the FSK waveform cannot distinguish targets with the same radial
velocity with different ranges, which is one of the major disadvantages for the
FSK measurement technique.

In summary, FSK waveform has the following characteristics

• Two discrete radio frequencies with a small difference are transmitted in
an alternated form. The target’s range is proportional to phase difference
between two frequencies.

• Good resolution in radial velocity.

• Targets can be separated only when they have different radial velocities with
respect to the radar.

9.3.4 Hybrid Waveform of FSK and LFM

LFM CW waveform cannot simultaneously estimate range and range rate
in a single ramp. We need multi-ramp waveform. However, in multi-target
scenarios, spectral peaks from multiple ramps have to be associated to find
the range and range rate for a certain target.

A hybrid waveform of an FSK and an LFM offers an unambiguous solution
for range and range rate of a target [17, 18]. As shown in Fig. 9.13, the transmit
waveform is a stepwise frequency modulated signal which consists of two linear
frequency modulated up-chirp signals which are transmitted in an intertwined
way. The two chirp waveforms have an identical slope and bandwidth and only
differ by a small frequency shift fstep step as shown in Fig. 9.13.

Combining (9.9) and (9.15), we can solve the target range and range rate
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A waveform design of FSK-LFM radar with a chirp ramp and two FSK fre-
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in each chirp range. Similarly as in LFM waveforms we still need multiple
ramps to separate targets with different range and range rate and this hy-
brid waveform provides an additional equation in estimating range and, thus,
improves accuracy.

9.3.5 Pulse Compression LFM Waveform

The flip side of the LFM waveform and its variants is the weakness in resolving
ambiguity of combining spectral peaks from the different ramps for complex
scenarios. Although the third ramp and even the fourth ramp are introduced to
resolve the ambiguity, false targets are observed due to erroneous association
in clutter scenarios which is typical in urban scenes (e.g., buildings, vehicles,
traffic signs, curbs, and bushes). If the designer wants the radar system to
have independent separation along both the range and range rate axes, this
simple LFM waveform is not adequate because of the coupling characteristic
between the range and range.

Figure 9.14 illustrates the waveform that combines pulse compression and
LFM waveform. This waveform usually has the following characteristics:

• Compression pulse with LFM waveform

• Fast frequency ramp for high distance frequency shift. Duration of pulse is
very short such as T = 20µs. Comparing with the frequency contributed by
round trip of flight, the Doppler shift is insignificant in such a short period
of time. Thus the target range can be determined instantaneously in every
pulse.

• From narrow to ultra-wide bandwidth. For example, B varies from 0.2 GHz
to 2.0 GHz for radar at 24 GHz.

• Fast sample rate (e.g., 40 MHz) and signal processing bottleneck can be
solved using FPGA.
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Waveform of pulse compress LFM.

• Pulse burst waveform. The total duration MTPRI is the coherent processing
interval (tCPI), which determines the Doppler resolution ∆f = 1

MTPRI
.

• Processing of range and Doppler are decoupled, and we have independent
separation along both range and range rate axes.

We define the pulse train LFM waveform as

s(t) =
M−1∑
m=0

sp(t−mTPRI) (9.16)

where sp(t) is the single LFM pulse waveform with duration T

sp(t) =

{
exp(jπ B

2T t
2) 0 ≤ t ≤ T

0 Otherwise

TPRI denotes the pulse repetition interval, and M is the number of pulses
in the burst. The total duration MTPRI is the coherent processing interval
(CPI), also sometimes called a dwell.

Consider a target at range r and radial velocity v. By plugging (9.16) to
(9.5), similarly as in Sec. 9.3.2 we can derive the beat signal

b(t) = a exp

[
j2π

2Br

Tc
(t−mTPRI)

]
exp

[
j2π

2fcv

c
t

]
(9.17)

for (m− 1)TPRI ≤ t < mTPRI and 0 ≤ m < M .
The above beat signal is sampled with an interval TA in each pulse duration

T . Figure 9.15 illustrates the arrangement of sample points in two-dimensional
array. Each row denotes a fast-time sequence that contains samples of a pulse.
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2D arrangement of data samples for the beat signal.

Slow-time sequence (e.g., the shaded vertical slice) consists of all samples at
the same offset from the beginning of different pulse waveforms.

We have the 2D sampled beat signal as

b[l,m] = a exp

[
j2π

(
2fcv

c
+

2Br

Tc

)
lTA

]
exp

[
j2π

2fcv

c
mTPRI

]
(9.18)

where l and m denote the indices of the fast and slow time, respectively.
Taking fast Fourier transform (FFT) on b[l,m], we have

B[p, k] =
1√
NZM

NZ−1∑
l=0

M−1∑
m=0

b[l,m] exp

[
−j2π

(
lp

NZ
+
mk

M

)]
(9.19)

A peak can be detected associated at the following indices with the target at
the resulted 2D spectrum fIF, i.e.,

p =

(
2fcv

c
+

2Br

Tc

)
T (9.20)

k =
2fcv

c
MTPRI (9.21)

From (9.20) and (9.21) we can see that the resolution of range and range rate
for pulse compression LFM waveform is

∆r =
c

2B

∆v =
λ

2MTPRI
=

λ

2TCPI

Therefore in this manner, the pulse compression LFM waveform achieves the
similar resolution of range and range rate as LFM and simultaneously resolves
the ambiguity of range and Doppler. The cost, of course, is the time required
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FIGURE 9.16
The range-Doppler response for a simulated 77 GHz FMCW radar.

to transmit and receive M pulses instead of one ramp, and the computational
load of processing M rows of samples along slow-time axis.

In Fig. 9.16 we depict the range–Doppler response (i.e., the power of FFT
output B[p, k]) for a simulated radar with the waveform. Table 9.2 summarizes
the radar parameters. There are two targets with relative radial distances of
30 m and 100 m and radial velocities of 11.1 m/s and 1.1 m/s, respectively,
which respond to the two peaks in the range–Doppler response.

TABLE 9.2
Parameters of the simulated radar for pulse compression LFM waveform.

System Parameter Value
Operating frequency (GHz) 77
Maximum target range (m) 200
Range resolution (m) 1
Maximum target speed (km/h) 62.2
Sweep time (microseconds) 7.33
Sweep bandwidth (MHz) 150
Maximum beat frequency (MHz) 27.30
Sample rate (MHz) 150
Range rate resolution (m/s) 1
Number of pulses (M) 256
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9.4 Range and Range Rate Estimation

The basic function of a radar is to detect multiple targets in its field of view,
and to measure the key attributes of the targets such as range and range rate.

In Sec. 9.3 we discussed several basic representation and properties for a
few typical automotive waveforms. In this section we will extend this discus-
sion to the performance characteristics in presence of noise. The emphasis is on
the compression pulse LFM waveform. The focus on this particular waveform
is due to its superiority in range–Doppler resolution and its market penetration
in automotive safety systems. The reader is referred to [15] for an extensive
treatment of the topic.

The basic idea of matched filtering is correlating a known signal, or tem-
plate, with an unknown signal to detect the presence of the template in the
unknown signal. We will see the matched filter has the following properties: i)
optimality in maximizing the signal-to-noise ratio (SNR) of its output, under
assumption of Gaussian additive noise model, and ii) equivalence to discrete
Fourier transform (DFT).

We will introduce the concept of ambiguity function that determines the
resolution and unambiguous scope of range and range rate for the correspond-
ing waveform. Finally, it is shown that the probability of detection and the
accuracy of measurement depend only on SNR and the shape of ambiguity
function. That is also demonstrated in the derived Cramer-Rao lower bound.

9.4.1 Target Detection

The radar signal processing begins with target detection whose function is to
separate an echoed target signal from background signals. This is achieved
by comparing the output power of the matched filter with a threshold. If the
measured power amplitude exceeds the threshold, a target is detected and
the associated signals are further processed to derive the measurements of
the range, range rate, and azimuth angle for the target. On the other hand,
the signals are regarded as thermal noise or other interference sources (e.g.,
ground and clutter) if the power amplitude is under the threshold.

The detecting threshold is chosen to comply with the Neyman-Pearson
criterion where we want to achieve highest detection probability but maintain
a constant probability of false alarm for a given SNR. If the statistics of the
noise are known a priori, we can derive a threshold to meet the requirement
for constant false alarm rate (CFAR). In many cases, the form of noise or
signal is modeled as a Rayleigh distribution

p(z) =

{
z
σ2 exp(− z2

2σ2 ), z ≥ 0
0 z < 0

(9.22)
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FIGURE 9.17
The Rayleigh distributions of a target and background noise. The detector
threshold is set based on false detection rate PFA. PD is the probability of
target detection.

where z is the amplitude of a complex signal.
Note that (9.22) only has one parameter, and this parameter can be esti-

mated from samples from signals {z1, z2, · · · , zN}. The maximum likelihood
estimate of σ2 is

σ2 =
N∑
i=1

z2
i /N (9.23)

Figure 9.17 illustrates the distribution of the background noise and a target
in amplitude of matched filter output, respectively. Let σ2

n and σ2
s denote

variance of the noise and signal, respectively. The probability of a false alarm
is computed by integrating the noise distribution from the threshold T to
infinity, or

PFA =

∫ +∞

T

z

σ2
n

exp(− z2

2σ2
n

)dz

= exp

(
− T 2

2σ2
n

)
which gives

T =
√
−2 ln(PFA)σn (9.24)

Similarly the probability of detecting the target is

PD = exp(− T 2

2σ2
s

)

= exp(
ln(PFA)

σ2
s/σ

2
n

)

= SNR
√
PFA (9.25)
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FIGURE 9.18
The CFAR detector using samples to derive the detection threshold. H0 and
H1 denote the two hypotheses in which target is detected and no target is
detected, respectively.

where SNR = σ2
s/σ

2
n is the signal-to-noise ratio. It is important to note that

the higher the signal-to-noise ratio, the higher rate of detection, given the
same tolerable false alarm rate.

We now are ready to outline the CFAR detector. A general CFAR detector
is illustrated in Fig. 9.18 with a one-dimension data window where amplitudes
of the processed data are stored from a time window within a coherent process
interval (e.g., matched-filter outputs or computed FFT spectra). From the
figure, we can see that the CFAR window is scanning the whole data. The
cell of interest (COI) is located in the center of the CFAR window, and the
objective is to determine whether the COI contains a target (H1 hypothesis)
or not (H0 hypothesis). Several neighboring cells on either sides of COI are
defined as gap cells, indicated by Gs. Measurements in the gap cells are not
used in estimating the noise statistic due to possibility of containing returns
from the target in the cell of interest.

Outside the gap cells there are the reference windows that are used to
estimate the statistic of the noise. Let {z1, z2, · · · , zN} denote these cells in
reference windows. The background noise variance σ2

n can be estimated by

using σ2
n =

∑N
i=1 z

2
i /N .

We compute the threshold T = σn
√
−2 ln(PFA). If the measurement zCOI

at the COI cell is larger than T then a target is detected, and measured SNR
for the target is

SNR = σ2
s/σ

2
n = z2

COI/σ
2
n

Otherwise, no target is detected at the COI cell, and the CFAR window is
shifted to the next possible cell for another round of hypothesis testing.
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9.4.2 Matched Filter and Ambiguity Function

Target detection in Sec. 9.4.1 needs to decide if a target echo signal is present
in the received signal (hypothesis H1) or target echo is not present (hypothesis
H0). This is achieved by using a matched filter where the received signal is
correlated with the template of target echo to detect the target’s presence or
absence.

Consider the received down-converted signal x(t) to be a noise corrupted
signal of the beat signal b(t) (cf. (9.17) for pulse compression LFM waveform),
i.e.,

x(t) = b(t) + n(t)

where n(t) denotes the noise term of zero-mean Gaussian distribution
with variance σ2. The discrete version of above equation, sampled at t =
0, TA, 2TA, · · · , can be expressed in vector form

x = b + n

and n ∼ N(0, σ2I). For the Neyman-Pearson criterion we do the optimal test
by calculating the test statistic D defined as

D =
1

‖b‖2
|bHx|2 (9.26)

and compare it with a threshold T . If the threshold is exceeded we decide
“target presence” (H1), if not we decide otherwise (H0).

Two questions need to addressed. The first one is the optimality of (9.26).
On the other hand, we note that computing the test statistic D (9.26) requires
knowledge of b and, thus, knowledge of target parameters r and v (cf. (9.8) or
(9.17)). When these parameters are unknown, a search is required in a discrete
set of hypothetical target parameters, specified on a certain grid. The second
question is what granularity is appropriate or how dense and how wide should
this grid be.

For the first question we show that the matched filter is the optimal linear
filter for maximizing the signal-to-noise ratio (SNR) in the presence of additive
stochastic noise. Let us call output of the filter, y, the inner product the filter
coefficient, and the observed signal b

y = hHx = hHb + hHn

The signal-to-noise ratio (SNR), the objective function, is defined to be the
ratio of the power of the output due to the desired signal to the power of the
output due to the noise:

|hHb|2

E{|hHn|2}
=
|hHb|2

hHhσ2
≤ bHb

σ2

where E{·} is the expectation and the last inequality follows by applying
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Cauchy-Schwarz inequality |hHb|2 ≤ (hHh)(bHb). The upper bound is
achieved if and only if h = αb. Usually we choose the constant α = 1

‖b‖ .

Plugging α back, we have h = b
‖b‖ , and the power of matched filter output is

‖y‖2 =
1

‖b‖2
|bHx|2

Comparing with (9.26), we see that the test statistic D is actually the power
of matched filter output.

To address the second question, we define normalized target range r̃ and
target range rate ṽ (cf. (9.18)), as

r̃ =

(
2fcv

c
+

2Br

Tc

)
T (9.27)

ṽ =
2fcv

c
MTPRI (9.28)

where r and v are hypothetic target range and range rate, respectively. The
useful signal template corresponding to these parameters is

b(r̃, ṽ) = exp

[
j2π

(
r̃

NZ
l +

ṽ

M
m

)]
Let x denote the digitized received signal. We write the output of the

matched filter as

y =
bH(r̃, ṽ)x

‖b(r̃, ṽ)‖

=

∑NZ−1
l=0

∑M−1
m=0 x[l,m] exp

[
−j2π

(
r̃
NZ

l + ṽ
Mm

)]
√
NZM

(9.29)

where x[l,m] denotes the data points at cell indices [l,m].
The important implication of (9.29) is that matched filtering is equivalent

to discrete Fourier transform (DFT). This can be easily seen by comparing
with (9.19). y is the discrete Fourier transform (DFT) spectrum of the signal
x with p and k replaced by r̃ and ṽ, respectively.

Using this notation and assuming that the target is present, we have x =
b(r̃+, ṽ+) + n where r̃+ and ṽ+ are the true normalized range and range
rate, respectively. The detection statistic (9.26) defined for potential normalize
target parameters (r̃, ṽ) is

D(r̃, ṽ) =
1

‖b(r̃, ṽ)‖2
|bH(r̃, ṽ)b(r̃+, ṽ+) + bH(r̃, ṽ)n|2 (9.30)
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Let

Â(r̃ − r̃+, ṽ − ṽ+) =
bH(r̃, ṽ)b(r̃+, ṽ+)

‖b(r̃, ṽ)‖‖b(r̃+, ṽ+)‖

=

∑NZ−1
l=0

∑M−1
m=0 blm(r̃+, ṽ+) exp

[
−j2π

(
r̃
NZ

l + ṽ
Mm

)]
NZM

where blm(r̃+, ṽ+) is the sampled received signal at indices [l,m]. We can
define the ambiguity function as the power of Â(r̃ − r̃+, ṽ − ṽ+)

A(r̃ − r̃+, ṽ − ṽ+) = |Â(r̃ − r̃+, ṽ − ṽ+)|2 (9.31)

We can show that the test statistic D in (9.30) can be expressed in terms
of the ambiguity function

D(r̃, ṽ) =
∣∣∣√SNR · Â(r̃ − r̃+, ṽ − ṽ+) + n1

∣∣∣2 (9.32)

where SNR = ‖x‖2
σ2 is the signal-to-noise ratio of the received signal x and n1

is complex normal distribution, i.e., n1 ∼ CN(0, 1).
From (9.32) we see that the probability of detection depends only on SNR,

shape of the ambiguity function, and how close the hypothetic parameters
(r̃, ṽ) are to the unknown true parameters (r̃+, ṽ+). The width of the main
lobe of the ambiguity function indicates the granularity of the hypothetic
parameter grid (resolution) and the period of this function specifies the size
of the grid (unambiguous region).

9.4.3 Estimation Accuracy

Noting the property of shift invariant for ambiguity function, we may assume
for simplicity that r̃+ = 0 and ṽ+ = 0. Since blm(0, 0) = 1, the ambiguity
function for the waveform of compression pulse LFM can be decoupled into a
product of two functions depending on range and the function depending on
range rate:

A(r̃, ṽ) = Ar(r̃)Av(ṽ)

=

∣∣∣∑NZ−1
l=0 exp

[
−j2π r̃

NZ
l
]∣∣∣2

NZ

∣∣∣∑M−1
m=0 exp

[
−j2π ṽ

Mm
]∣∣∣2

M

Thus target range characteristic is independent of target motion characteristic.
We can call Ar(r̃) range ambiguity function and Av(ṽ) range rate ambiguity
function.

Note the equality
∑N
n=0 exp(−jωn) =

sin(ωN2 )

sin(ω2 ) exp
[
−jN−1

2 ω
]
. We have

Ar(r̃) =

∣∣∣∣∣ sin(πr̃)√
NZ sin(π r̃

NZ
)

∣∣∣∣∣
2
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The zero-to-zero width of the main lobe of this function is equal to 2. Defining
the range resolution ∆r̃ as half of this value, we obtain ∆r̃ = 1. Plugging this
to (9.27) and assuming the Doppler term in (9.27) is negligible, we have

∆r =
c

2B

The granularity of the range grid on which the detection tests are performed
should not be smaller than 1. Furthermore, the period ofAr(r̃) isNZ and, thus,
the maximal unambiguous range for a target is up to NZ , that is r̃ ∈ [0, NZ).

Notice that Av(ṽ) is in the same form as Ar(r̃). Thus similar derivation
can be obtained for the ambiguity function of range rate:

∆ṽ = 1

∆v =
λ

2MTPRI

The maximal unambiguous range for normalized range rate ṽ ∈ [0,M).
Correspondingly the maximal unambiguous range rate for a target is v ∈
[− λ

4MTPRI
, λ

4MTPRI
).

Now we consider the accuracy of estimation of a target parameter γ (γ can
be range r and range rate v). It depends on the resolution that is determined
by ambiguity function, signal-to-noise ratio, implementation imperfections,
propagation effects (multipath), interference, and so forth. The accuracy is
measured by the mean-square error (MSE) of the estimator:

MSE{γ̂} = E{|γ̂ − γ|2}

where γ̂ and γ are the estimate and the true parameter. Note that

MSE{γ̂} = E{|(γ̂ − E{γ̂})− (γ − E{γ̂})|2}
= VAR{γ̂}+ |γ − E{γ̂}|2

For unbiased cases where E{γ̂} = γ, MSE{γ̂} = VAR{γ̂}.
The Cramer-Rao bound (CRB) [20] is a useful tool to assess the accuracy

of parameter estimation algorithm since it provides a lower bound on the
accuracy of any unbiased estimator. For any unbiased estimator γ̂,

MSE{γ} = VAR{γ} ≥ CRB

According to [19, 21], the Cramer-Rao bounds for the normalized range r̃ and
the normalized range rate ṽ are

CRB(r̃) =
3

2(2π)2 · SNR

CRB(ṽ) =
3

2(2π)2 · SNR
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Therefore, the corresponding Cramer-Rao bounds for target range and range
rate are

CRB(r) =
3

2(2π)2 · SNR
(∆r)2

CRB(v) =
3

2(2π)2 · SNR
(∆v)2

9.5 Direction Finding

Unlike aerospace applications, the automotive scenarios involve both relevant
objects and clutter background. Therefore angular resolution is critical for the
radar to correctly perceive the surrounding environment. Although we have
shown in Sec. 9.4 that the compression pulse LFM waveforms have the ability
in separating objects in different range and range rate bins, this separation is
not sufficient. For an example, in a narrow street with infrastructure objects
symmetrically present on both sides of the street, the objects fall in the same
range and range rate bins and, thus, the radar cannot resolve them as separate
objects. In this section, we will discuss that additional resolution in direction
of arrival can be achieved by 3D matched filtering.

Two basic techniques are discussed for direction finding using linear array
antenna: beamforming and monopulse. Because of cost considerations or phys-
ical constraints such as limited space to place antenna arrays, an automotive
radar usually has a small number of elements and a limited effective aperture
size. The challenge is how to design an antenna subsystem to deal with the
case of large beam width and hence relatively coarse angular resolution.

Rx1

Rx2

Rx3

Rx4

d

θ

Wavefront

Incident signal

x  (t)
T

FIGURE 9.19
Four-element uniform spaced linear array.
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9.5.1 Linear Array Antenna

Let us consider an antenna transmitting a signal xt(t) = s(t) exp(j2πfct),
where s(t) is the baseband signal, and fc is the carrier frequency of millimeter
wavelength. The signal is scattered by a target and arrives at an array of
antennas as illustrated in Fig. 9.19. The received signals are delayed versions
of xT (t):

xR(t) =


s(t− τ1) exp(j2πfc(t− τ1))
s(t− τ2) exp(j2πfc(t− τ2))

...
s(t− τK) exp(j2πfc(t− τK))


where τk is the propagation delay determined by the direction of arrival (DOA)
relative to the boresight of the radar. In case of linear array, the delay can be
expressed as

τk = τ0 −
dk
c

sin θ

where τ0 is the propagation delay measured at a reference point on the array,
dk is the distance of the element from the reference point, and θ is the incident
angle.

Without loss of generality we can assume τ0 = 0 because the contribution
of τ0 is a phase offset exp(−j2πτ) which is common to the elements of the
received signal vector. This further requires that the derived direction-finding
algorithm has to be invariant to a common additive phase.

After down-converting xR(t) to baseband, we obtain

x(t) =


s(t− τ1) exp(j2πfcτ1)
s(t− τ2) exp(j2πfcτ2)

...
s(t− τK) exp(j2πfcτK)

 (9.33)

Let D denote the aperture of the array. Then D/c is the time for the signal
to propagate over the whole antenna. Thus τk < D/c. If the baseband signal
bandwidth is B and B � c/D, we can approximate s(t − τk) using s(t).
Note that the condition B � c/D implies that the waveform is narrow band.
For example, considering a 77 GHz radar with antenna aperture 3 cm, we
can design s(t) with a bandwidth of 500 MHz since this is much less than
c/D = 10 GHz.

It follows that under the narrow-band assumption, (9.33) can be approxi-
mated by

x(t) = s(t)


exp(j2πfcτ1)
exp(j2πfcτ2)

...
exp(j2πfcτK)

 = s(t)a(θ) (9.34)
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where

a(θ) =


exp(j2πd1 sin θ/λ)
exp(j2πd2 sin θ/λ)

...
exp(j2πdK sin θ/λ)


is regarded as the response function of the antenna in variation of incident
angle.

For a uniformed spaced linear array (ULA) if we choose the element 1 as
the reference point, the response function can be expressed as

a(θ) =


1

exp(j2πd sin θ/λ)
...

exp(j2πKd sin θ/λ)

 (9.35)

9.5.2 Digital Beamforming

The basic concept of direction finding is by adding the antenna outputs so
that the signal from a given direction can be coherently accumulated. Let the
incident angle for the target be θ0. We compute |a(θ)Ha(θ0)|. If the guessed
direction θ aligns with the true incident angle θ0, we obtain the maximum of
the combined |a(θ)Ha(θ0)|. On the other hand, if θ 6= θ0, the received signals
are not coherently added and, thus, it is smaller. This technique is called
beamforming.

The basic function of beamformer is a matched filter that uses a weight
vector h(θ) to linearly add the array inputs, and we are interested in the power
of the combined output:

D(θ) = |h(θ)Hx|2 (9.36)

where x is the received baseband signal at time t. For direction-finding pur-
pose, we compute D(θ) over a range of directions θ. The direction where D(θ)
reaches it largest value is the estimated incident angle. Figure 9.20 illustrates
the power of the combined output power D(θ) from an eight-element ULA.
Without loss of generality, the target is at the direction of the boresight of
the sensor or θ0 = 0. As one can see, D(θ) reaches its maximum at the true
direction. Without noise this beamforming technique provides a perfect esti-
mate of direction, but in presence of noise the peak location is shifted and an
estimation error may be introduced.

Using similar derivation of the matched filter for range and range rate in

Sec. 9.4.2, we have h = a(θ)
‖a(θ)‖ for direction finding.

Now we show the equivalence between the matched filter and DFT com-
putation. We define the normalized angle θ̃ as

θ̃ =
d sin θ

λ
K (9.37)
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FIGURE 9.20
Beam pattern for eight-element uniform spaced linear array at 77 GHz fre-
quency with the space between two adjacent elements d = 0.003 m.

The ULA antenna response function (cf. (9.35)) can be expressed as

ak(θ̃) = exp

[
j2π

θ̃

K
k

]
, 0 ≤ k < K

Let x[k] denote the discrete received signal sampled at the k-th antenna. We
have the output of the matched filter as

p =
aH

‖a‖
x

=
1√
K

K−1∑
k=0

x[k] exp

[
−j2π θ̃

K
k

]
(9.38)

One sees that (9.38) is the DFT computation along Rx antenna channels.
In order to analyze the performance of the beamformer in the presence of

noise, we need to study the ambiguity function for direction of arrival. Simi-
larly as in Sec. 9.4.3, the following decoupled ambiguity function is defined:

Aθ(θ̃) =
|a(θ̃)H |2

K

=
1

K

K−1∑
k=0

∣∣∣∣∣exp

[
−j2π θ̃

K
k

]∣∣∣∣∣
2

=

∣∣∣∣∣ sin(πθ̃)
√
K sin(π θ̃

K )

∣∣∣∣∣
2

(9.39)
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The angular resolution is the minimum angular separation that can be
achieved when two targets are at the same range and range rate. This impor-
tant characteristic of a radar is determined by antenna beam width usually
represented by the −3dB angle θ3dB. This angle also is defined by the length
between two half-power points of the main lobe in (9.39). Using numerical
approximation, we have

θ3dB = 0.89
λ

Kd
radians (9.40)

Note that this result is consistent with the one determined by the antenna’s
aperture size (cf. (9.4)) where for ULA antenna the aperture is D ≈ Kd.

Moreover, with the known ambiguity function we can derive the Cramer-
Rao lower bound (CRB) for the unbiased estimator of direction. According to
[21], the CRB of arrival azimuth angle θ for a K-element linear array is

CRB =
λ2

8π2 · SNR · cos2 θd̄2

where d̄2 =
∑K−1
k=1 d2

k and dk is the distance of the k-th element from the
phase center of the array. For the ULA case,

dk = k
D

K − 1
− D

2

where D denotes the array aperture.

9.5.3 Monopulse

Monopulse is a commonly used direction finding method for automotive side-
looking radar with wide field of view. For a comprehensive treatment of the
subject, the reader is referred to [22]. This method involves computing the
difference of the power outputs in slightly two different angles. Let

b(θ) =
D(θ + ∆/2)−D(θ −∆/2)

∆

where D(θ) is the beam pattern defined in (9.36).
Figure 9.21 shows the response curve of b(θ). Note that b(θ) is nearly linear

over a significant range including the main lobe in Fig. 9.20. As we can see,
b(θ) = 0 means the target in the boresight of the antenna. The output is
positive if the target is to the right of the direction in which the difference
beam is pointed and negative if it is to the left.

Without noise, using the monopulse method we can obtain the perfect
estimate of direction. In the presence of noise and practical imperfections,
calibration using reference targets can be used to find the mapping from the
amplitude to direction of arrival for the signals.
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FIGURE 9.21
Response b(θ) of a monopulse system for eight-element uniform spaced linear
array at 77 GHz frequency with the space between two adjacent elements
d = 0.003 m.

9.5.4 Simultaneous Processing for Range, Doppler, and
Angle

We consider the radar system with a design of compression pulse LFM wave-
form and ULA antenna. Figure 9.22 illustrates the arrangement of sample
points in three-dimensional array. One extra dimension is added to the 2D
arrangement depicted in Fig. 9.15 for independent samples from different Rx
antenna channels.

0
Fast-time Window

0

M-1

S
lo

w
-t

im
e

x[l,m,k]

0

K-1

A
nt

en
na

A
rr
ayN -1z

FIGURE 9.22
3D arrangement of data samples.
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We define the 3D measurement as x and x[l,m, k] denotes a cell at indices
of fast-time l, slow-time m, and ULA element k. The signal template h for a
target at normalized parameters (r̃, ṽ, θ̃)

hlmn(r̃, ṽ, θ̃) =
1√

NZMK
exp

[
j2π

r̃

NZ
l

]
exp

[
j2π

ṽ

M
m

]
· exp

[
j2π

θ̃

K
k

]
(9.41)

The matched filter output is equal to inner product of x and h, i.e.,

y(r̃, ṽ, θ̃) = hHx

=
1√

NZMK

NZ∑
l=0

M−1∑
m=0

K−1∑
k=0

x[l,m, n] exp

[
−j2π r̃

NZ
l

]

· exp

[
−j2π ṽ

M
m

]
exp

[
−j2π θ̃

K
k

]
(9.42)

One can easily see that the inner product y in (9.42) is actually the DFT for
the 3D signals x. Thus, an extended target detection algorithm CFAR (cf.
Sec. 9.4.1) for 3D grid can be applied to |y|2 to test the presence of a target
in the cell of (r̃, ṽ, θ̃) for 0 ≤ r̃ < NZ , 0 ≤ ṽ < M , and 0 ≤ θ̃ < K.
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FIGURE 9.24
Target detection. The top red plane denotes the threshold. The bottom surface
shows the response (dB) of the two targets in 2D grid of range and angle.

Now we simulate a radar with 16-element ULA using the waveform of the
parameters outlined in Table 9.2. The space between two adjacent antenna
elements is the half wavelength, and the beam pattern of the antenna is de-
picted in Fig. 9.23. The beam width θ3dB = 6.37◦ (cf. (9.40)). Assume that
there are two point targets with distance, radian velocity and angle of (35 m,
0 m/s, 11◦) and (35 m, 0 m/s, −11◦), respectively. Since the two targets are
in same range and range rate bin, they are generally inseparable in a single
receiving channel. However, with 16 receiving channels, the echo signals from
the targets can be separated. Consider the digitized signals in the shaded slice
x[l, 127, n] in Fig. 9.22(b) for 0 ≤ l < Nz and 0 ≤ k < K. Figure 9.23 shows
the power of the response after the 2D FFT transform. Clearly we can visu-
alize the two peaks corresponding to the two targets, respectively. To better
represent the data, we only plot range up to 50 m.

In Fig. 9.24 we can visualize the process of target detection. There are two
peaks visible above the detection threshold, corresponding to the two targets
we defined earlier. We can find the locations of these peaks and estimate the
range and angle of each target.

9.6 Fusion of Multiple Sensors

Combining results of multiple sensors can provide more reliable and accurate
information than using a single sensor [33, 28]; this allows either improved
performance from existing sensors or the same performance from smaller and
less expensive sensors. Consequently, there has been an increased interest in
fusing data from multiple sensors to determine the location, moving direction,
relative velocity and acceleration of critical objects around the vehicle for
advanced driver assistance systems (ADAS). For example, [29] shows that
the adaptive cruise control (ACC) is enhanced by fusing a 77 GHz radar
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and an infrared lidar. Good system performance is obtained in [23, 30] for
an autonomous vehicle application by using radar, stereo vision and lidar.
A pre-crash system based on a lidar and two short range 24 GHz radars is
presented in [32]. A collision mitigation system using lidar and stereo vision
is recommended in [27].

The field of view (FOV) of forward-looking ACC long-range radar (LRR)
is limited to 15◦. For ADAS systems beyond ACC, LRR alone might not
be sufficient [29]. To improve ACC stop-and-go, two extra sensor types were
added: a forward object fusion system with a camera with object detection
capability and multiple low cost 24 GHz short range radars (SRR). The 45◦

FOV of vision system and 60◦ FOV of SRR cover a large area left uncovered
by the LRR radar.

The measurements of these low-cost sensors are noisy, have errors, and are
only a partial view of the world. In addition, we have to evaluate the reliability
of sensor data. Reliability represents how much confidence we have in the data
reported by the sensor. All of these aspects contribute to an increase in the
uncertainty in the fusion system. To address the aforementioned issues, in this
section we discuss a fusion system in the following perspectives:

• The architecture is designed in a way so that new generations of sensors can
be integrated. In this architecture, we can have fusion in different configura-
tions. We can have fusion from one sensor (time series), redundant sensors,
or multiple heterogeneous sensors.

• Use of a weighted-least-squares based method to fuse data from different
sources. Different sensor configurations are evaluated to find the optimal
setting.

• Use of a sensor registration method to align sensors online. The sensors
must be aligned and stay aligned in order to work properly. Without proper
alignment, information from one sensor cannot be effectively associated with
that from a different sensor. For example, inadequate data association causes
overstated confidence in a fused target and unnecessary plural fused tracks
that correspond to a single object.

• Time synchronization. A generic hardware mechanism is introduced to es-
timate and to handle the different latencies of measurement between asyn-
chronous sources.

9.6.1 Automotive Sensor Technology

While the focus is on automotive radars we outline object detection tech-
nologies used by ADAS applications. These sensors may potentially be used
by a sensor fusion system. Three other technologies of object detection will
be discussed: ultrasonic, lidar, and electric-optical or camera-based. Table 9.3
compares the properties for the three technologies with radar based on anal-
ysis of echoed waves, showing where each fits into the spectrum.
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TABLE 9.3
Key attributes for automotive sensing technologies.

Attributes Wavelength Frequency Illumination
Ultrasonic 4 to 9mm 35 to 80KHz Active
Radar 3 to 15mm 24 to 79GHz Active
Lidar 400 to 1500nm 200 to 750THz Active
Camera 380 to 750nm 400 to 7,500THz Passive

We first summarize the pros and cons of each technology for automotive
applications in Table 9.4, and then outline ultrasonic, lidar, and camera tech-
nologies in contrast to radar. The characteristic and value are highlighted in
design of an ADAS fusion system for each technology.

9.6.1.1 Ultrasonic

Unlike using electromagnetic waves by radar, the measurement process of ul-
trasonic sensor is through correlation between the transmitted sound waves
and their received echoes. Ultrasonic sensors are typically mounted in the
bumper(s) to assist the drivers during parking maneuvers. Figure 9.25 shows
an automatic parallel parking system using ultrasonic sensors. Here is how
the parking system works: 1) The driver of subject vehicle (i.e., the bot-
tom vehicle with ultrasonic sensors) pulls alongside a possible parking spot
and activates the ultrasonic sensors to measure the potential feasible parallel
parking space by scanning (i.e., self motion of subject vehicle) the gap be-
tween the parked vehicles. 2) The system prompts the driver to accept the
system assistance, then the steering system takes over and steers the car into
parking space automatically. The driver still needs to control the transmis-
sion and press the throttle or brake pedal to drive the car. 3) The system
prompts the proximity to the rear object using audible and/or visual cues.
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1
2

3

FIGURE 9.25
Automatic parking system using ultrasonic sensors.

Because of its low cost and ability to provide the presence and distance
of a target within its field of view in low speed scenarios, ultrasonic is quite
successful in mid- and low-end car markets. Usually the maximal detection
range is about 5 m but there is no resolution in range measurement and
azimuth angle measurement. Incapability of classifying target further limits
applying ultrasonic to complicated ADAS systems. However, ultrasonic can
serve as an auxiliary sensor in a fusion system to fill in possible gaps not
covered by radars or other major sensors.

There are two main methods for ultrasonic to measure distance: time of
flight and phase difference. In time-of-flight method the sensor measures the
presence of the distance of a target by sending out a pulsed ultrasound wave
and then measuring the flight time of the reflected echo wave, in similar way
as employed in radar.

For phase difference method, a continuous-wave ultrasonic sensor outputs
waves of a certain frequency and uses the Doppler principle to detect the
presence and speed of moving objects. The range is measured via computing
the phase difference between the transmitted and received signals. Although
this method has an integer ambiguity in measuring a distance more than a
wavelength, this limitation can be overcome by employing phase-shift keying
technology (PSK) similar to radar (cf. Sec. 9.3.3) by creating a second signal at
a similar but different frequency, and using the relationship of phase differences
detected for both frequencies to resolve the integer ambiguity.

For the future, the single beam ultrasonic can be extended to multi-beam
by digital beamforming technology similar to radar by use of an array of
ceramic piezoelectric elements. The elements can be arranged and placed in
a variety of housings: aluminum, Teflon, PVC, stainless steel, and so on. The
unit can be completely sealed for waterproofing.

9.6.1.2 Lidar

Lidar is the acronym for the technology of light detection and ranging. There
are two types of lidars: Doppler lidar and pulse lidar. Doppler lidar can mea-
sure the velocity directly through Doppler shifts but due to its cost and com-
plexity, the system has not been integrated in automotive applications. An
automotive lidar system is pulse lidar that measures time of flight through
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FIGURE 9.26
The scan points captured in an automotive scenario by a 3D lidar. The top-
right and bottom-right images are acquired by forward-view and rear-view
cameras, respectively.

transmitting a train of light wave pulses, in the same concept as a pulse radar
system. Velocity is not directly measured but can be estimated by use of
tracking algorithms.

Figure 9.26 shows a snapshot of data from a 3D lidar sensor. The red
points are point-cloud representations of background obstacles. The magenta
points enclosed by green boxes are detected vehicles. The arrow on top of a
box indicates the magnitude and direction of the velocity of the vehicle, which
is usually estimated by tracking algorithms.

Although automotive lidar systems are not coherent, interference reduc-
tion can be achieved through the use of polarization and random allocation of
the phase of pulse train. Polarization will not eliminate false detections due to
direct illuminations (or false returns from indirect illumination) that originate
from vehicles in the same lane. However, the phases of light pulse train would
be uniformly distributed at random, therefore reducing the probability of in-
terference from different sources. The power of laser emissions is restricted,
and a classification of eye safety is required such that one can look into a lidar
transmitter and incur no damage to the eyes.

9.6.1.3 Camera

The technology is originally designed for human vision applications where the
output of the camera is consumed by a driver that determines whether there
is an imminent threat or not.

With advances in computer vision, a camera-based vision system, to a
greater extent, outputs useful environmental attributes and can serve as a
major component in a sensor fusion system. Although the vision technology
is susceptible to dirt, inclement weather and inadequate lighting, it has the
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ability to detect targets like a car, truck, bicycle, and/or pedestrian. The dis-
advantage is that this technology requires image processing that involves large
amounts of data to be computed in real time. However, with new technology
such as the floating point gate array (FPGA) processor, graphic processing
unit (GPU), digital signal processor (DSP), and application-specific integrated
circuit (ASIC), sufficient computational horsepower is available for embedded
implementation at low cost. On the other hand, advancement in complemen-
tary metal oxide semiconductor (CMOS) sensors introduces high dynamic
range cameras that are not as susceptible to light and can also work during
the nighttime.

The objective of the technology is not only to represent the scene with
high resolution image, but also to robustly detect an object of interest (e.g.,
vehicle, pedestrian, or bicycle) in a variant of situations of different lightings,
backgrounds, and so forth. The detection algorithms need to be validated in
real traffic, a process that often takes years. Thus, vision based systems for
ADAS applications are not as mature as their radar-based counterparts.

A stereo vision camera can provide a rough distance image by computing
the disparity map of environment through its binocular lenses and triangula-
tion ranging process. Due to limited baseline between the binocular lenses,
the range accuracy degenerates proportionally to quadratic of the range.
Figure 9.27 depicts an example of disparity image estimated by a stereo vi-
sion system. The blueness and redness are used to indicate the close and far
obstacles, respectively.

Monocular vision cameras can estimate the range of object by calculating
the number of pixels between the vanish point and object’s contact point on
the ground, assuming the ground is flat. The target velocity is estimated by

(a) (b)

FIGURE 9.27
Stereo disparity map for an automotive scenario. (a) The image from a camera.
(b) The stereo disparity map.
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FIGURE 9.28
Monocular camera system with object and lane detection.

tracking range measurement of consecutive time frames. Figure 9.28 shows
a snapshot of the scene with vehicles enclosed by rectangles. The red box
indicates the vehicle in the same lane as the subject vehicle while the green
boxes show other vehicles. The detected lane markings are shown in green
dashed lines, which can enable some useful applications such as lane departure
warning (LDW).

Generally, radar has a superior performance in distance measurement and
is insensitive to a variety weather conditions. Morever, the Doppler effect can
be easily employed to measure radial speed of target. For an UWB SRR radar
the resolution of range can easily reach 15 cm, which is not easily achieved
by cameras. However, camera provides texture pattern of an object for poten-
tial classification capability. Naturally we can see that fusion of sensors with
complementary performance characteristics is a good strategy to provide a
robust sensing solutions for ADAS systems. For example, we may use radar
for distance or velocity and camera for object classification.

9.6.2 Fusion Algorithm

Hall [25] describes three basic approaches to data fusion, depending on where
in the processing flow fusion is performed: centralized fusion (feature level),
distributed fusion (object level) and hybrid.

9.6.2.1 Architecture Aspect

The centralized architecture transmits features (unprocessed data) from sev-
eral sensors to a central fusion process that performs the functions of data
registration and association, followed by correlation, tracking, and target clas-
sification. At the opposite extreme, the distributed fusion architecture allows
each sensor perform a maximum amount of processing to generate object data,
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FIGURE 9.29
Abstract block diagram for range sensors.

which in turn is transmitted to the fusion layer that fuses the data. The third
architecture is a hybrid combination of the former approaches.

Although better performance is reported to run fusion at the feature level
than at the object level [24, 26], this chapter utilizes the distributed architec-
ture because of lack of raw feature data (e.g., unprocessed measurement data)
and limited communication bandwidth in the vehicle architecture.

Figure 9.29 shows the fusion architecture of the proposed system. We ab-
stract the sensors to have a detection process and a measurement process
[37]. The detection module separates signals echoed by object from back-
ground and determines the presence of an object in the scanning window.
The measurement process employs a physical process to determine and map
the location, direction or speed (i.e., Doppler effect). The fusion module in-
tegrates the object maps along with the uncertainty metrics from individual
sensors and reports an improved and more consistent object map to ADAS
applications. Moreover, the fusion layer hides implementation details of the
underlying sensors.

Figure 9.30 outlines the block flow of the fusion system; the details of
those blocks will be presented later. The multi-step process assumes that ob-
servations are processed sequentially, and begins with the acquisition of the
observations from the individual sensors. There are two independent threads.

First, sensor transformation transforms the object maps from individual
sensors into a unified object map in the vehicle frame based on the estimated
pose and the latency of each sensor. Data association compares the unified
object map against known entities represented by a fused track list. The obser-
vations may represent the observed position of an entity (e.g., range, azimuth
and range rate), identity information, and parameters that can be related
to identify confidence level, tracking maturity, and geometric information of
the entity. As illustrated in Fig. 9.30, the data association block systemati-
cally compares observation against the known fused tracks, and determines
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Flow diagram of the fusion system.

whether or not these observation-track are related. The block spatial fusion
groups the observations that are associated with the same fused track and
outputs clustered observation. The Kalman filter tracker updates the fused
tracks by using clustered observation and the vehicle’s motion.

In the second thread, starting from the data association block, we retrieve
the candidate pairs from the observation-track pairs from a particular sensor
and then select the pairs with good matching scores to estimate the position
and pose of the sensor. The latency estimation block uses the synchronizing
clock (see Fig. 9.29) as the time reference to find out the latency in each
measurement cycle.

9.6.2.2 Error Model of the Sensor

We consider a sensing system with multiple sensors on the host vehicle. Let’s
first define the system of reference as shown in Fig. 9.31. The sensor k is
mounted at the pose m = (x0, y0, θ0) with respect to the vehicle frame, where
θ0 denotes the orientation of the sensor’s boresight. A measurement of an
object is a three dimensional vector o = (r, θ, vr), where r and θ are the range
and azimuth angle measurements in the sensor frame, respectively; vr denotes
the range-rate along the azimuth axis. With random error in measurement,
the observation in the vehicle frame determined from o becomes a probability
distribution whose extent can be characterized by the sensor’s error variances.
The error variances (σ2

r , σ
2
θ , σ

2
vr ) found in the sensor’s specification determine

the accuracy of the sensor measurement. For radar sensor, these error variances
can be determined from the shape of ambiguity function and received signal’s
SNR. Therefore, the covariance matrix Γo of a measurement in the sensor
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FIGURE 9.31
Reference system.

frame can be represented by

Γo =


σ2
r 0 0 0

0 σ2
θ 0 0

0 0 σ2
vr 0

0 0 0 σ2
vt

 (9.43)

where, σvt is an extremely large number or infinity, corresponding to the un-
observable tangent velocity vt. By using a covariance matrix also including
the component of tangent velocity vt, we can treat the sensors with com-
plementary performance characteristics and different orientation in a unified
way. Although our analysis is applicable to both polar or Cartesian represen-
tation of sensor measurement, we only focus on the polar representation in
this section.

We investigate the error in determining the 2D positions (in the vehicle
frame) of a set of points visible by a sensor. These points denoted by y corre-
spond to a set of sensor measured points o.1 Assume the estimated pose of the
sensor to be m. The estimated 2D position of points y in the above reference
is then a function y = g(o,m). From Fig. 9.31, it is not difficult to derive the
equations to calculate the components of y as

x = x0 + r cos(θ + θ0)

y = y0 + r sin(θ + θ0)

vx = vr cos(θ + θ0)− vt sin(θ + θ0)

vy = vr sin(θ + θ0) + vt cos(θ + θ0) (9.44)

1Note that o is now redefined to be o = (r, θ, vr, vt).

 



Automotive Radar 317

and conversely o = g−1(y,m), that is

r =
√

(x− x0)2 + (y − y0)2

θ = tan−1
( y − y0

x− x0

)
− θ0

vr = vx cos(θ + θ0) + vy sin(θ + θ0)

vt = −vx sin(θ + θ0) + vy cos(θ + θ0) (9.45)

To set up notation for later optimization, we write the Eqs. (9.44) and
(9.45) in a generic form:

g(o,y) = 0 (9.46)

where sensor pose m is known. We write small perturbations of o by δo and of
y by δy. Then the errors are related each other as expressed by the following
equation:

∂g

∂o
δo +

∂g

∂y
δy = 0 (9.47)

where

∂g

∂o
=


b −ra 0 0
a rb 0 0
0 −vra− vtb b −a
0 vrb− vta a b

 (9.48)

∂g

∂y
=


x−x0

r
y−y0
r 0 0

−y−y0r2
x−x0

r2 0 0
0 0 b 0
0 0 0 a

 (9.49)

a = sin(θ + θ0)

b = cos(θ + θ0)

Finally, as an illustrative example, Fig. 9.32 shows the covariance matrices of
the observations reported by two sensors with poor azimuth accuracies (e.g.,
±10◦). The true object is located at 10 m and 0◦ azimuth, and the sensors
are mounted 2 m apart. The ellipses denote the uncertain measure of the
observations.

9.6.2.3 Data Association

Data association answers the question: given N observations, yi from one
or more sensors, how do we determine which observations belong together,
representing observations of the same entity? That is, we seek to determine
whether observation yAi (the i-th observation from sensor A) results from the
same entity as observation yBj (the j-th observation from sensor A).

Five steps are illustrated in Fig. 9.33 to determine the association between
observation and track. These steps are listed as 1) retrieve candidate entities
from the track database, 2) update candidate entities to the observation time
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FIGURE 9.32
The covariance matrices of the two observations given by two sensors with
poor azimuth accuracy (e.g., ±10◦).
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FIGURE 9.33
The data association process.

t, 3) compute predicted observations for each candidate track, 4) compute
association matrix, 5) perform gating to eliminate unlikely observation-track
pairs, and 6) implement assignment logic.
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Given an observation oi, the first step involves querying candidate entities
from the track database containing the previously determined state vector
(xj) of the tracks, which denotes the current estimate of the entities’ position,
velocity, and classification. Such queries retrieve all entities from the database
within specific geometric boundaries (e.g., the sensor’s field of view), or having
specified attributes (e.g., stationary versus moving entities).

For dynamic situations the second step required for association is to update
the state vectors of the tracks to the observation time t. Thus, for each previous
determined track, xj(t− 1), the predicted value of xj(t) is computed by

xj(t) = Φ(t, t− 1)xj(t− 1) + k (9.50)

where Φ(t, t − 1) represents a transformation that updates the state vector
from time t− 1 to time t, and the vector k denotes unknown noise modelled
as k ∼ N(0,Q).

The third step is required in association unless our sensors are able to
observe directly an entity’s state. This step utilizes an observation equation
to predict observation õj(t), which results from entity xj . That is, õj(t) =
g−1(xj) +nj where nj ∼ N(0,Rj) denotes a white Gaussian random process.

The fourth association step shown in Fig. 9.33 is to calculate an association
matrix. The (i, j)th component of the matrix is the similarity measure that
compares the closeness of observation oi(t) and the predicted observation
õj(t). Many measures of similarity are proposed in literature. In this report
the Mahalanobis distance [25] is used, that is

d(oi, õj) = (oi − õj)
T (Pi + Pj)

−1(oi − õj) (9.51)

where Pi and Pj denote the covariance matrices of the given observation oi
and the predicted quantity õj , respectively.

The fifth step is termed gating where the number of possible combinations
of observation-track pairs is reduced. In other words, the gating performs a
screen to eliminate the unlikely pairs, via heuristic knowledge or statistical
hypothesis testing. A straightforward approach is to use the association ma-
trix. All pairs not satisfying d(oi, õj) < T will be removed, where T denotes
a threshold.

The final step in the association process is the actual assignment of ob-
servation to tracks. This assignment step is the invocation of decision logic
to declare the association that relates an observation to a candidate track.
A hard decision approach is employed in our proposed system; that is an
observation is assumed to belong to a single target. In this report, the assign-
ment logic assigns the observation to the nearest adjacent track (namely, the
nearest neighbor approach), i.e., j = arg minj d(oi, õj). An alternative soft-
decision approach is probabilistic data association (JPDA) [31]. In JPDA the
observations within the gating window are assigned to a track weighted a pos-
teriori. Hence, a single observation may be assigned as belonging to multiple
tracks in a dense target environment. Although JPDA tends to result in track
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convergence for closely spaced targets [25], we use the nearest neighbor ap-
proach due to limited computational resources in the proposed system.

9.6.2.4 Optimization

Having established the association that relates a state vector to predicted
observations, a key issue will be addressed in this subsection: how to determine
a value of a state vector x(t) that best fits the observed data.

To illustrate the formulation and processing flow for the optimization pro-
cess, we consider the weighted-least-squares method to group related obser-
vations into a clustered observation y in the vehicle frame.

One or more sensors observe an object, reporting multiple observations
related to the target position x. The (unknown) fused observation in the
vehicle frame is represented by a vector y, determined by a time invariant
observation equation g(o,y) = 0. With actual observation o∗ and estimate
y∗, the first order approximation of g(o,y) can be written as

g(y∗,o∗) +
∂g

∂y

∣∣∣
(y∗,o∗)

(y − y∗) +
∂g

∂o

∣∣∣
(y∗,o∗)

(o− o∗) ≈ 0 (9.52)

Writing

A =
∂g

∂y

∣∣∣
(y∗,o∗)

B =
∂g

∂o

∣∣∣
(y∗,o∗)

l = −g(y∗,o∗) and ε = −B(o− o∗), (9.52) becomes a linearized form as

A(y − y∗) = l + ε (9.53)

The residue o − o∗ gives the difference between the noise-free observation o
and actual observation o∗. Hence quantity o−o∗ can be treated as observation
noise. Letting Γo denote the observation noise, the covariance matrix (Γε) of
the residue ε in (9.53) becomes

Γε = BΓoB
T (9.54)

Now, we assume a total of K independent observations, {ok|k = 1, ...,K},
related to the fused quantity y. Hence (9.53) can be extended to be

A1

A2

...
AK

 (y − y∗) =


l1
l2
...
lK

+


ε1

ε2

...
εK

 (9.55)

By the Gauss-Markov theorem [34], obtaining the linear minimum variance
estimate of y − y∗ in (9.55) yields

ŷ = y∗ +
( K∑
k=1

AT
kΓ−1

εk Ak

)−1 K∑
k=1

AT
kΓ−1

εk lk (9.56)
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d

φ

FIGURE 9.34
A simulated vehicle with two sensors.

To further verify the analysis presented above and validate the proposed
algorithms, simulations have been conducted under different conditions. As
shown in Fig. 9.34, two sensors with poor azimuth accuracy (e.g., ±10◦) are
placed in the front bumper 2 m apart.

In the first simulated scenario, both the host and target vehicles are
stationary. The target is located at 10 m and 0◦ azimuth. Hence, the ini-
tial state vector x(0) ∼ N(µ0, P0) with µ0 = (10, 0, 0, 0, 0) and P0 =
diag[100, 100, (1π/180)2, (5π/180)2, 25]. Assume the motion noise parameters
are σ2

v = 1 and σ2
ω = (1π/180)2 (Cf. ( 9.57)). The result is shown in Fig. 9.35.

Observe that the error in lateral displacement measurement is reduced by
about 50%.

It is interesting to observe that the estimated error of lateral displacement
is a function of angle φ shown in Fig. 9.34. The plot (a) in Fig. 9.36 illustrates
the basic idea. We assume that estimation uncertainty can be approximated
by a Gaussian distribution, illustrated by an uncertainty ellipsoid in the state
space. In the plot, the solid ellipses indicate measurement uncertainties, and
the dash ellipses represent the fused estimates described in Sec. 9.6.2.4. Al-
though in both cases, the uncertain areas are reduced, the fused uncertainty in
Case (I) along the long principal axis of the ellipse is still big. This is directly
caused by the sensor’s poor accuracy in measuring azimuth angle, and angle
φ between the sensors is small. A big improvement is observed in Case (II)
when the orientations of the sensors are perpendicular. We can observe that
the uncertainty is reduced tremendously along both axes of the fused ellipse.
The plot (b) in Fig. 9.36 confirms the above discussion by showing that the
standard deviation of the fused estimate decreases as φ approaches π/2.

In the third experiment, we illustrate how the uncertainty in state space
reduces with increasing number of sensors under the condition of perfect data
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FIGURE 9.35
Scatter plot of raw sensor measurements and fused tracks. The crosses and
dots denote the measurements of sensor 1 and sensor 2, respectively. The
circles represent the fused tracks.

association; n sensors are placed evenly in the front bumper of the simulated
vehicle. Figure 9.37 shows that the standard deviation for the lateral displace-
ment estimate monotonically decreases with increasing number of sensors.

9.6.2.5 Dynamic Models

We assume the target executes a maneuver under constant speed along a
circular path. This type of motion is common in ground vehicle traffic.

Consider a two-vehicle scenario, as shown in Fig. 9.38. The host vehicle
follows a target vehicle in a lane with constant curvature κ. As described
previously, the measurement y (in vehicle frame) includes xo, yo, vxo, and
vyo. The target vehicle dynamic state is represented by x = (x, y, ψ, ω, v),
where the quantities x, y, and ψ denote the pose of the target, and ω and v
denote the target’s kinematic state.

The kinematic state of the host, modelled as a bicycle model, is represented
by yaw rate (ωH), longitudinal speed (vxH) and lateral speed (vyH). Let ∆T
denote the sampling interval from previous cycle x to new cycle x′. Hence, we
can write the dynamic equation x′ = f(x) of the target state by
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FIGURE 9.36
(a) Accuracy improvement varies with different sensor configurations. (b) The
standard deviation curve of lateral displacement measured with increasing
angle φ.

x′ = x+ (v cosψ + yωH − vxH)∆T + k1

y′ = y + (v sinψ − xωH − vyH)∆T + k2

ψ′ = ψ + (ω − ωH)∆T + k3

ω′ = ω + k4

v′ = v + k5 (9.57)
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FIGURE 9.37
The standard deviation curve of lateral displacement measured with increasing
number of sensors.

Y

X

(x,y)

ξ
µ

ψ

Target state
x,y : position

ψ   : orientation

ω   : yaw rate 

v    : velocity

Host

Measurement
x  ,y  : position

v       : longitudinal v

v       : lateral v
xo

yo

o o

FIGURE 9.38
Coordinated turn model.

and the observation function y = h(x) by

xo = x

yo = y

vxo = v cosψ + yωH − vxH (9.58)
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Additionally, the Jacobians of Eqs. (9.57) and (9.58) are

F =


1 ωH∆T −v∆T sinφ 0 ∆T cosφ

−ωH∆T 1 v∆T cosφ 0 ∆T sinφ
0 0 1 ∆T 0
0 0 0 1 0
0 0 0 0 1

 (9.59)

and

H =

 1 0 0 0 0
0 1 0 0 0
0 ωH −v sinφ 0 cosφ

 (9.60)

respectively.
After establishing the observation equations that relate a state vector to

predicted observations, and also the motion equations for the dynamic system,
we can then write the tracking algorithm, a version of extended Kalman filter
(EKF), as

Measurement update:

K(t) = P
(
t, t− 1)HT (HP(t, t− 1)HT + C

)−1
(9.61)

x(t) = x(t, t− 1) + K(t)(y(t)− h
(
x(t, t− 1))

)
(9.62)

P(t) = P(t, t− 1)−K(t)FP(t, t− 1) (9.63)

Time update:

x(t, t− 1) = f
(
x(t− 1)

)
(9.64)

P(t, t− 1) = FP(t− 1)FT + Q (9.65)

9.6.2.6 Algorithm Summary

Inputs to the algorithm include: 1) an initial estimate of the state vectors
{xj(0)} and initial state uncertainties {Pj(0)} at an epoch t = 0 and 2) It
observations, {oi(t)|i = 1, 2, ..., It}, at time t with associated uncertainties
Γoi(t).

At each time t, the system performs a series of calculations:

1. Retrieve the observations, {oi(t)|i = 1, 2, ..., It}, measured at time
t, , and its associated observational uncertainty, Γoi(t).

2. For each previous determined track in {xj(t−1)|j = 1, 2, ..., Jt}, cal-
culate the predicted quantities x̃j(t) by (9.57) and õj(t) by (9.45).

3. Utilizing the data association algorithm shown in Fig. 9.33, find the
associated observation-track pairs P = {(oi,xj)}.

4. For each unmatched observation in set {oik | 6 ∃x : (oik ,x) ∈ P},
create a new track xjk .
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5. Remove the unmatched tracks in set {xik | 6 ∃o : (o,xjk) ∈ P} from
the track database.

6. For each track xj , retrieve the associated observations {oik |
(oik ,xj) ∈ P} from the observation-track pairs, and perform the
following steps:

•Letting y∗j be the predicted state vector x̃j(t) and o∗j be pre-
dicted sensor measurement õj(t), linearize the observation 9.52
at the point (o∗j ,y

∗
j ).

•Compute the fused observation ŷj in the vehicle frame by
(9.56).

•Apply Eqs. (9.61)-(9.65) to sequentially estimate the state vec-
tor xj .

9.6.3 Online Automatic Registration

In order for the data from different sensors to be successfully combined to
produce a consistent object map, the sensor data need to be correctly regis-
tered. That is, the relative locations of the sensors and the relationship be-
tween their coordinate systems and the vehicle’s frame need to be determined.
Failing to correctly account for registration errors may result in a mismatch
between the compiled object map and the ground truth. Examples would be
overstated confidence in a fused target and unnecessary multiplicity of tracks
in the tracking database, such as multiple tracks that correspond to a single
target.

Therefore, each individual sensor has to be aligned with an accuracy com-
parable to its intrinsic resolution (e.g., the azimuth accuracy typically is of
the order of 0.1 degree). Such a precise mounting is vulnerable to drift during
the vehicle’s life and expensive if we maintain it manually. It is desirable to
have sensors automatically aligned using tracked objects as references.

We present a method to automatically perform an online fine alignment
of multiple sensors. The basic idea is illustrated in Fig. 9.39.
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FIGURE 9.39
Schematic illustration of the method to correct sensor positioning.
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In Fig. 9.39, A and B denote two sensors mounted at the front of a vehicle.
A single target moves away from the vehicle and t1, t2, and t3 denote three
consecutive time frames. The dash-dot, solid and dash rectangles represent,
respectively, the locations of the target measured by sensor A, fusion processor,
and sensor B. The fused track’s trajectory is given by objects a, b, and c. Using
a large number of associated object pairs, such as {(a, a′), (b, b′), (c, c′)} and
{(a, a′′), (b, b′′), (c, c′′))}, we can compute, respectively, the positions of sensors
A and B by minimizing the residues (i.e., least square method). Here a′, b′,
and c′ denote the object map measured by sensor A and a′′, b′′, and c′′ are
the object maps observed by sensor B.

Consider a sensor mounted at an unknown position with an unknown ori-
entation. Up to three geometrical parameters, two for location (x0, y0), one for
bearing alignment (θ0), can be computed for each sensor on a basis of object
trajectories.

Assume that a set of associated observation-track pairs {(oi,xi) | i =
1, ..., N} is given. From (9.44), the sensor measurement oi is a function
o(m,xi) that can be rewritten as (omit the velocities)

ri =
√

(xi − x0)2 + (yi − y0)2

θi = tan−1
( yi − y0

xi − x0

)
− θ0 (9.66)

with the sensor pose m = (x0, y0, θ0).
Initially m is approximated by a nominal value m∗ determined by a fac-

tory (manual) calibration process. Then the corresponding expected sensor
measurements o∗i = (r̃i, θ̃i) can be calculated by

r̃i =
√

(xi − x̃0)2 + (yi − ỹ0)2

θ̃i = tan−1
( yi − ỹ0

xi − x̃0

)
− θ0 (9.67)

Using approximates, the corrections δm = (δx0, δy0, δθ0) for the unknowns
m can be expressed by

m = m̃ + δm (9.68)

where the corrections δm are new unknowns. This means that the original
unknowns have been split into a known part (represented by the approximate
values m̃) and an unknown part (represented by the corrections δm). The
advantage of this split is that the function o(m,xi) is replaced by an equivalent
function o(m̃ + δm,xi) which can now be expanded into a Taylor series with
respect to the approximate point. This leads to

o(m,xi) = o(m̃ + δm,xi)

= õi +
∂oi
∂m

δm (9.69)
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where the Jacobian

∂oi
∂m

=

(
−xi−x̃0

ri
−yi−ỹ0ri

0
yi−ỹ0
r2i

−xi−x̃0

r2i
−1

)
(9.70)

Considering the random noise in the measurement process, the term on the
left side of (9.69) will be corrupted with an additive noise

oi = o(m,xi) + ni (9.71)

where, ni denotes the white Gaussian random process, i.e., ni ∼ N(0,Γi).
Leaving the terms containing unknowns on the right side, the equation

above is rewritten in the component form as

−

(
−xi−x̃0

ri
−yi−ỹ0ri

0
yi−ỹ0
r2i

−xi−x̃0

r2i
−1

) δx0

δy0

δθ0

 = õi − oi + ni (9.72)

or in shorthand notation
Aiδm = li + ni (9.73)

where

Ai = −

(
−xi−x̃0

ri
−yi−ỹ0ri

0
yi−ỹ0
r2i

−xi−x̃0

r2i
−1

)
(9.74)

and
li = õi − oi (9.75)

The linear system in (9.72) comprises three unknowns and two equations.
Consequently, two or more control points are needed to solve the problem.

As in Sec. 9.6.2.4, the solution of the correction δm that best fits the
known associated observation-track pairs is:

δm = arg min
δm

N∑
i=1

(Aiδm− li)
TΓ−1

i (Aiδm− li)

= (
N∑
i=1

AT
i Γ−1

i Ai)
†(

N∑
i=1

AT
i Γ−1

i li) (9.76)

where, the covariance matrix Γi = diag[σ2
ri , σ

2
θi

] and the symbol † denotes the
pseudo-inverse operator.

We close this section by summarizing the calibration algorithm as below,
denoted as Algorithm 1.

Remark: Algorithm 1 uses the position of a fused object as the ground
truth. We move each sensor’s coordinate system in a way such that posi-
tion discrepancies between fused objects and sensed objects are minimized.
The presented registration algorithm hence will help to create a consistent
fused object map. However, in the proposed method there is no mechanism
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Algorithm 1 Auto-calibration algorithm

1: INPUT: N pairs of the control points and measurements {(oi, xi)|i =
1, ..., N}; the maximum iteration L; the measurement noise model Γi.
The initial factory default sensor pose m∗ = (x∗0, y

∗
0 , θ
∗
0)

2: OUTPUT: The estimated pose of the sensor m = (x0, y0, θ0)
3: t = 0
4: m = m∗

5: A = 0, l = 0
6: loop
7: for iter= 1 to L do
8: for i = 1 to N do
9: Compute Ai and li by Eqs. (9.74) and (9.75).

10: A = A + AT
i Γ−1

i Ai

11: l = l + AT
i Γ−1

i li
12: end for
13: δm = A†l
14: m = m + δm
15: end for
16: t = t+ 1
17: end loop

to correct the sensor alignment when the fused object map is wrong, which
is possible even though the fusion and proposed registration algorithms have
tremendously reduced the possibility of such an occurrence. An example would
be that the angles of all the mounted sensors drift to the left and the positions
of fused targets are drifted to the right.

We hence need a calibration process for the fused tracks. An approach
to deal with this issue could be using the fused lane information from map,
vision, and yaw rate. Assuming that the leading vehicle is within lane and the
road geometry is known, we can use the fused track’s lateral offset to correct
the angular alignment. However, this is beyond the scope of this chapter.

9.7 Case Studies of ADAS Fusion System

In order to address ADAS challenges, we show a fusion system in Fig. 9.40
with the sensor suite of long-range radar (LRR), short range radar (SRR),
and vision system (VIS). The field of view (FOV) of the 77 GHz LRR radar
is limited to 15◦. This long-range radar alone might not be sufficient [29]. To
improve performance two extra sensor types were added: a 45◦ FOV vision
system and four 24 GHz UWB short-range radars (SRR) with 60◦ FOV, which
cover a large area uncovered by the LRR.
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LRR

VIS

SRR

FIGURE 9.40
A sensor suite for ADAS fusion system.

9.7.1 Adaptive Cruise Control

Adaptive cruise control (ACC) is one of the first advanced driver assistance
systems (ADAS) launched for luxury models by car makers. Figure 9.41 shows
that the subject vehicle (SV) maintains a set speed with an open road, but if
there is slower traffic ahead, ACC reduces the vehicle’s speed automatically in
order to keep a pre-set following distance. The first generation used long-range
radar (LRR) and was only operational above about 55 km/h. Speed control
was accomplished solely via engine control. Second generation systems are
sometimes labeled stop-and-go or full-speed-range ACC (FSRACC) because
they can bring the car to a full stop by automatically applying brakes if the
vehicle in front stops. The LRR sensor must be supplemented by ultrawide
band (UWB) short-range radar or a camera to the cross validate front im-
minent crashing vehicle. The short-range radars will be used for additional
features such as parking assistance or pedestrian protection.

1 Vehicle cruise set to 112 km/h

2 Radar detects the slower leading vehicle, 

reduces speed to keep a safe following distance

3 Adjust cruise speed to the leading vehicle’s speed

and reset to 112 km/h if  traffic clear

SV POV

FIGURE 9.41
Adaptive cruise control.
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One of the challenges for FSRACC is reducing the rate of false activation.
This occurs when a road-side stationary obstacle (e.g., traffic sign, guard rail,
or mailbox) is misclassified as a stopped vehicle. To address the safety concerns
of false activation, a current commercial system first limits automatic brake
authority to maximal 3 m/s2, which allows the driver to intervene by pressing
the throttle pedal. Second, a fusion system of multiple sensors is employed to
cross validate whether the lead target is a valid imminent threat. Third, a
tracking strategy is used to monitor whether the lead target was moving in
previous time frames.

Another challenge is latency of the system to appropriately react to a front
cut-in vehicle. ACC is constantly monitoring targets within its sensing field of
view. Any new vehicle coming to the field of view is instantly passed on to the
process of threat assessment down the line. Because above-mentioned target
validation should reduce the rate of false activation, substantial processing
time (two or three time frames) is needed to accumulate sufficient confidence
to react on the new target. The FSRACC system latency consists of two
parts: the latency between a new target cutting in front and ACC reaction
and the latency between issuing braking command and the vehicle response.
Sometimes the system latency is so long that the driver may intervene by
abrupt braking. This leads to a disruption of the operation of ACC and lower
customer acceptability of the system.

In the test vehicle, a commercial ACC system and an enhanced FSRACC
system with fusion were implemented. The commercial ACC system consists
of two units: a radar and an ACC control module (ACM). The radar is a
77 GHz long-range radar (LRR) that can measure up to 20 objects within its
observation range. The ACM hosts the ACC application code, including object
selection and object validation module. The ACM reports the measurement
of the most critical object.

In addition to objects from LRR, the fusion system (cf. Fig. 9.40) utilizes
the objects from the vision system (VIS) and from SRR. Like the ACM, the
fusion system includes a module that selects and validates the most critical
in-path object.

Fig. 9.42(a) shows a typical scenario for ACC which begins with the subject
vehicle (SV) traveling on a curved road at speed 48 km/h. Behind the SV in
the adjacent lane is a single principal other vehicle (POV) traveling at a higher
speed than that of the SV. The POV passes the SV and then changes to the
same lane as the SV at a distance approximately 10 to 20 m. The POV keeps
the lane for a while, switches back to its original lane in front of the SV, and
then slows down, letting the SV pass.

The longitudinal measurements: displacement (x) and velocity (vx) are
presented in Fig. 9.42(c). The SV switched lane at a range of about 15 m. The
plots (d) of both figures show the results of object validation of both systems:
the commercial system and the proposed fusion system. The red dash-dot
curves represent the Boolean variables that determine whether the object is
selected as the closest in-path vehicle (CIPV) for the FSRACC.
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FIGURE 9.42
The result of a run of cut-in scenario on a curved road.

The scenario in Fig. 9.42 is a good example to show that the proposed
fusion system can track the same object across different sensors. As shown in
plots (c) and (d), in the process of the POV’s lane-change (LC) maneuver,
the target vehicle was

1. Detected by SRR (measurements denoted by green dots) at t = 2
seconds.

2. Detected by VIS (measurements denoted by symbol *) at t = 7
seconds.

3. Detected by LRR (measurements denoted by cross +) at t = 7
seconds.

4. LRR lost the track at t = 35 seconds.

5. VIS lost the track at t = 15 seconds, re-captured the track at t =
30 seconds, and finally lost the track at t = 37 seconds.
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6. SRR lost the track at t = 42 seconds.

During the whole LC maneuver, the fusion system transits from one-sensor,
two-sensor, three-sensor, two-sensor, and finally to one-sensor configurations
smoothly without significant discontinuity in estimation.

The result shown in Fig. 9.42 demonstrates that the fusion system can
validate the object significantly earlier than the LRR-based system. (b) is the
screen snapshot of a logging camera when the LC occurs. The red squares in
the top-down view window denote fused targets. The top and bottom curves
in plot (c) show longitudinal measurements: x and vx, respectively. The curves
in (d) illustrate lateral measurements (y) and target selection flag.

The plots (c) and (d) in Fig. 9.42 illustrate an interesting limitation of
mono-camera-based vision systems. As shown in the video window of plot (b),
both vehicles were approaching a banked road with the POV driving in the
outside adjacent lane. Elevation changes caused by the bank angle confused
the vision system to believe the target was much farther away than it actually
was. In a mono-camera system, the ground is assumed to be uniformly flat,
and the range estimate is computed from the row coordinate (image plane) of
the low edge of the vehicle boundary box.

9.7.2 Forward Collision Warning and Braking

Figure 9.43(a) shows the desired behavior for forward collision warning and
braking (FCWB) in three phases of FCWB: collision warning, collision warn-
ing with brake support, and collision mitigation brake. In the first phase,
FCWB detects when the vehicle ahead is slowing or stopped and warns the
driver of the risk of a possible imminent crash. The system monitors the rela-
tive speed and following distance to the vehicle in front. When a vehicle gets
too close to the vehicle in front, a signal (audible, visual, and/or haptic) warns
the driver.
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FIGURE 9.43
Forward collision warning and braking.
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The system offers collision warning with brake support in the second phase.
If the driver does not react after the collision warning has been given, the brake
support function prepares the brake system to react quickly, and the brakes
are applied slightly. A light jolt may be experienced.

In the event of an imminent crash if the driver has not responded by
braking, the system applies harsh braking in the last phase automatically to
help reduce the impact of the crash. The system may also activate the seat
belt pre-tensioners, pre-charge the airbag systems in order to prepare for the
imminent crash. The system may stop the vehicle completely to avoid the
crash and issue a brake hold command until the driver intervenes.

In plot (b) we show FCWB behavior in a curve between time to collision
(TTC) and SV’s vehicle speed. The time 0 denotes the calculated impact time.
Before the impact time at t1 the system starts to provide a warning. If the
driver does not react until time t2, a slight brake is applied to the vehicle.
Finally a full brake is issued if the driver still does not react and the time to
collision is less than or equal to t3.

Here we show the result of the fusion system in Fig. 9.40 in a few test runs
for FCWB scenarios. We use a barrel in replacement of POV approaches. The
subject vehicle (SV) initially is stopped, then is accelerated to a desired speed,
and the speed maintained until FCWB is activated to avoid the imminent
collision. As shown in Fig. 9.44, in scenes (a), (b), and (c) the SV approaches
the barrel directly from left side and from right side, respectively. The blue
squares and circles are the fused tracks and measurements from UWB radars
in the left window, respectively.

This test determines whether the required collision countermeasures
occur at a range that is consistent with FCWB warning and braking
requirement.

In the scene (a) in Fig. 9.44, the SV directly approached a stationary barrel
placed in the front. The longitudinal fusion estimates as well as the matched
raw sensor measurements are shown in plot (a) in Fig. 9.45. The vehicular
control output and response (i.e., request acceleration, brake on hold, and
actual vehicle acceleration) are shown in plot (b). The barrel was acquired by
both front SRR radars at time 5 seconds, the relative range was decreasing at
a constant rate (−2.5 m/s) until the FCWB activated at time 10 seconds and
stopped the vehicle at time 11 seconds. The vehicle automatic brake system
was activated by requested acceleration (−2.5 m/s2) at time 10 seconds, as
shown in plot (b) of Fig. 9.45. The brake on-hold signal was issued after
the vehicle was stopped and was released when the driver override event was
detected (e.g., brake pedal pressed).

Scene (b) in Fig. 9.44 demonstrates FCWB activation when the SV ap-
proached the barrel in a curve from its left side. Plots (c) and (d) in Fig. 9.45
show the timing of object acquisition and control processes, respectively. The
right front SRR detected the barrel first at time 3 seconds and was confirmed
by the left SRR at time 4 seconds. The brake was triggered at time 6.5 seconds
and then set to on-hold later.
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(a) (b)

(c)

FIGURE 9.44
Test scenarios for FCWB.

Similarly, the last scene (c) in Fig. 9.44 demonstrates FCWB activation
but on the opposite side (right side). The result is shown in plots (e) and (f)
in Fig. 9.45.

9.8 Radars and the Urban Grand Challenge

The ultimate application of automotive radar technology is shown in this
section on a fully autonomous vehicle.

The Grand Challenge competitions, sponsored by the Pentagon’s Defense
Advanced Research Projects Agency (DARPA), were aimed at promoting the
development of robotics and autonomous vehicles. A series of competitions
from 2004 to 2007 were established. In 2005 the robotic race took place on
a 132 mile course in Nevada consisting of desert roads and trails. In 2007
the Urban Challenge pushed robotic technology to determine whether the
sensing, perception, behaviors, and computation were capable of handling city
environment and traffic. Such vehicles would have obvious applications in
advanced driver assistance systems (ADAS) showing up on show room floors
in both vehicle as well as military applications.
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FIGURE 9.45
Results of FCWB testing runs for the scenes (a), (b), and (c) in Fig. 9.44.
The left column shows results of the object acquisition while the right column
shows the vehicular control signals.
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The 2007 race pitted vehicles running completely autonomously (no out-
side communication or help) through an urban environment and series of tests.
The vehicle had to be enabled to:

• Detect and track other vehicles at long range.

• Find a spot and park in a parking lot.

• Obey intersection precedence rules.

• Follow vehicles at a safe distance.

• React to dynamic conditions like traffic, blocked roads, or broken-down ve-
hicles.

The race course, broken into three main areas, is approximately 55 miles
with many formidable teams competing. In total, 11 teams were selected to run
the final race and six arrived at the finish line. The 2007 DARPA Urban Grand
Challenge highlighted the use of radars and lidars. The winning vehicle, from
Tartanracing [35] (Fig. 9.46) used a total of eight UWB short-range radars
(on the corners of the vehicle), five FMCW long-range radars (four on the
front and one in the rear, and at least 10 lidars. The radars were critical
in detecting moving traffic as well as augmenting and confirming stopped
vehicles and objects along the route. The UWB radars were used to detect
objects near (approximately 30 m) the vehicle while the FMCW radars were
used for ranges up to 200 m.

There is a lot of detail that is available to readers and the authors assumed
one could use search engine to locate the thousands of details available to the

FIGURE 9.46
Winning Tartanracing vehicle for the DARPA Urban Grand Challenge.
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public. The reader is encouraged to follow through. A good place to start is
Reference [36].

9.9 Summary

In this chapter, we have considered the basic concepts and technologies for
radars that have been and will be deployed in automotive applications. The
first section was devoted to high-level requirements in automotive domains. Af-
ter introducing the design challenges, we discussed several key components of
an automotive radar, such as antenna, analog front end, and radar processor.
We developed and explored several waveforms for target range and range rate
measurements. These include linear frequency modulation (LFM), frequency
shift keying (FSK), and pulse compression LFM. We compared systems for
their pros and cons, and thus showed pulse compression LFM’s superiority in
range–Doppler resolution.

We began the discussion of several signal processing algorithms for ranging
and direction finding. We illustrated the relation among the linear matched
filter, discrete Fourier transform, and ambiguity function. We showed that
the probability of detection and the accuracy of estimation depends only on
signal-to-noise ratio and shape of the ambiguity function.

Besides the radar technology, we also surveyed other commonly used tech-
nologies in automotive applications, such as ultrasonic, lidar, stereo vision, and
monocular vision. The strengths and weaknesses of these sensing technologies
were discussed in contrast with radar. After discussion of sensors of multi-
ple modalities with complementary characteristics, we introduced the topic
of fusion in order to create an accurate surrounding perception for improved
decision making such as reduction of rates of false negatives and positives.

We presented adaptive cruise control (ACC) and forward collision warning
and braking (FCWB) using the proposed fusion system as two case studies.
Finally we outlined the usage of radars in the winning vehicle in the DARPA
Urban Grand Challenge.
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10

Through-Wall Radar

Through-wall imaging is a potentially game-changing military technology that
could be used to locate enemy combatants inside of a building in an urban
combat zone. Unfortunately this technology continues to be a topic of research
rather than an operational capability. There are many technologies being re-
searched to image through walls but radar is most promising because radio
waves routinely propagate through walls to great effect. Examples include an
AM or FM broadcast receiver that works indoors. Cell phones work indoors.
Wireless routers deployed indoors often provide good coverage outdoors.

A through-wall radar system directs its transmit and receive antennas
toward a wall and image or detect what is on the other side of that wall (Fig.
10.1). A small fraction of transmitted field incident on the wall passes through.
Most of the transmit field is scattered back toward the radar and some of it
is absorbed in the wall itself. Energy that makes it through the wall scatters
off the target scene behind the wall. The scattered field is incident on the
back side of the wall where it is further reduced by reflection and absorption.

FIGURE 10.1
A through-wall radar system works by directing its transmit and receive an-
tennas at a wall and imaging or detecting what is on the other side of that
wall.
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Finally, a very small quantity of the scattered field that makes it back through
the wall is collected by the radar receive antenna.

At 3 GHz, two-way wall losses for 4 and 8 inch thick solid concrete walls are
typically 45 dB and 90 dB respectively [1] and [2]. The lower the frequency
of the radar, the more easily it penetrates the wall because wall losses are
proportional to frequency. Unfortunately the lower the frequency of the radar,
the larger it must become to provide sufficient cross range resolution so that
targets can be differentiated from each other, easily detected, counted, and
tracked.

In addition to this, most microwave energy radiated at a wall is scattered
back toward the radar, causing the radar’s receiver to be saturated. Target
scenes are generally very short, where the radar might be directly against
the wall or a short stand-off range from the wall (20 to 30 feet). For these
reasons it is extremely difficult to image through walls using standard radar
architectures.

A great deal of through-wall radar development has focused on UWB
short-pulse radar systems, where the air–wall boundary can be range-gated
out in the time domain to prevent the receiver from being saturated. Exam-
ples operating in the 1 to 3 GHz frequency range are treated in [3]–[7]. In
order to achieve the average power necessary for reasonable signal-to-noise
ratios (SNRs) these radar systems must operate at a high peak power, or
alternatively, at a low peak power with a high pulse rate frequency (PRF) us-
ing coherent integration of numerous scattered pulses. For this reason, UWB
short-pulse radar systems rely on the latest ADC technology to acquire the
wide instantaneous bandwidth scattered impulses.

Most through-wall radar systems use some method of beamforming (either
SAR or array) to localize targets. Many through-wall radar systems place
their antenna elements directly on or in close proximity to the wall in order to
reduce air-wall path loss. In this configuration the effects of Snell’s law reduce
the performance of free space beamforming algorithms by distorting wave
propagation through the wall; therefore, much research focusing on through-
wall beamforming algorithms has been to develop methods to counter the
Snell’s law effects [8]–[13]. Other radar systems operate at stand-off ranges
using greater average power and therefore do not have to contend with these
effects.

Switched array techniques are useful in through-wall imaging because the
targets behind the wall (usually human targets) do not move fast enough to
smear a radar image. Switched arrays have been used for short-range free
space radar imaging [14]–[16] and for through-wall applications [3], [4], [5],
[6], [7], [17]–[21], and [22].

In this chapter a simple radar range equation for through-wall radar sys-
tems will be shown (Sec. 10.1). A through-wall model will be developed that
simulates range profiles, 2D rail SAR imagery, and 2D switched array imagery
(Sec. 10.2). And finally, three examples of through-wall imaging sensors will
be discussed (Sec. 10.3).
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10.1 Radar Range Equation for Through-Wall Radar

The key difference between this and other radar range equations presented in
this book is the inclusion of the two-way propagation loss through the wall
(Lwall) in the denominator. In addition to this, the equation is generalized to
be applicable to both UWB impulse and FMCW radars. An approximation for
maximum range of a through-wall radar system for both FMCW and UWB
impulse radar is

R4
max =

NPtGtxArxρrxσe
(2αRmax)

(4π)2kToFnBn(SNR)1LsLwall
, (10.1)

where:
Rmax = maximum range of radar system (m)

Pt = RMS transmit power during transmit pulse (watts)
Gtx = transmit antenna gain
Arx = receive antenna effective aperture (m2)
ρrx = receiver antenna efficiency
σ = radar cross section (m2) for target of interest
Ls = miscellaneous system losses
α = attenuation constant of propagation medium before

and after the wall
Fn = receiver noise figure (derived from procedure outlined in

Sec 1.1.5.4)
k = 1.38 · 10−23 (joul/deg) Boltzmann’s constant
To = 290oK standard temperature
Bn = system noise bandwidth (Hz)

(SNR)1 = single-pulse signal-to-noise ratio requirement
N = number of range profiles used in synthesizing an aperture

or array
Lwall = two-way wall loss

The two-way wall loss Lwall is the ratio of total power passed through
the wall divided by total power radiated at the wall squared. This ratio
is squared to account for the two-way wall loss rather than just the one-
way wall loss. Examples of using this parameter are shown later in this
chapter.

For a through-wall radar with only 1D (non-imaging) capabilities including
ranging and Doppler, let N = 1. For a through-wall radar that is used as a
rail SAR imaging device or a phased array, N is the number of range profiles
acquired.

For an impulse radar, the noise bandwidth is simply the −3 dB roll-off
frequency (f−3db) of the anti-aliasing filter. For a well-designed impulse radar
where the pulse width matches the radar receiver bandwidth, the −3 dB roll-
off frequency should correspond to the bandwidth of the transmitted impulse;
therefore the noise bandwidth Bn = 1/Tp.
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FIGURE 10.2
Through-wall imaging geometry.

For an FMCW radar, the noise bandwidth is inversely proportional to
the discrete sample length Bn = 1/tsample. For a direct conversion radar
(this applies to all FMCW radar examples in this book), the noise bandwidth
is twice as wide as a radar following an image rejection architecture where
Bn = 2/tsample.

10.2 Through-Wall Models

Through-wall imaging is challenging and therefore requires the use of mod-
els to explore various radar architecture trades. Three types of through-wall
models will be shown, including one that provides simple 1D range profiles
(Sec. 10.2.1), another that simulates linear rail SAR data (Sec. 10.2.2), and
one that simulates a switched-antenna array (Sec. 10.2.3).

10.2.1 1D Model for Simulating Range Profiles

Before a complete full image through-wall imaging model can be shown it is
important to first discuss how to model a single range profile.

The through-wall rail SAR geometry is shown in Fig. 10.2, where a wall
of thickness d is placed between the rail SAR and a perfect electric conductor
(PEC) cylinder of radius a. The radar system is located r1 from the front of
the wall, and the cylinder is located r3 behind the wall. When simulating a
range profile of this target scene it is assumed that the radar is located at a
fixed location on the rail such that the angle of incidence is φi.
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The wall model is based on wave matrix theory from [24], where the nor-
malized impedance of the dielectric with a plane wave incident at an angle of
φi from the normal is

Z =
cosφi√(

εr + σ
jωεo

)
− sin2 φi

(10.2)

where, for a solid concrete wall, εr = 5 is the relative permittivity and the
conductivity σ is assumed to be varying linearly with frequency from 0.142
to 0.186 S/m over the 1.926 to 4.069 GHz frequency range of the transmit
chirp [1]. The instantaneous radial frequency ω = 2πf radians/s and f is the
frequency of the radar device in Hz.

The phase delay of the wave inside of the dielectric wall d for an oblique
incidence angle φi is

θ = kod

√(
εr +

σ

jωεo

)
− sin2 φi , (10.3)

where the free space wave number is

ko = ω
√
µoεo. (10.4)

It is assumed that we will be using vertically polarized antennas where the
incident wave is propagating in the x̂ direction with the electric field compo-
nent in the ẑ direction and the magnetic field component in the −ŷ direction.
Therefore the polarization is transverse magnetic to the z axis (TMz) [25]
and thus the wave amplitude coefficient c1 at the dielectric boundary is

c1 = Eoe
−jkor1 (10.5)

where r1 is the distance from the radar system to the surface of the dielectric
wall.

The simulated range profile is calculated by solving the wave matrix equa-
tions for the complex amplitude b1 of the field traveling in the normal direction
n̂ at the air–wall interface, which is given by

b1 =
c3

(1 + Z−1
Z+1 )(1 + 1−Z

Z+1 )

[Z − 1

Z + 1
ejθ +

1− Z
Z + 1

e−jθ

+ Γ
(Z − 1

Z + 1

1− Z
Z + 1

ejθ + e−jθ
)]

(10.6)

where the complex amplitudes (c1 and c3) of the field traveling in the −n̂
direction at the interfaces of the wall and cylinder, respectively, are related by

c3 =
c1(1 + Z−1

Z+1 )(1 + 1−Z
Z+1 )

ejθ + Z−1
Z+1

1−Z
Z+1e

−jθ + Γ
(

1−Z
Z+1e

jθ + Z−1
Z+1e

−jθ
) . (10.7)
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TABLE 10.1
Through-wall 1D range profile example target scene parameters.

BW = fstop − fstart transmit bandwidth
fstart = 1.926 GHz start frequency of chirp
fstop = 4.069 GHz stop frequency of chirp

d = 10 cm thickness of the wall
d1 = 6.1 m distance from rail center to wall
d3 = 9.1 m distance from rail center to PEC cylinder
a = 7.62 cm radius of a PEC cylinder behind the wall
φi = 0 incidence angle
r1 = d1 at φi = 0 radar system distance from the wall
r3 = d3 at φi = 0 distance from back of the wall to the PEC cylinder
Tp = arbitrary, in 1000 steps

The cylinder oriented vertically in the ẑ direction, and thus the scattering
solution Γ of a 2D PEC cylinder from [25] is given by

Γ = −e−j2kor3
∞∑
n=0

(−j)nεn
Jn(koa)

H
(2)
n (koa)

H(2)
n (kor3(n)) cosnφ, (10.8)

where

εn =

{
1 for n = 0
2 for n 6= 0

.

Since the radar system is effectively mono-static, the bi-static observation
angle φ is −π.

The received field, a scattered plane wave from the dielectric surface, is
represented by

Es = b1e
−jkor1 . (10.9)

To apply this model to an S-band through-wall imaging scenario, the IDFT
of Es was applied to a number of test frequencies that emulate an S-band LFM
transmitted pulse from 1.929 GHz to 4.069 GHz in 1000 steps following the
target scene parameters outlined (Table 10.1). The incident wave amplitude
Eo = 1.

The simulated range profile shows the locations of the front of the wall
at approximately 41 ns and the front of the cylinder at approximately 62
ns (Fig. 10.3). The scattered return off of the wall–air interface is visible
at approximately 42.5 ns, where the conductivity of the wall attenuates the
return off the back side of the wall. The scattered return from the wall has the
greatest magnitude in this range profile, where the cylinder behind the wall
is approximately 35.8 dB below the wall.
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FIGURE 10.3
Simulated range profile of a 10 cm thick lossy-dielectric wall (slab) in front of
a 7.62 cm radius cylinder at normal incidence.

10.2.2 2D Model for Simulating Rail SAR Imagery

The 1D model from Sec. 10.2.1 is expanded to provide a simulated SAR image
data set of a cylinder behind a wall. The geometry is shown in Fig. 10.2. The
SAR is composed of a radar sensor mounted on a linear rail of length L. The
antenna is directed toward the target scene which is made up of a dielectric
wall and a 2D PEC cylinder at ranges d1 and d3 from the antenna. The
cylinder location along the y axis is defined by the offset distance d4 from the
rail center L

2 . The 2D PEC cylinder has a radius a and is located behind the
wall. The wall has a thickness of d. The radar sensor moves down the linear
rail, acquiring evenly spaced LFM range profiles at incremental locations y(n).
The incident angle φi changes with respect to the radar at position y(n) on
the rail relative to the 2D PEC cylinder:

φi(n) = cos−1

[
d3√(

y(n)− L
2 − d4

)2
+ d2

3

]
, (10.10)

where r1(n) is the distance from the radar antenna to the surface of the
dielectric wall in the direction of the cylinder

r1(n) =
d1

cosφi(n)
(10.11)

and r3(n) is the distance from the opposite side of the wall to the 2D PEC
cylinder

r3(n) =
d3 − d1 − d
cosφi(n)

. (10.12)
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The quantity y(n) depends on the variables φi(n), r1(n), and r3(n), which
on direct substitution into Equations (10.2) through (10.5) yield the y(n)-
dependent scattered field equation represented by Equation (10.9).

These calculations are represented by the frequency and rail position-
dependent scattered field matrix Es

(
y(n), ω(t)

)
, where y(n) is the cross range

radar position (in meters) on the linear rail shown in Figure 10.5 and ω(t) is
the instantaneous radial frequency at time t for an LFM modulated transmit
signal:

ω(t) = 2π

(
crt+ fc −

BW

2

)
. (10.13)

In this cr is the chirp rate in Hz/s, fc is the radar center frequency, and BW
is the chirp bandwidth. For the simulated imagery shown in this chapter, t
spans 0 to pulse time Tp in 256 steps.

Coherent background subtraction is used in order to image the cylin-
der behind a lossy wall. One scattered data set was simulated without the
cylinder by letting Γ = 0 represented by EsBack and another was simulated
with the cylinder present where Γ is represented by Equation (10.8). The
difference between these two data sets is the background subtracted image
data set

EsTargets
(
y(n), ω(t)

)
= EsScene

(
y(n), ω(t)

)
− EsBack

(
y(n), ω(t)

)
. (10.14)

Using the target scene geometry and radar parameters outlined (Table
10.2), the SAR algorithm described in Chapter 4 was used to process images
of this simulated data for the cylinder in free space and behind the wall (Fig.
10.4). The resulting relative magnitude of the cylinder behind the dielectric
wall is −22 dB relative to no wall, the down range location is −922 cm, the
down range extent is approximately 8.1 cm, and the cross range extent is
approximately 18.4 cm. The resulting down range location of the cylinder
without the wall is approximately −904 cm, the down range extent is 8.1 cm,
and the cross range extent is approximately 17.1 cm. The presence of the lossy
wall does not significantly distort the SAR image.

These results show that the wall causes the cylinder’s image to be slightly
offset in down range position. The cylinder image is not distorted noticeably
because there is no change in down range extent and only a 1.3 cm increase
in cross range extent. The return magnitude of the cylinder is lower (−22 dB)
when located behind the wall.

10.2.3 2D Model for Switched or Multiple Input Multiple
Output Arrays

The 2D rail SAR model from Sec. 10.2.2 is expanded here to account for a
switched antenna array imaging system. Although this model applies to a
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TABLE 10.2
Through-wall rail SAR model example parameters.

BW = fstop − fstart transmit bandwidth (Hz)
fstart = 1.926 GHz start frequency of chirp
fstop = 4.069 GHz stop frequency of chirp
fc = (fstart + fstop)/2 center frequency of the radar (Hz)
Tp = 10 ms pulse length in 256 time steps
cr = BW/Tp = 214 GHz/s chirp rate
L = 2.44 m length of linear rail SAR
d = 10 cm thickness of the wall
a = 7.62 cm radius of a PEC cylinder behind the wall
d1 = 6.1 m distance from linear rail SAR to wall
d3 = 9.1 m distance from linear rail SAR to cylinder behind wall
d4 = 0 position of cylinder relative to linear rail center
n = 1 to 48 locations of y(n) over which the SAR will acquire data

specific switched array radar system it can be scaled to accommodate almost
any switched array geometry. Specifically, we will consider the S-band switched
array radar imaging system described in Sec. 6.5.

Similar to the rail SAR through-wall geometry, through-wall geometry is
shown in Fig. 10.5, where a wall of thickness d is placed between the antenna
array and a perfect electric conductor (PEC) cylinder of radius a. The antenna
array length is L. The array is directed toward the target scene which is made
up of a dielectric wall and a 2D PEC cylinder at ranges d1 and d3 from the
array. The cylinder location along the y axis is defined by the offset distance
d4 from the array center L/2.

According to bi-static radar theory, a separate transmitter and receiver
function like a mono-static radar with a phase center located on the baseline
between the transmitter and receiver, where the angle bisector of the trian-
gle made of the transmitter, receiver, and target intersect [26], [27]. For this
phased array, three points make up each triangle: the transmitter element,
the receive element, and the point target p (Fig. 10.6). Each transmitter-to-
receiver baseline is represented by ~pc(n), where n = 1 to 44 representing each
bi-static baseline. The location of the phase centers along ~pc(n) is the posi-
tion vector ~pos(n), which depends on the length of ~rrx(n) and ~rtx(n) in the
direction of ~pc(n) as determined by the angle bisector theorem

~pos(n) =
~pc(n)(

| ~rrx(n)|
| ~rtx(n)| + 1

) . (10.15)

The origin of the coordinate system with respect to the antenna array
is located at ANT1 in Fig. 6.13 (the x-axis is down range away from the
array, the y-axis is the length of the array, and the z-axis is the height of the
array). Equation (10.15) shows that the effective mono-static element spacing
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(a)

(b)

FIGURE 10.4
Simulated SAR imagery of a 2D cylinder with radius a = 7.62 cm in free space
(a) and behind a 10 cm thick lossy-dielectric wall (b).

is not precisely uniform, given the physical layout of the baselines and the
short-range geometry of the target scene that this radar system is designed to
image (typically between 4.5 and 20 m down range); however the simulated
and measured free space results show that errors are negligible compared to
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FIGURE 10.5
Through-wall imaging geometry.

FIGURE 10.6
Location of the effective mono-static element.

the 10 cm wavelength of the 3 GHz radar center frequency [32]. In effect, this
bi-static array synthesizes a 44 element λ/2-spaced linear array.

The incident angle φi(n) between the array phase centers and the wall is
dependent upon the location of the phase center position y(n) on the array
relative to the 2D PEC cylinder equation (10.10), where y(n) = pos(n)ŷ, r1(n)

 



354 Small and Short-Range Radar Systems

is the distance from the phase center to the surface of the dielectric wall in
the direction of the cylinder represented by Equation (10.11) and r3(n) is the
distance from the opposite side of the wall to the 2D PEC cylinder represented
by Equation (10.12). For the simulated imagery shown in this section, t spans
0 to Tp in 512 steps, where Tp is the pulse time.

The array uses vertically polarized antennas where the incident plane wave
is propagating in the x̂ direction with the electric field component in the ẑ
direction and the magnetic field component in the −ŷ direction. Therefore
the polarization is transverse magnetic to the z axis (TMz) [25], and thus the
wave amplitude coefficient c1(n) (Equation (10.5)) at the dielectric boundary
is represented by Equation (10.5).

For each phase center n, a simulated range profile is solved for the complex
amplitude b1(n) of the field traveling in the normal direction n̂ at the air-wall
interface, which is given by Equation (10.6) where the complex amplitudes
(c1(n) and c3(n)) of the field traveling in the −n̂ direction at the interfaces of
the wall and cylinder, respectively, are related by Equation (10.7).

The cylinder is oriented vertically in the ẑ direction, and thus the scattering
solution Γ of a 2D PEC cylinder is given by Equation (10.8). Since the radar
system is effectively mono-static, the bi-static observation angle φ is −π.

The received field, a scattered plane wave from the dielectric surface, is
represented by Equation (10.9), where we let the incident wave amplitude
Eo = 1. A complete set of 44 range profiles acquired for every phase center
across the array is represented by the frequency and phase center position-
dependent scattered field matrix Es

(
y(n), ω(t)

)
.

The scattered return from the wall is significantly higher than the cylinder,
and the range sidelobes of the wall mask the image of the cylinder. For this
reason, coherent background subtraction is used when modeling the cylinder
behind the wall so that the image of the cylinder can be observed in the
data. This is accomplished by simulating a data set without the cylinder by
letting Γ = 0, represented by EsBack, and another with the cylinder present
represented by EsScene where Γ is provided by Equation (10.8). Coherent
background subtraction is accomplished by taking the difference between these
two simulated data sets (Equation (10.14)).

For all simulated imagery using this model the parameters shown in Table
10.3 will be used. The SAR imaging algorithm from Chapter 4 was used to
process simulated imagery.

10.3 Examples of Through-Wall Imaging Systems

Three examples of through-wall radar systems are shown, all of which are at S-
band. S-band is the very highest frequency that might be used for through-wall
radar; one might call it the ‘knee’ of the curve for through-wall attenuation.
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TABLE 10.3
Through-wall switched array model parameters.

BW = fstop − fstart transmit bandwidth
fstart = 1.926 GHz start frequency of chirp
fstop = 4.069 GHz stop frequency of chirp
fc = (fstart + fstop)/2 center frequency of the radar
Tp = 2.5 ms pulse length in 512 time steps
cr = BW/Tp = 857 GHz/s chirp rate
L = 2.24 m length of linear rail SAR
d = 10 cm thickness of the wall
a = 7.62 cm radius of a PEC cylinder behind the wall
d1 = distance from linear rail SAR to wall
d3 = distance from linear rail SAR to cylinder behind wall
d4 = position of cylinder relative to linear rail center
n = 1 to 44 locations of y(n) over which the SAR will acquire data

It is a compromise between cross range resolution for a given aperture size
and wall loss at a given frequency [1] and [2]. The trade is simple, better wall
penetration achieved at lower frequencies but the size of the radar must be
proportionally larger. S-band facilitates a reasonable from factor while also
providing excellent imaging performance and good sensitivity.

FMCW was chosen as the radar architecture to take advantage of the
high SNR achieved using long-duration LFM waveforms with low transmit
power. Unfortunately, a conventional FMCW radar (Secs. 3.3.1 and 3.3.2) has
limited capability for through-wall applications because, as was shown above,
the greatest signal return from a through-wall target scene is the wall itself.
The wall return sets the upper bound of the radar digitizer’s dynamic range,
and depending on radar frequency, wall thickness and type of material, makes
it difficult to image a relatively low RCS (in comparison to the wall) target
behind the wall.

For these reasons, a range-gated FMCW architecture (Sec. 3.3.3) was cho-
sen so that long duration (1 to 10 ms) LFM waveforms could be used in small
through-wall target scenes while also maintaining the ability to gate-out the
wall response. Specifics of this range gate architecture were discussed (Sec.
3.3.3.1) and its effectiveness modeled for a 7.6 cm radius PEC cylinder behind
a 10 cm thick solid concrete wall (Figs. 3.19 through 3.21).

Radars discussed in this section are capable of imaging through solid con-
crete and other walls with only milliwatts of transmit power. A rail SAR
will be shown (Sec. 10.3.1) along with a switched array (Sec. 10.3.2) and a
high-performance real-time through-wall imaging system (Sec. 10.3.3).
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TABLE 10.4
Range gated S-band FMCW rail SAR through-wall imaging system specifica-
tions.

Pave = 10 · 10−3 (watts)
Gtx = 12 dBi antenna gain (estimated)
Grx = 12 dBi antenna gain (estimated)
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 3 GHz center frequency of radar (Hz)
ρrx = 1 because antenna efficiency is accounted for in antenna gain
σ = 0 (m2) for automobile at 10 GHz
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 3.5 dB receiver noise figure
Bn = 2/tsample system noise bandwidth (Hz) where tsample = 10 ms

(SNR)1 = 13.4 dB
N = 48 number of range profiles used in synthesizing the

aperture for 2 inch spacing across the rail
Lwall = 45 dB two-way wall loss for a 10 cm thick solid concrete wall

10.3.1 S-Band Range Gated FMCW Rail SAR

A rail SAR through-wall imaging sensor [28] and [29] will be discussed in this
section, where its maximum range through a wall is estimated and results are
compared to the model.

10.3.1.1 Implementation

Implementation details were described previously (Sec. 5.3.2).

10.3.1.2 Expected Performance

Substituting specifications (Table 10.4) for a 10 cm thick solid concrete wall
into the radar range equation (10.1), the maximum range is estimated to be
105 m for a 0 dBsm human target using the MATLAB R© script [23].

The IDFT is applied over 10 ms up-chirps with a direct conversion receive
architecture resulting in a 200 Hz effective noise bandwidth. The number of
range profiles required to process a SAR image is 48 (= N).

This radar chirps from 1.926 to 2.069 GHz. Expected range resolution is
6.2 cm with no weighting (Kr = 0.89). The cross range resolution is expected
to be 16.8 cm when the targets are located 9.1 m down range, centered with
respect to the rail with a length of 2.4 m, with no weighting (Kr = 0.89). This
can be estimated using the same MATLAB script [23].
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FIGURE 10.7
Through-wall imaging with the S-band range-gated rail SAR made of solid
concrete blocks.

10.3.1.3 Results

This SAR was deployed in a through-wall imaging configuration where a 4
inch thick solid concrete wall was placed 30 feet down range from the SAR
and targets were placed behind the wall up to 10 feet further down range (Fig.
10.7).

Using the model discussed (Sec. 10.2.2) a 6 inch diameter cylinder was
placed behind a wall and simulated (Fig. 10.8a). This model was compared to
measured results of an actual 6 inch diameter cylinder placed behind the wall
(Fig. 10.8b). Measurements and simulation were in agreement, showing the
efficacy of the range gate circuit for imaging through walls and not causing sig-
nificant increases in image distortion. This measured data can be downloaded
and processed [30].

To measure the SAR’s sensitivity when imaging through a concrete wall
a target scene of three 6 inch tall carriage bolt point targets was imaged
(Fig. 10.9). Each bolt is clearly shown in this image and the fact that these
bolts can be imaged through a concrete wall demonstrates the SAR’s sensi-
tivity.
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(a)

(b)

FIGURE 10.8
Image of a 6 inch diameter cylinder through a 4 inch thick solid concrete wall
simulated (a) and measured (b).
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FIGURE 10.9
Row of 6 inch tall carriage bolts through a 4 inch solid concrete wall.

The expected range and cross range resolution for the bolt at 1114 cm are
6.2 cm and 20.5 cm using the MATLAB script [23]. The measured range and
cross range resolution for the first bolt at 1114 cm are 8.9 cm and 21.5 cm,
showing that the range resolution performance is very close to what can be
achieved at best possible theoretical conditions. This measured data can be
downloaded and processed [31].

10.3.2 S-Band Switched Array

In the previous section a rail SAR was shown capable of imaging through walls
but unfortunately it requires about 20 minutes to acquire image data. This
time frame is not valuable in practical applications. By connecting the front
ends from the FMCW rail SAR to a switched antenna array, the time required
to collect an image is reduced to approximately 2 seconds [28], [32]–[33]. A
combination of the range-gated architecture and the switched array provides
for a near real-time through-wall imaging system.
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TABLE 10.5
S-Band switched array specifications.

Pave = 1 · 10−3 (watts)
Gtx = 12 dBi antenna gain (estimated)
Grx = 12 dBi antenna gain (estimated)
Arx = Grxλ

2
c/(4π) (m2)

λc = c/fc (m) wavelength of carrier frequency
fc = 3 GHz center frequency of radar
ρrx = 1 because antenna efficiency is accounted for in antenna gain
σ = 0 (m2) for automobile at 10 GHz
Ls = 6 dB miscellaneous system losses
α = 0 attenuation constant of propagation medium
Fn = 3.5 dB receiver noise figure
Bn = 2/tsample system noise bandwidth (Hz) where tsample = 10 ms

(SNR)1 = 13.4 dB
N = 44 number of range profiles used in synthesizing the

aperture for 2 inch spacing across the rail
Lwall = 45 dB two-way wall loss for a 10 cm thick solid concrete wall

10.3.2.1 Implementation

Implementation details were shown previously (Sec. 6.5).

10.3.2.2 Expected Performance

Substituting specifications (Table 10.5) for a 10 cm thick solid concrete wall
into the radar range equation (10.1), the maximum range is estimated to be
40 m for a 0 dBsm human target using the MATLAB script [23]

The IDFT is applied over 2.5 ms up-chirps with a direct conversion receive
architecture resulting in a 800 Hz effective noise bandwidth. The number of
range profiles required to process a SAR image is 44 (= N).

This radar chirps from 1.926 to 2.069 GHz. Expected range resolution is
6.2 cm with no weighting (Kr = 0.89). The cross range resolution is expected
to be 16.8 cm when the targets are located 9.1 m down range, centered with
respect to the rail with a length of 2.4 m, with no weighting (Kr = 0.89). This
can be estimated using the same MATLAB script [23].

10.3.2.3 Results

Imaging through a 4 inch thick solid concrete wall was achieved for a variety
of moving and stationary targets. In all scenarios, background subtraction was
used to reduce in-scene clutter (such as support beams and other infrastruc-
ture) because all measurements were conducted within the author’s garage.
It was shown in Fig. 3.21 that background subtraction is not necessary to
image through a concrete wall when using the range-gated FMCW architec-
ture but in practice it helps to reduce clutter. The results in the following
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experiments will show that the locations of the targets behind the wall were
clearly discernible.

To quantify the performance of this radar system, the same target scene is
both simulated and measured in the laboratory. This target scene consists of
a cylinder with a radius of 15.2 cm located down range at 907 cm, cross range
at 25 cm, and behind a wall located 6.1 m down range made of solid concrete
with a thickness of 10 cm. The simulated image of this target scene using the
model discussed (Sec. 10.2.3) is shown in Figure 10.10a. For comparison, the
measured image of this target scene is shown in Figure 10.10b. The measured
cylinder is about 20 dB above the noise floor, where the noise floor is clearly
shown in the image. The point spread functions of both simulated and mea-
sured imagery are similar, showing the validity of the model except for the
close-in cross range sidelobes which are slightly elevated.

Down range and cross range cuts are plotted (Fig. 10.11) of the simulated
and measured images (Fig. 10.10). The measured and simulated images com-
pare well in down range, except that the first sidelobe closest to the radar
appears to be elevated in the measurement. Measured and simulated cross
range main lobes are in close agreement, however the first sidelobes are ap-
proximately 3 dB above the simulated result. The differences are likely due
to transmit leakage into adjacent elements through one of several paths: the
relatively low measured isolation of the antenna switches at 4 GHz (35 dB),
feed line coupling because all feed lines are bundled tightly into two harnesses
(transmit and receive), and mutual coupling of antenna elements. All afore-
mentioned affects would shift the assumed bi-static phase centers, thereby
increasing the cross range sidelobes.

It was observed that theoretical best possible resolution in free space is
nearly identical to the measured range resolution when imaging through a
lossy wall with the system placed at a stand-off range of d3 (= 6.1 m).

The expected down range resolution is 6.2 cm. The down range resolution
derived from the measurements is 9.4 cm. This result shows that when imaging
through a lossy wall of concrete at a stand-off range the switched antenna
array radar is performing close to the best possible range resolution and that
the wall has little effect on range resolution when the radar is located at a
stand-off range.

The expected cross range resolution for the cylinder located at 907 cm
down range and 25 cm cross range is 18.2 cm. The measured cross range is
12.6 cm, which appears to be better than free space but this is likely due
to element coupling (as mentioned above) or array calibration causing subtle
cancellation close to the main lobe. Regardless of this, the measured cross
range sidelobes show that the switched antenna array radar is performing
close to the smallest theoretical cross range resolution possible when imaging
through a lossy wall at a stand-off range.
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(a)

(b)

FIGURE 10.10
Simulated (a) and measured (b) cylinder (radius a = 15.2 cm) through a lossy
wall (solid concrete with thickness d = 10 cm).
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(a)

(b)

FIGURE 10.11
Measured and simulated down range (a) and cross range (b) sidelobes.
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FIGURE 10.12
Large-target imagery example: a 30.5 cm diameter cylinder is imaged through
a 10 cm thick concrete wall.

A larger RCS cylinder with a diameter of 30.5 cm was imaged through the
wall (Fig. 10.12). The full extent of the radar image is clearly showing the
target position. But more importantly, the lossy wall located 610 cm down
range in front of the cylinder is not shown, demonstrating the effectiveness
of both the range-gated FMCW radar architecture and coherent background
subtraction for eliminating the unwanted returns.

Three 12 oz aluminum soda cans were imaged through the wall (Fig. 10.13).
Although the RCSs of these targets are significantly smaller than those of both
the 15.2 cm and 30.5 cm diameter cylinders, the location of each is clearly
shown, demonstrating this radar’s sensitivity.

Through-wall radar demonstrations are shown for a 6 inch diameter metal
cylinder and a 12 oz soda can [34] and [35].

10.3.3 Real-Time Through-Wall Radar Imaging System

A higher speed, greater transmit power, and better sensitivity radar was devel-
oped at MIT Lincoln Laboratory following the architecture and array layouts
previously discussed. This device is capable of imaging at a rate greater than
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FIGURE 10.13
Small-target imagery example: three 12 oz soda cans are imaged through a 10
cm concrete wall.

10 Hz, providing real-time imagery of what is behind a wall. It uses frame-
to-frame CCD revealing the location of any moving targets behind the wall
even if they are standing still [36]–[41]. This system will be shown to be effec-
tive at imaging human targets through 10 cm, 20 cm thick solid concrete and
masonry block (cinder block) walls.

10.3.3.1 Implementation

This through-wall radar system uses the architecture and antenna array de-
scribed previously (Sec. 10.3.2). It shares the same array layout, imaging al-
gorithm, switch and sequencing. A photo is shown (Fig. 10.14).

But this radar differs from the previous work in that it uses a real-time
data acquisition system and imaging algorithm that provides a 10 Hz frame
rate [37]. It uses a more sophisticated antenna element that provides greater
gain and efficiency [41]. It transmits 500 mW of average power, uses 1 dB noise
figure LNAs, and has significantly less switch loss [40]. Additionally, this radar
uses detection and tracking algorithms so that the end user is not required to
look at ‘blobs’ on the screen, rather a ‘trail of breadcrumbs’ can be displayed
that is representative of the targets’ current and previous locations [39].
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FIGURE 10.14
The MIT through-wall radar imaging system.

10.3.3.2 Expected Performance

This radar transmits an average power of 500 mW, chirps from approximately
2 to 4 GHz, the cascaded noise figure is approximately 1 dB, the antenna gain
is 15 dB, and it uses 44 phase centers to acquire a radar image. Using the radar
range equation for through-wall radar systems (10.1), the estimated maximum
range through a 20 cm thick solid concrete wall with a two-way attenuation
of 90 dB is 20 m. Results for different types and stack-ups of wall material
can be scaled from this estimate.

10.3.3.3 Results

Numerous real-time radar videos were acquired of moving and stationary tar-
gets. The focus of this work was to develop a system for locating human targets
(moving or stationary) inside a small building or structure and for this reason
human target results will be discussed here.

Single-frame imagery of human targets in free space (no wall), behind a
10 cm (4 inch) solid concrete, cinder block, and 20 cm (8 inch) solid concrete
walls are shown (Fig. 10.15). In all cases the locations of the human targets
are clearly shown. Compared to free space, the imagery through the 10 and 20
cm concrete walls shows a slight increase in clutter. Compared to free space,
there is noticeably more clutter when imaging through the cinder block wall.

All data was processed using CCD, where the current frame was coherently
subtracted from the previous one. This radar runs at a high frame rate of 10
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FIGURE 10.15
Imagery through three types of wall and in free space using the MIT through-
wall radar imaging system.

TABLE 10.6
Measured performance summary of the real-time through-wall radar system
on various types of walls with human targets that are moving and standing
still.

Standing Sitting
and and

Wall 1 Target 2 Targets Standing Sitting Holding Holding
Type Walking Walking Still Still Breath Breath

Free space
(no wall) Good Good Good Good Good Good

10 cm
Concrete Good Good Good Good Good Poor
Cinder
block Good Moderate Good Moderate Good Poor
20 cm

Concrete Good Good Moderate Poor Poor Poor

Hz; combining this with CCD allows for very minute phase changes to be
shown in the resulting imagery. With this it was observed that even when a
human target is standing still it could be located through 10 cm, 20 cm solid
concrete walls and cinder block walls (Table 10.6).
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A detection algorithm was also developed that plots a ‘trail of bread-
crumbs’ target location history of all moving targets and an overall target
count [39]. This algorithm greatly simplifies the use of this radar system by
reducing the training requirements for end users.

10.4 Summary

Through-wall radar is a potentially game-changing technology for the urban
war fighter. It provides the ability to precisely locate moving targets inside
of a building. The basic principles of through-wall radar were discussed fol-
lowed by a method of estimating performance. Field use of through-wall radar
systems remains a challenge because of their size, which is proportional to per-
formance but at odds with the end users’ requirements of small and portable.
Three S-band through-wall radar systems were shown, including a rail SAR,
switched array, and a real-time switched array system. Each radar was capable
of imaging through concrete walls. The real-time system used frame-to-frame
CCD and was shown to have the remarkable capability of locating human
targets moving or standing still.
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