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Foreword

D. Avison' and S. Conger?

We were honored to be asked to open the 5th Conference of the Italian Chapter of
the Association for Information Systems (ItAIS) in Paris which took place over two
days in December 2008. The goal of the chapter is to promote the exchange of
ideas, experiences, and knowledge among scholars and professionals engaged in
the development, management, and use of information and communications sys-
tems and technology. This conference was one of around 30 conferences, consortia
and workshops that took place immediately before the International Conference in
Information Systems (ICIS 2008).

As President of the AIS and the Vice-President AIS for Chapters and Special
Interest Groups, we were particularly delighted to participate as the Italian Chapter
of the AIS has proven so successful. However we were not ready for the excellent
attendance and outstanding presentations that are reflected in this volume that
represents the best of the conference. Further, the conference highlighted both
research and practice. Too often, conferences in IS do not evidence the impact of
research on practice. The conference chairs, Alessandro D’Atri and Domenico
Sacca, along with the organizing and program committees, deserve our gratitude
for the success of the event and the excellence of this volume.

The conference tracks that included E-Services in Public and Private Sectors,
Governance, Metrics and Economics of IT, Information and Knowledge Manage-
ment, IS Development and Design Methodologies, IS Theory and Research Meth-
odologies, Legal and ethical aspects of IS, New themes and frontiers in IS Studies,
Organizational change and Impact of IT, Human Computer Interaction and the
Strategic role of IS, not only provide a cross section of Italian research in IS but
research in IS more generally. It is common that our research informs our class-
rooms, and if this conference is any evidence, Italian IT programs should flourish.

It is important for the AIS that regional and country groups are fostered and grow
as this helps to ensure that the discipline develops new ideas and is influenced by
diverse research and scholarship contributions. The Italian chapter is a model for

"President of the AIS 2008 — 2009, ESSEC Business School, France, avi-son@essec.fr
2AIS Vice President SIGs and Chapters 2007 — 2010, University of Dallas, USA, sconger@aol.com



vi Foreword

chapter success and we hope the Italian chapter can help lead the way in developing
regional groups as well. In examining this volume, the reader might ask whether
there is something different about Italian research and, more generally, research
from the Mediterranean area (there is a fourth Mediterranean Conference in Infor-
mation Systems (MCIS) in Athens in October 2009). This volume of papers is a
good place to start answering that question.
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A Feature Ranking Component for GIS
Architecture

A. Gemelli', C. Diamantini?, and D. Potena®

Abstract For a Geographical Information System, it is wanted to design a per-
manent architectural component which is committed to select relevant information
from large databases and network of sensors, and useful in the wide range of appli-
cations that such system is destined to. This component allows the system to reach
an optimal performance with savings on data acquisition costs and computational
resources. The component is based on Data Mining technology and uses feature
extraction algorithms to rank the relevance of the dataset features. In all appli-
cations reducible to a classification of geographical objects, the feature ranking
procedure highlights the features with higher class discriminatory power. Features
Ranking is also a cognitive strategy, and produces models of interest toward an
artificial intelligent system. The GIS is a Decision Support System (DSS), whereas
the feature ranking component supports a within processing decisional activity.
A prototype of this component has been assembled and tested on several geographi-
cal dataset with promising results at current research stage.

Introduction

Explosion of data represent challenges and opportunities for the information sys-
tems involved in modelling complexity, as is in economy, environmental, large
scale infrastructure management applications. On the one hand every information
system can limitlessly access any data collection on a global scale to construct and
to refine the models. On the other hand information systems compete on costs,
promptness of response and reliability of processing results. For these opponent
reasons, the performance of an information system used for modelling depends of
its ability to raise the model accuracy to calculus complexity ratio. This is achieved
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with an optimal selection of the information to be conveyed to the processing. This
is the typical scenario in data-driven processing systems [23], such is the
Geographic Information Systems (GIS) [14], either if desktop GIS or geographi-
cally distributed network of sensors. Modern GIS can therefore be envisioned as an
informatics architecture which is intended to model a variety of complex real world
situations, in optimal way and with limited resources. It is sought thinking to
include at the core of a GIS architecture a component that is capable to decide,
which is the relevant information in order to optimize the processing for each given
goal, and that shall be based on computational methodology having intrinsic versa-
tility. Terminology and concepts to define the properties of such a decisional com-
ponent come from discipline of Decision Support System Engineering [I].
A Decision Support System (DSS) is by definition a system that supports decision-
making based on vague, imprecise, and incomplete information [18]. All GIS in the
modern conception are DSS, since they extract models of geographical phenomena
to help the user to take decisions. Also a DSS can be a component included in a
larger informative system and take decision on processing activities to optimize the
processing itself, either cooperating or not with user. In the framework of a system
dedicated to support geographical objects classification task, which is quite a com-
mon GIS application, we propose a architectural component that is intended to
decide automatically the relative relevance of each variable (or feature) contained
in a GIS database, for a given classification task and using data mining
technology.

Current Scenarios

There are two general situations in which the ranking utility in a GIS can contrib-
ute. These are when: (1) the ranking is used to select relevant information stored in
large database, with the objective to leverage the computational load and human
understanding of the geographic complexity (2) The ranking is used to evaluate the
importance of the features when designing a data acquisition scheme, with the
objective to reduce the acquisition costs.

As specifications to the system we want to realize, in this paragraph we depict
the basic processing operations of a GIS, and express the requirements for feature
ranking facility. In GIS the data are organized in data structures called layers. A
layer captures the geographical information along with spatial relationships in a
Euclidean space. Each layer contains information related to a spatially varying
feature of the geographical environment and it is conceptually similar to a thematic
geographic map. With this data structure, it is possible to retrieve a feature value at
each point of the geographical space. Consequently, a set of layers constitutes a
multivariate dataset providing the value of each feature (or a tuple) at each location
in space. Most of the GIS applications [10], from decision support to environmental
forecasting, can be conceptually reduced to a classification task. For example when
deciding which type of natural hazard an area is most at risk of, when deciding
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whether or not to intervene for civil protection purpose and how, or when making
statements of the health state of vegetation coverage or land use forecasts. When
processing takes place, data are taken from the layered dataset, in the form of
tuples, then the classification algorithm builds a model (or classifier) capable of
predicting a defined target feature. In real appliances this model will be used to
predict a target feature; in other words, if variations occur in the environment the
model will be used to classify the new status. The features (layers) we take into
account for defining the dataset schema, affects the accuracy of the classifier. As a
matter of fact, few features could not contain a sufficient discriminative power,
while too many features tend to highlight the negative effect of the “curse of dimen-
sionality”. Therefore the features are ranked by between-classes discriminative
power. Later, feature ranking altogether with restrictions on accuracy, system costs,
computational complexity, leads to the feature selection. A GIS is expected to be
versatile on a large-range of applications. Therefore it is appropriate to design a
system architecture whose components have a ubiquitous valence over any kind of
information. The use data mining algorithms for features ranking offers several
vintages. Data mining methods are minded to be generally applicable to any kind
of information, they are chosen only on the basis of generally defined tasks such as
classification, clustering or feature extraction. What’s more, it is wanted such archi-
tecture with this component converges, by eventual further expansions, to an intel-
ligent system; in fact the highest versatility achievable among informative systems
is represented by the class of intelligent systems. We characterize our system archi-
tecture, by assessing its significance as artificial intelligent system. Among the
several approaches in artificial intelligence we find in the Cognitivism the optimal
reference for our architecture, since the strong analogy on the goal oriented
reasoning.

Existing Solutions

Looking at feature ranking/selection, there are two major approaches, one is cen-
tered on feature extraction, which consists in transforming the data in a reduced
dimensional domain obtained by linear combinations of the original features. The
vintage offered by this approach lies in the data volume reduction. Whereas the
second approach leads to the selection of information in the original dimensional
domain. The latter approach is less effective in terms of data volume reduction but
has the important vintage of generating results in a cognitive form, easily readable
by human. A survey of data mining techniques in data feature selection is in [7].
Other related work investigates are [25] and [11]. Current applications of feature
ranking/selection in GIS concern the optimization data collection and transmission
over a network of distributed sensors [20]. Another applications is Geovisualization,
where the information selection is finalized to build efficient cognitive visual inter-
faces [21]. However, finding application of data mining as core component of a
versatile system, finalized to optimize the processing itself is harder [5]. Examples
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of use of data mining methods in decision support are in [20, 23]. In DM, informa-
tion reduction is implemented with a dimensional reprojection, better known as
Feature Extraction (FE). The new extracted features (or eigenfeatures) are ranked
by classification capability or variance caption within the dataset. A well known FE
technique is the Linear Discriminant Analysis (LDA), based on the Fisher Criterion
of class separability [8]. However a problem with LDA and all other FE techniques,
is that they rank the eigenfeatures rather than the features in the original space.
Therefore the ranking is not of a direct help when the selection must be compared
with a specific domain of knowledge, such is when interoperability issues exist or
when final human supervision is wanted over the selection process, as normally it
is expected in scientific investigations.

Wanting to design architecture adaptable to any application within the geogra-
phy domain, it is essential to assess its performance in the general vision of a sci-
entific reasoning. The system we propose performs information ranking/selection,
which is an important issue in geographical modelling and in general in all sci-
ences. Feature Selection in sciences is checked against computational issues in [3].
We want to outline here that the selection of relevant information is a fundamental
step in cognitive processes [24] and therefore its introduction in a GIS as a core
functionality is a step toward designing a system of the artificial intelligent class
[9, 22]. In a cognitive framework, the feature selection operates by translating the
information from the raw undifferentiated form in which it is collected, to a form
where it is sorted and selected to achieve a specific goal [15]. In geography model-
ling the adoption of cognitive strategy has been discussed by [12, 7].

Expanding GIS Architecture to Include Ranking Utility

In this paragraph it is described the architecture that we propose. The Fig. 1 shows
the logical layout of the core GIS architecture augmented by feature ranking and
selection component modules. Hereafter are described the components of such
system (list numbers refer to architectural components in the figure):

1. Multi-Source: In modern-day scenario the GIS received data from a large data-
base and moreover can access to huge data collections that can also be distrib-
uted over the Internet, or receive data from complex networks of sensors.

2. Data Sampling Module: in preliminary phase only evaluation samples are loaded
from the source into the local system either to reduce the computational load or
the acquisition costs.

3. Feature Ranking Module: this is based on a Feature Extraction algorithm. Here
the mapping matrix, used to map the instances of the original feature space into
a new feature space, is further manipulated to calculate the contributive weight
of each original feature to the new feature space. In this module we can use every
algorithm outputting a transformation matrix and whose goal is to maximize the
class separability. Suitable algorithm of this type can be those based on LDA,
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Fig. 1 In the GIS architecture, a core component which is enabled to perform feature ranking, is
interposed between data acquisition channel and any further computational process

and on the Decision Boundary Feature Matrix (such as EDBFE, BVQFE and
SVM-DBA) [7]. In particular we used the LDA, where the transformation matrix
is directly generated by the eigenvalue decomposition. From theory it is known
that the components of eigenvectors represent the weight of every original fea-
ture in the new space, whereas the eigenvalues are the weight of each eigenvec-
tor. Therefore for the objective of this work, firstly eigenvectors are weighted by
multiplying them by the respective eigenvalues, then we sum corresponding
components (the absolute values) of weighted eigenvectors. Resulting values are
the contribution (or weight) of every original feature in the new feature space,
whose relative comparison gives the ranking of original features. Hereafter we
report the pseudocode of the algorithm within the Feature Ranking Module:

a. LetX={x,x,,...,x_} be the m-dimensional original feature space.

b. Let A be the transformation matrix obtained by the LDA algorithm.

c. LetY=1{y,y, ...y, } betheeigenvectors of A, and A= {A, A,, ..., A} be
the related eigenvalues.

m
d. Fori=1tom w. =,
= |

/Il.yl.j

e. Sort w,
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Referring to Fig. 1, the modus operandi is considered wrapper since the FE
algorithm output is conditioned by a chosen target. Throughout a front end inter-
face, a feature is chosen by the user as target of the classification process task.
As we consider the ranking a type of modelling, we call Rank Model the output
from this module.

4. Feature Selection: We detach a feature selection component, which realistically
might require some interaction with the system user, and therefore represents a
cooperative decisional element. The input to this module is the feature ranking
model. Features are picked out from the original feature space, beginning by
those with higher rank, up to put together an ensemble of features that minimize/
maximize a previously given (by the user) objective function. In practice the
user can supply any kind of objective function, for example, to minimize the
processing costs, to maximize the ratio between accuracy and cost, and so on.

5. Application: whichever data processing takes place in GIS, as classification for
example, that can computationally benefit from having in input only a selection
of features.

The core module of feature ranking has already been tested on several dataset
and using several versions of the LDA. Results encourage conferring a general
validity to the method. As example we cite a validation test performed on the UCI
Cover Type dataset, whose target is to predict the class of vegetation coverage,
(the target layer) on the basis of various other layers from hydrology to topography,
see Fig. 2. Other tests, with equal results, have been performed on other datasets
concerning assessments on the natural hazards, land use, aptitude to urbaniza-
tion and more. The Cover Type (from forestry domain) consists of 54 numerical
features (elsewhere layers) and a target feature whose values represent seven
mutually exclusive forest cover classes. Features that are mutually exclusive have
been coded in one, that is the case of the forty features representing the soil type

R | CoverType Dataset w, INN

A / Acc.

N | Features Cum- | cum,

K (%) | ()

1 | Elevation 21,9 | 59,5 T ~ oy

2 | Soil Type 35,5 | 72,3 5 g g ;

3 | Wilderness Area 472 | 73,8 g 3w .__/*"/(

4 | Hillshade 3pm 577|790 | £€ 41/ '/

5 | Hillshade Noon 65,2 | 82,2 g 8 ‘

6 | Hillshade 9am 72,7 | 81,8 s

7 | Horiz. Dist. ToHydr. | 790 863 | 5< |/

8 | Horiz Dist. ToFire P. [ 847 | 952 | 8% ¥

9 | Horiz. Dist. ToRoad | 90,0 | 100 | & 7 o

10 | Slope 93,8 100 1234567890112
11 | Vert. Dist. To Hydr. 97,1 | 100 Features Sorted by Rank
12 | Aspect 100 100

Fig. 2 Feature ranking index (first column). The dataset features (second column) ranked by
weight. The cumulated weight (w,). For comparison the accuracy (INN Acc.) is also plot
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designation, and the four features designing the Wilderness Area. After compres-
sion the dataset has m=12 features plus the class. But moreover the Forest Cover-
Type is a quite a large dataset containing over 500,000 instances. Then the LDA
based feature ranking has been run. A classification algorithm (/ Nearest Neighbour)
has been repeated on several subset of the Cover Type, each obtained from the
preceding, by adding an additional feature taken in the ranking order calculated
using an LDA wrapper algorithm. As shown in the Fig. 2, this procedure outlines
that a subset of the features contains most of the discriminative power, whereas the
remaining features bring no contribution to classification accuracy and therefore
might be selected off the dataset without affecting the classification accuracy.
Other subset of features, chosen from the top rank list, can help to reach relative
high accuracy in the classification. For example the first 6 features in the rank scale,
hold enough information to reach over 80% of the classification accuracy obtain-
able with all 12 features.

Conclusions

We propose an architectural component that produces an automatic ranking of the
features. This is versatile to the generality of GIS applications. Located as a core
component in the system main workflow, this module assumes the role of an active/
cooperative decisional support that benefits the system performance. Eventually it
can be separated in two distinct components, the first dedicated to feature ranking
and the second to the feature selection. The ranking model appears strongly condi-
tioned by the goal, since ranking is almost unchanged when changing the wrapper
algorithm. This has great significance of coherency and objectivity of the results.
The ranking model has cognitive properties since it well fit within a process leading
to knowledge production in the scientific sense. It is under study the feasibility of
a base of knowledge that stores the ranking models in a unified schema constituting
the system experience.
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A Maintenance Metric Model for Open Source
Governance

P. Ardimento', G. Bruno?, D. Caivano®, and M. Cimitile*

Abstract The adoption of Open Source in industrial applications has increased
in the last years. In this context the need to provide answers to high levels of
Maintenance arises. Therefore it is critical to select Open Sources components to be
integrated in a software system according to their Maintenance characteristics. The
work presents a Metric Model and its related Decision Model for OS Governance
and in particular for selecting OSs according to their Maintenance Level. The
Metric Model was obtained individuating some automatically calculable measures
from a group of projects available on the Web. The measures were validated on
several OSs used in industrial projects. The results are of interest and encourage
future research.

Introduction

In the last years, we have been assisting to an increasing adoption of and interest
towards Open Source (OS) solutions [1-5]. The OS diffusion is highlighted by a
survey conducted by Wheeler [6] which points out the use of OS in the United
States, South America and Europe although with different approaches and
strategies.

This high use of Open Source Systems (OSs) explains the need to adequately
select the proper OSs to be integrated in a defined system in order to respond to the
project goals [7].

This selection should consider the OS Maintenance level, where Maintenance
level increases on the base of the amount of maintenance tasks carried out for
evolving, fixing or improving an OS.
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The maintenance viewpoint chosen is motivated by the observation that in the
last years, a common practice has been to build software applications by assem-
bling software components and, in this context, OSs. This implies that the evolution
of a software application depends on the evolution of its components. Furthermore,
maintenance problems can derive from a different evolution of the system and the
OSs: for example the context could require improvements that involve the OSs it is
made up of, but no maintenance requests may be available nor planned on the
Project website for part or all of the OSs.

Therefore, before adopting an OS, it is necessary to investigate the level of main-
tenance activities performed. A low level maintenance activity may indicate a
progressive project death due to the difficulties in evolving it or, simply, the lost of
interest on behalf of the community. In both cases, the result is that a user cannot
benefit from software upgrades and new releases. In this case the OS should be
substituted with an equivalent one or, alternatively, it is necessary to start paying for
its maintenance and evolution.

According to the introduced topic, the present work aims to identify a
Maintenance Metric Model for the evaluation of the maintenance level of an OS.
This Metric Model was obtained starting from the selection of measures from a list
of measures commonly used for several Open Source Projects characterization and
individuating an interpretation model that allows to associate to an OS its evaluated
maintenance level.

The proposed Metric Model supports, in our opinion, the OS analyst in selecting
the most adequate OS to use in an application giving him an evaluation of OS
maintenance level.

The remainder of this paper is structured as follows: Section “Related Works”
recalls previous works. Section “Proposed Evaluation Process” shows the proposed
evaluation process. Based on these, the last Section completes the paper by provid-
ing some conclusive insights and final remarks, and showing future works.

Related Works

In general the selection of an OS is made taking into account various viewpoints. For
example, some researchers [1, 9, 10], formalize a framework of Quality Assurance
(QA) in an OS, elicit OS stakeholder value propositions for QA and derive perfor-
mance indicators to reduce risks such as unclear requirement elicitation, ad hoc
development process, maintenance activity for improving quality. Currently, the
most accredited method is QSOS (Qualification and Selection of Open Source soft-
ware) designed to qualify, select and compare free and open source software in an
objective, traceable and argued way [11]. This method has been implemented and
the tool is available under the terms of the GNU Free Documentation License. This
method in terms of Maintenance Activity is lacking because some ordinal measures
are used. In this way it is difficult to individuate the relationship between the mea-
sures and give a detailed interpretation of the obtained values.
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A different approach has been perceived by Christley and Madey who discuss a
large data set of OSs from the SourceForge.net and the Concurrent Version System
(CVS) websites [12]. They describe how to extract information regarding the activi-
ties performed by users on OSs using Software repository mining techniques. To
this aim, they use data regarding submitted bugs, submitted support requests, sub-
mitted patches, new forum messages, new project tasks and so on. The results of
this study point out the need of further investigating data mining techniques.

In [13] authors show that sources of OSs maintenance data such as defect tracking
systems, change logs, and source code, cannot, in general, be used for measuring main-
tainability. They propose three resources able to provide the maintenance data needed
for measuring maintainability: defect tracking systems, change logs and source code.
Authors also examine an indirect means of measuring maintainability, such as defect
distribution and the lag time to fix defects. According to the authors, none of the found
data can be used to measure OSs maintainability. The obstacles they have encountered
refer to missing data, incomplete data, inaccurate data, and lack of construct validity.

The authors of this paper want to overrun the above described limits and propose
an OS selection Maintenance Metric Model. The model was obtained by analyzing
and comparing OS projects and considering the continuous use and application of
OS in industrial contexts.

Proposed Evaluation Process

The evaluation process synthesized in Fig. | was used to identify the metric model.
Analysis starts from the selection of a group of candidate Open Source projects
called “Candidate OSs.” For each of them we collected some significant measures

Ex Ante
measures

Candidate OSs

Forecasting
Model

Best

maintenable
0SS

Fig. 1 Open source software evaluation process
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with respect to Maintenance Level activity (Ex-Ante Measures). At this point we
applied a forecasting model that allowed us to select the best maintainable OS
Project among the Candidate OSs.

Forecasting Model

The first activity of own investigation was the selection of some representative OS
projects. These projects were extracted by SourceForge [1,14]. It is a common OS
repository and OS development website. In SourceForge the OSs are characterized
using some measures. These measures are often perceived useful for evaluating
whether a project is better than another one, or if it is better maintained or more
stable than another one.

We considered a group of 870 projects [15] selected using a simple random
sampling technique. By a discriminating analysis we selected the most significant
measures to distinguish the characteristics of OSS with refer to the maintenance
activity. The selected measures are shown in Table 1.

Table 1 Includes the list and the description of the selected Ex-Ante Measures

Measure Description
Bug Fix Rating (BFR) It expresses the ratio of bugs that are solved by developers
and the total number of tracked bugs
Release For Month (RFM) It expresses the average number of published releases per
Month since the project was published until it was measured
Development Status (DS) The Development Status expresses the level of stability of the

OS, (from 1 to 6)

Number of Developers (ND)  Refers to the number of developers participating to the
production of an OS.

Downloads (DSW) Number of time the OS was downloaded.

Longevity (LSW) Number of passed months from the publication of the OS until
it was measured

Ex-Ante Measures Calculation

In order to evaluate the validity of the proposed measures and their interpretation,
these measures were used to evaluate some OSs integrated in Software Projects
developed within SERLAB (Software Engineering Research LABoratory) at the
University of Bari in the last years [16]. For all of the integrated OSs we know the
measures related to maintenance process. It is important to note that some OSs are
applied in more than one project. For this reason we considered the OS once for
each project. Table 2 shows the values of Ex-Ante measures in percentage assumed
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Table 2 Excerpt of Ex-Ante Measures calculated for SERLAB OSs

OS name (n) BFR (%) RFM (%) DS ND DSW LSW
Spaghetti learning (1) 24 8,3 4 2 2,870 26
Atutor 1.5.2 (5) 60 4,4 5 257,697 89
Claroline (1) 55 72 6 11 56,679 69
CRM-CTT (3) 75 55 6 1 56,018 72
Typo3 (3) 0,6 22 6 26 3,512,425 89
Joomla (1) 0 18,1 4 3 2,834,224 11
Alfresco (1) 59 83 5 17 1,186,836 36
Openflow (1) 66 0,9 3 2 4,395 111
Pmapper (1) 0 0,49 5 1 24,513 61

by OSs integrated in SERLAB Projects. Each row should be considered (n) times,
were n is the number of projects the same OS was applied to. This number is
expressed in the first column near the OS name. A detailed description of the
Projects can be found in [15].

Ex-Post Measures Calculation

To evaluate the maintenance of the used OS, we collected some ex-post measures
of used OS. The ex post measures are the following:

Fixed Bug (FB): number of tracked bugs that were solved during the system
lifecycle;

Time to Bug Fixing (TBF): number of days required to fix the bug;

Implemented Evolutions (IE): number of required evolutions during the system
lifecycle;

Time to Evolution Implementation (TEI): number of days required to implement
the Evolution.

According to the combination of values assumed by these measures, we divided
own OS in: High Maintenance (HM), Medium Maintenance (MM) and Low
Maintenance (LM).

In [15], we show a Decision Table to associate each used OS to a Maintenance
Level on the base of the ex post measures values.

In Table 3 OSs used in SERLAB Projects are distributed on the base of their
Maintenance Level (TR):

As shown in Table 3, OSs are distributed quite equally among the three consid-
ered groups. The projects classified as LM are: Spaghetti Learning, Joomla,
Openflow, Pmapper; MM are Claroline, CRM-CTT (3), Alfresco; HM are Atutor
1.5.2 (5), Typo3 (3).

So we can consider our set of projects as useful to obtain observations about
projects of different level.
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Table 3 Maintenance level of OSs used in SERLAB Projects

Maintenance level Number of OSs
LM 4
MM 5
HM 8

Ex-Ante Classification

The classification analysis between Ex-Ante Measures and Maintenance Level
permitted us to evaluate how Ex-Ante measures can be used to forecast OSs
Maintenance Level.

The obtained classification can be expressed by a Decision Table, shown in
Fig. 2. For space reasons the Decision Table represents only Ex-Ante measures of
OSs integrated in SERLAB Projects. Decision Table allows, giving an OS, to
evaluate on the base of the Ex-Ante Measures its Maintenance Level:

Considering for example Column 1 we observed that a NM level is predicted for
an OS assuming the following values: BFR>50%, RFM<2%, DS>5, ND<2,
DSW<100,000, LSW<36.

Moreover, the correlation analyses allows to identify the optimal range for the
Ex-Ante Measures: BFR>50%, 2<RFM<5%, DS>5, ND>2, DSW=>100,000,
LSW<36.

The Decision Table can be improved adding new observations (executed proj-
ects). In this way the classification results become more reliable. Therefore, the
Decision Table can be considered useful for collecting experiences deriving from
OS Governance projects.

CONDITIONS STATES

BFR
RFM
Ds >=5 <5

ND <=2 >2 <=2 >2 <= 2

DSwW <100000 >=100000 <100000 >=100000 <100000 >=100000 <100000 >=100000 <100000 >=100000
Lsw <36 >=36 <36 >=36 <36 >=36 <36 >=36 <36 >=36 <36 >=36 <36 >=36 <36 >=36 <36 >=36 <36 >=36
LEVEL
H

Fig. 2 Classification of OSs integrated in SERLAB projects
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Conclusions and Future Work

The work aims to introduce a Metric Model for selecting an OS project according
to its Maintenance Level. The Metric Model definition requires: the identification
of a set of measures, the identification of their interpretation model.

According to the established goal we obtained a group of measures automati-
cally calculable. It means that given an available OS on the Web, we can calculate
the Ex-Ante Measure in a quick and economic way.

To the proposed measures we have associated an interpretation model. This
model provides an evaluation of the OS Maintenance Level according to the
Ex-Ante measures. Moreover, the OS evaluation can be executed through a pro-
posed Decision Table.

The proposed Metric Model represents a preliminary model, in fact it needs to
be improved and validated using a statistically significant set of applications.

As future works, some empirical investigations aiming to improve the proposed
model and to empirically confirm our primary results will be conducted. According
to this scope we are interested in sharing our research experience with other
researchers.
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A Methodological Approach to Enable
Cooperative Process Design Through
Web Services

D. Bianchini', C. Cappiello?, V. De Antonellis®, and B. Pernici*

Abstract Web services are rapidly becoming the key technology for enterprises
to enable IT development and modernization. By now, organizations have experi-
enced the Service Oriented Architecture (SOA) technology by developing and using
simple internal applications or by searching for information provided by external
services, thus enabling the interactions among different organizations. SOA is also
an appropriate platform-independent approach to implement cooperative business
processes. In this scenario, the service is a unit of work provided by a service
provider and offered to the other organizations involved in a common network. In
order to share services and knowledge, organizations have to standardize their own
process descriptions and model them through services using the same approach and
principles. The paper proposes a methodology to support the designer in the identifi-
cation of services to produce by considering the initial process flow. The adoption of
the presented approach would guarantee a homogenous description of services and
their interaction along the enterprise network and thus facilitate the collaboration.

Introduction

The revolution in business caused by the Internet and related technologies demon-
strates that information systems and IT can provide a strategic platform to support
the collaboration among enterprises. In general, when enterprises share applications,
services and knowledge, they are called Internetworked Enterprises (IE) [1]. IE can
be seen as a borderless organization whose processes are transformed and integrated
with the ones of its partners. Collaboration implies the adoption of standards and
suitable infrastructures to communicate. The Service Oriented Architecture (SOA)
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promises significant benefits in this scenario. In particular, organizations in the IE
network can share their own applications by using the Software as a Service para-
digm (SaaS). They can place their own implemented functionalities at the other
organizations’ disposal by creating services and providing them to the others across
the Internet and thus designing operating information systems able to connect IEs
each other. By eliminating the need of installing and running the application on the
customer’s own computer, SaaS alleviates the customer’s burden of software mainte-
nance, ongoing operation and support. In such a way, the adoption of SOA technol-
ogy also enables small and medium enterprises (SMESs) to join IE networks, since it
promises to reduce costs and complexity for connecting systems and businesses.

At the heart of the SOA paradigm there is a catalog of available services that can
be shared across IE and reused to build up collaborative processes. Service descrip-
tions in the semantic catalog should be homogeneous, that is, similar functionalities
have to be mapped to the same ontological concept possibly maintaining the same
granularity. The level of granularity should be apt to guarantee the comparability
among different services. In fact, coarse-grained services (e.g., a service associated
with more tasks of a process) could not be compared with elementary services (e.g.,
a service that corresponds to a single task of a process). In this scenario, starting
from a high level process representation, we aim at building a methodology to sup-
port process designers in the identification of reusable services. Our approach guar-
antees that the service description will be homogeneous for all the organizations
involved in the network since the minimum granularity level will be adopted.

Some contributions in literature address similar issues by supporting the transfor-
mation of legacy applications into orchestrated services [2—4]. Other approaches
attempt to assist service providers and service aggregators in orchestrating multi-
party business processes. In particular, [5] discusses how the business process should
be described so that services can be properly identified and provides strategies and
principles regarding functional and non-functional aspects of Web service design.
Furthermore, in [6] authors propose a methodology that aims at defining a foundation
of development principles for Web services based on which business processes can
be assembled into business scenarios. All these approaches provide guidelines for the
service identification without giving an operational support. The use of coupling and
cohesion metrics to evaluate process decomposition into sub-processes or activities
has been suggested in [7-9], but the proposed techniques are mainly devoted to com-
pare different decompositions to choose the best one. To the best of our knowledge,
there are no approaches in literature that propose a semi-automatic methodology that
supports the designer in identifying the component services in a business process.

Methodology

In our approach, the business process is modelled using a workflow-based notation
(e.g., BPMN). In general, a business process is defined recursively starting from a
set of simple tasks aggregated through control structures (such as sequence, choice,
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cycle or parallel) to form composite tasks, also denoted as sub-processes. Simple
tasks are featured by their name, I/O parameters, pre- and post-conditions. Data
exchanged between process tasks and control flows connecting them are modelled
as data dependencies and control flow dependencies between tasks, respectively.
A service can also be defined as a collection of tasks. However, the definition of
service imposes a series of additional constraints such as: (1) services are self-
contained, that is, they do not require context or state information of other services;
(2) services are connected to other services and clients using standard, dependency
reducing, decoupled message-based methods such as XML document exchanges.
Moreover, a service takes one or more inputs and creates outputs that constitute a
tangible value to an actor involved in the process. Values are data associated to
interactions between the process and actors. The main difference between a service
and a process is that a service is the minimal set of tasks that performed together
create an output that is a value for the user.

In [10] a service is recognized as a recurrent communication pattern, where the
requester of the service sends a request (that can be accepted or refused) and
receives a response that is of value for the user. Between the request and the
response, the service can be identified as a (set of) tasks that, from the user view-
point, are executed together by the service provider. The response can be, in turn,
accepted or refused by the user requiring the service. On the other hand, the service
provider can invoke other services to execute his/her tasks, becoming requester for
those services. The overall business process can consequently be viewed as a com-
plex structure of nested and chained service invocations. Moreover, services are
self-contained, that is, they do not require context or state information of other
services.

According to these viewpoints, we propose a methodology that is organized in
four main phases:

1. Semantic process annotation — in a distributed heterogeneous environment,
where different SMEs provide independently developed process representations,
a preliminary phase in which business process elements (input and output data,
task names) are semantically annotated with concepts extracted from available
and shared ontologies is required.

2. Identification of candidate services — according to an external perspective, pro-
cess actors involved in the task execution and the values they expect from the
business process are identified to determine the number of candidate services; in
particular, we distinguish among the requester and the provider of a service; an
actor can act both as requester of some services and provider of other ones.

3. Evaluation of service cohesion/coupling — according to an internal perspective,
evaluation of service cohesion/coupling is useful to identify distinct decoupled
and internally cohesive services supplied by each provider.

4. Refinement of process decomposition — an additional phase is performed to detect
multiple invocation of the same service throughout the process workflow by
means of proper coefficients applied to each pair of candidate services to check
if they perform the same operations or operate on the same I/O information.
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Fig. 1 Business process used as running example

As a running example, we consider the process for holiday booking shown in
Fig. 1. The owner of this process is the travel agency, that is in charge of finding a
hotel and a flight by sending a request to the hotel owner and to the flight company,
respectively.

Phase 1: Semantic Process Annotation

We suppose that SMEs aiming at collaborating through their business activities agree
on a common reference ontology, whose concepts names (atomic concepts) are asso-
ciated with business process elements. In the reference ontology two atomic concepts
n, and n, can be related by equivalence and IS-A relationships to denote that they
represent the same concept or that n is more specific than n,. Since terms used as
inputs/outputs and task names do not necessarily coincide with atomic concepts, the
reference ontology is extended with pre-existing, domain independent terminological
knowledge extracted from an underlying lexical system (e.g., WordNet), that relates
each term that is not already included in the reference ontology to atomic concepts
by means of synonymy (SYN) and broader/narrower term (BT/NT) relationships
properly weighted. It is possible to quantify Aff(n, n,), that is, the name affinity
between two generic terms n, and n, (either atomic concepts or not) as the product of
weights associated to the chain of relationships that relate n, to n,.

Phase 2: Identification of Service Candidates

During the execution of business process, actors cooperate to obtain values through
task execution. Values identify the actors’ goals obtained from the process. Since
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Table 1 Process values identification

Value producer Value Producing task Value consumer
TravelAgency TravelConfirmation BookHoliday Final user
RefusedTravelBooking HandleFault Final user
HotelOwner HotelConfirmation ReserveHotel TravelAgency
FlightCompany FlightConfirmation ReserveFlight TravelAgency

services have been defined as self-contained sets of tasks that provide tangible
values to satisfy users’ needs, values will be exploited to recognize component
services of the process. Values are associated with data that are outputs of some
tasks with participating actor A and not used as inputs of other tasks with the same
participating actor or of other tasks at all. The application of this phase to the run-
ning example is shown in Table 1.

For each actor A, the following steps are executed in this phase.

Step 1 - The values that are returned to Ai are identified; these values are pro-
duced by candidate services provided to actor A;; for example, in Table 1, for the
travel agency two values are recognized, that is, four candidate services are recog-
nized as well.

Step 2 - For each value \Z provided to the actor A,, the task t_that provides \z
is included in the corresponding service; the third column of Table | shows tasks
that produce values for the business process in Fig. 1; for example, the
HotelConfirmation value is produced by the ReserveHotel task of the hotel owner.

Step 3 - Each task t, whose outputs (or a subset of outputs) are used as inputs
for task t, is included in the same service of t, that is, there is a data dependency
between t, and t ; this step stops when a task t, whose inputs are provided by A,
(that identifies the service requester), is found; for example, starting from task
BookHoliday, that provides TravelConfirmation value to the final user, the result-
ing component service is constituted by ReserveFlight and ReserveHotel (that
provide data to BookHoliday) and CheckCreditCard (that provides data to the
ReserveFlight and ReserveHotel tasks). Thus, the whole process is considered as a
unique service for the final user, who provides inputs for CheckCreditCard task;
following the same criteria, ReserveFlight and ReserveHotel constitute two distinct
services for the travel agency and will be invoked in an orchestrated way inside the
service provided to the final user; another service for the final user is the one con-
stituted by HandleFault and CheckCreditCard tasks, that provide the
RefusedTravelBooking value.

The list of candidate services is proposed to the process designer, that validates
or refuses them, according to his/her own domain or process knowledge.

Phase 3: Evaluation of Service Cohesion/Coupling

Once the candidate services have been identified as sets of tasks, data dependencies
and task cohesion/coupling inside and between services are applied to further
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structure them or to figure out parallelisms among tasks in a service. Given a task
t, considering that OUT(t) = fIN(t,)), where f(x) is the transformation associated
with the task t,, and given a task t_ such that there is a flow dependency from t_, to
t, we say that t and t present a data dependency if and only if OUT(t) =
SOUT(t, ). Two tasks t,  and t. are considered:

1. De-coupled, if there are no data dependencies between them.
2. Loosely coupled, if there are data dependencies and Aff, (OUT(t, ,),IN(t)) <9,
where d is a threshold set by the designer (5€[0,1]).

3. Strongly coupled, if there are data dependencies and Aff,,
> 9.

where Aff, (N ,N,) is the total affinity between two sets of terms N, and N, defined
as the sum of name affinity for each pair of concepts n €N and n,eN_, normalized
with respect to the cardinality of N, and N,. In this specific case, the affinity
between output and input data of two subsequent activities is evaluated in order to
define the degree of service cohesion/coupling.

Tasks are aggregated according to their level of coupling by applying a hierar-
chical clustering algorithm. Firstly, each task constitutes a cluster with only one
element (singleton). Two clusters C, and C, are merged together if there exist two
tasks t € C, and t,e C, such that there are data dependencies between t, and t, or
viceversa. Clusters are iteratively merged until a unique cluster is obtained for the
overall process or there are no data dependencies among the tasks of clusters that
have been identified. Clusters that present tasks with highest data dependencies are
merged first.

After clustering has been applied, the system allows the designer to
further split services identified in the previous phase if they contain tasks belong-
ing to different clusters (that is, having no data dependencies between each other)
to allow their parallel execution. On the other hand, the collaborative process
designer may be suggested to merge services if they contain coupled tasks. The
designer can decide to treat loosely coupled tasks as strongly coupled ones or as
de-coupled ones, thus implementing different business process reengineering
procedures.

(OUT(t, ),IN(t))

Phase 4: Refinement of Process Decomposition

Services identified in the previous phases are sub-processes constituted by one or
more tasks that identify service operations. However, similar services that are
invoked in distinct points throughout the process are identified as different ser-
vices. To detect possible overlapping services in the business process, coefficients
already introduced in [11] are applied. In particular, the Entity-based similarity
coefficient between two services S, and S,, denoted with ESim(S, S,), is used to
state if S, and S, work on the same data. Denoting with S™ and S°V" the union sets
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of inputs and outputs of the tasks inside a service S, the ESim coefficient is com-
puted as:

ESim(S,, S,) = Aff,,, (S, .S, ™) + Aff,,, (5,77 8,2y € [0,2]

The Functionality-based similarity coefficient between two services S and S,
denoted with FSim(S , S,), is used to state if S, and S, perform the same operations.
FSim is based on the Operation Similarity coefficient between two tasks t of S, and
t, of S, denoted with OpSim(t,,t,) and computed as:

Affint,, nt) + Aff,,, (IN(2,), IN(1,)) + Aff,,,. (OUT(1,), OUT(t,))

where nt, and nt, are the names of tasks and OpSime[0,3], since it is the sum of
three elements in the range [0,1]. The FSim coefficient is evaluated as:

2% OpSim(i,.t,)

FSim(S,,S,) = We [0,3]
i 2

where | S I and | S | denote the number of tasks of two services. This last phase of the
methodology aims at identifying multiple invocation of the same service throughout
the process workflow. For example, the credit card checking procedure can be
applied more than one time in a complex process and, each time, a different service
can be identified. Entity-based and functionality-based service similarity supports
the designer to recognize that they can be unified in the same component service.

Conclusion

The methodology presented in this paper aims at constituting a semi-automatic
approach for the identification of the subset of functionalities that can be exported
as Web services to implement a collaborative business process. The methodology
has been presented with a simple example, but future work will prove the proposed
approach on a complex case study. Moreover, the aim is to make the overall meth-
odology a semi-automated tool to support the collaborative process designer.
Currently, modules that implement some phases of the methodology have been
already developed. Future work will be devoted to the design of the tool and to the
integration of modules that support the four phases.
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A Peripheral Notification Display for Multiple
Alerts: Design Rationale

S. Di Paolo! and L. Tarantino?

Abstract This paper presents the design rationale of a notification system based
on a peripheral display, able to deliver information with different levels of severity,
coming from multiple sources. Though originally conceived for a telecommunica-
tion management system, the design exhibits a level of abstraction allowing appli-
cability in different contexts, provided that information to be notified satisfy a few
basic requirements. The system include a visual coding technique and transitions
such that low severity alarms are associated with a few data conveyed in a sublimi-
nal way, whereas more urgent alarms are associated with notifications requiring
focal attention and technical intervention.

Introduction

Notification (or alerting) systems are used to deliver important information in an
efficient and effective manner, without distracting users from other primary ongo-
ing tasks (see, e.g., [1]). More precisely, notification systems deliver at discrete
intervals critical information coming from multiple sources in a parallel multitask-
ing approach (while ambient systems continuously display non critical information
coming from a number of sources without demanding full attention of users).
Generally, notification systems can be used to:

e Receive interesting news (weather forecasts, stock prices, traffic information,
etc.), by asynchronous notifications aimed at communicating changes in the
information sources (like in the Irwin system [2]).

* Increase cooperation within social groups or among co-located or distant col-
leagues, working on common projects (as in the What's Happening system [3]).
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* Deliver critical information (battery warning, scheduled meetings, etc.) by noti-
fications including time-sensitive data, and, as such, classified as alerts.

One of the main issues to be faced in the definition of a notification mechanism
is to prevent unwanted interruptions from ongoing tasks, while guaranteeing a
timely delivery of information. Data criticalness may require a level of attention
close to the one associated to the primary task: the higher the notification severity,
the higher the required amount of attention. Users tolerate interruptions from ongo-
ing activities when incoming information is useful and implies an immediately
reaction or a long-term content comprehension.

The three parameters denoted interruption, reaction, and comprehension have
been proposed in [4] to define a characterization framework, by considering for
each of them two possible levels (low, high). For example, an office worker writing
a document, and at the same time interested in receiving stock information, is better
served by an ambient information system (high comprehension goal, low reaction
goal e low interruption goal) if s/he wants to control the long-term trend and is not
interested in short term negotiations. On the contrary, if s/he has to control the stock
prices to carry on transactions on a daily basis, s/he will be better served by an alert-
ing system that provokes appropriate distraction from the primary task (high inter-
ruption goal), stimulates an immediate reaction (high reaction goal) and visualizes
information understandable with low cognitive effort (low comprehension goal).

In this paper we sketch the design rationale of a notification system based on a
peripheral display, capable to deliver information with different level of severity,
coming from multiple sources. After discussing, in Section ‘“Main Features of the
Information Sources,” the main features of the data we deal with, in Section “A
Peripheral Display Based Alerting Mechanism” we address design choices related
to visual coding technique and transitions. Section “Taxonomic Characterization”
provides a taxonomic characterization of the proposed system, and finally, in
Section “Conclusion and Future work,” future work is briefly outlined.

Main Features of the Information Sources

Our project aims at designing an innovative solution for managing alarms in a
Telecommunication Management System [5]. Though the initial goal was quite
specific (focused on a system for optical fiber networks used in Technolabs S.p.a,
an Italian ICT company), the analysis of the involved critical information led us to
a design exhibiting a level of abstraction and a generality that guarantee applicabil-
ity in different contexts as well, provided that critical information to be notified
satisfies few basic characteristics outlined later on in this section.

The studied system reveals and notifies faults of Network Elements (NEs) in
order to solicit technical interventions depending on the fault severity. A fault gen-
erates an alarm whose life cycle ranges between two states denoted raised and
cleared (once the alarm raised notification is received, the alarm remains active
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until a corresponding alarm cleared notification arrives). It may be the case that
multiple notifications are issued simultaneously (or within short intervals) by dis-
tinct NEs or by a single NE.

We deal with critical information that may be classified along two dimensions:

e Alarm class (in our case we have the following six classes: communication,
environment, equipment, processing, quality, and security).

e Severity level (in our case we identified the following five levels: cleared, warn-
ing, minor, major, and critical).

Each individual alarm is described by a tuple of data items. For notification
policy purposes, a further step of analysis is required, to hierarchically rank attri-
butes of the tuple schema.

A Peripheral Display Based Alerting Mechanism

Traditional alarm management in such kind of telecommunication systems pro-
vides an incremental alarm data visualization, which discloses in successive steps
additional levels of details according to the above mentioned attribute ranking: the
system puts on the user the burden of determining and accessing the correct infor-
mation level of detail, according to the alarm severity. A pervasive ambient
approach, conversely, moves on the system the burden of capturing user attention
when necessary, by means of a peripheral display constantly and unobtrusively vis-
ible in a corner of the primary monitor, without demanding user awareness unless
required by the network based on fault gravity.

The system is responsible for determining the alarm severity and for visualizing
the corresponding level of details by using visual coding technique consistent with
the urgency degree of the notification: low severity alarms are associated with a few
data conveyed in a subliminal way, whereas more urgent alarms are associated with
notifications requiring focal attention and technical intervention.

The design must “serve” the IRC parameters by (1) the visual coding technique
(oriented to comprehension and reaction), which has to take into account notifica-
tion simultaneity as well, and (2) transitions (oriented to interruptions).

The Visual Coding Technique

In order to ensure glanceability, the visual coding technique is based on visual design
variables (color, shape, position, contrast). The display is a small rectangular area
partitioned in three sub-areas (see Fig. 1): (1) an upper bar containing temporal data,
(2) a middle area containing data about the currently active alarms, and (3) a lower
bar containing user data. The middle area is in turn divided into a synthetic component
and a detailed component: the former communicates alarm severity, while the latter
visualizes an alarm description with the level of detail associated to its severity.
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Fig 1 Display structural schemata

Figure 1 shows how the five levels of severity are mapped onto three abstract
schemata, in which the middle area gets progressively denser of information while
the alarm severity increases. For critical alarms the quantity of data items to be dis-
played (cause, location, sublocation) requires also tickering. Some examples of alarm
visualizations with different severity are then depicted in Fig. 2, where one may
notice that color coding is always associated to additional coding mechanisms to
guarantee a correct display interpretation even to users with color vision diseases.

Transitions

Since the display is located in the visual periphery, visually dynamic stimuli are
necessary to move it to foveal vision. Interruption related design choices must
hence be based on in-place animation. Before discussing the main characteristics of
the design, it is worth recalling that human attention may be divided into four main
zones denoted pre-attention, inattention, divided attention and focused attention [6].
Accordingly, peripheral displays may be classified into ambient displays (showing
non critical information) and alerting displays (showing critical information
demanding focal attention), as illustrated in Fig. 3, which also highlights how our
five severity levels map to the attention-awareness graph.
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Fig. 3 Mapping notification levels to the attention-awareness graph

Our design choices conform to the framework presented in [6], which proposes five
notification levels (ignore, change blind, make aware, interrupt, demand attention)
and, correspondingly, distinct transition types to grab the appropriate amount of atten-
tion from the user. Our set of alarm severity levels is mapped to the above mentioned
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framework as follows: cleared and warning are associated with change-blind (non
important information), minor is associated to make- aware (information directed to
divided attention of which user has to be made aware), major is associated to interrupt
(information directed to focal attention which demand interruption from current task),
critical is associated to demand- attention (notification with the highest urgency).

The third column in Fig. 4 shows design choices about transitions, associated to
in-place animation of different types.

Handling Notification Simultaneity

Multiple simultaneous faults may occur in a single NE or in distinct NEs. To adapt
the display to manage these situations, the synthetic component gets divided into as
many portions as the number of simultaneous alerts, each showing the severity of
the associated alarm. As to the detailed component, for simultaneity on a single NE,
the more urgent alarm is visualized, while less urgent ones are notified by flags (see
Fig. 5a); simultaneity in distinct NEs is handled by customary transitions analo-
gously to faults sequences (Fig. 5b shows an example).

Taxonomic Characterization

With reference to the taxonomy proposed in [7] (based on four design dimen-
sions denoted information capacity, notification level, representation fidelity
and aesthetic emphasis), our proposal is to be considered an Information
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Monitor Display. As other systems in this category, it is located in a peripheral
area of the desktop, it can visualizes information from a high number of discrete
information sources, allows several notification levels, and is not characterized
by high aesthetic emphasis (given the visual and not tangible information
coding).

With reference to the IRC framework, we have to underline that the system
behaves differently based on the alarm severity:

* For low severity alarms (low interruption) display changes allow longer term
awareness (high comprehension) of notification items with glances that do not
invoke immediate reaction (low reaction). In this case the system is mapped
to the 001 IRC triple and behaves like as an ambient display (as one may
notice in Fig. 3, it is located in the lower part of the awareness-attention
graph).

¢ For higher severity alarms, display changes requires higher amount of attention,
up to requiring urgency awareness (high comprehension), interruption of all
ongoing tasks (high interruption) and quick intervention (high reaction). The
system is now mapped to the 111 IRC triple and behaves like as an alerting
display (as one may notice in Fig. 3, it is located in the higher part of the aware-
ness-attention graph).
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Conclusions and Future Work

In this paper we sketched the design rationale of a peripheral display for alarm
notification. The design, constantly conducted in cooperation with users, led to the
definition of the system mock-up. A Java-based monitor-oriented prototype is cur-
rently being implemented. The particular display structure makes us foresee
mobile-oriented implementations running on PDAs and/or ad-hoc devices.
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A Reference Architecture for Semantic
Knowledge Coordination

S. Castano!, A. Ferrara?, and S. Montanelli’

Abstract In this paper, we present iCoord, a reference architecture for knowledge
coordination in open, multi-knowledge information systems. iCoord is a peer-ori-
ented architecture where each node represents a single agent (e.g., an enterprise, a
peer) which performs knowledge design as a consequence of or in order to collabo-
rate/interoperate with other external partners for knowledge sharing. A key aspect
of iCoord is the capability to support knowledge design not only with the traditional
“from scratch” approach, but also by enforcing (re)use through alignment and/or
assimilation of externally harvested knowledge chunks.

Introduction

The Semantic Web vision together with the widespread use of open networked
infrastructures, such as P2P and Grid, have generated new information system archi-
tectures where a high number of independent nodes dynamically collaborate and
interoperate by sharing their information resources and services [1]. In such archi-
tectures, ontologies and Semantic Web techniques semantically enhance the capabil-
ity of automatically retrieving and effectively sharing distributed resources [2, 3]. In
such open and collaborative contexts, each single party needs to evolve its ontology
knowledge over time to correctly assimilate new external knowledge describing
resources acquired from outside during collaboration/interaction [4, 5]. On the other
side, it is more and more advocated the capability to enable ontology knowledge
design by relying as much as possible on other existing knowledge specifications on
the same topic available either in specialized P2P networks/communities or in the
semantic web to promote knowledge sharing and (re)use. To harvest knowledge for
(re)use, the demand shifts from focused ontology matching tools to more compre-
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hensive ontology coordination systems, capable of providing a suite of complemen-
tary and coordinated components that exploit ontology matching to enhance the
processes of external knowledge discovery, mapping, assimilation, and evolution.
Moreover, in order to ensure a high level of flexibility and a service-oriented interac-
tion with knowledge-intensive applications such as data integration, semantic
search, semantic web services, peer-to-peer systems, and social networks, an ontol-
ogy coordination system must implement an open architecture and must consider the
dynamism and heterogeneity requirements posed by the interaction-driven collabo-
ration paradigm typical of open, networked architectures.

In this paper, we present iCoord, a reference architecture for knowledge coordi-
nation in open, multi-knowledge information systems. iCoord is a peer-oriented
architecture where each node represents a single agent (e.g., an enterprise, a peer)
which performs knowledge design as a consequence of or in order to collaborate/
interoperate with other external partners for knowledge sharing. A key aspect of
iCoord is the capability to support knowledge design not only with the traditional
“from scratch” approach, but also by enforcing (re)use through alignment and/or
assimilation of externally harvested knowledge chunks. A further distinguishing
feature of iCoord is that a natural-language facility is enforced to hide the details
related to language-dependant syntax, as argued in [6]. In the paper, we will focus
on presenting knowledge harvesting as the enabling technology for probing and
acquiring external knowledge sources to be used as suggestions during knowledge
design. Examples and use cases of knowledge coordination in iCoord will be also
discussed in the paper.

The iCoord Architecture

The iCoord architecture is based on the K¥ methodology which is articulated in
three main tasks, namely knowledge design, knowledge harvesting, and knowledge
evolution (see Fig. 1) that can be cyclically executed by the designer according to
the specific coordination goals that are required.

Knowledge Design

The knowledge design task has the role of supporting the designer, responsible for
information and knowledge management, in interfacing/coordinating both internal
knowledge repositories and external sources acquired from outside. As a typical sce-
nario, when the designer starts typing name/structural definitions of a new concept
draft, a set of knowledge chunks harvested from the external sources, automatically
appears to provide concept definition suggestions for possible (re)use. Moreover,
terminology hints derived from harvested knowledge are directly suggested as long as
new elements are typed, in order to enforce lexical consolidation and standardization
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Fig. 1 The K’ methodology for knowledge coordination in iCoord

in a given domain and across the Semantic Web. To this end, the NLE tool* has been
developed and integrated in iCoord to support (1) knowledge editing through pre-
defined patterns for guiding the designer in writing correct OWL ontology assertions,
and (2) knowledge visualization through a natural-language explanation providing a
high-level, descriptive presentation of the ontology concepts.

Knowledge Harvesting

The knowledge harvesting task has the role of finding external knowledge useful
for knowledge design. To this end, harvesting works as a web-crawler and it peri-
odically retrieves external knowledge sources that are acquired and cataloged using
a triple storage system. According to the concept draft under definition, the har-
vested knowledge is exploited in iCoord to provide “on-the-fly” suggestions to the
designer in terms of both pertinent terminology and similar knowledge chunks.
Ontology matching techniques are exploited in iCoord to match the design draft
against the harvested knowledge in order to detect similarities and thus to refresh
suggestions. To this end, the HMatch 2.0 ontology matching suite is integrated in

*The Natural Language Explanation tool (http://islab.dico.unimi.it/nle/).
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iCoord [7]. A more detailed description of the knowledge harvesting task will be
provided in Section “Coordination-Oriented Knowledge Harvesting”.

Knowledge Evolution

The knowledge evolution task updates the design knowledge to assimilate knowledge
chunks selected by the designer and (re)used in the concept draft. In particular, two
main evolution strategies, namely coordination-by-alignment and coordination-by-
assimilation, are supported in iCoord. With coordination-by-alignment, we refer to
the capability of iCoord to support a sort of lightweight coordination approach by
which a concept definition in the design draft is linked to similar harvested knowledge
chunks through ontology mappings. With coordination-by-assimilation, we refer to
the capability of iCoord to support a sort of pervasive coordination approach where
the harvested knowledge chunks are directly used and merged to derive/enrich the
concept definition of the design draft at hand. iCoord guides the assimilation of this
knowledge by automatically proposing a possible (consistent) integration in the edit-
ing area where the draft concept is being defined. The designer can confirm/revise the
integration proposal according to the specific goals/preferences to be pursued [5].

Knowledge Repository

The K? methodology relies on the iCoord knowledge repository organized as follows:

e Design knowledge. This layer contains the ontological specification of the
design process, resulting from editing and from knowledge evolution according
to the alignment/assimilation of harvested knowledge.

e External knowledge. This layer contains knowledge specifications (e.g., OWL,
RDF(S)) of harvested knowledge sources that will be used for providing sugges-
tions during knowledge design.

* Mapping knowledge. This layer contains the mappings between ontology con-
cepts of the design knowledge layer and matching concepts of the external
knowledge layer related to the knowledge chunks that have been selected in
coordination-by-alignment.

Coordination-Oriented Knowledge Harvesting

Goal of the knowledge harvesting process is to find and retrieve knowledge from
external ontologies and to organize the acquired knowledge in terms of knowledge
chunks. Knowledge harvesting is articulated in two activities, as shown in Fig. 2.
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Crawling and Cataloging of External Knowledge

The first activity of knowledge harvesting aims at the identification of external
knowledge sources of interest to be acquired and stored into the external knowledge
repository of iCoord. Knowledge retrieval is executed according to two different
strategies that depend on the context in which iCoord is (actually) used. When
iCoord is used in the context of the Semantic Web, knowledge retrieval is enforced
like a crawling of OWL resources on the web. Existing search engines for the
semantic web, like Swoogle’, can be used to support the crawling process. Crawling
is performed periodically, to continuously bring new external knowledge into the
iCoord design process for subsequent use. Keywords extracted from committed
design results can be used for driving the retrieval process. When iCoord is used in
a P2P network, useful external knowledge is discovered by probing the knowledge
sources that are published by the peers on the network [2]. Retrieved external
knowledge is acquired and submitted to cataloging for insertion in the Sesame tri-
ple storage system®. On top of the triple store, we have defined a catalog which
contains metadata about the acquired knowledge sources, such as their original
location and all the information required to access knowledge source contents.
During cataloging, a terminological learning process is also performed by relying
on the RDF graph of the knowledge source in order to associate with each ontology
element (i.e., concept, property, individual) the set of terms featuring its definition
in the knowledge source of provenance. We call this set terminological equipment.
In other words, a knowledge chunk is defined as the set of axioms that define an

Shttp://swoogle.umbc.edu/.
Shttp://www.openrdf.org/.
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Fig. 3 Example of organization of the external knowledge layer of the iCoord repository

ontology element plus its terminological equipment. Terminological equipments
are used for two purposes: (1) during the design phase, to provide the designer with
terminology suggestions for the specific design draft at hand; (2) during the har-
vesting phase, to discover ontology elements of the external knowledge layer of the
iCoord repository similar to the current design draft, by relying on ontology
matching.

Discovery and Suggestion of Matching Knowledge Chunks

Discovery has the goal of finding the best matching knowledge actually available in
the external knowledge layer to be proposed in form of knowledge chunks to the
designer for possible (re)use in the design draft at hand. Such an activity is activated
as long as the designer types names/structural specifications of ontology elements in
his draft. iCoord takes such names to invoke the terminological matching service of
HMatch 2.0 against the external knowledge repository layer, which is organized as
shown in Fig. 3. The top-k matching ontology elements are retrieved and proposed
in the suggesting area of the editing environment in form of knowledge chunks.

Example of Knowledge Coordination with icoord

Assume that the designer is interested in defining the concept Student and starts the
design from scratch. The iCoord editing tool is divided in two main areas: the edit-
ing area and the suggestion area (see Fig. 4). During editing, the designer writes
OWL axioms in form of natural language sentences by exploiting the NLE facility
of iCoord. At each step of sentence composition, the designer is guided in what can
be done in the next step, either typing a concept/property name or an OWL construct.
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Fig. 4 Example of the knowledge design phase using the iCoord editing tool

The typical activity pattern in iCoord expects the designer to type name/structural
definition of OWL elements and the system to automatically propose design sug-
gestions in form of similar knowledge chunks and name hints. Every time the
designer composes a new sentence, the concept draft is matched against the exter-
nal knowledge layer of the repository and the suggestion area is populated/refreshed
with retrieved matching knowledge chunks. In our example, the sentences “Student
is a Person” and “Student is something that must have a string as name” typed by
the designer trigger the retrieval of the similar chunks PhDStudent and Person (i.e.,
the right side of Fig. 4). The designer can interactively select which knowledge
chunk to use for the definition of the Student concept. With coordination-by-
assimilation, the designer can decide to take the knowledge chunk Person and to
merge it with the draft concept Student. A unique concept definition is then pro-
posed by the system to the designer for validation and/or further editing. For merge,
element names and constraints of Person (i.e., address, email, and photo) are added
to the definition of the unified concept Student. Moreover, element names and
constraints appearing both in Person and in the concept draft Student are then com-
bined into an integrated expression in the unified concept definition proposed by
the system. A detailed description of concept merge procedure is given in [5]. The
editing process is iterated until the designer commits the design draft and decides
to store the concept definition in the design knowledge layer of the iCoord reposi-
tory. With coordination-by-alignment strategy, the designer autonomously speci-
fies his own concept definition and invokes HMatch 2.0 for setting appropriate
mappings between the newly defined concept and the concepts described by similar
knowledge chunks previously selected. Mappings are finally stored in the mapping
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knowledge layer of the iCoord repository. In Fig. 4, we show an example of align-
ment of the concept Student with the concept PhDStudent harvested from the ontol-
ogy Person.

Related Work and Concluding Remarks

Work related to iCoord is proposed in [8] where the problem of semantic coordina-
tion is intended as a discovery mapping issue. In the same direction, Scarlet [9]
provides techniques for discovering relations between two concepts (i.e., map-
pings) by making use of harvested ontologies as background knowledge. The idea
to support coordination-oriented ontology design through (re)use of portions of
existing online knowledge is also being appearing in the literature and some inter-
esting work are presented in [10, 11]. In this respect, original contributions of
iCoord and related K’ design process concern: (1) specification/visualization of
OWL ontologies through natural language-like facilities, to enable also non OWL-
experts to define correct OWL assertions; (2) promotion of terminology consolida-
tion/standardization in a given domain and across the Semantic Web, by suggesting
terminological equipments for term (re)use; (3) support to knowledge sharing and
(re)use in a given domain and across the Semantic Web, through matching-based
knowledge harvesting and discovery and through merge/alignment of external
knowledge chunks. Ongoing and future work on the iCoord system is devoted to
improve the capability of the system in supporting the design of new ontology ele-
ments. To this end, NLE and editing functionalities will be extended to support all
the constructs of OWL-DL. Moreover, we are investigating matching/learning tech-
niques that can be used for extracting from the external knowledge sources some
general purpose templates for the concept design.
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Actual vs. Planned ERP System
Implementation Costs in Slovak and Slovenian
Companies

F. Sudzinal, A. Pucihar?, and G. Lenart®

Abstract Enterprise resource planning (ERP) systems are still more and more
common in companies, not only in large ones but also in small and medium
enterprises. Although virtually nobody really doubts their importance for running
business, there is a sentiment regarding their implementation — both in terms of
time and cost. We focus on the latter in this paper. The research question is to
what extent do ERP system implementation costs exceed the planned costs in
European context, which is characterized by fixed price policy. The questionnaire
research, which focused on this issue, was conducted in Slovakia and Slovenia. The
dependent variable was a percentage of actual ERP system implementation costs
vis-a-vis the planned ones. The independent variables were the country, company
size, information strategy, and representation of the IT department on board level.
According to the collected data, companies with information strategy, and small
companies as opposed to large ones, are more likely to stay on budget. Overall,
68.5% of companies stayed on budget and companies, on average, spent 106.0%
of what they originally planned to.

Introduction

The enterprise resource planning (ERP) system is an integrated set of programs that
provides support for core business processes, such as production, input and output
logistics, finance and accounting, sales and marketing, and human resources.
An ERP system helps different parts of an organization to share data, information
to reduce costs, and to improve management of business processes [1]. Wier et al.
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[2] argue that ERP systems aim to integrate business processes and ICT into a syn-
chronized suite of procedures, applications and metrics which goes over firms’
boundaries.

ERP systems used to be a domain of large companies but there is a still increas-
ing number of small and medium enterprises adopting adopt them as well. The
reasons could be found into the saturation of the market, as most large organiza-
tions have already implemented an ERP system, increasing possibilities and need
for the integration of systems between organizations and the availability of rela-
tively inexpensive hardware [3].

Although there is a common understanding about ERP importance for running
business, there is a sentiment regarding their implementation — both in terms of
time and cost. Cunningham [4] investigated 7,400 IT projects and discovered that
34% of them were late or over budget. According to [5], about 90% of ERP imple-
mentations are over budget or late. According to the Standish Group report on ERP
implementation projects, cited in [6], projects are on average 78% over budget and
take 2.5 times longer than intended. Numerous researches noted that time and costs
are key criteria for measuring ERP project implementation success [11, 12, 14].
According to research results [13] cost is a more important variable than time in
judging overall ERP project success.

The research question of this paper is to what extent ERP system implementa-
tion costs exceed the planned budget. This is an important issue for the investiga-
tion on the Third Generation of ERP Systems research project (www.3gerp.org),
which aims to provide suggestions for decreasing total cost of ownership of ERP
system from an end-user company view to 50%. Total cost of implementation is an
important part of total cost of ownership, and therefore it is important to know what
is the disparity between actual and planned total cost of implementation of ERP
systems. Obviously, additional costs might be outweighed by additional benefits
but total benefits of ownership are not defined as a success factor of the research
project. Therefore, the paper focuses only on actual compared to total planned
implementation cost.

Data and Methodology

This exploratory paper is based on a questionnaire survey. It was conducted in
Slovakia and Slovenia in May and June 2007. In 2007, Slovakia had a population
5,448 million and Slovenia of 2,009 million inhabitants. Gross domestic product
per hour in 2007 EKS$ was 27.90 in Slovakia and 32.53 in Slovenia. The
Networked Readiness Index (NRI) is a measure of the propensity of countries to
exploit the opportunities offered by information and communications technology
(ICT). The NRI tries to comprehend the impact of ICT on the competitiveness of
nations. According to the NRI 20062007 rankings [7], Slovakia was the 41st with
a score of 4.15, and Slovenia the 30th with a score of 4.41.
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Questionnaire forms in respective languages accompanied by cover letters were
mailed to randomly selected companies. Lists of addresses and information about
the number of employees were retrieved from respective Statistical Bureaus in
Slovakia and Slovenia. In each country, 600 questionnaires were sent to small, 300
to medium enterprises, and 300 to large companies. The number of questionnaires
mailed to small companies was double the number of medium and large companies
because small companies constitute the highest proportion of companies and based
on our personal experience, they are less likely to respond. In total, there were 202
responses (112 from Slovakia, and 90 from Slovenia) out of 2400 mailings, i.e. the
response rate was 8.4%.

Respondents were to answer what the actual total cost of ERP system implemen-
tation was — whether it was less than planned, as planned, or more than planned. In
case that the total implementation cost did not match the planned one, they were
asked how many percent less or more they actually spent on implementation. There
were 111 responses, which compared actual and planned implementation costs and
105 provided enough input to calculate the actual percentage. The distribution of
the answers provided is presented in Fig. 1. For the purpose of this histogram, the
values were rounded to tens of percents.

Independent variables are country, company size, representation of the IT
department on the board level, and information strategy. The questionnaire research
was conducted in Slovakia and Slovenia. Analyzed are small, medium and large
companies, where companies from 10 to 49 employees are considered to be small
enterprises, companies from 50 to 249 employees are considers to be medium
enterprises, and companies with 250+ employees are considered to be large enter-
prises. This framework is consistent with [8]. Information strategy stands for for-
mal information strategy. Representation of the IT department on the board level
means that there is a CIO or alike director for IT on the board level. Therefore, it
will be described as CIO in Figs. 2-5.

In this paper, two approaches are used to investigate the actual ERP system
implementation cost vis-a-vis planned costs. The first one looks into how many
companies did not exceed their planned budget. There were only three Slovenian
companies, which spent less than planned; they were merged with companies,
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Fig. 1 Distribution of actual ERP system implementation cost vis-a-vis planned costs
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which spend exactly the amount they planned, since both can be classified as stay-
ing on budget. The research model is presented in Fig. 2.

The second approach focuses on the percentage spent compared to the planned
amount. The research model is presented in Fig. 3.

Regarding the methodology, logistic regression was used for the first approach
and analysis of variance (ANOVA) for the second one. Multivariate approach was
used in both cases. Additionally, binomial test was used to test if there is a signifi-
cant difference between the percentage of companies that stayed on budget and
50%; Tukey-Kramer multiple-comparison test was used to identify differences
between individual instances of independent variables; t-test and Wilcoxon signed-
rank test were used to test if there is a significant difference between the average
ratio of actual ERP system implementation cost vis-a-vis planned costs and 100%
(i.e. companies spending exactly according to plan). Results of the statistical tests
are commented on confidence level a.=0.05.
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Results

The findings from the first approach are summarized in Fig. 4. There is a significant
relationship between staying on budget and having a formal information strategy.
Companies with formal information strategy seem to be more likely to stay on budget
(74.2%) than companies without information strategy (61.2%). Based on the
p-values, it is possible to theorize that if the research sample was larger, also company
size and the country might have a significant impact. Overall, 68.5% of companies
stayed on budget; this percentage is significantly different from 50% (p-value=0.0001),
i.e. more than one half of companies actually manages to stay on budget.

For the second approach, data were transformed into percentages and these were
analyzed. Since there were six respondents, who did not provide an estimate, how
much over budget they were, a dummy variable of 119.78 was introduced (it was
the average percentage calculated from companies exceeding their planned bud-
get). The findings from the second approach are summarized in Fig. 5.
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Table 1 Actual vis-a-vis planned ERP system implementation cost
by size and information strategy

Information strategy No information strategy
Small 95.0% 107.5%
Medium 98.7% 110.4%
Large 106.2% 113.0%

In Fig. 5, p-values from the analysis of data not including and including dummy
variables are provided; p-values from the analysis of data including dummy vari-
ables are in brackets. Regardless whether the dummy variable was used or not,
ANOVA identified a significant relationship between the percentages of actual
spending compared to planned one and information strategy, and company size.
Companies with a formal information strategy were less over budget (102.8%) than
companies without one (110.3%). Regarding company size, there is a significant
difference between small (103.3%) and large companies (108.3%); the percentage
in medium companies was 104.1%. It is consistent with Hunton et al. [9], who sug-
gest that smaller companies posses fewer resources and are less able to attract
resources compared to large companies, “thus large companies can more easily
absorb and withstand ERP implementation costs.

Overall average was 106.0%. There is a significant difference between the over-
all average of 106.0 and 100% (no disparity between planned and actual costs).
P-value is smaller than 0.0001 regardless whether t-test for difference between
mean and value, or Wilcoxon signed-rank test for difference in medians is used.

Since the percentage of actual vis-a-vis planned ERP system implementation
cost depends on company size and information strategy, we provide subtotals in
Table 1.

These averages do not include dummy variables mentioned before; if included,
averages are less than 1 percentage point higher.

Based on the results, it can be summarized that, when it comes to small and
medium enterprises, companies with formal information strategy are likely to
spend about 12 percentage points less than companies without information strategy.
It suggests that ERP system vendors need to be sensitive to companies without
information strategy, since these have either wrong expectations of costs or lack of
technical skills beneficial for ERP system implementation.

Known Limitations and Future Research

There are two known limitations of this paper, which are actually inherent for most
of questionnaire surveys — response rate and reliability of data. Usually, there is
an average response rate of 10% expected in questionnaire surveys. But a response
rate of 80% and less (that is a case of almost all questionnaire surveys) can already
lead to biased results. To overcome this problem. Two thousand four hundred ques-
tionnaires were sent out to the random selected companies. The percentage of
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companies being over budget (i.e. ones, which would be more likely to complain
about their bad experience) is only 31.5%, i.e. less than 34% (which included also
projects going over time) mentioned in [4], and surveyed companies were only 6%
over budget, i.e. much less than 178% mentioned in [6]. Regarding the reliability,
it is not possible to check it without being allowed to look into accounts and to talk
to people involved in the implementation, who would provide insight necessary to
understand the accounting data.

The future research should look into what caused additional costs. For example,
customization of ERP is a crucial, lengthy, costly aspect of the implementation of
ERP systems [10]. Studies have shown that many organizations exceed their bud-
gets due to the need for more customization than they originally planned [11, 12,
16]. Besides customization, companies often run into higher than expected costs for
temporary and overtime labor, re-skilling, and training during the implementation
process [11, 12, 16].

Last but not least, it might be useful to investigate whether additional costs arose
because of the misalignment (the gap between the standard version of the ERP
system and the organization) or was it spent in order to increase benefits.
Investigation of both total costs of ownership and total benefits of ownership might
provide a different angle for looking at expenditures.

Conclusions

To sum up, although not all companies manage to stay on budget when it comes to
EPR system implementation, the situation is not too critical. It can be evaluated
from two points of view. Firstly, about two thirds of companies still manage to stay
on budget. Secondly, companies exceeded their budgets only by 6% on average. A
contributing factor for Slovak and Slovenian, i.e. European, companies staying
more-or-less on budget is the prevalent fixed price policy for ERP implementation
projects in Europe. So, the findings might be generalized in European context but
definitely not for the U.S., where effort-based pricing policy is prevalent.

A formal information strategy implies more comprehensive planning, so there
should be also smaller discrepancies between the plan and the reality. Company
size matters probably because large companies have more resources to invest in
case it turns out that they are needed or could bring additional benefits. A slight
difference between countries can be attributed to the economic situation. Probably
because of the worse economic situation in Slovakia, Slovak companies do not have
as much of available resources as Slovenian companies. Therefore the percentage
of companies staying on budget is higher and the average excess of implementation
costs is lower in Slovakia than in Slovenia. It might be a bit surprising that repre-
sentation of the IT department on board level does not seem to have any impact on
staying on budget. However, a chief information officer (CIO) might contribute to
a very similar variance to one in companies without CIOs by deciding on-the-fly to
add or to cut on certain modules of ERP system implementation.
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Agent Technologies in the Future Internet

K. Fischer!, I. Zinnikus?, and E. Leén-Soto®

Abstract The article presents perspectives of how future directions in the develop-
ment of the Internet could look like and how agents could support this evolution.
The article describes recent Internet trends, discusses some ideas how future devel-
opments of the Internet might look like, presents some basics of agent technologies
and discusses how agent technologies can contribute to the further development of
the Internet.

Motivation

When it comes to the future of the Internet, the time scale we think about of course
makes a difference. In a longer term perspective we can expect that we will have a
network in which highly intelligent entities — be it humans or computer-based vir-
tual entities — seamlessly interact. In such a setting it will be difficult to tell where
the computer-based virtual environment starts or ends, because the physical world
will be directly coupled with the virtual world. How rich and interesting the virtual
part of this environment will be depends highly on the level of intelligence the
individual entities have reached. This is especially important for the entities that are
completely and solely controlled by computer programs. In present days people
struggle with simple things and there are problems to solve when users try to inter-
act and collaborate using computer-based infrastructure. It is safe to assume that
today almost anybody with reasonable education would be able to connect a PC to
the Internet and start to use email and the World Wide Web (WWW). Problems,
however, already start when a user wants to interact with a bank in a bit more
sophisticated manner other than by using the pure Web interface the bank offers.
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The limited ways financial information tracking programs can adapt to continuous
changes in the service interfaces make the whole experience rather unpleasant.
Problems get worse when companies start to interact, because there are neither
widely accepted standards for representing information and for sharing it nor for
how specific processes should actually be executed. Even within larger companies
one can see that business critical data is scattered between databases that have dif-
ferent data schemas for identical types of information and, if at all, can only com-
municate with each other in a rather limited manner.

Current Internet Trends

In [6] Handley describes the past development of the Internet and the problems that
had to be solved while this development took place. Handley mainly focuses on the
evolution of the network infrastructure without taking too much into account the
evolution of the applications that run on top of it. WWW, E-mail, Instant Messaging,
News, Internet Radio, and Internet Telephony are today the most widely used applica-
tions running on the currently existing infrastructure in private and commercial con-
texts. On top of these applications, companies today try to implement e-business
applications like Web Shops or business to business applications. Online banking
might be the most obvious example of a business where serious money is involved
and at least in some cases already today some banks purely operate on the Internet. A
prominent example of a company whose business is focusing on the Internet is of
course Google. Starting as a provider of a Web search engine, Google recently devel-
oped a set of innovative applications like Google Maps, Google Earth, and Google
Desktop. Other innovative applications competing for the interest of the Internet user
are Facebook, MySpace, YouTube, etc. The list is not meant to be exhaustive but to
highlight some recent examples. Because of limited space in this article, in the follow-
ing we can only pick out some major trends of current developments that we believe
will have an important impact on the future development of the Internet regarding its
infrastructure and the applications that might become main stream in the next years.

Service-oriented Architectures

Service-oriented architectures (SOAs) as an architectural style for distributed sys-
tems have steadily been gaining momentum over the last couple of years and are
now considered as mainstream in modern enterprise computing. In this context
SOA can be considered as a methodology for systems development and integration
where functionality is grouped around business processes and packaged as interop-
erable services. Compared to earlier middleware products, SOAs put a stronger
emphasis on loose coupling between the participating entities in a distributed
system. Service orientation is characterized by the following basic principles:
explicit boundaries, autonomy of services, declarative interfaces, data formats and
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policy-based service description. Web Services are the technology that is most often
used for implementing SOAs. Currently, Web Services are a standards-based stack
of specifications that enable interoperable interactions between applications that use
the Web as a technical foundation [2]. The emphasis on loose coupling also means
that the same degree of independence can be found between the organizations that
build the different parts of a SOA. The teams involved have only to agree on service
descriptions and policies at the level of abstraction prescribed by the different Web
Service standards. Web services are supported by a stack of Internet standards
(HTTP, XML, SOAP, WSDL, and UDDI) which needed to be complemented by a
process layer, since business scenarios are process-driven. The term process-driven
emphasizes the importance of process models created on the engineering layer. At
the execution layer, these models are used for process orchestration and choreogra-
phy. Orchestration in this context describes the composition of business objects in
a process flow. In detail, it defines a complex interaction between business objects,
including business logic and execution order of the interactions. Choreographies on
the other hand define collaborations between interacting parties.

Semantic Web

The Semantic Web is an evolving extension of the WWW in which semantic anno-
tations are added to information and services to make content better accessible for
automated processing. In this thread of research service-orientation is also in the
focus of interest. The main reason for this is that “Web services have little value if
others cannot discover, access, and make sense of them” [5]. So it is clear that when
it comes to using services, the aim of the Semantic Web is ad hoc usage. Major
results in this area have been so far the development of languages to semantically
describe services (OWL-S, WSMO, SAWSDL) and algorithms to do matchmaking
on such representations where matchmaking usually means the comparison of que-
ries with service descriptions to find out which of the described services comes
closer to the service the query asks for. Despite this effort the task to actually find
the service that is most appropriate for a given situation is not solved to a degree
that it would be completely satisfactory. Ontologies are a basic means the semantic
service descriptions refer to. These are formal descriptions of concepts of some
application domain and how they relate to each other. Although ontologies are use-
ful in dealing with the problem of formally describing the meaning of some piece
of information, it is the ultimate grounding in some application domain that actu-
ally gives the semantics to formal expressions.

Web *.0

Web 2.0 is a living term describing changing trends in the use of WWW technology
that aims to enhance creativity, information sharing, collaboration and functionality
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of the Web. The concept of “Web 2.0” began with a conference brainstorming ses-
sion between O’Reilly and MediaLive International [7]. Web 2.0 concepts have led
to the development and evolution of web-based communities and hosted services,
such as social-networking sites, image and video sharing sites, wikis, blogs, folk-
sonomies, and RSS feeds. The term became notable after the first O’Reilly Media
Web 2.0 conference in 2004. According to Tim O’Reilly Web 2.0 is characterized
by the following themes: The Web as platform, data as the driving force, an archi-
tecture of participation, lightweight business models, end of the software adoption
cycle, software above the level of a single device, innovation in assembly, and “the
power of the Tail” [1]. More recently the mashup concept has emerged. Mashups
are Web applications created by mixing an already-existing open mapping platform
with original software to bring discrete data from services together and create more
meaningful data sets. By extension, service mashups aim to design and develop
novel and modern Web applications based on easy-to-accomplish end-user service
compositions. Examples are comparison shopping sites (e.g. with currency conver-
sion) and travel agencies or guides. Combining Web service technologies, Web data
management and semantic technologies offer exciting challenges for researchers
building a new generation of Web-based applications. Following the introduction
of the phrase “Web 2.0” as a description of the recent evolution of the Web, the term
“Web 3.0” has been introduced to hypothesize about a future wave of Internet inno-
vation. Views on the next stage of the WWW’s evolution vary greatly. Increases in
Internet connection speeds, modular web applications, and advances in computer
graphics are likely to play a key role in the evolution of the WWW. The current
infrastructure still has the potential to create innovative applications, but the infra-
structure supposedly needs to change to foster the needs of future applications.

Internet of Things

The term Internet of Things refers to a, most of the time wireless and self-configuring,
network of objects, such as household appliances, machine tools or goods that need
to be transported. The idea is as simple as its application is difficult. If all cans, books,
shoes or parts of cars are equipped with small identifying devices, daily life will
change. Things like running out of stock or wasted products will no longer exist as
companies will know exactly what is being consumed on the other side of the globe.
If all objects of daily life, from pizza to ships, cars or airplanes, are equipped with
radio tags, they can be identified and managed by computers in the same manner as
by humans. The next generation of Internet applications is likely to require a new
protocol infrastructure (IPv6?) which supports the identification of more objects than
IPv4 which is currently most widely in use. Such systems would be able to instanta-
neously identify any kind of object. An alternative view from the world of the
Semantic Web focuses instead on making all “things” (not just those electronic,
smart, or RFID-enabled) addressable by the existing naming protocols, such as URI.
The objects themselves do not communicate with each other, but they may be
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referred to by other agents, such as powerful servers acting on behalf of their human
owners. Obviously these two approaches converge as more objects become progres-
sively addressable and more intelligent. This is unlikely to happen in a short-term
perspective. But the two views have significantly different implications in the interim.
In particular, the universal addressability approach rapidly includes things that cannot
have communication behaviors of their own, such as abstract data documents.

3D Internet and Multimedia Content

As broad-band high-speed Internet got available to larger numbers of users, online
games and social interaction in game-like or fantasy situations got more and more
popular. Massively multiplayer online role-playing games are the genre of games in
which a large number of players interact with one another in virtual worlds. In role-
playing games players adopt the role of a fictional character (often in a fantasy world),
and take control over many (in some cases all) of that character’s actions. The number
of concurrently active users can vary from small numbers (<100) to huge numbers
(>10,000). To make the user’s experience realistic and appealing, in many cases the
world the users interact in is represented as a 3D fantasy image that comes at least in
parts close to what we see in the real world around us. There are two major aspects
in these genre of games: (1) to allow the user to share his or her experience with other
users, i.e. make it a social experience, and (2) to make the experience at least in some
aspects as realistic as possible. Some instances of such games include violent interac-
tions and here of course the desire to be realistic has its limits. In some instances the
users have to form groups to actually achieve an objective. Other instances do not
specify such an objective and leave the result of how the “game” evolves completely
to the activities of the participants. Second Life is an example of the latter where some
people argue that Second Life is not really a game because it misses a clearly speci-
fied mission the users should fulfill. The idea behind Second Life is actually that all
content and interaction is created by the human users. However, role playing and even
violent interaction are part of Second Life and it is just clear that the main aim of the
providers of the infrastructure on which it runs is to make the experience of the users’
interactions as appealing as possible, whatever this means in the end. Giving the users
the impression that their avatars are living in a 3D world that is at least in major parts
close to the real-world that they know is a major aim of the underlying infrastructure.
Also multimedia content like music, video and audio in the sense of spoken interac-
tion is a major aspect. Although in present days the major part of it means that the
user just gets the content that is made available for example by an Internet radio
station or by some video broadcast, even today more and more the user him/herself
provides this content. This is most obvious in the case of audio interaction like in
voice chat in Second Life or Internet telephony, but it can also be interesting for the
user to provide his or her own music or video. It is quite likely that applications like
Second Life, Skype/VoIP, Internet Radio, and Internet TV grow together to an
infrastructure in which one can enjoy all of it at the same time.
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Where Can Agents Help?

All the applications mentioned so far have in common that a large amount of data
is involved that in many cases is difficult to deal with for a human user. Active
software entities — in many cases referred to as agents — can help the user to better
deal with this situation. When we use the term agent in this article we refer to the
following definition: An agent is a computer system that is situated in some envi-
ronment, and that is capable of autonomous action in this environment in order to
meet its design objectives [8].

We want now to highlight some aspects of the application areas mentioned
above where we believe that agents can help to improve the situation for the
user.

Service-Oriented Architectures

The two major aspects in service architectures where the currently available tech-
nologies are not really satisfying are (1) search and retrieval of relevant services and
(2) flexible use and provisioning of services that allows smooth composition and
integration. At least to the degree the currently used descriptions of services can
actually support it, agent technologies can help to improve the situation by provid-
ing a solid theory as well as a design and execution framework for flexible service
composition and execution [9].

Semantic Web

When the ultimate goal of the Semantic Web, where virtual entities like services
and information on the net are described with semantically meaningful representa-
tion, is achieved, it will be much easier for agents to use these artifacts in a produc-
tive manner. Service-oriented architectures are likely to get improved in this
development regarding their effectiveness. Even general information processing
will be significantly improved, but it will take some time until this vision might
come true.

Web *.0

Regarding Web 2.0 it is obvious that the amount of data involved is overwhelming
and this means text as well as multimedia data. It is clear that techniques of artifi-
cial intelligence are needed to mechanically deal with this data. Agents can use
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these techniques in an active manner and in doing so support users to actually find
the information they like to have.

Internet of Thing

The main characteristic of this development is the vast number of entities that
interact with each other and with the systems that control them. Because of the
constant changes (new such entities are produced and existing entities change their
geographical position or are transformed in some other manner), it is obvious that
a self-managed and self-controlled system is needed to deal with this situation.
Agent technologies inherently are active and can cope with the constantly changing
situation. Agents can track and monitor the entities, sense for specific situations and
raise and react to events. Even when such entities group together and form new
entities that again form new structures (like for example the chassis and the motor
of the car go together in car production) agent technologies can be adopted to deal
with this situation [3, 4].

3D Internet and Multimedia Content

The vision of a photo and physically realistic virtual environment in which human
users can interact with each other and do business has many advantages. The most
obvious one of these is to make shopping on the net a much more interesting
and realistic experience. To act in such an environment will however be also
demanding on the users side. A user might want to do complex tasks and even
might end up in a situation where a group of avatars is needed to achieve the desired
goals. Agent technologies are likely to play a key role in making such environments
acceptable for mainstream users. On the one hand they will give support to users
but they also might be used to learn the user’s behavior to eventually be able to act
directly on his or her behalf. To still control and restrict the agent’s autonomy will
be an important aspect. Multimedia content and multi-modal interaction between
the system and the users as well as among the users just adds to the complexity of
such settings.

Although agent technologies provide interesting features to such environments
they have an inherent problem. If they reach a high level of intelligence, they might
have their own ideas what to do and how to do it. Stanley Kubricks’ film “2001: A
Space Odyssey” is an instance of a futuristic story that shows where this might lead
to. So it is clear that the system engineers and the human users would like to have
means to describe how the agent’s actions should be constrained so that the behav-
ior of an agent meets the design objective of its creator. Current trends of system
design use modeling approaches to provide representations that can be intuitively
understood. They are, however, powerful enough to allow a system designer to
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provide complex descriptions that might in the future lead to agents that can be
considered to be truly intelligent.

Conclusion

The Internet offers already applications where implications on our real-life cannot
be completely predicted. In the last years the Internet has changed from a basically
text-based medium to a platform on which massive amounts of multimedia data
are exchanged. Some applications work fine when they are used bilaterally between
two users, but even when the numbers increase to smaller groups there can be
a significant decrease in performance. It is likely that the performance of
the Internet’s infrastructure will continue to improve to meet the increasingly
demanding requirements of these applications. The following trends in future
development are likely to increase the need for higher bandwidth and scalability of
the Internet:

¢ Massive amount of users and systems provide content and access content at any
time from everywhere.

e Structured virtual worlds where the spectrum goes from simple text-based media
to complex photo-realistic environments where it is hard to tell whether one
looks at the real world or a simulation of it. In this spectrum there might be other
forms of virtual environments that might be combinations of the two that could
provide new for now unknown information spaces.

e Objects will be directly linked to the Internet and each object might play an
active part in the interactions with other entities in the Internet, be it humans,
agents, or just simple software components.

¢ Digital right management will be needed to regulate access to a massive amount
of virtual artifacts.

What these future trends have in common is the need for high bandwidth peer-
to-peer transfer of vast amounts of data. Even when we take into account the costs
of the required infrastructure it is certain that such a setting has the potential of
being a market with enormous growth rates. Although the future development of
the Internet cannot be certainly predicted, it is as good as certain that the future will
be exciting.
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An Experience About User Involvement
for Successful Design

P. Buono! and A.L. Simeone?

Abstract This paper describes the experience in designing and developing the
CET system according to user-centred and participatory approaches. CET is a web-
based system used by industries and experts of the regional government that moni-
tor air quality. With CET, industries can officially declare their pollutant emissions
in the atmosphere, while air quality experts can easily visualize how the industries
are distributed in the regional territory, the type and quantity of emissions coming
from their production processes and other important information to support their
decision-making process. The experience provides hints about proper user involve-
ment for designing successful systems.

Introduction

The air quality is a pressing problem all around the world. Since the industrial era,
human beings started to pollute the environment and now we are aware that air
quality must be carefully monitored. Emission inventories are the tools by which
governments can control the presence of emissions, especially in urban areas.
Building effective emission inventories is still challenging and they are the basis for
developing models that allow governments to make good decisions about the envi-
ronment. Quantity and type of pollutants may change during time, thus the emis-
sion inventory needs to be carefully updated after several years.

Most strategies to get data in order to produce an inventory focus on estimates
of the produced pollutants in a certain area where industries or other sources
of pollution are located. In this paper we present a system that provides informa-
tion about the quantity and quality of emissions (pollutants) by processing data
that have been inserted in the system directly by industries, as required by the
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government of the Puglia region, in Southern Italy, that sponsored the project. The
system focuses on industrial emissions in the atmosphere because they are the most
relevant factor for air pollution; it actually represents an electronic cadastre of
industrial emissions, thus it is called CET as acronym of “Catasto Emissioni
Territoriali”, which in Italian means Territorial Emissions Cadastre. CET also sup-
ports experts of the regional government to perform analysis on the distribution of
industrial plants and their emissions in the atmosphere.

CET has been developed according to user-centred and participatory approaches
[1, 2]. The development experience, described in the next section, provides hints
about a correct involvement of users in the development process, in order to design
successful systems. An overview of the system is then provided and last section
summarizes our findings.

The Design Experience

CET has been designed by following a User-Centered approach in order to build a
system that satisfies clear usability objectives. Data for requirement analysis were
collected from different sources: (a) survey on the state of the art, (b) study of other
systems having the same goals, ¢) contextual analysis involving domain experts and
real users. About (a), a survey on the state of the art was performed by also taking
into account legacy systems and Italian laws about environment and pollution.
About (b), among the systems we considered in our analysis we focused on
INEMAR, since it has been adopted by most regional agencies in Italy [3]. Like
other similar systems, INEMAR performs estimates about the quantity of pollution
emitted in the atmosphere by using aggregated data provided by various associa-
tions (of industries, of consumers, etc.). It does not take into account single data
coming from each chimney of the registered industries. CET was developed with
the aim of collecting and storing more precise information about the industries and
their emissions. An added value of CET is that it considers specific information
about each industrial plant by requiring that the industry declares the composition
of each plant, the characteristics of each chimney and the processes it operates.
Thus, data stored by CET are actual data, not estimated ones, so that very detailed
queries on very small geographic areas can be performed.

As part of our contextual analysis, we visited and interviewed people from
industries and from the regional association for environment protection. It is now
well acknowledged that people who will use the system and experts of the system
domain must be involved in the design, since they bring their domain expertise,
which is fundamental for the success of the final product. Thus, chemists and envi-
ronmental experts were involved in a participatory design team [1]. Within this
team, these experts explained in details how the emissions inventories are usually
built by considering aggregated data that come from multiple sources. Often, the
pollution estimate in a geographic area is provided by collecting data from industry
or food associations. Since disaggregated data are also needed, the disaggregation
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is done by applying models. The problem with such models is that they are specific
for some geographic area.

As we said, a part of the system is devoted to companies that, accessing it via
web, have to provide various data about their production processes and the type and
quantity of emissions produced. We were able to find seventeen companies that
agreed to collaborate with us in the development of the system. Therefore, based
on indications provided by the domain experts, including a set of guidelines
defined by the Chemistry Department of the University of Bari, during the early
design stage we designed paper prototypes of the forms that should be used by
companies to provide such data through the Web. These prototypes were sent to the
seventeen industries together with a questionnaire asking for comments about the
prototypes.

System developers did not directly speak with companies, they only analyzed,
together with the domain experts, the feedback provided with the questionnaires.
As a result, a new version of the prototype was produced (Fig. 1). This time it was
an application developed in Java since, based on the discussions with the experts,
they were pretty sure it was the proper version complying with all defined require-
ments. We selected twelve other companies and scheduled a calendar of on-site
visits, since we insisted for having the real users put their hands on the electronic
prototype system, so that we could perform direct observation of users inserting
data. During on-site visits, computer scientists and chemists briefly trained the
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Fig. 1 The interface of the electronic prototype. The users are assisted by an error detecting
mechanism that indicates, in the upper left corner, the sections in which there are mistakes or
omissions
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company’s employees in using the prototype. The data entry phase led to unex-
pected results:

— The prototype required that data was typed into specific labeled fields of the
visualized forms. The labels decided by the chemists in our participatory design
team turned out to be too complicated for end users. The chemists were often
engaged in long discussions with the company representatives to explain for the
meaning of the various terms.

— The “idealized” company organization that the chemists envisioned during the
design team discussions did not exist in reality. For example, our prototype con-
sidered only one emission point for each production plant, whereas in many
actual plants there were multiple emission points.

— Several data about industry production and consumption were not available
individually but only aggregated per year; again, there was a difference between
the data our prototype expected and the data available in the real world.

Because of these problems, company people found very difficult to fill the
required forms. It was clear that, if we want to create a successful system that can
satisfy end users’ needs and expectations, the system should be re-designed, no
matter how many new resources this would imply. Once the new version was ready,
we put it online in order to have more people working with the new system, and we
asked the companies to input the data. At this stage of development, in the database
there are data of more than one hundred of the biggest industry plants in the Puglia
region.

Our experience is in line with what it is discussed in [4, 5]: if we want to design
successful systems, it is fundamental to engage end users at right times, when they
can really provide useful contribution. What we reported above shows that we ini-
tially failed in properly involving the users, and this compromised a lot the system
we were developing. We could realize our failure only when end users put their
hands on the system in their working place, because they could provide right indi-
cations about what was working well and what was not.

An Overview of CET

Being a Web-based application, the system has a classical client-server architecture
with three tiers. The Regional Environmental Agency is the server and companies
and air quality operators are the clients. The system has an underlying database
containing all data related to the companies that supply emissions data in the Puglia
region, namely data about accounts, organizational structure, yearly production
activity, periodical checks of the plants emissions, etc. At the database layer, there
is also a spatial database that enables to perform spatial queries.

According to the Italian and regional regulations, data to be provided by indus-
tries are numerous and complex. To simplify users’ input, data entry has been
broken down into several successive steps. Once data is correctly stored, CET
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Fig. 2 The architecture of the CET system is divided in three layers: the data layer, a middle layer
containing common services and the user interface layer

offers the possibility of automatically compiling a series of detailed reports about
company data, production processes, etc.

Figure 2 shows the CET architecture. The bottom layer comprises the shared
databases while the middle layer contains services used for synchronizing, export-
ing and querying the database. Finally, the topmost layer shows how CET makes
use of two supporting systems called CETGIS and CETGE.

As we said, CET is used by air quality monitoring experts for getting informa-
tion to support their decision-making process, such as information about the type
and quantity of emissions and production processes of industries. An important
feature of CET is the possibility of visualizing the location and type of chimneys
and other objects inside Google Earth [5], as shown in Fig. 3. Objects are displayed
as 3D models.

As shown in Fig. 3, the system is able to visualize the various chimneys in
the correct positions. To support users in providing the chimney positions in
cases when s/he does not know the precise coordinates, we built a module that
allows users to indicate the position of their chimneys by pointing directly on the
visualized map. The error measure could reach 500 m at most, that is acceptable
for air pollution. Once the systems gets the positioning of the company, with
coordinates of plant and chimneys, the 3D model to be shown on the map can be
generated according to the physical characteristics declared by the user in the
filled form.
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Fig. 3 A visualization of an industry in Google Earth. The overall plant is visible, together with
several chimneys and even other objects, that will be more evident when the user zooms in the
image

The generated 3D models are superimposed onto the satellite orthophotos imag-
ery, displayed within the Google Earth application. Although factories and chim-
neys are represented in a stylized form, they convey to users an effective view of
what kind of industry is located in the portion of space that they are currently view-
ing. In this way, company users can check the correctness of supplied data by look-
ing at the displayed image. Mistakes can be ruled out and promptly corrected as
missing or incorrect chimney data will be rapidly spotted.

As represented in Fig. 2, at the topmost layer CET includes two supporting sys-
tems: CETGIS and CETGE. CETGIS is a GIS-based system that handles spatial
user query, such as visualizing the distribution of a pollutant according to the town
distribution on the region or according to the provinces. CETGIS supports arbi-
trarily complex views composed by various layers. Users have the possibility of
customizing the maps of interest.

As we said, CET exploits the 3D representations provided by Google Earth to
visualize the 3D models of an industry, including chimneys and other objects, in
these representations. In order to improve the capability of the system to visualize
the results of more complex queries in Google Earth, CETGE has been developed.
For example, the user may request to display all chimneys whose CO2 emissions
are above a given threshold. The output of the query is a KML [7] file that is opened
with Google Earth.

The visualized data can also be compared with those produced by other sys-
tems. Figure 4 displays data generated from the European Pollution Emission
Register [8]. The bars indicate emissions of pollutants. The bar height is propor-
tional to the emission quantity. The bar referring to the industry shown in Fig. 4 is
circled.
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Fig.4 The bars show data stored in the European Pollutant Emission Register database. The same
industry shown in Fig. 3 is circled; the red bar indicating the considerable quantity of pollutants
this industry emits can be compared with the other bars, corresponding to different industries

Discussion and Conclusions

This paper has described the web-based CET system used by industries and by
experts of the regional government of the Puglia region to monitor air quality. The
focus has been on the design and development of the system according to user-
centred and participatory approaches. Therefore, domain experts, representative of
end users, and end users themselves had an active role in the whole process. They
participated in the requirement analysis, which was fundamental for developers to
understand the domain of interest and the user needs, skills and current working
practices; they evaluated the initial paper prototypes and provided feedback; they
tested the successive system prototypes.

We have to admit that, despite our efforts in designing a system that could be
really efficient and effective for its users, we made mistakes that we had to correct,
no matter how many more resources this required. A first mistake was that, initially,
in our participatory design we primarily involved domain experts and not real end
users; the latter are the people who will use the final system, namely company
employees, air quality monitoring experts and operators working at the region gov-
ernment. This happened because the domain experts claimed to know everything
about the functionalities to be implemented, the data to be entered in the system,
the way they should be entered, and so on. As we have described, the test with end
users, who worked with a prototype built through a participatory design that
involved only domain experts, demonstrated that we failed. Such experts, as it often
happens to university professors, had in mind in ideal company organization that
did not exist in reality. The many difficulties end users encountered in entering the
complex data to the system convinced us to re-design the system, because our goal
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was to build a successful system adapted to people that have to use them and not
requiring people to adapt to the system, as it usually happens with the software
systems available in the market.

The other lesson we learned is similar to what it is discussed in [4, 5]: end users
provide the most valuable feedback about their possible problems only once they
work with the new system in real settings. We got the most important indications
from end users when we observed them interacting in their workplace with a run-
ning prototype pretty close to the final version, since, for the data entry module, it
included all functionalities identified at the requirement phase, Only when a new
system impacts their daily practices, end users are able to evaluate it and raise sig-
nificant issues about its usability. This does not mean that involving users in early
phases of the design process is of no value, because they certainly provide useful
feedback; it suggests that we have to re-think the different stages of system devel-
opment and, as clearly said in [4], legitimize post-implementation activities that,
instead of being considered a sign of system failure, can help manage end users’
expectations. For this reason, even if CET is not yet completed in all its compo-
nents, we have some modules already available on the web and industries are using
it and entering their data. This module is running on line since 2007. We got only
one call of a user for a technical problem (it was a bug that was quickly fixed during
a week-end) and one request from an expert of the region government for a particu-
lar data format that was not considered during the design process. People are using
the system without any problem. This is the best evidence for us that the current
version is really successful.

References

1. Schuler D, Namioka A (1993) Participatory Design: Principles and Practices. L. Erlbaum
Associates. Hillsdale, NJ

2. ISO 13407 (1998) Human-Centered Design Process for Interactive Systems. International
Organization for Standardization

3. ARPA Regione Lombardia (1999) Progetto INEMAR,http://www.ambiente.regione.lombar-
dia.it/inemar/e_inemarhome.htm. Cited 26 Sept 2008

4. Wagner JL, Piccoli G (2007) Moving beyond user participation to achieve successful IS
design. Commun. ACM 50-12: 51-55

5. Costabile M F, Mussio P, Parasiliti Provenza L, Piccinno A (2009) Supporting End Users to be
Co-designers of their Tools. LNCS, Springer (in print)

6. Google Earth, http://earth.google.it/Google Earth. Cited 26 Sept 2008

Keyhole Markup Language, http://code.google.com/apis/kml. Cited 26 Sept 2008

8. European Pollutant Emission Register (2000) EPER Databasehttp://eper.ec.europa.eu/eper/.
Cited 26 Sept 2008

=~



B2G Electronic Invoicing as Enforced High
Impact Service: Open Issues

P.L. Agostini' and R. Naggi?

Abstract Although electronic invoicing is considered one of the most promis-
ing instruments to improve the efficiency of economic systems, in Europe it has
not yet achieved significant adoption rates, especially among Small and Medium
Enterprises. The reasons for this missed diffusion have been largely discussed in
the literature. In particular it has been stated that the penetration of e-invoicing
among SMEs needs the cooperation of specialised Service Providers. The theme
has gained relevance also in a Public Policy perspective: advanced e-solutions
in the B2G context (e-Government high impact services) should enable a fur-
ther propagation of similar innovations in the B2B context. Legislation-based
approaches are often used in order to obtain a critical mass of users in a short
time.This paper aims at achieving a deeper understanding on whether juridically
enforcing the adoption of procedures, which have not achieved an established
consensus under “normal” circumstances, can be considered a winning and legiti-
mate strategy. This will help establishing a revised framework for further empirical
research.

Introduction

The theme of the digitalization of documents (dematerialization) managed by
organisations is increasingly getting central to both academic research and practi-
tioners. Dematerialisation is regarded as one of the main “instruments” to achieve
drastic cuts in the administrative costs and to improve the efficiency of document-
based workflows, while obtaining processes transparency and traceability. The
leading idea is to substitute office-automation — where the use of ICT has not suc-
ceeded in avoiding paper-based and hand-managed transactions and archiving —
with Straight-Through-Processing (STP), that is a full automation of administrative
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processes in a end-to-end fashion. In the STP oriented vision, full automation is not
limited to internal processes, but must be extended to the management of the trans-
actions with external subjects, trying to integrate in a smooth and completely digita-
lised flow (defined as “financial supply chain”) the traditional supply chain and
financial value chain. In particular, the dematerialisation of invoices (i.e. electronic
invoicing) is considered a main step in the implementation of STP, being invoice
the connecting document between the order and delivery cycle, and the payment
cycle [1-3]. Dematerialisation of invoices is pivotal also for the integration of the
administrative systems of enterprises with those of public bodies. In other terms,
as we will clarify better in the work, the topic has to be analysed also under an
e-Government perspective.

The broad aim of this paper is to gain a deeper understanding on policies that
might be used to boost the adoption of B2G innovative ICT-based procedures also
in the B2B environment. In particular we will focus on the employment of enforc-
ing policies aiming at a widespread diffusion of electronic invoicing procedures.
The main question is whether enforcing the adoption of processes, which have not
achieved an established consensus under “normal” circumstances, is a winning and
legitimate strategy under an e-Government perspective. Also, purely efficiency-
driven and technology-driven approaches are questioned: there is a need to consider
the institutional context [4—8] in which the adoption problem is set, and, preliminar-
ily, it is essential to understand why the adoption of e-invoicing is failing to gain
non-enforced legitimacy in the B2B sector.

This work is limited to a first identification of the terms of the problem and to
the delineation of a framework within which to organise them. More rigorous
implications for strategies to be adopted by government-level policy makers should
then be drawn through further research.

The Dematerialisation of B2G Transactions

Dematerialisation has become an essential topic not only in the B2B context, but
also in the re-organisation of processes within public bodies, and consequently in
the integration of processes used to manage B2G transactions. In January 2007 the
European Commission has adopted — within the broader framework traced by the
Lisbon Agenda — an Action Plan [9] with the goal of reducing by 25% the admin-
istrative burden for businesses in Europe within 2012. To improve efficiency in
B2G transactions, special attention is paid to the delivery of high impact e-services
tailored around the needs of enterprises, focusing policies on the necessities of
small and medium sized ones (SMEs). High impact services are defined as “large-
scale, flagship services” delivered to support applications that imply frequent trans-
actions and reciprocal data exchanges, such as, in the B2G context, on-line tax
declarations, e-procurement, electronic invoicing. In general terms, the delivery of
high-impact services achieves the expected impact on public bodies internal
efficiency only if they are widely adopted by enterprises.
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We may also underline that some services involve activities that are specific to
the B2G context (e.g. tax declarations), while others attain procedures that are used
both in the B2G and in the B2B environments (e.g. invoicing). In the latter case, the
implementation of innovative procedures in the B2G context (pushed through a
governmental initiative) has often the declared function to boost their adoption also
in the B2B environment. In other terms, the implementation of such services might
be regarded as a lever to gain efficiency in the economic system as a whole. This
line of reasoning is increasingly used to justify the enforcing of the adoption of the
new processes in the B2G transactions, in particular when enterprises are not spon-
taneously adopting procedures that are considered pivotal to improve the efficiency
of national and supranational economic systems [10]. This is the case of the dema-
terialisation of invoices, i.e. electronic invoicing.

It is important to underline that the use of this approach implies that enforcing
initiatives can be considered successful only if they achieve B2B widespread adop-
tion. On the contrary, the risk is to improve internal efficiency for public bodies,
while negatively affecting enterprises, which are in fact obliged to duplicate their
invoicing and invoicing-connected procedures. Therefore ex-ante analysis aimed at
reasonably forecasting B2B adoption rates become crucial. This statement is con-
sistent with what the OECD is constantly recommending since the issuing of the
Regulation Impact Analysis (RIA) Decalogue in 1995 [11]. In the OECD approach,
(compelling) regulation has to be employed as an “estrema ratio,” after having veri-
fied that it is the sole and the best solution. Also, in this perspective the theme
switches on the identification of the correct methodologies to adopt in order to lead
this kind of analysis.

Recently the above-described approach has been used to justify the introduction
of the obligation to send invoices towards public bodies using the electronic modal-
ity in Denmark (2005) and in Italy (2008), while Spain, Sweden and Finland are
already announcing similar initiatives.

Denmark has been the first State in the EU to use a legislation-based approach
in order to enhance the diffusion of e-invoicing. Since 2005 all invoices sent from
any Danish operator to any Danish public office have to be issued and delivered in
digital format. Despite the obtained e-Government Award and the encouraging
results in terms of public bodies internal savings (estimated in about € 200 million
per year, half in the national and half in the regional and local procurement [12]),
the outcome in diffusion in the B2B context is still questionable [13].

Italy is about to proceed along a similar path, partially following the Danish
experience. The e-Invoicing European Directive (2001/115/EC) was accomplished
in Italy in 2004. During these 4 years adoption rates in the private sector have been
low. The recently issued 2008 General Budgetary Law [14] provides the juridical
enforcement for digital transactions with public bodies, with the explicit target to
push a general diffusion of the new processes [15]: presumably starting from 2009
all public-sector organizations in Italy will gradually accept only invoices in elec-
tronic format.

Doubts about the effectiveness of compulsory procedures are not unmotivated.
Just to make an example, since the 1990s Italian enterprises are obliged to send
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their annual balance sheet to the Chamber of Commerce in electronic format. But,
after 10 years, the around 2 millions digital signatures are not being largely
employed in other procedures.

How e-Invoicing Low Adoption Rates are Justified
in the Literature

113

Despite unanimous opinions consider e-invoicing as “a win-win solution to all
players bringing better competitiveness to the economy as a whole” [16] the dema-
terialisation of invoices and, in a STP perspective, their integration within Electronic
Invoice Presentment and Payment (EIPP) procedures are not as of now widespread
procedures. The European market carries more than 28 billion invoices per year, of
which over 90% are still on paper [17-19]. The reasons why e-Invoicing and EIPP
have not yet achieved significant adoption rates have been largely discussed in the
literature. A first order of considerations underlines how B2B transactions involve
more participants and more complex processes than B2C ones, so creating a longer,
more intricate value chain [20]. The management of B2B invoices includes pro-
curement, agreement administration, financing, insurance, credit ratings, shipment
validation, order matching, payment authorization, remittance matching, and gen-
eral ledger accounting. Furthermore, B2B transactions are more likely to be dis-
puted than B2C ones. Also, only large enterprises get economies of scale [21].
Other main problems affecting a pervasive diffusion of e-Invoicing and e-archiving
processes among SMEs have been pointed out in [19, 22-24]: the diverse interpre-
tations of the legislation; the continuing differences in national regulatory require-
ments, even within the EU; the lack of a common international standard (XML) for
layout and data elements.

While in large companies the “perceived potential for efficiency gains” [2] has
been driving investments in EDI electronic payment processes and in the correlated
billing processes since the 1980s, the so-called “EDI phase” [18] has not involved
SMEs, due to costs resulting prohibitive to many of them [20]. Nor has the so-
called “Internet phase” [18] that started in the late 1990s.

Legner and Wende [18] argue that “this low penetration can be explained by
‘excess inertia’ or ‘start-up problems’ typical of e-business scenarios in which posi-
tive network externalities prevail” and that “the value for members within a net-
work would increase with every new member joining, but too many standards and
diverse technical solutions prevent potential members from taking the dispropor-
tionate risk of deciding on a specific implementation”. The complexity of B2B
transactions and major differences among e-invoices formats, transmission chan-
nels and National legislative requirements generate a many-to-many matrix of rela-
tions in the exchange of invoices among trading partners. Such a complexity is
hardly manageable by large companies and absolutely overwhelming for SMEs,
without the support of specialised outsourcers [17]. Therefore, both the literature
and the market have thought to have found the response to the problem of SMEs’
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low adoption rates in the so called “Consolidator Model” [17, 18, 20, 21], where an
external provider (e-Invoicing service provider, banking service, postal service,
internet service provider) “acts as an intermediary, collecting or aggregating
invoices from multiple sellers for multiple buyers, eliminating the need for point-
to-point connections” [20]. The “Consolidator phase” has started in 2002 [18].

But it is a matter of fact that, by now, in 2008, although the services currently
offered by outsourcers are considered compliant with quality and cost-reduction
requirements, enterprises (and SMEs in particular) are still not widely implement-
ing e-invoicing procedures. Actually, the only model that has in some way func-
tioned is the buyer-direct model, where a large buyer is able to impose to its (small)
suppliers the issuing of invoices in its preferred electronic format. It is this kind of
pressure-driven model that enforcing policies try to emulate, where competitive
pressure is substituted by compelling rules. But two basic remarks are here due for
our purposes. First, it is evident that such a model brings process advantages only
to the dominant subject [20]. Second, (competitive) pressure has not pushed the
small suppliers to further adopt e-invoicing to support transactions with other trad-
ing partners.

A New Conceptual Framework for Further Research

Extant literature seems to fail in identifying models that are able to push SMEs to
e-invoicing adoption. Therefore it is legitimate to suppose that this failure is due to
some lack in the correct identification of inhibiting factors that slow down or
impede adoption. In particular, we suppose that efficiency is not that main driver in
SMESs’ own perspective.

Actually, much of extant e-invoicing literature has centred the analysis about
e-invoicing mainly with a focus on the Supply-Chain Management and Inter
Operative Systems (IOS) theories. Typical adoption drivers for IOS are efficiency,
effectiveness and competitive position. As previously observed, the latter is particu-
larly worth focusing on for our analysis. Morrell and Ezingeard [25] in their inves-
tigation on I0S implementation among SMEs underline how competitive pressure
and imposition by trading partners push organisations to adoption even if they are
not prepared to gain full advantage of the implementation, and point out that SMEs’
efficiency might even be reduced if external pressures are uncontrolled.

The scenario here is similar in that uncontrolled external pressure is represented
by the compulsoriness imposed by a law (without alternative options) [10]. In line
with this parallel, we can presumably deduce that the results of this pressure are not
always positive. Furthermore, the logic of a national policy should obviously
embrace a different perspective. In the OECD approach, using the lever of coercive
rules can find a justification only in a homogeneous gain of efficiency throughout
the whole economic system, with consequent positive repercussions on enterprises
themselves, by winning the SMEs’ typical “excess in inertia”. It therefore becomes
crucial for policy makers to focus on enterprises’ institutional dynamics [26], needs
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and beliefs, before putting into action the compulsory procedures. This principle
mirrors to some extent the definitively shared concept of “putting private users
first” that has been up to now the very “image” of all European e-Government poli-
cies. Given the specific context — where heterogeneous actors (enterprises, out-
sourcers, public bodies, supranational institutions) interrelate, have multiple or
diverging goals and adopt differentiated perspectives — our speculation is that pre-
sumably variables used in the IOS literature are failing to capture all the facets of
the specific problem.

To try to contribute to further analysis, that is evidently needed on the matter —
also in a RIA perspective — we here propose a first listing of main inhibitors that
might have been underestimated in traditional analysis. Actually, RIA analysis asks
for a deep understanding of the needs of enterprises. An appropriate method to
widely collect data for a survey on SMEs’ point of view might be the use of ques-
tionnaires. But it is also true that questionnaires must contain the appropriate que-
ries, in particular when answering subjects’ awareness of the matter is low and
resources dedicated to response are potentially limited and not highly qualified.

Drawing on preliminary confrontation with professional operators, institutional
working groups and directly involved actors in the SME context [27], we have
selected the following topics as a starting point for our future work on the matter.

The Structure of Accounting Books. The variety of possible technical standards
used by the different accounting systems (even among enterprises that are similar
in terms of dimension or of market sector) often goes beyond the standard services
offered by outsourcers. The accounting and documental framework designed for
paper is, so to say, not always directly feasible of digitalization as it is. The conver-
sion process often requires a detailed analysis and consequent changes, both in the
outsourcer’s service and in the outsourcee’s system. Not all enterprises are prepared
to fully understand technical impediments and even if they are, they are not inclined
to sustain additional investments to overcome them. Outsourcers, on the other side,
tend to keep to the standard services, in order not to overrun the average tariffs
offered on the market. In sum, a major impediment can derive from the specific way
accounting books are structured: standardization of invoicing procedures is not
always easily achievable, because they parallel an internal operational organization
that can deeply vary from enterprise to enterprise.

Through the digitalisation of invoices a valuable bulk of information is easily
accessible. An often undervalued question is how a complete set of invoices can
contain the whole story of a company. Invoices (sent and received) display an
extremely sharp image of the behaviour of the enterprise they derive from.

Need for security guarantees in the archival phase. A digital repository kept on
handy devices as DVDs, provided with search indexes (compulsory in Italy), offers
easier access than a paper archive. Enterprises will not easily subcontract with an
external outsourcer to manage the informative contents included in its invoices, if
not in virtue of a relationship based on well-grounded trust.

Unbalanced availability of (correct) information: the role of consultants. An
apparently obvious issue ahead the low diffusion rates of e-Invoicing among SMEs
might question the extent to which they are informed at all about the new option they
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have. The agency problem between consultant (as main information source for
SME:s) and enterprise might become significant: radical changes in procedures, new
rules for tax inspections, particularly strict norms about digital archives’ maintenance
are just some of the aspects that might motivate an external consultant (not) to advise
the adoption of e-Invoicing, depending on his individual readiness or incentives.

Lack of Perceived Incentives. In a RIA-driven perspective, the lever of legisla-
tion needs to find a justification in a homogeneous gain of efficiency throughout the
whole economic system. Unbalanced (in favour of the PA’s side) e-Government
initiatives might end up having a negative domino effect on the business environ-
ment. Designing solutions tailored on SMEs’ needs and focusing on the perceived
incentives, on the contrary, might prove to be an effective solution.

The increased traceability of documents and processes obtained through the
electronic modality. Fighting the grey market is one of the aims of introducing
e-invoicing systems [ 19]. Firms and enterprises that are fiscally or juridically “non-
compliant” perceive electronic procedures as dangerous. Even the outsourcing
solution, in this context, is hardly accepted.

Future Research

Next step in our research plan is to integrate and refine the selected inhibitors, also
through further confrontation and discussion with professional operators (in par-
ticular outsourcers), experts, institutional, and academic working groups [27]. More
rigorous propositions ought then to be formulated and structured.
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Business Process Driven Solutions for
Innovative Enterprise Information Systems

F. Taglino! and M. Lezoche?

Abstract Existing limitations and problems in the current life-cycle of software
applications will encourage new development paradigms. New technological
trends, aiming at responding to current needs, such as flexibility, dynamicity,
scalability will certainly drive the envisaged changes. In this paper, possible
solutions for innovative enterprise information systems (IS) development and
maintenance are outlined. In particular, it will be argued about business process
driven approach to information systems development, and how, through the sup-
port of new and emerging technologies, it can address nowadays requirements
and overcome current limits. Business process driven approach to IS develop-
ment is here characterized by: (1) business process modelling for representing
the business logics; (2) enhanced SOA paradigm for business process execution;
(3) business rules based approach to software applications maintenance and
evolution.

Introduction

Enterprise information systems (IS) are continuously evolving over the time. This
is due to their increasing diffusion, emerging of new needs, and evolution of the
supporting technologies. Nowadays, the traditional model of information systems
development is increasingly problematic with a poor reflection of the needs of real
information systems use. Analysis from the well known market watchers, such as
Gartner Group and Standish Group, report that software applications development
still suffers high probability of failure [ 1, 2]. Furthermore, it has long been known
that the maintenance phase of the enterprise IS lifecycle can consume more than
half of the total lifetime costs of an information system [3].
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Consequently, the nowadays needs for new generation of enterprise IS are
towards:

» Flexible, agile, and non monolithic applications.

e Adaptability, with capability of dynamically reflecting new business
requirements.

e Openness, to ensure interoperability among applications and support the devel-
opment and sustainability of business ecosystems.

The current technological trend, in particular due to the evolution of the Internet,
towards the so called Future Internet, appears in line to the above needs to support
new enterprise information systems. In fact, the intention of the Future Internet,
recently embraced by the European Union with the Bled Declaration3 (31 March
2008), will be characterized by openness, scalability dynamicity and proactiveness
that should ease the transition towards new, flexible and dynamic information
systems.

On these premises, it is unavoidable to think about significant changes in the
development of next generation enterprise IS, and a significant contribution could
come from a business process driven approach.

Business Process design involves the identification and sequencing of work
activities, tasks, resources, exchanged messages, decisions, and responsibilities
across time and space, with clearly identified inputs and outputs.

In traditional approach for development of information systems, business pro-
cess modelling is mostly used as a mean for specifying high level business require-
ments to be implemented by IT people. However, this does not guarantee an
effective correspondence between the designed business processes and the final
applications. Furthermore, this traditional approach also suffers the cultural gap
between business experts and software analysts/developers. Traditionally, they
belong to two separated communities which operate without a systematic interac-
tion and cooperation, causing the problem of Business/IT alignment. The OMG
MDD/MDA (Model Driven Development/Architecture) [4] approach has been
proposed to close this gap. However, real integrated solutions have not been pro-
vided yet.

With business process driven IS, it is here referred to an emerging approach for
software applications generation. Business process driven IS are here characterized
by the following key aspects:

* The application business logics is represented by business processes which are
designed by using graphical notations, to increase the intuitiveness and the
immediacy of the development, and reduce the need of writing code.

e Execution of software applications is demanded to specific business process
execution engines, which are able to run business processes and keep track of
the control flow.

Shttp://www.future-internet.eu/index.php?id=47.
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* Execution of process tasks is accomplished by accessing available services over
the Internet. Business process execution engines are able to invoke external ser-
vices when it is required. This approach is supported by Software Oriented
Architectures (SOA), and new concepts like Software as a Service (SaaS)*
which is towards the delocalization of software services and an on demand ser-
vice provision. Semantics-based techniques will help for service discovery and
composition.

* Business rules based approach for supporting IS maintenance and evolution.

Related Work

Today, there are a great number of methods and tools to model BPs. There are also
international organizations, such as OMG® and WfMC,® very active in the field.
New business process modeling notations and languages like BPMN (Business
Process Modelling Notation) [9] and BPEL (Business Process Execution Language)
[10], for design and execution respectively, are emerging. New open source and
commercial tools, supporting such languages, are now available (i.e., INTALIO,’
uEngine®). For instance, there are several BP editor tools based on different graphi-
cal notations (around 70 adopt the XPDL, from WfMC)

In particular, such tools, allow business process diagrams building, and auto-
matic generation of executable format. Business processes are modelled by using
graphical notations which make their construction more intuitive and available also
to not highly technological people (say business people).

Traditional workflow systems are not suited for highly interactive online sys-
tems. There are several new proposed solutions because the problem is challenging
and the solution appears to be complex and depending to the application context.
At the IBM Watson Research Center the researchers propose a state machine based
workflow system, named FlexFlow [5], which formally describes Internet applica-
tions using statecharts. The FlexFlow engine uses these descriptions to directly
control the execution of web applications. Different versions of an application can
be generated by visually editing its FlexFlow description, with minimal incremen-
tal effort in rewriting application code or related web pages. FlexFlow provides an
efficient way to customize online systems and supports different versions of busi-
ness processes in the same e-business system for different sets of industries, orga-
nizations, users, or devices.

At IDS Scheer Thomas Andres [6] shows how to integrate classic business pro-
cess design into a software development project as an elementary component using

*http://en.wikipedia.org/wiki/Software_as_a_service.
Shttp://www.omg.org.

Shttp://www.wfmc.org.

"http://www.intalio.com.
$http://www.uengine.org/web/guest/home.
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ARIS UML Designer [7]. The result is a completely model-based and integrated
approach for the development of management applications: from business process
analysis right through to system design.

Smith and Whittington patented, in 2007, a method [8] for creating a process-
driven information system. The method comprises the steps of creating a process
model comprising one or more elements which are available in a browser-compat-
ible format, creating one or more software components which are accessible in a
browser compatible format and generating a process-driven information system
comprising one or more elements of the process model which act as the user inter-
face to the one or more software components. This method allows the rapid creation
by non-technical users of process models describing the working of an organization
with the models being used as the user interface for directing the operation of a
collection of software components.

One of the characteristics grouping the above solutions is the lack of semantics,
which on the other end is one of the relevant elements of the proposed approach.

Business Process Modeling for IS Development

BP modeling is progressively spreading among business people. It represents an
important opportunity to allow business experts to play a new, central role in the
development of new generation enterprise software applications. The need for a
tighter cooperation between business experts and IT specialists is growing in
momentum, and it is unavoidable. If software industry wants to reduce costs and
risks in developing more complicated and sophisticated applications it has to
develop new methodologies to fill the gap between the two communities.

A relevant contribution to solve this problem, could be represented by the use of
ontologies for a semantics-based approach.

Ontology-Based Semantic Support

An ontology is defined as “a formal, explicit specification of a shared conceptuali-
sation” [11]. This means that an ontology is: (1) the result of a consensus reached
among a group of domain experts (shared conceptualisation) and more in general
(by using special tools, like a folksonomy) of a wider community; (2) a formal
specification and as such it is interpreted by a machine for reasoning and querying
activities.

As such, ontologies can contribute in several ways to the development of business
process driven information systems. Some of them are here briefly reported. As the
result of the consensus of domain experts, an ontology represents a common refer-
ence and as such, it can establish a shared playground which different kinds of actors,
with different know how and roles (i.e., business and IT people), can play on.
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Furthermore, as a formal representation, an ontology can be used for:

* Supporting business process design by verifying semantic alignment of a busi-
ness process against a reference ontology. This goal can be achieved by perform-
ing consistency checking through the use of semantic reasoning techniques.

* Annotating existing processes and software services to let feasible the semantics
binding between these entities.

* Supporting business process design and reengineering providing suggestions to
business experts during the modelling phase of a BP.

* Business experts can be supported in finding, for instance, alternative elements
of a business process by performing semantic search and similarity reasoning
over the business ontology.

Service Oriented Business Process Execution

The development of software applications driven by business process is based on
the fact that once a business process has been modelled it can be executed. However,
since business process modelling notations like BPMN are not executable, a busi-
ness process can be automatically transformed into an executable format, for
instance BPEL (or another execution language like XML Process Definition
Language, XPDL [12]), to be then executed by a BP execution engine (i.e.,
ActiveBPEL’). Nevertheless, a BP says what each task should do, but no how to
perform the task. Due to that, a BP execution engine needs to invoke, in correspon-
dence of an automatically executable task, a software component in charge to
accomplish that task. This step is critical and a series of knowledge structures are
needed to fill the semantics gap between the BP requirements and the existing
pieces of software. The need perfectly matches the capabilities offered by the
Service Oriented Architecture paradigm according to which, a business process
links and sequences services in a web services orchestration. Semantic Annotation
is a key aspect of this step. Using a Business Ontology, Business Processes and
Web Services are connected to explicit concepts, with this knowledge, an inference
engine should comprehend and match the needed services with the processes.
This binding, however, will not be probably unique during the lifecycle of the
IS. BP reflects functional requirements of the IS, while Web Services are functional
operations. In essence, the BP represents a workflow schema where each task is
nothing more than a placeholder of a function to be executed. Consequently, if
different web services provide the same needed functionality, they are all candi-
dates for the binding. Such a situation gives high flexibility respect to hard coded

*http://www.activebpel.org/.
%For not automatically executable tasks, BPEL4People [11] extends BPEL from involvement of
Web services alone to role-based human activities as well.
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functions. The reason for selecting a service instead of another can depend of vari-
ous reasons:

* The type of binding (early or late).
e Internet servers congestion.
* Contracts typologies between enterprises.

According to the emerging wave of the Internet of Service, the above approach
will be facilitated and encouraged. The Internet of Services will take the enterprise
SOA approach to the next level by making services easy to implement, consume,
and trade.

Furthermore, in an open scenario like the one that is going to configure with the
advent of the Internet of Services, the binding of services to business processes will
more and more need of:

* Intelligent search methods for the individuation of suitable services needed for
executing a certain bp.

 Interoperability solutions for allowing the coexistence of services which, spread
worldwide, have not been designed to work together.

For both these aspects, emerging semantics-based solutions (i.e., WSMO [13]
for search and retrieval of web services, and the Athena Semantic Reconciliation
suite [14] for heterogeneous message reconciliation) certainly represent promising
solutions.

From this brief description, it emerges how Service Oriented execution of busi-
ness processes represents a step forward agile, flexible and non monolithic soft-
ware applications. In fact, the accomplishment of each task is demanded to
services which have been properly selected. Whenever the selected services are
not anymore available, other suitable available services will be searched and
invoked.

Rule-Based Approach to IS Maintenance and Evolution

In a dynamic enterprise, BPs need to be periodically revised and updated. Such BP
evolution may be necessary for different reasons, as for instance the introduction of
company policies which requires the update of non conformant BPs.

Company policies are often represented in the form of business rules (BRs).
Business experts usually tend to formulate a BR in natural language (NL), but it is
well-known that NL is often ambiguous and error-prone. For this reason, there are
interesting proposals of using structured (controlled) natural language. Recently,
OMG promoted the use of structured English in the business rules framework
SBVR [16]. Another interesting proposal is ACE [17] (Attempt to Controlled
English): a rich subset of standard English, designed for specification and knowl-
edge representation.
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Independently of its representation language, a BR can say, for instance: “all
expenses greater than 5,000€ require the approval of the Head of Unit.” Another
BR may involve the way business operations are performed, for instance: “the
receiving of a quotation must precede the issuing of a purchase order.”

In the context of BP evolution, a challenging problem is to automatically iden-
tify the BPs that violate at least one BR and, possibly, to make the former evolving
according to the latter.

In a previous work [18], one of the authors of this paper, presented an ontologi-
cal approach to BP modeling, proposing a method to verify if, given a BR, a process
is consistent with it. Such a method is characterized by the concepts of BP Schema
(BPS), which is a set of predicative atoms, and BP Instance (BPI) originated from
the actual execution of a BPS. In order to be valid a BP Schema, all its instances
must satisfy the rules. Consistency table to test coherence between BR vs. BPS, and
without exploding every single instance are used.

However, independently of the specific solution, a BR-based approach appears
a valid support the maintenance and evolution of business process driven applica-
tions, especially in the respect of agility and flexibility of enterprises. In fact, the
possibility to express BRs in a declarative way, avoiding hard coded control proce-
dures, makes enterprise policies more easily configurable and adaptable especially
in the context of an open scenario where enterprises dynamically change and join
together in virtual organizations.

Conclusions

In this paper we have focused on innovative approaches to development, execution,
maintenance and evolution of enterprise software applications. In particular, a busi-
ness process driven approach has been presented.

The approach is based on some characterizing features: (1) representing the
business logics by means of a business process by using graphical notations;
(2) service oriented execution of business processes; (3) business rules for support-
ing evolution and management.
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Business Process Modelling Within the Cycle
of Continuous Improvement

L. Pacicco', A. Ravarini?, and F. Pigni®

Abstract Business Process Modelling is a much-researched field as it concerns
the need to analyse and improve business process. The topic of BPM is particularly
timing given the need for clarifying process structures and their improvements in
the context of SOA, the service oriented architecture. However not much emphasis
has been placed on the relationships among BPM methodologies, techniques and
tools. In this work we propose a framework in which these three BPM elements are
positioned within the cyclical process of continuous improvement. This framework
suggests the adoption of different BPM techniques depending on the objective to be
reached: the IT industry has developed flexible and dynamic tools for process mod-
elling called “Business Process Management Suites” (BPMs), they are composed
of different tools and adopt different methodologies and techniques for supporting
all the phases of the continuous improvement.

Introduction

Business Process Modelling (BPMo) is a topic of great interest for researchers as it
concerns the organizational need to analyse, improve and control business pro-
cesses [1]. The Modelling of Business Process is part of the wider management
approach of Business Process Management: it allows to graphically represent how
operations are performed within the organization through the representation of enti-
ties, activities, enablers and relationships among them [2]. Business Process
Management (BPM) is a method of efficiently aligning an organization with the
requirements of clients: it is a holistic management approach that promotes busi-
ness effectiveness and efficiency while striving for innovation, flexibility and
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integration with technology. As organizations strive for attainment of their objec-
tives, BPM attempts to continuously improve processes: the process to define,
measure and improve processes. Business Process Improvement (BPI) is a system-
atic approach to help any organization optimize its underlying processes to achieve
more efficient results. BPI attempts to reduce variation and/or wastage in processes,
so that the desired outcome can be achieved with better utilisation of resources.

As different authors have shown in their researches, a BPMo project can have
different objectives and thus can be approached with different methods and sup-
ported by different techniques and tools [3]. One of the main purposes of BPMo is,
then, the improvement of the existing processes through the analysis of the “as is”
situation that leads to the identification of the main inefficiencies to remove, or at
least to reduce, designing the “to be” model [2.4]. The study of business processes
has gained momentum over time since value-adding processes are strictly con-
nected to the competitiveness of organizations [5]. In this scenario, the design of
processes has the purpose of improving the competitiveness of the organization
since it makes business processes more efficient and effective and this lead to
enhance the organizational performances. Moreover, the clear definition of the
organizational processes leads employees to a greater awareness of the way the
organization works.

The topic of Business Process Modelling is particularly timing given the need
for clarifying process structures and their improvements in the context of SOA, the
service oriented architecture. The need to quickly react to the changing market
conditions with adequate products and services, requires enterprises an agile orga-
nizational structure and thus to customize their own business processes “on
demand”: flexibility is becoming the key principle in designing business processes
[6]. This objective could be reached through “business services”: pieces of business
processes that, selected and composed “on demand,” allow to define processes
tailored to enterprise needs. The right composition of different business services
permits to satisfy a business goal [6]. This is the main aspect at the base of SOA
[7,8], the idea to support Services with the aim of bridging the gap between busi-
ness and IT through a set of business-aligned IT services [9]. In this scenario, the
challenge for Business Process Modelling is to provide the business architecture to
link the business strategy with the application architecture.

In order to run a project of Process Improvement, a company need to adopt the
most suitable solution: in this paper with the term “solution” we will refer to the set
of methodologies, techniques and software applications.

Literature Review

In this work, we propose a framework in which different BPMo methodologies,
techniques and tools are positioned in a cyclical process of continuous improve-
ment. The term “Methodology” indicates a set of theoretical structures, procedures
and methods underlying a certain discipline. Methodology, in this work, is referred
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to the principles of methods, rules, and postulates employed by the Process
Modelling. The “Techniques” are a set of procedures used to accomplish a specific
activity or task. In this work we refer to techniques as the set of procedures underly-
ing process analysis, representation and modelling. Finally, the term “Tools” indi-
cates objects that allow to carry out a certain discipline. Modelling tools are
software platforms developed to simplify the utilize of modeling techniques [10—
12]. We further detail the Literature concerning the different elements of the
model.

In order to define the variables of the framework regarding the positioning of the
methodologies, we refer to the classifications and the review proposed by Melao &
Pidd [1] and Aguilar-Savéen [5]. Both the authors classify the same methodologies
using different variables; these methodologies are: Static BPMo, Dynamic BPMo
(both discrete and continuous) and Soft BPMo. Melao & Pidd propose a classifica-
tion based on four different perspectives on business processes: Static Business
Process Modelling is the methodology that best represent processes as determinis-
tic machine; Discrete-Event Simulation and Continuous-Event Simulation are
appropriate for represent processes, respectively, as complex dynamic systems and
interacting feedback loops. Finally, Soft Process Modelling best interprets process
as social construct. Aguilar-Savéen identifies two variables to classify business
process models: the purpose of the model and its change permissiveness. The first
one is related to the uses or purposes of the analysis: the author identifies four main
categories represented in Fig. 1. The change model permissiveness is the capability
of the model to support changes without totally remodeling the process.

bynamicBPN‘l

Active

 Statid BPM

| StaticBPM

MODEL CHANGE PERMISSIVENESS

Passlve

SoftBPM

L i

Descriptive  Descriptive for Descriptive  IT enactment

forlearning process for process  support
develop/design  execution
PURPOSE OF THE MODEL

Fig. 1 Methodologies’ classification proposed by Aguilar-Savéen
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Fig. 2 Techniques’ classification proposed by Giaglis

BPMo techniques are widely studied in Literature: we review the most commonly
used techniques and the classifications proposed by different authors [1, 3, 5, 10].
The techniques are: Flowcharting, Role activity diagram (RAD), IDEF (IDEFO,
IDEF3), Petri-net, UML, Action Workflow, System Dynamic. Giaglis proposes a
matrix to classify the techniques considering two variables: the purpose of the model-
ling activity and the perspective on the process (Fig. 2). For each type of objective,
the author indicates moreover which are the technique’s features required.

Luo & Tung identify three variables to classifty BPMo techniques: the objec-
tives, the perspective on the process and the characteristics of the technique: they
suggest the adoption of a general procedure for evaluating and selecting BPMo
techniques. This process of selection should be a reconciliation of the three vari-
ables: the objectives of the model (communication, analysis and control of the
processes) determine the perspective of the analysis and the characteristics of the
modeling method. The match of these requirements leads to select the most suitable
method (Fig. 3) .

The framework proposed by Aguilar-Savéen about the BPMo techniques con-
siders the same variables of the methodologies: the purpose of the model and its
change permissiveness (Fig. 4).

Melao & Pidd propose a classification of the techniques based on the perspec-
tive on the process: IDEF, Flowchart and RAD are adapted to represent process as
deterministic machine; Petri nets, UML and Work Flow better are the techniques
that best represent process as complex dynamic system. Finally, System Dynamic
is the most suitable technique to represent process as interacting feedback loops.

As regards modelling tools, we refer to three recent articles that examine and
classify some tools currently available on the market: Gartner Group, BPMInstitute
and Forrester evaluate tools like IBM Websphere Business Modeler and ARIS
Platform on the basis of two main characteristics, the flexibility and the capability
to be dynamic.
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The Proposal Framework

Matching the results mentioned above, we propose a new framework aiming at
positioning BPMo methodologies, techniques and tools within the cyclical process
of continuous improvement. The methodologies are classified on the basis of the
perspectives on business processes and the purpose of the model (Fig. 5).
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These methodologies of process analysis and modelling can be thus interpreted
as consecutive steps to analyse, define, evaluate, implement and improve business
processes, since their efficiency is strictly connected with the competitiveness of
the organization. The main phases of the cyclical process of analysis and modelling
support different objectives [1]:

1. AS-IS and TO-BE Analysis: it studies the automatic way of working of a pro-
cess. The most suitable BPM methodology in this phase is the Static BPM: the
objective of this first step is to gain understanding of the processes in order to
outline possible improvements.

2. Dynamic Analysis: it studies the possible scenarios through the Dynamic BPMo
methodology that allows to evaluate the improvements and to select the execu-
tion model.

3. IT Systems integration support: the Dynamic BPMo methodology allows to
automate, execute and control the process.

4. Analysis of the process as social system: the Soft BPMo is the most suitable
methodology in this phase as it permits to get informations from the staff about
the way the new process works.

This evolutionary sequence traces the life-cycle of the Business Process
Management that consists of four main phases: acquisition of knowledge about the
process, change management, process automation and execution&control.

In the framework proposed in this work, BPMo techniques are classified consider-
ing two variables: the perspective on the process and the characteristic of the technique.
The resulting framework from the match of methodologies and techniques classifica-
tions within the business process management life cycle is represented in Fig. 6.

This framework suggests the adoption of different techniques depending on the
objective to be reached: this approach is however too theoretical because it requires
much effort for training people about many and different techniques. On the other
hand, it would be difficult also the implementation of a single techniques able to
represent all the perspectives: this is the reason why is more realistic to evaluate
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and choose the most suitable technique to adopt. In this scenario, the IT industry
has developed flexible and dynamic tools for process modelling: these tools, called
“Business Process Management Suites” (BPMs), are composed of different tools
and adopt different methodologies and techniques for supporting all the phases of
the continuous improvement. The BPM Suite also allows a facilitated interaction
with users, improving the collaboration between business and IT. The analysis
developed in the articles above mentioned, shows how the BPMs support the entire
process of continuous improvement. The IBM Websphere Business Modeler, for
example, includes different components, each of them supports one of the objec-
tives of the Process Management in order to manage and continuously improve
business processes (Fig. 7). These components are:

*  Websphere Business Modeler that supports the analysis and the graphical repre-
sentation of the as-is and the to-be process. It documents the current processes and
allows to perform “what if”” analysis in order to evaluate different scenarios.

e Websphere Process Server that ensures the right implementation of the process.

*  Websphere Business Monitor that supports the real time control of the way the
process works, giving informations about process’s status and advising key
users on the activities to be carried out.

Conclusion

Business Process Modelling is a much-researched field but the relationships
among BPM methodologies, techniques and tools has not been deepened enough.
This work shows how the traditional hierarchical view on BPMo elements has
turned into a new conception in which methodologies, techniques and tools are
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linked to each other though a recursive relationship. Depending on the context in
fact, it’s necessary to choose the approach and the most suitable methodology, and
implement them through different techniques gathered into one unique BPM Suite.
We have proposed a framework that effectively position BPMo methodologies and
techniques within the cyclical process of Process Improvement and also an exam-
ple of BPMo tools has been expounded. However, further research is required in
order to deepen these relationships and to find those variables, linked to the con-
text, that could influence the evaluation and the adoption of methodologies and
techniques.
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Changing Time Orientations in Organizations:
A Role for ICT?

D. Isari' and M. De Marco?

Abstract Despite its importance to temporal issues, research into the temporal
impacts of information technology in organizations is still limited. On the other
hand, organizational culture research shows that the way time is perceived and
collectively organized reflects assumptions that are an expression of the specific
organizational setting, underscoring that cultural assumptions are an important
contributory factor to the strength and direction of organizational change. In this
contribution, we have investigated the role ICT can play in promoting changes in
the temporal dimension of organizational culture, and sought to assess whether
temporal assumptions can affect the way a new system is used, thus facilitating/
hindering the achievement of the expected results. Our case study covered the four
types of ‘temporal performance’ management expected to see thanks to the intro-
duction of a workflow system and showed that, after its introduction, the temporal
dimensions of the organizational culture of the departments involved showed some
significant changes, which confirm hypothesis 1 of the study, but also some con-
tradictory effects that seem to confirm hypothesis 2.

Introduction

It is generally accepted that, when implemented in organizations, information tech-
nology hugely speeds up business processes, thereby enabling the adopting organiza-
tions to save a great deal of time. Despite its significance in temporal terms, research
on the time impact of information technology in organizations is still limited [1].
Empirical studies on this topic began to appear in the last decade in the journals of
Organization and IS discipline [2-8]. Accelerating the pace of work processes, fos-
tering workers’ polychronicity, promoting shifts from “batch” logic to “flow” logic
and improving synchronization among organizational units are just a few examples

"Universita Cattolica del Sacro Cuore, Milano, Italy, daniela.isari @unicatt.it
2Universita Cattolica del Sacro Cuore, Milano, Italy, marco.demarco@unicatt.it

A. D’Atri and D. Sacca (eds.), Information Systems: People, Organizations, 451
Institutions, and Technologies,
DOI 10.1007/978-3-7908-2148-2_52, © Springer Physica-Verlag Berlin Heidelberg 2010



452 D. Isari and M. De Marco

of some key objectives pursued by firms when they adopt systems like Workflows
or ERPs. Such objectives, which we will refer to as expected temporal performances,
are related to potential changes in the temporal organization of processes and activi-
ties, but also to potential changes in mental attitudes and assumptions people share
towards time and time use in the workplace. Organization studies have long acknowl-
edged time as a fundamental dimension of organizational culture [9] in his seminal
study, Schein [10] maintains that organizational culture has groups’ dominant
assumptions of time and space embedded within it and describes a variety of
“assumptions on time” that characterize different organizational cultures. Schriber
and Gutek [11], in their empirical research, also described rules about time as spe-
cific dimensions of organizational culture and found that these cultural features
varied across organizations and working groups. It has been underscored that, in
addition to being a condition for the coordination of activities and the production of
organizational outputs, the temporal organization of work processes constitutes a
framework that plays an essential role also as a template for organizing behavior: a
cognitive and cultural framework which defines activities and routines of both people
and organizational units and is used by people to make sense of actions and events
in the workplace [12]. In his study of temporal patterns in the organization of activi-
ties in hospitals, Zerubavel [13] found that various types of schedules worked as
“cognitive maps” used by personnel to provide a background, a “repertoire of what
is expected, likely or unlikely to occur within certain temporal boundaries” [p. 125].
Temporal assumptions represent thus an expression of the specific organizational
and professional culture which produces them, conveying cognitive framework and
symbolic value, for the individual and the group of workers. Such assumptions can
also be expression of specific sub-cultures — i.e. departmental, professional — within
a firm [14, 15]. Therefore, the relevance of temporal assumptions as a cultural frame-
work and a cognitive map can thus be considered a factor which contributes to their
strength and permanence within a given organizational context. As a result, the intro-
duction of technologies with the potential to bring changes to this domain involves a
challenge to many of the cognitive orders and cultural values on which organiza-
tional actors rely. On the other side, like all other social structures, they have a pro-
visional nature and can change over time [16, 17], also in line with technological
innovations. This paper seeks to contribute to research on temporal impacts of infor-
mation technology in organizations presenting a case study which investigates the
role ICT can play in promoting changes in the temporal dimension of organizational
culture and tests the hypothesis that temporal assumptions shared by people before a
system is introduced can affect the way it is used, thus facilitating or hindering the
achievement of the results the system is expected to convey.

Aim of the Study and Research Questions

Our purpose is to investigate the role ICT can play in promoting changes in the
temporal dimension of organizational culture: does the introduction of a new system
contribute to change shared assumptions about time and time use in the workplace?
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Can ICT help transform the way people view time and the ‘appropriate’ way to
collectively organize it within a given context (at organizational/ department/group
level)? Can temporal assumptions affect the way a new system is used, thus facili-
tating/hindering the achievement of the expected ‘temporal performance’ conveyed
by the system? Our investigation into these issues is based on the case of a manu-
facturing company where a Workflow System has been introduced in three organi-
zational departments with the aim of improving customer service processes, and
addresses two main research questions:

1. Does the introduction of the workflow system transform the temporal assump-
tions shared by people in organizational units, thus achieving the expected tem-
poral performance, and, if so, to what extent?

2. Do the temporal assumptions that exist in organizational units before the intro-
duction of the system affect the use of the system thus facilitating/hindering the
achievement of the expected temporal performance?

Case Study: Research Design and Theoretical Framework

Our study was conducted in the Italian branch, employing 350 people, of a multi-
national manufacturing company, where a Workflow System (Lotus Notes) was
introduced to improve Customer Service processes, in particular, the Complaint
Management Service, the most prominent customer service activity, which requires
the coordination of three different departments. As we will describe later on, the
workflow system was considered critical due to its potential to achieve results
related to temporal issues. The company supported the change management process
by organizing an internal workshop, with the involvement of the department man-
agers, which took place during the design phase, in order to share the objectives and
optimize the fit between the features of complaint service process and the new
system. The system had been introduced about 8§ months before the fieldwork
started in July 2007, thus the implementation stage was sufficiently advanced to
enable us to measure possible changes in the temporal assumptions within the
departments. The research is designed as a positivist case study [18, 19] and the
units of analysis are the three departments where the system has been implemented:
“Customer Point,” Storehouse and Logistics, “Orders Management” Unit (which
reported to the Sales Department). The study was developed in two phases, having
two different objectives: Phase 1 Investigation of the temporal performance
expected by the managers adopting the system. Phase 2 Measurement and descrip-
tion of the temporal dimensions of culture existing in the three departments before
and after the introduction of the system.

Data collection.

Data was gathered through documental analysis, semi-structured interviews with
the IT and Organization manager, the department managers and the employees,
questionnaires based on Likert scales addressed to both managers and employees.
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The theoretical framework adopted in order to describe and measure the tempo-
ral dimensions of organizational culture is based on a set of concepts which have
been operationalized and tested in previous research into the psychology of work
and organizational culture [11, 16] integrated with concepts drawn from the work
by Zerubavel [13] and Barley [12]. The framework includes these dimensions:

Deadlines: importance of defining and meeting deadlines, start and stop points
of activities; Scheduling: perceived importance of scheduling, activity which
concerns location in the temporal realm and gives organizations a framework for
constructing temporal boundaries; Synchronization and coordination: perceptions
about the importance of cooperating with others and working in a coordinate way
or as a team; Temporal symmetry: the extent to which different groups share
the same temporal order; Polychronicity: the extent to which people prefer to be
engaged in two or more tasks simultaneously and believe that is the best way to do
things; Sequencing of tasks: importance attributed to the order in which activities
and tasks take place ; Social cycles : the regular recurrence of events and processes:
the cycles in work activities experienced over time; Allocation: the amount of time
devoted to a task or activity, it can be considered a measure of work overload, in
that it defines the degree to which schedules seem too tight; Speed vs. Quality:
rules that people follow on trade-offs between the quality of work and the speed of
work over time; Work Pace : rate at which activities can be accomplished: it con-
cerns the speed of work and people’s expectation to work fast; Awareness of time
use : people’s awareness of how they use their time on the job and expectations
that they know how long they take to perform activities; Expected temporal per-
formance: we define “expected temporal performance” the whole of expectations
expressed by managers with regard to temporal issues, such as process acceleration,
changes in people’s time orientations, changes in temporal dimensions of a depart-
mental culture.

Case Study Results and Discussion

Investigation of Expected Temporal Performance

Interviews with managers showed that the main objectives inherent the introduction
of the workflow system were widely shared and that expectations were highly
related to temporal issues. Four expectations, relevant from the temporal viewpoint,
turned out to be widely shared by all managers:

1. Speeding up the process of Complaint management.

This meant accelerating the individual activities that make up the process, like
gathering documentation on the customer’s order, collecting information about the
specific problem encountered, monitoring the customer’s “complaint dossier” and
reducing the overall “lead time” of the process in order to provide faster answers to
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customers. “Lead time” was a very common expression used, and the cross analysis
with the documentation confirmed it was one of the project’s key goals. It also
meant reducing duplications and the time needed to produce physical documents:
“less paper” was a common remark among mangers.

2. Reducing temporal misalignment among different departments.

Customer Point operators, who are subject to daily pressure from customers,
were far more aware of the delays suffered in providing the customers with answers,
compared to other departments, which had other priorities and followed their own
activity cycles. The workflow system was expected to facilitate departmental
“alignment” on priorities and deadlines. This kind of objective can be better
explained using Zerubavel’s concept of temporal asymmetry: these departments
didn’t share the same “temporal order,” each of them having its own scheduling and
activity cycles, which obstructed the overall process.

3. Shifting from a “batch logic” to a “flow logic”.

The system was expected to make it easier for people to deal with issues
instantly, as they arose and without waiting until they had accumulated a “pile of
dossiers” on their desk. As the IT and Organization manager put it. “We want
people to change their mentality, from a ‘batch logic’ to a ‘flow logic’, dealing with
requests as soon as they show up.” These remarks referred to the tendency to orga-
nize the activity in recursive “cycles,” occurring in some cases merely once a week
(i.e. storehouse operators were reported as checking dossiers once a week) and also
to a preference to do one type of activity at a time (monochronicity). Reduction/
elimination of such cycles and polychronicity represented key objectives.

4. Shifting from “indefinite urgency” to “definite deadline” assumptions.

Managers reported that the appreciation of the level of urgency of a “dossier”
was left to the individual operators, who, based on their experience and willingness,
judged whether a complaint case was more or less urgent. There was no sharing of
common deadlines for dossier definition and responses given to both internal and
external clients: this resulted in a general feeling of uncertainty, well expressed by
all mangers, when they stated that “everything is urgent here,” and that “in general,
there has always been a rule that any complaint must be processed within 24 h.”
Managers admitted that it could take up to 10 days.

Changes in the Temporal Dimension of Organizational Culture

Data from the employee questionnaires given to the three departments were trian-
gulated with data from ten in-depth interviews carried out with the four managers
and six employees, enabling us to analyze the temporal dimensions of each depart-
ment’s culture and assess the perceptions of change in these dimensions before and
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after the introduction of the system. For the purpose of this article we will focus on
the analysis of the main changes in the temporal assumptions, following the intro-
duction of Lotus Notes.

Data analysis showed a significant increase in three dimensions — deadlines and
scheduling, synchronization and coordination and temporal symmetry among
departments — after the introduction of the system. Deadlines were not perceived as
so important before the introduction of the system. The respondents reported that
there was a belief that “everything is urgent” and a general rule that “overall, all
complaint dossiers should be opened on the day the complaint arrives.” Others
reported that “we didn’t really think of deadlines, it was more indefinite.” According
to the results of the questionnaires, the value of this dimension scored very high 11
months after the introduction of the system. Respondents reported that what really
made the difference was the introduction of a formalized classification of com-
plaints based on the expected completion time and the visualization of dossiers
flagged by a colored tag, which was visible to the operators of all departments, thus
reminding them of the existence of a deadline and that it required alignment among
departments. The introduction of this system of deadlines and of the colored tag
“artifact” represented a liaison among departments: using Barley’s concept of sym-
metry, the three units now share a common deadline system and have to
meet aligned deadlines, which has increased the overlap among their different tem-
poral orders.

The value of synchronization and cooperation among departments ranked very
high in all three departments and was perceived as having increased significantly
because the sense of “teamwork™ among departments had also increased. Customer
Point operators reported that, pre-Lotus Notes, the synchronization with other
departments was very poor: other departments were reported as “having their own
time,” “creating bottlenecks,” “being slow to give answers.” All the interviewed
customer service operators shared the strong conviction that this situation had
improved significantly with the introduction of the workflow system because their
requests are now transmitted instantly through Notes and the date and hour of the

Table 1 Changes in temporal assumptions

Temporal assumption Customer Storehouse and ~ Orders
point logistics management
1 Schedules and deadlines + + +
2 Synchronization and coordination + + +
3 Temporal symmetry + + +
4 Polychronicity +/= = +/=
5 Sequencing of tasks =/- = =
6 Social cycles +/- +/- =
7 Allocation +/- + =
8 Speed vs. quality = = =
9 Work pace +/- = =
10 Awareness of time use + =
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request, as well as the other department’s response, are recorded. On the other hand,
operators from other departments reported that the system made it “simpler and
quicker to gather and send documents because the databases are now intercon-
nected.” The increase of these three dimensions confirmed also the achieving of
three expected temporal performances: the lower level of misalignment among
departments, the adherence to defined deadlines, and the speeding up of the cus-
tomer complaint process. This kind of evidence would seem to confirm the first
hypothesis of the study, that the introduction of workflow systems has the potential
to transform the temporal assumptions shared by people in organizational units.
Nevertheless, it is important to note that the introduction of the workflow system
was combined with an internal workshop involving the managerial level and that
the results we report were associated by the respondents with both the innovations
introduced by the system and the effectiveness of the workshop as a change man-
agement strategy.

To the contrary, the dimensions of polychronicity and sequencing showed no
significant change, while the social cycles characterizing the departments revealed
contradictory patterns of change. These dimensions were associated with the
achievement of the objective whereby, in performing their activities, workers would
shift from a batch logic to a one-piece flow logic. Polychronicity scored low in the
questionnaires gathered from all three departments. When triangulated with the
interview data, the result was explained in this way: in all departments the work-
flow was recognized as fostering polychronicity because all data and documents
were stored in a single database, making it “easier to open and close items related
to different activities simultaneously, having links immediately available.” On the
other hand, employees pointed out that they didn’t like working this way and that
there wasn’t yet a shared belief that this way of working was “better.” High scores
of time allocation dimension cross-confirmed that there was a feeling of an increas-
ing work overload. Further, when under pressure to deal with overloads, operators
shifted back to batch logic: for example, Customer Point operators during phone
call peaks (twice a day) interrupted their other activities to concentrate on answer-
ing the phone, admitting that “messages in Lotus were left on stand-by.” Another
case was when they had a number of administrative tasks requiring high levels of
concentration: they adjusted with colleagues in order to divide labor based on spe-
cialized activities and followed a monochronic logic. Interestingly enough, as far as
Social Cycles are concerned, the interviews showed that, though the pressure
toward a “flow logic” had increased, operators retained their previous cycles: at
Customer Point, the activity is still organized around the “phone call peaks” and
four main daily cycles are still in place. This influenced, as pointed out in the previ-
ous section, a use of the workflow system that is not yet thoroughly in line with the
expected “flow logic.” The same happened in Storehouse and Logistics, where the
importance of sequencing is a key feature of the departmental culture and where
monocronicity is high. Here, operators reported that there had been an adjustment
between the social cycles of their activity and the need for more polychronicity:
they used to follow a 5-6 day cycle in complaint management activity: i.e. the “pile
of paper” here was left to grow until, finally, they dedicated one entire day to this
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specific, time-consuming activity. The presence of this cycle expresses the “batch
logic” they followed. In addition, this created a noticeable temporal asymmetry
with Customer Point operators, who were left waiting for answers for up to a week.
This department is characterized by another typical cycle, the Morning/Early after-
noon cycle. In the morning, ordinary activity takes place; at one p.m. afternoon
planning starts, while deliveries take place through to five p.m. At present, com-
plaint management has been re-allocated according to this second cycle: Lotus
Notes is checked in the morning and, accordingly, complaints start to be checked
in a more “flow oriented” logic. This allocation of the complaint management
activity to the morning/early afternoon cycle has enhanced the symmetry with
Customer Point. In this case, the shift to a “flow logic” has been partly obtained
through an adjustment to existing social cycles and to a still strong orientation to
monochronicity in departments. To summarize, our findings suggest that the persis-
tence of two temporal dimensions of organizational culture — monochronicity and
sequencing — and the strength of the social cycles existing within the departments
have influenced the use of the system and the achievement of one important
expected temporal performance, the shift to a flow logic. This result seems to sup-
port our second hypothesis that temporal dimensions of organizational culture can
affect the use of the system, thus having an impact on and even hindering the
achievement of the expected temporal performance.

Conclusions

Despite its importance to temporal issues, research into the temporal impacts
of information technology in organizations is still limited. On the other hand,
organizational culture research shows that the way time is perceived and col-
lectively organized reflects cultural assumptions that are an expression of the
specific organizational setting (at firm, departmental, group level), underscoring
that cultural assumptions are an important contributory factor to the strength and
direction of organizational change. In this contribution, we have investigated the
role ICT can play in promoting changes in the temporal dimension of organi-
zational culture, and sought to assess whether temporal assumptions can affect
the way a new system is used, thus facilitating/hindering the achievement of the
expected results. Our case study covered the four types of ‘temporal performance’
management expected to see thanks to the introduction of a workflow system and
showed that, after its introduction, the temporal dimensions of the organizational
culture of the departments involved showed some significant changes, which
confirm hypothesis 1 of the study, but also some contradictory effects that seem
to confirm hypothesis 2. Significant increases were seen in three dimensions —
synchronization and coordination, temporal symmetry, deadlines and scheduling.
The increase of these dimensions confirmed the achievement of the three expected
temporal performances: the reduction of the misalignment among departments,
the shift to definite deadlines, and the speeding up of the process. This supports
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the first hypothesis of the study, that the introduction of workflow systems helps
transform the temporal assumptions shared by people in organizational units. It is
important to remember that the system was introduced in tandem with an internal
workshop involving the managerial level and that the results reported here were
associated by respondents with both innovations introduced by the system and the
workshop. Nevertheless, the assumptions underlying the objective that workers
would shift from a ‘batch logic’ to a ‘flow logic’ in performing their activities
failed to show any significant change: data analysis shows that the persistence of
two temporal assumptions — monochronicity and sequencing — and the power of
the social cycles existing within departments influenced the expected use of the
system and the achievement of one important temporal performance, the shift to a
flow logic. This supports our second hypothesis that temporal dimensions of orga-
nizational culture can affect the use of the system, thus hindering the achievement
of the expected temporal performance.
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Checking the Consistency, Completeness and
Usability of Interactive Visual Applications by
Means of SR-Action Grammars
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Abstract The development of interactive visual applications is a complex work,
usually performed with the help of advanced visual programming environments.
Starting from the GUT’s visual specifications, the programming environment gener-
ates the corresponding code that implements the interface. In most cases, designers
and developers have no tools to keep control over the usability and the maintain-
ability of the resulting applications. In fact, the success of an information system
depends on the accessibility and usability of its interface. The evaluation of visual
environments is traditionally performed by means of expert-based evaluations or
by testing with end users. In this paper, we describe a methodology to design, spec-
ify and evaluate interactive visual applications, based on the SR-Action Grammars
formalism. We describe how it is possible to assess the usability metrics of con-
sistency, completeness and user control by means of checks performed at high
abstraction level of the visual language. In particular, we improve the formalism
of the SR-Action Grammars (Cassino et al. (2003): SR-Task Grammars: A Formal
Specification of Human Computer Interaction for Interactive Visual Languages —
2003 Symposium on Visual Languages and Formal Methods (VLFM ‘03) — IEEE
Symposia on Human-Centric Computing Languages and Environments (HCC’03))
to specify visual languages, so to perform usability checks by the management of
the production rules. TAGIVE (Cassino et al. (2006): A Methodology for Computer
Supported Development of Interactive Visual Applications — WSEAS Transactions
On Information Science and Applications Journal.) is the tool that allows to design
interactive visual environments and to generate the related formal specification in
automatic manner. Thanks to the controls performed at formal level, the system
guides the designer in the correct development of the application.
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Introduction

The success of an information system is highly dependent on the accessibility and
usability of its interface. The Graphical User Interfaces are interactive visual appli-
cations realized with the help of advanced visual programming environments.

The interface of a software application must allow the user to have a good
awareness of the system state and the situation; during the execution it is necessary
to reduce the number of the steps to transform an intention in an action and the
interface must be able to evoke “what to do” and “how to do.”

Most of the existing techniques for the evaluation of interactive visual applica-
tions must be manually performed and iteratively repeated at each refinement step
after a rapid prototyping of the system.

In recent years, the growing use of diagrammatic representations in several
application fields has motivated the study of formal methods to specify visual lan-
guages, but one of the main barriers to the practical use of these formalisms is the
high cost of the parsing and the choice of an appropriate abstraction level for the
specification of the system behaviour. In this perspective, several approaches to the
development of graphical applications formally specified can be found.

In [1] Visual Conditional Attributed Rewriting (VCARW) systems are intro-
duced and used to specify visual languages and to perform control mechanisms of
the interaction, thus favouring the design of more reliable and usable systems.

GEDISAC [4] (Graphical Event-Driven Interface Specification And Compilation)
presents an approach to GUI Development which supports the designer in model-
ling and code generation of the total GUI, granting its correctness and reliability
and allowing cost-effective software implementation, maintenance and evolution.
Nevertheless, the use of the adopted formalism is difficult to understand and there-
fore restricted to areas where it becomes necessary. DiaGen [5] provides an envi-
ronment for the rapid development of diagram editors. In particular, the approach
considers graph-like languages to describe visual languages whose diagrams con-
sist of nodes and edges of different type. The technique just adapts to the develop-
ment of interactive visual applications characterized by numerous graphic objects
and specific interaction mechanisms and does not manage usability controls. Visual
Automaton [6] is a finite-automaton based formalism to specify visual applications.
However, the formalism provides only a description methodology and does not
implement any usability controls.

In this paper, we describe a methodology to design, specify and evaluate interac-
tive visual applications, based on the SR-Action Grammars formalism. In particu-
lar, we describe how it is possible to assess the usability metrics of consistency,
completeness and user control by means of checks performed at high abstraction
level of the visual language.

The paper is organized as follow. In Section “The SR-Action Grammars
Formalism” the formalism of SR-Action Grammars is introduced. In Section “The
Management of the Usability Controls” we describe how the usability metrics of
consistency, completeness and user control are managed by the proposed formal-
ism. Section “Conclusions” contains some concluding remarks.
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The SR-Action Grammars Formalism

The SR-Action Grammars model is meant to allow designers to specify interactive
visual languages, thanks to the new typology of production rules, named action-
rules. Such productions allow us to directly specify the effect of actions performed
on some component of a scene.

Whenever an action is performed on a dynamic component (element to which an
action is associated), an associated action rule is applied, which specifies the next
state of the scene or the transition to a new scene. Semantics rules are associated
with each production, allowing to specify not only how the visual state of the scene
is modified, but also how the system internal state may be affected by the produc-
tion application.

In Fig. 1 we present a portion of a map of a simple interactive visual application
and the related formal description:

At implementation level, any scene in the map is detailed in terms of static,
dynamic components and layout properties. Then, at formal level this means that
each non terminal symbol is specified in the form:

Scenel = <M
Scene2 = <M

Scenel” ~ "Scenel’ a’MScene 1 >

Scene2’ RSCEHCZ’ a’MSceneZ

where M is a subset of the symbol occurrences; R is the subset of the spatial rela-
tion between symbols; a is the set of the actions linked to the symbols. The imple-
mentation of the transition from the Scene2 to the Scenel, performed by a
Single_Left _Click on a button, is specified by the following production rules:

1: single_left_click.button®! — <{S'°1}>
contain(side'’, button®') — [1] ¢

{button®! .state = 1
S107.state = 0
S'01.visibility = button®!.state }

) o !j VN ={Scene1, Scene2}
Slngle_Leﬂ_Clle \ﬁ&eo(‘:[,m VT = {VIdeoCllp‘I}
(external component) DELTA = {Single_Left_Click, Dou-

ble_Click, Single_Left_Clic}
where VN is the set of the non terminal
T ——— symbols; VT the set of the terminal
Double_Click D symbols; DELTA is the set of the

‘d_-—-—v'-'—-____“; . .
Scenel " Single_Left_Click “granes provided actions.

Fig. 1 The application map and the related formal specification
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where, the index 1 indicates the number of the rewriting rule, button®! is the symbol
occurrence of a button element in the Scene2; S'°1 indicated the return to the
Scenel. According to the semantic rule associated with action-production 1, when-
ever a single_left_click action is performed on the button appearing in the Scene2
(expressed by the s-item button®'), the state attribute of the button s-item is set to
1, and the same value is also inherited by the visibility attribute of the s-item
Scenel. In other words, the effect of the action will be the transition into the new
scene. Problems of formal description of a scene arise if mistakes at implementa-
tion level occur, how detailed in the next section.

The Management of the Usability Controls

In this section we describe how the SR-Action Grammars formalism is used to
perform usability checks as consistency, completeness and user control.

TAGIVE [2] is a visual environment implemented to design interactive visual
environments and to generate the related formal specification in automatic manner.
In particular, the generation of the grammar is performed in a gradual manner
corresponding to the two phases of the implementation of the system: the design
level, that allows to describe the application map (see Fig. 2a); the implementation
level (see Fig. 2c), by which the several scenes and the interaction mechanism are
developed. Then, by a top-down methodology, all the scenes and the actions
inserted in the design map must be later defined to prevent the application to be
incomplete.

Starting from the application map, the set of nonterminal symbols representing
scene nodes, the set of terminals representing external file nodes and the set of
actions representing edges, are generated (see Fig. 2b). Moreover, the association
of each edge in the map with the corresponding source and target nodes is internally
stored. Such information is later exploited by TAGIVE to directly control the lower
level of the construction, namely the composition of each scene (see Fig. 2c) and
the management of the events occurring in it (see Fig. 2d). This allows the system,
throughout the development phase, to prevent incorrectness and to check for com-
pleteness of inter-scene interactions.

As for the consistency check, the system constraints designer’s choices both for
the intra-scene and for the inter-scene interactions allowed at any point during the
development. As an example, let us consider the Application Map shown in Fig. 2a,
and let us suppose that the designer is defining the interactions starting from
Scene2. When the designer accesses the event management functionality related to
the dynamic label Exit, he/she is prompt by the system only of the two possible
actions which can be performed starting from Scene2, namely Single_L_Click and
Double_L_Click, which correspond to the two edges stemming out of Scene2 in the
map. Thus, he/she cannot associate wrong actions like Single_R_Click to the label,
since only the two allowed actions are listed in the combobox. As for completeness
verification, TAGIVE exploits the underlying grammar rules in order to check that
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Fig. 2 The application map (a) and the partial specification (b). A scene implementation (c¢) and
the related formal description (d)

all the scenes in the map have been defined and that each scene is made reachable.
As an example, suppose the designer has defined only the first scene Scenel in the
map of Fig. 2a and that he/she has implemented only the Single_L_Click transition
from Scenel to Scene2. In case the designer confirms the end of the implementa-
tion, the system the system does not allow the release of the application
because there are incompleteness. All the other detected incompleteness with
respect to the application map would be highlighted on the map itself. In particular,
all the edges representing interactions which have not been specified at the lower
level would become thick and red. Similarly, all the nodes which are not reachable
starting from the initial node, would be highlighted by thick red circles, as illus-
trated in Fig. 3.
Thus, in the example the designer would realize the following.

e The dynamic behaviour associated with the Single_L_Click action connecting
Scene?2 to Scene3 is missing, since the system has not found a proper action rule
for it in the grammar. Similarly, the dynamic behaviour associated with the
Double_L_Click action for the transition to Scene2 is not specified, and similar
problems occur with all the other edges in the map.
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Fig. 3 The application map of Fig. 2a: nodes not reachable from the initial node are circled

e The nodes representing Scene3, Scene4, Scene5, and the external files
VideoClip2, WebPagel and TextFilel are not reachable at all. As a matter of fact,
no rule is found in the grammar, which has none of those s-items in its right-
hand side (see Fig. 4).

It is worth noting that apparent nondeterministic situations may arise from two
edges labelled by the same action which stem out of one node in the map, e.g., two
Single_L_Click edges stemming out of the same scene node. In such a case,
TAGIVE would prevent the designer from associating the same action twice with
the same dynamic component in the source scene. Thus, once a Single_L_Click
action has been associated with a button in the scene, and the corresponding event
has been managed, any other attempt to associate a Single_L_Click action with that
button would fail. Of course, the second Single_L_Click action may instead be
associated to any other dynamic component in the scene.

The “user control” means that the user must have full control and understand
what he is doing during the interaction with the application. In the proposed
approach, we tried to manage any aspects of this usability metric at formal level. In
particular, the system checks if in a scene there are some dynamic symbols linked
to an action to return at the start point; to undo at the last task; to return at the last
selected point and, accordingly, if the production rules and the related attributes are
generated.
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Fig. 4 The management of the incompleteness errors

Conclusions

In this paper, we have described an alternative approach to specify interactive visual
applications and to perform usability controls by at a high abstraction level of the
generated visual language. In fact, the interface of a software application must
allow the user to have a good awareness of the system state and the situation; during
the execution it is necessary to reduce the number of the steps to transform an inten-
tion in an action and the interface must be able to evoke “what to do” and “how to
do.” The methodology is based on the SR-Action Grammars formalism and shows
how it is possible to use a formalism to try practical aid in the development of
visual applications in terms of control of consistency, completeness and user con-
trol of the developed system. The generation of the grammar is performed in a
gradual manner corresponding to the two phases of the implementation of the sys-
tem: the design level, that allows to describe the application map; the implementa-
tion level, by which the several scenes and the interaction mechanisms are
developed. As a matter of fact, by a top-down methodology, all the scenes and the
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actions inserted in the design map must be later defined to prevent the application
to be incomplete. Thanks to the controls performed at formal level, the system
guides the designer in the correct development of the application. The described
approach is still work in progress and it is developed in parallel to a usability evalu-
ation approach of graphical environments that tends to realize an automatic evalu-
ation process based on computable algorithms to achieve quantitatively measurable
parameters. Further work will be done to show the efficiency of the described
usability evaluation process in a wider range of desktop and mobile applications
and in comparing the results with those reported by other types of usability evalu-
ation methods.
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Compliance Management is Becoming
a Major Issue in IS Design

R. Bonazzi', L. Hussami? and Y. Pigneur?

Abstract This article aims at improving the information systems management
support to Risk and Compliance Management process, i.e. the management of all
compliance imperatives that impact an organization, including both legal and stra-
tegically self-imposed imperatives. We propose a process to achieve such regula-
tory compliance by aligning the Governance activities with the Risk Management
ones, and we suggest Compliance should be considered as a requirement for the
Risk Management platform. We will propose a framework to align law and IT
compliance requirements and we will use it to underline possible directions of
investigation resumed in our discussion section. This work is based on an exten-
sive review of the existing literature and on the results of a four-month internship
done within the IT compliance team of a major financial institution in Switzerland,
which has legal entities situated in different countries.

Introduction

In this article we suggest that compliance requires a multifaceted alignment, which
should be treated in the early steps of Information Systems (IS) engineering at a
higher level than the applicative one, to assure the flexibility required to deal with
the evolution of laws.

Addressing risk and compliance management means acknowledging the larger
re-regulation movement, started in the 1990s. Observing this evolution with con-
cern, several industry experts warn about the negative consequences of the “regula-
tory overload” or “regulatory burden.” One of the main reasons compliance with
regulation is considered as being a burden is its cost (e.g. [ 1] shows how compliance
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Fig. 1 IT GRC process

performances affect enterprise costs). Top cost drivers in the area of risk and com-
pliance management are IT systems, i.e. data processing and corresponding
software.

The trouble comes from the implementation approaches selected by most of the
companies, which continue to meet compliance requirements “with one-off, best-
of-breed solutions that address today’s immediate need” [2], without an integrative
architectural approach. All experts observe that an integrated compliance manage-
ment approach is required for complying with multi-source, evolving and complex
regulations (e.g. [3, 4, 5]). A global or holistic compliance requires a “Governance,
Risk and Compliance” approach, which we applied in proposing a so called
“IT GRC process” illustrated in Fig. 1 and composed of steps in three loops, which
turns at different speed and that we associate at two watches (Governance and risk
management loop) and one coordination system (Compliance management loop).
The time of the watches is the IT GRC proces maturity level required.

Each loop has four steps: the first one identifies the threats, the second one
assesses them and decides which ones to address. The third one puts into place
artifacts to enforce the decisions taken in the previous steps. The fourth step gives
feedback to the identification step.

More in details, the first three steps shown in Fig. 1 belong to the Governance
loop, i.e. “the act of establishing IT decision structures, processes, and communica-
tion mechanisms in support of the business objectives and tracking progress against
fulfilling business obligations efficiently and consistently,” according to [6]. Steps
4, 5 and 6 belong to a coordination loop and deal with compliance, “the act of
adhering to, and demonstrating adherence to, external laws and regulations as well
as corporate policies and procedures,” according to [7]. Steps 7, 8, and 9 belong to
the risk management loop, “a coordinated set of activities to not only manage the
adverse impacts of IT on business operations but to also realize the opportunities
that IT brings to increase business value,” according to [6]. Steps 10, 11 and 12 are
the feedback steps of each loop.
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The article proceeds in the following way. Section “IT Compliance Framework™
presents a framework to perform the alignments required by compliance. Section
“Different Alignments Between Domains” describes in details each alignment by
citing existing example in the IS literature and underlining zones that are not fully
covered yet. Section “Discussions and Further Work™ concludes with discussion
and further works.

IT Compliance Framework

For our IT GRC process model we combined the concept of a risk management
cycle [8] and the ones of quality management [ 1] together with the previous works
of Giblin et al. [9] of IBM, Sheth [10] from Semagix and El Kharbili et al. [11],
who proposed a compliance process life-cycle and described the process steps.
El Kharbili et al. [11] described a possible holistic solution, yet it seems that the
compliance problem has two dimensions — Legal Dimension and IT Dimension-,
while there are two kinds of sources of regulations to comply with: External and
Internal.

We propose the regulation/IT alignment framework illustrated in Fig. 2 This is
aimed to recall the strategic alignment model of Henderson and Venkatraman [14]
and it has four domains, as the product between dimensions and sources of regula-
tions. For the sake of clarity, Fig. 2 presents a real example taken from practice,
concerning requirement engineering for document retention compliance with
SEC 17a-4. Comparing Fig. 2 with Fig. 1, one can notice that the Governance steps
of the IT GRC process generate the policies in the Organizational Infrastructure,
while the Compliance steps deliver the IT Compliance Risk Management
infrastructure.

Legal Dimension IT dimension:
External %
(regulations | *= Law Q IT Compliance Artifact
from outside | the set of external regulations using a set of IT compliance solutions, best
the company) | ambiguous natural language that re- & practices and metrics both at the proc-
quires an in-depth and up-to-date ess and application level.
interpretation
Internal %
(self imposed Organizational infrastructure, " IT Compliance Requirement
regulations) |[the set of company policies presented o the set of statements that identifies the
in natural language to assign roles and necessary attributes of the company
responsibilities on what concerns IS system in order for it to comply to
external regulations enforcement internal policies

Fig. 2 Regulation / IT alignment
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Different Alignments between Domains

This section describes the different alignments in the framework presented in
Fig. 2, under the assumption that an arrow in the picture corresponds to two align-
ments in opposite directions. Each alignment refers to a brief review of articles both
from the academic journals and from research groups like Forrester Research, Inc.
and Gartner, Inc.

The alignments between the Law domain and the Organizational Infrastructure
domain. We named the effort aimed at aligning the Organizational Infrastructure
with the Law as contextualization. It concerns the first three steps of the IT GRC
process and it is the subject of frameworks like COSO [15] for what concerns
enforcement strategies. A support tool for the identification and assessment parts is
proposed by Lau et al. [16], i.e. a hierarchical taxonomy of regulations using a
XML structure, coupled with a reasoner as a compliance checking assistant that
asks to the user a set of questions in order to define whether he is compliant with
the law.

On the other direction of the arrow we named the effort aimed at aligning the
Law with the Organizational Infrastructure as Contracting, which concerns steps 12
of the IT GRC process and is mostly the subject of journals for compliance officers
(e.g. [17]). For this activity we did not find any IT support artifact.

The alignments between the Organizational Infrastructure domain and IT
Compliance requirement domain. We named the act of defining the IT compliance
requirements starting from the company policies as To-be analysis, since it involves
the design of the new IS. This can be treated in different ways, depending if one
sees it as a set of controls to put into place (e.g. CobiT [18]) or as a number of IT
risks to adress (e.g. ISO 17799). We defined three kinds of design solutions:

Ex-post solutions to design an artifact to assess the level of compliance.
Rifaut [19] proposed a Goal-Oriented Requirement Engineering (GORE) frame-
work based on the ISO 15504 standard for process assessment to ease the check-
ing task and define the maturity level of a process. Governatori et al. [20]
considered the problem of checking the conformity of a business process execu-
tion against the terms of a contract, by adopting for both a common event-based
formalism. Lezoche et al. [21] studied the problem of checking the conformity
of the process models rather than the instances, by testing these models against
a set of business rules. Note that this practice provides as well assistance for
business process compliant design; thus one could also see it as an ex-ante
solution.

On going solutions to design an artifact that could assure a real time internal
control. Namiri and Stojanovic [22] from SAP proposed the implementation of the
Internal Control process as semantic layer above business processes, called
Semantic mirror, which contains the rules under which the business process can be
executed, and are derived from the risk assessment of the business process.
A related work is Agrawal et al. [23] from IBM, who proposed to see the internal
control processes as in an organization as “a set of workflows, each containing
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required control activities” to obtain business process modeling, rules enforcement,
and auditing.

Ex-ante solutions to design an artifact aimed at avoiding actions that are not
compliant. Zur Muehlen and Rosemann [24] proposed an approach to design and
model business processes by considering the risks they are exposed too. The result
is a business process model that encompasses the risks, by means of three elements:
a risk taxonomy, a taxonomy of the business process elements exposed to risk and
a set of risk handling strategies.

On the other direction of the arrow, in order to align the Organizational infra-
structure with the IT compliance requirements one could find inspiration from the
authors grouped in the “ex-post solutions” (i.e. [19, 20,21,22,23]) to perform an
as-is analysis of the existing IT capacities before listing the actions required. This
is why we decided to name this alignment as As-is analysis.

The alignments between the IT artifacts domain and IT Compliance requirement
domain. The act of defining the IT compliance requirements starting from the exist-
ing IT artifacts is here named as Artifact Choice. The support artifact could be
under the shape of studies from Universities or of vendors/products comparisons
offered by research centres, as well as strategic advices coming from an external
consultant. On the application level the new compliance demand yields the thinking
and the design of different types of applications to support compliance and risk
management (Heiser et al. [25] offered a list of the most important in 2008).
Assuming that information is the cornerstone of any effective risk & compliance
process, Sheth [10] argued that semantic technologies are a good support for com-
pliance applications.

On the other direction of the arrow the effort aimed at aligning IT artifact with
the IT Compliance requirements of companies could be named as Trends Analysis
and it might lead either to a case study (e.g. [4]), to a set of best practices (e.g. [6])
or to a new version of an IT application.

The alignments between the Law domain and the IT artifact domain. The act of
aligning IT artifact with the Law could be called Artifact Creation. Most of this
effort is still under the shape of tacit knowledge and we could only find effort
aimed at formalizing the law, which is the first step in order to develop an artifact
according to [9, 10, 11]. Gangemi et al. [26] built a Core Legal Ontology (CLO)
above an extension of their previous work DOLCE. Another considerable effort has
been made by Hoekstra et al. [27] of the Leibniz center for Law who built the LKIF
ontology for describing legal concepts over 3 layers (abstract, basic and legal).

In the other direction we found only few authors who treated the alignment
between Law and the existing IT artifacts (e.g. Gasser’s analysis of dynamization
of the law [5] or Skinner’s idea of forensically evolving regulations [28]). We
decided to call this alignment Awareness.

The diagonal alignments. Even if many authors (i.e. [1, 3, 6, 9, 10, 11]) have
already envisaged an alignment of IT requirements with the Law yet these applica-
tions are to come. On the opposite direction of the arrow, nothing has been found
on the alignment of law with the solutions implemented in companies.
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We did not find much concerning the IT artifact/Organizational Infrastructure
alignment, even if one could suppose to use the framework from Hevner et al. [29]
to obtain rigor (Support choice alignment) and Relevance (Assessment). On the
other direction of the alignment (Organizational Infrastructure/ IT artifact) one
could suppose an artifact that would allow a company to define the policies by
being aware of the existing IT artifacts.

Discussions and Further Works

Based on an analysis of the state of art, we can notice that several alignments
efforts have been done separately without a holistic view [3, 4]); we propose these
research axes:

1. A holistic system: as we mentioned, one could think about bringing all the iso-
lated efforts together. Considerable work was achieved for legal ontologies
(CLO, LKIF); we can go further by putting them in the context of a compliance
management system. The efforts by [22, 23, 24] at the business process level
form a package and need to be integrated together. A coupling with a risk assess-
ment tool [22] is needed for a GRC process, and then the whole should be linked
with a legal assistance tool. In a first moment a common formalism that aligns
the legal, business and IT concepts should be elaborated. This will give the
compliance dimension for an organization business model where we would see
the impact trace of a regulation on the business, process and application levels.
This model would be of high usefulness to support decision making and audit-
ing. Finally the system should achieve a high flexibility to assure constant evolu-
tion. Different layers of abstractions are then needed and we suggest an
investigation on the combination of ontologies and the Model-Driven Architecture
paradigm.

2. Support to alignment decisions: the different alignments required by compliance
need an approach that goes beyond solving classical ambiguity or contradictions
handling between actors involved. The specificity of the legal context involves
more or less voluntary asymmetry of information between parties interested.
Starting from the idea of an artifacts aimed at solving classical ambiguity or
contradictions handling (e.g. the legal use cases proposed by Gangemi [30]) one
could study different cases of “coopetition,” in which actors have interest of
cooperate and compete at the same time, to determine the effect asymmetry of
information on the perception of risk and the amount of wrong estimations done.
Then, assuming that a common language for alignment is available, it would be
interesting to see the different usages of such language that each actor does,
according to his specific goals. This would help designing a support system for
group decisions, which would implement the holistic system features described
in the previous point.
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Concern-Oriented and Ontology-Based Analysis
of Information Systems

C. Bogdan' and L.D. Serbanati’

Abstract To manage the complexity of the development of an Information System
(IS) a systematic partitioning of its models is needed. In particular, the system
conceptual domain construction requires a structured approach. Our research on
conceptual modelling in software engineering conducted us to propose a concern-
oriented analysis approach aimed to construct the domain model of an information
system as a composition of multi-facetted views. The method uses the concerns
of various stakeholders of an IS for partitioning the system conceptual domain
in stakeholder-oriented sub-domains. For each concern a high level description
includes both the problem associated with it and the role of the stakeholder who
manifests the concern. Mental representations descriptions of stakeholders’ beliefs
and knowledge related to each concern are identified and on their basis a domain
ontology is created. We propose the creation of UML ontological models based
on this ontology. Such a model is constructed from the IS ontology preserving
the semantics of involved concepts. Then facets of the future IS are created by
composing UML ontological models of the stakeholder’s beliefs and knowledge.
We applied this in the case of an IS that provides the registration of a new trading
company using the services provided by the public administration institutions.

Introduction

Motivation

Any IS is constructed with the aim to bring some benefits to its stakeholders.
Satisfying the stakeholders’ needs is a challenging task which requires extensive
costs, time, and resources, and deals with problems as inconsistencies, incorrectness,
incompleteness or inaccuracy of the system requirements especially when the sys-
tem is a complex one.
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To manage the system complexity the developer systematically uses models to
describe the system structure and behavior. As Easterbrook and Nuseibeh pointed
out in [1], the challenge of the requirements engineering phase is a three dimen-
sional one: (1) to understand stakeholders’ problems expressed as beliefs and
knowledge, and the language in which they communicate the domain concepts;
(2) to achieve the stakeholders’ agreement (by sharing the same ontology), and
(3) to build systems that meet their concerns, needs, interests, or preoccupations.

Our research on conceptual modeling in the early phases of the software process
conducted us to propose a concern-oriented analysis approach aimed to construct
the domain model of an IS as a composition of multi-facetted views. The facets in
a view are models constructed on the basis of the domain ontology.

Concerns

We define the stakeholder’s concern in our approach as a problem-originated care
of one or more stakeholders involved in the construction or evolution of an IS in its
natural environment [2]. The care of a stakeholder may derive from his/her: (1)
interest or responsibility in the construction or evolution of the IS in its environment,
(2) wish to improve or modify something in the world for better matching his/her
expectations, or (3) worrying about something wrong or undesired could occur.

Understanding the concerns means to be able to describe them, too. In our
approach, the high-level specification of a concern that a stakeholder tries to solve
is an association of the concern problem specification with the role the stakeholder
plays in the system (see the example C5). For the concern problem specification we
uses a pair composed from two descriptions: (1) the initial state description of the
current situation, as the stakeholder perceives it, and (2) the final state description
of the situation that matches expectations, interests, or desires of the stakeholder.
These two elements are, respectively, considered as hypothesis and conclusion of
the problem specification.

Multifaceted Information Systems

According to our approach, we consider an IS as an aggregation of views that are
themselves created by composing facets. These facets can be explicitly constructed
on the basis of the ontological UML models of the stakeholders’ beliefs and
knowledge.

We consider a belief as a state of mind about a mental representation® of an ele-
ment perceived in the real world.

3In the cognitive psychology, a mental representation is defined as a psychological mechanism that
allows the reflection and the knowledge of an entity, phenomenon, or of a state of affairs in its
absence [3].
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There is a strong relation between knowledge and beliefs: a credible belief
accepted by all people who are interested in, it’s a piece of knowledge. Nevertheless,
we do not consider all the beliefs and knowledge of a stakeholder, but only
those which compose the motivations of the origin of his/her concerns when the stake-
holder plays his/her role. We called semantic rationale such a concern motivation.

In order to obtain an ontology we use the semantic rationales of the stakehold-
ers’ concerns to firstly identify their vocabularies, and then capture and describe
their intended meaning.

A vocabulary is a set of intensional (conceptual) relations on a domain space [4].
The conceptual relations can be unary (they are called concepts), binary, ternary,
and so on.

In [2,5] we proposed a concern-oriented approach to IS analysis in the following
11 steps: (1) identification of stakeholders; (2) identification of concerns; (3) con-
cern classification; (4) identification of relations between concerns; (5) priority of
concerns solving; (6) identification of the semantic rationales; (7) identification of
the concepts used in the semantic rationales; (8) ontological analysis of the inten-
sion of the concepts; (9) choosing a foundational (top-level) ontology to be
extended by the new ontology; (10) classification of the concepts conforming the
foundational ontology; (11) construction of the ontology.

The approach also includes other four steps for construction of informational
views on the IS under study from the previously obtained domain ontology:
(12) construction of the UML ontological model of each piece of knowledge or
belief; (13) construction of facets for each concern rationale; (14) analysis of the
independence degree of the facets; and (15) construction of the informational view
by grouping facets of some related concerns. This paper is focused on these four
steps of the method.

Constructing an Ontology

In this section we briefly present the first 11 steps of our approach.

The mental representations of stakeholders’ knowledge and beliefs contain
information that refer instances of concepts belonging to three conceptual catego-
ries: (1) physical entities and their relations in the real world, (2) ad hoc concep-
tualizations resulted from the stakeholder’s experience, and (3) abstract
(non-physical or social) entities that were produced and are shared by various
communities. All concepts we use to refer concrete and abstract entities in the
domain of interest as well as relations between them belong to the ontology
vocabulary. In our approach we use the vocabulary for solving the problem associ-
ated to the concern.

To identify the concepts in the vocabulary we use the semantic rationales: from
each concern rationale the participating concepts are gathered in the vocabulary.
This activity is repeated until the whole conceptual domain of the problems associ-
ated to the stakeholders’ concerns is obtained.
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At this point a foundational ontology should be chosen. In our research we used
the top-level ontology DOLCE [6] and one of its modules D&S [7]. Other top-level
ontologies might be used.

Subsequently the conceptualization of foundational ontology should be carried
out, that is a taxonomy is created by subsuming the existing concepts in the foun-
dational ontology taxonomy with the concepts in the vocabulary. Then, the domain
ontology is created by formally describing the intension of each concept and their
intensional relations.

Views and Facets

In our approach a view is a model of a IS related to a particular, logically homoge-
neous set of concerns that emerge from a particular perspective: social, functional,
informational, or technological [2] to the IS development. Therefore, depending on
the used perspective, we can obtain social, functional, informational, or technologi-
cal views. A view is a model of the IS that results from a projection of the system
into a large area of concerns belonging to one or more stakeholder roles interested
in that particular perspective. In this paper, we consider only informational views.
Such a view usually includes structural models of the system where the system
entities are transformed in information structures and any transfer of substance or
energy is transformed in an information flow. To represent such a model we used
UML class diagrams [8].

We consider an informational view as a cluster of facets. Each facet [9] is a
simplified model of the informational view and conceptually represents a concern-
driven abstraction of the informational view according to a stakeholder’s paradigm.
Technically, the facet structure is represented as a UML class diagram containing
concepts as classes and the semantic relations as they appear in the concern domain
ontology. In the facet structure are removed the concepts that belong to the top-level
ontology (see the Fig. 3).
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Fig. 1 Concepts involved in the construction of informational views
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Projection mechanisms as views and perspectives are not new. For instance,
Nuseibeh et al. [10] propose the framework ViewPoints in which each ViewPoint
encapsulates partial representation knowledge, development process knowledge
and specification knowledge, about a system and its domain.

UML Ontological Models

An UML ontological model is a UML class diagram that semi-formally defines the
semantic of a piece of knowledge or belief of a concern’s rationale. Such model is
constructed from the IS domain ontology. It uses UML concepts like class, associa-
tion, and so on [8]. We find that the correspondence between these concepts and
the categories and conceptual relations of the domain ontology (constructed using
the DOLCE+D&S ontology) can be expressed in the following rules:

1. All categories of the domain ontology, excepting the abstracts and formal roles,
are mapped to classes; for instance, in Figs. 2 and 3, all the categories in the
domain ontology are represented by classes.

2. The material roles are eventually mapped to association classes and the formal
ones are eventually mapped to association roles.

3. The categories subsumed by abstract category are eventually mapped to the data
type UML concept [8].

4. All ontological relations, excepting parthood, constitution, and subsumption are
mapped to associations [8] in UML ontological models.

5. Temporal and temporary parthood, as well as constitution relations are mapped
into UML aggregation relations. When the aggregate class has the responsibility
to manage its parts, the aggregation relation becomes a composition one [8].

6. The subsumption relation is mapped into the UML generalization/specialization
relation.

In order to construct the UML ontological model of the mental representation
description for a piece of knowledge or belief, our approach proposes the applica-
tion of the following set of rules:
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Fig. 2 The UML ontological model for the knowledge K5
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1. If a concept from the mental representation corresponds to a category belonging
to the domain ontology, we map this category and the categories from the foun-
dational ontology that subsume it into UML classes or data types.

2. If a concept corresponds to a quality belonging to the foundational or domain
ontology, the model will contain the corresponding class and, in addition, the
class or classes that are mapped by the category or categories in which the qual-
ity inheres in. We inferred this rule from the fact that, according to DOLCE, each
quality is specifically, and constantly dependent on the entity it inheres in [6].

3. In the case of a relation between two concepts, we check if it is an ontological
relation. If so, we transform the relation into a UML one, according to the rules
4-6 above enumerated.

4. If the relation between two concepts, excepting the causality one, is not an onto-
logical relation, the domain ontology is traversed following the subsumption
relation of the corresponding categories in order to search the ontological rela-
tion which has the same meaning with the initial relation. The matching of the
two relations is based on the reasoning supplied by the ontology.

5. The causal relation between two concepts is described in the model by the depen-
dence relation.

The above set of rules describes an abstraction mechanism we can use for infor-
mation extraction from ontology and creation of UML ontological models.

We conclude this section with the class diagram of the concepts and their rela-
tions necessary for construction of the informational views (Fig. 1).
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Case Study

Our approach is applied to the information system of the Romanian Public
Administration (short, RPA). The RPA includes public institutions like the Trade
Register Office (short, TRO), the Public Finance Administration, the Labor Safety
and Social Insurances Agency, the Official Gazette Agency, etc.

The RPA also provides services to companies belonging to the business environ-
ment or to private entrepreneurs who want to establish their own company. For this
the founder has to register his/her company at the TRO in the city where the com-
pany headquarters will be located. TRO issues a registration certificate that autho-
rizes the legal operation of the company.

Identification of Concerns

As the first step, we identified the stakeholders who have a legitimate interest in the
IS under study. They are applicants such as founders, administrators, legal repre-
sentatives, and clerks, jurists, judges, or service providers like public institutions
and banks.

In the second step, we identified the concerns of the stakeholders, more pre-
cisely 31 concerns. The description of a founder’s concern is presented below.

C5 IName: Care to state the new trading company’s name

IProblem Hypothesis: The founder has to choose at
least three Romanian names. These names
will be verified by the TRO.

Conclusion: What name will the new trading
company have?

Stakeholders: Founder

The next two steps consist in the analysis of the concerns with the aim to identify
pieces of knowledge and beliefs. For instance, in the table below two samples of
knowledge of the concern C5 are presented.

Code IMental representation description in natural language

K5 The names of all trading companies are reserved by the TRO.

K55 The name of a trading company cannot contain the words: “scientific”, “academy”,
“university”, “collegiate”, “school”, “school-boy”, or their derivatives.

From the founded concerns analysis we derived 264 beliefs and knowledge.
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Facet Construction

As it is stated in the section “UML Ontological Models”, an UML ontological
model of the semantic rationale of a concern is an UML class diagram that describes
the semantics of a knowledge or belief that belongs to this rationale. We construct
such a model by applying the rules 1-6 given in the section “UML Ontological
Models” on the domain ontology. For example, the UML ontological model for the
knowledge K35 is presented in Fig. 2.

After the construction of the UML ontological models of all pieces of knowl-
edge and beliefs of the semantic rationale associated to a concern, we can create the
concern facet. For this, we apply the abstraction mechanism on the UML ontologi-
cal models and select the classes that belong to the future domain model and the
ontological relations between them. Next a new filtering of the classes is needed:
some classes that are mapped by the top-level ontological categories should be
removed from the UML ontological models. The removal is done only if it does not
eliminate relations belonging to the facet semantics. Figure 3 presents the facet that
we obtained applying our approach to the concern C5.

Conclusions

An approach based on a concern-oriented analysis aimed to construct an IS as a
composition of multi-facetted views was presented. A case study regarding the
construction of the domain model of an IS for new trading company registration
was included. We also intend to apply our approach in an IS for longitudinal health
care records management.
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Crisis! What Crisis?

P.M. Bednar'? and C. Welch?

Abstract There is a crisis discussed in the discipline of Information Systems. Those
who perceive such a crisis to exist are by no means agreed, as to its nature and ori-
gins. Our inquiry shows that there are a three distinct “crises” being debated. The first
of these relates to the substance and boundaries of the discipline itself and if it is even
a discipline at all. Another “crisis” relates to higher education and a fall in demand
for IS courses from new students. Commentators perceive this to threaten the exis-
tence of IS departments in Universities, and to have potentially serious consequences
for both research strategies and career paths of academics. Thirdly, there is percep-
tion of a crisis in the wider world, characterised by fewer vacancies in IS-relevant
occupations whilst, at the same time, employers complain of a shortage of suitably
skilled applicants for the vacancies available. This paper examines evidence for the
three “crises,” real or imagined, suggested above, in the Information Systems field.

Introduction

There is supposedly a crisis in the IS (Information Systems) field [1]. Areas of
focus for this “crisis” can be used to differentiate between three distinct types
(Table 1): (1) lack of agreement as to the nature and boundaries of the IS discipline;
(2) fewer students wishing to read IS-related subjects at Universities; (3) too few
job opportunities for IS professionals. But what does this mean, from what point of
view and for whom? In response to queries relating to whether or not “IS” is a
discipline, we can point to a number of eminent, core thinkers whom we would
firmly place within a recognisable IS field — Borje Langefors [2]; Enid Mumford
[3]; Peter Checkland [4]; Hans-Erik Nissen [5]; Claudio Ciborra [6]; Heinz Klein
[7], to name a few. Another response to the IS identity debate may be seen in the
development of the Informing Science trans-discipline [8]. Is this simply a reaction
to perceived ambiguity of the term “IS” or is it something different in nature?
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Table 1 Crises and their focus

Crisis Focus

Discipline Evolution, development and research in IS and its identity as a subject
Education Falling demand for the traditional offerings of Computing / IT in HE education
Employment (a) Lack of available appropriately skilled staff

(b) Lack of employment opportunities for IT professionals

A panel session at ECIS 2008 discussed evidence of differences in approach
discernable in journal and conference papers authored in different countries [1]. An
analysis of papers submitted to the conference over the past 10 years is revealing
when considering the extent of citations of social theorists (Table 2).

Table 2 Extent of citations of social theorists in ECIS for the past ten years

Country of origin of principal author % citing social theorists
Sweden 46
United Kingdom 33
Denmark 31
France 28
Australia 27
Netherlands 26
Germany 19
USA 17

What are the professional boundaries of the IS discipline? In Europe, it is prob-
able that employment opportunities in IT are decreasing with the growing
tendency for work to be outsourced to Asian labour markets [9-11]. However, there
are signs of expansion in IS occupations and specific business sectors such as bank-
ing, healthcare or government [10]. In the example of Skandia routine IT mainte-
nance and development tasks were recently off-shored so that investment could be
made in a tenfold expansion of employment of business analysts to develop IS
capability [12]. This shows that it is important to consider where boundaries are
drawn in deciding whether “IS” is in crisis. The Matthew Jones index of social
citation density (the sum of the number of distinct social theorists cited by each
paper, divided by the number of papers published) reveals a score of 0.53 for the
first 10 years of ECIS, in contrast to the IFIP WG 8.2 which had an index of 2.1
and the US-based journals MIS Quarterly and Journal of Management Information
Systems both of which had 0.05 [1]. These numbers (Table 3) suggest to us that
different authors who are addressing a supposedly common themes of IS have
nevertheless interpreted the boundaries of these in very different ways.

When looking at definitions offered to students in textbooks we find examples
describing “IS” as something that “consists of all the components that work
together to process data and produce information.” Furthermore this explanation is
“clarified” with: “a computer-based set of hardware, software and telecommunica-
tions components, supported by people and procedures, to process data and turn it
into useful information.”[13]. While such a “clarification” is confusing it is not
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Table 3 Mathew Jones index of social citation density

Forum for IS research Social citation density (over a 10 year period)
IFIP WG 8.2 2.1

ECIS 0.53

MIS Quarterly 0.05

Journal of MIS 0.05

unusual. Nor is this type of confusion limited to the realm of student texts but
includes leading subject tracks at top academic conferences such as the ICIS 2008
conference. In the whole preamble to the suggested topics relating to development
of IS [14], we find no evidence of recognition of socio-cultural or phenomenologi-
cal dimensions of IS development. Where, for example, is the link to examine the
“human existence in everyday working life” highlighted by, e.g. Langefors [15],
Ciborra [16], Mumford [17] or Nissen [18]? This human dimension is missing
completely from the description. When researchers do take the socio-cultural and
phenomenological dimension into account, IS research becomes a critically-
informed inquiry [19, 20]. Critically-informed research goes beyond that which is
merely interpretive. Klein and Myers highlight three “stages” that can be useful in
identifying research work with a critical dimension [20]. The first is an interpretive
stage, concerned with gaining insight into social phenomena. A second stage goes
beyond interpretations to embrace critique, through examination of social practices
lying behind them. A third stage, unique to work in critical social theory, has its
focus on achieving understandings with potential to enable beneficial change in
social arrangements. In IS research, such as that by Checkland [4, 21] or Mumford
[17, 22] we find evidence of engagement with phenomenological perspectives.
Checkland [21], for example, in his later work, has taken steps to distance himself
from naive interpretations of his Soft Systems Methodology which attempt to view
it as a “recipe” for carrying out inquiry. He makes a point of distinguishing two
systems constructs within his work: that of a serving system and a system to be
served [21]. Mumford’s ETHICS methodology was described as “Effective
Technical and Human Implementation of Computerised Systems” [22]. However,
she gave explicit recognition to the importance of the domain of human experience.
“ETHICS is intended to provide users with the means to contribute in a practical
way to the design of new work systems, especially those which incorporate new
technical applications™ [17, p. 273].

Crises: Subjects or Objects?

Is there a crisis in IS or is it simply miasma? What does the word “crisis” in this
context imply? Commonly the word is used as a vehicle to increase the dramatic
atmosphere surrounding news stories. Originating in the Greek krinein — to decide —
its modern English usage denotes “a time when a difficult or important decision
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must be made” [23]. In the current rhetoric surrounding IS and IT, it is possible to
trace this meaning, coupled with both a sense of urgency and a confusion about the
way forward. The first of our three observed “crises” comes from understanding of
IS as a subject. Is it a distinctive discipline or is it an aspect of Computing or IT,
etc.? Questioning the existence of an IS discipline mainly because the focus and
definitions of the area are disputed reveals a naivety, apparently based in a belief
that there is such a thing as an undisputed core in any discipline. For example in the
natural sciences, disciplines as we know them today have gone through evolution-
ary and revolutionary processes drawing upon different schools of meta-science [7,
24, 25]. This can also be recognized when reflecting over issues such as chemistry
related to alchemy; relevance of Newtonian and Einsteinian physics to “real world”
engineering problems, e.g. ageing of Rolls Royce jet engines; sci-fi inspired tech-
nology in Formula 1 Ferrari micro-surface. It is clear that scientific disciplines have
boundaries which are still “fuzzy.” The second “crisis” comes from the Higher
Education arena [26, 27]. It is perceived that fewer applicants are coming forward
to study the courses traditionally offered by HE institutions under titles such as
Computer Science, Computing, IS and IT. A perceived corollary of this decline in
numbers is a decline in prestige for the related disciplines in terms of funding, sup-
port for research and opportunities for employment among academics. In an effort
to attain a new equilibrium and halt the perceived decline, academic and profes-
sional organizations have convened working parties and conferences, and commis-
sioned reports from professional market researchers [28, 29]. The aim has been to
investigate the elusive causes of the perceived decline and draw up fresh strategies
to turn around negative trends. The third “crisis” is highlighted by organizations in
industry and commerce who are the employers of IT and computing professionals.
Surveys have suggested that a “skills gap” exists in which vacancies are left unfilled
or filled by staff whose capabilities are inadequate to the work demanded of them.
This shortage is pointed to as a factor inhibiting growth in productive capacity,
efficiency and potential to innovate in many sectors of industry. A variety of rea-
sons for this shortage have been put forward, e.g. failure of schools to interest
children in ICTs and computing; failure of the HE sector to produce sufficient
graduates or graduates with the right skills [27, 28, 30, 31]; inadequacy of staff
development opportunities so that current employees do not update their skills in a
cost effective and timely way. A typical comment on the situation is: “Those com-
plaining of skills shortages ... increasingly want maths, physics and computer sci-
ence graduates who can hold extreme complexity in their heads ... or those who
can mix business and technical skills to deliver systems that meet user needs” [32].
Concern continues to focus upon initial qualification, with the result, that “The
shortage of those capable of supporting computational intensive industries threat-
ens the continuance of the UK as a major location for leading edge research,
let alone product development and support, in pharmaceuticals, aerospace and
multi-media content production and publishing.”[33]. A different face of this
“third” crisis is coming from the perspective of those seeking employment in
IT-related fields. The number of vacancies for IT and computing-related occupa-
tions appears to have fallen in recent years, so that, for instance, a large proportion
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of graduates of courses in this area had failed to find relevant employment 1 year
after graduation [34]. Over this period, the median salary in the field had risen with
4.2% [9]. This apparent contradiction derives from a shift in patterns of employment
— there are fewer vacancies for intermediate level staff, whereas vacancies for highly
skilled professionals remain unfilled, bidding up the associated salaries. It is
reported that: “Employers “believe the answer to the skills and knowledge shortage
is to focus on the development of elites rather than on widening graduate participa-
tion”. In other words, IT skills are still very much in demand — so long as they are
in reality “IT-plus”. Employers now want IT generalists: individuals with a good
grounding in different aspects of IT — and with the ability to think outside the box
as well. Whether this is quite what the UK educational system is now producing is
a question for another day” [30]. Undoubtedly, off-shoring is a factor in the reduc-
tion in employment opportunities in Europe: “The growth in offshore outsourcing is
naturally of concern to IT professionals in the UK, especially now that the IT job
market is at a low point. Ovum Holway has forecast that between 20,000 and 25,000
jobs may be lost in the UK IT industry over the next few years as a direct result of
work moving offshore.”[29]. It seems obvious that, if current University courses
equip graduates only with mediocre skills, or with skills that can be provided more
cost-effectively elsewhere, then those graduates will not be in demand. Companies
are looking for a premium, for understanding of business imperatives, for problem-
solving abilities, etc. A further comment states that: “The IT recruitment market is
in a very fragile position. It is essential that the UK retains a strong and highly quali-
fied IT base. Fundamental to the technical skills is the requirement for sound busi-
ness and communication skills. IT people in the UK that can achieve this and remain
up to date with the latest technology will always be in demand and hopefully help
to reverse some of the outsourcing due to take place over the next few years”[11].
However, how far do these concerns translate into a crisis within the IS discipline?

Crisis in the Information Systems Field

Already in 1998, Claudio Ciborra highlighted a “crisis in the academic field of
Information Systems” [16] that he regarded as not new but having occurred “a
while ago” (p. 6). In his view, the academic field was in the throes of both crisis and
success simultaneously. The source of this paradox lay in an expansion of IT appli-
cations in industry and commerce, resulting in increased demand for academic
resources, which he perceived to be at odds with the “contents, directions, trends
and main characteristics of the IT/IS discipline itself.” As an example, Ciborra cites
a mismatch between the academic focus of research into “strategic applications,”
focusing on development of Al to support complex, strategic decision-making, and
the way in which industry was generating strategic advantage by tinkering with
applications already existing at operational levels. Drawing upon Husserl’s 1934
lectures on the “Crisis of European Sciences and Transcendental Phenomenology”
[35], Ciborra highlights crises as a phenomenon of separation — of “scientific
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objectivity” on the one hand, and life as it is lived on the other. He reminds us of
Husserl’s view that, in effect, it is possible to become enrapt with scientism so that
we forget that the origins of science are subjective in nature. The ascendancy of
methodologies in IS research and practice over many decades is a case in point:
“Systems design methods may be the most diffused methodology on Earth accom-
panying the introduction of a new technology, but they work only in part. There are
various signs in this respect ... major failures of systems, in which the methodology
has not been able to rescue the project; long delays and sky rocketing costs of many
applications, despite the use of methodologies ...”’[16, p.7]. He points out that those
who focus on empirical measurement in examining issues tend to overlook situat-
edness in IS-related problems. “One key element gets to be neglected: human
existence, which represents the essential ingredient of what information is, of how
the life world gets encountered, defined and described” [16, p. 9]. We believe that
one source of the separation highlighted by Ciborra lies in the interpretation of the
nature and scope of IS, both as phenomena and as a discipline. A definition of IS
preferred by the authors of this paper is “... systems where information technique
is used for information treatment, which aims to transfer ‘messages’ in time and
space” [36]. Our preference for this approach lies in a need to emphasize that infor-
mation is created by living human beings, who interpret data in ways influenced by
context and life experience. Thus, information cannot be delivered from one person
to another. However, messages can be exchanged that contain data, and possibly
incorporate metadata, for interpretation by a recipient who thus creates “informa-
tion.” Elements within organizations are related and co-ordinated through intercon-
nected units of “information” [15, p. 53]. We support two possible interpretations
of the term “Information Systems,” “IS1” and “IS2” [36, 37]. “IS1” refers to indi-
vidual people, and their use of hardware and software. When we include their range
of inter-individual communicative activities, an expanded definition emerges
labelled “IS2.” An organization is comprised of individual people, in interacting,
social, communicative networks. This means that actors adhering to “IS1” could
find their efforts failing due to lack of synergy. The close connection between orga-
nizational and informational/communicative issues inherent in “IS2” requires that
perspectives grounded in “IS2” are given consideration prior to any initiatives
grounded in “IS1” within the same organizational context. When viewed in the
context of “IS2,” systems analysis and design activity must be seen as a special case
of purposeful change, involving individual and collective organizational learning as
a processes over time. Support for contextually-relevant individual and collective
learning is needed in order to avoid the artificial separation of theory, e.g. standard
methodologies, from practice — organizational life as it is lived [16, 18]. A large
proportion of IS development projects initiated in business organizations are per-
ceived by those who manage them to be failing to deliver expected value [38]. We
suggest the source of this “failure” to lie in a focus on problem definition within an
“IS1” paradigm, while “IS2” is overlooked or neglected. This forgotten “situated-
ness” is of great importance throughout the history of IS research. Neglect of “situ-
atedness” can be a reason why “IS” is not always recognized as a discipline, and
this would explain the crisis perceived by many commentators.
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Designing Flexible User Interfaces

L. Parasiliti Provenza' and A. Piccinno?

Abstract In the design of computer systems, human diversity and their specific
needs have been neglected in the past, possibly because engineers were develop-
ing products for end users who were very much like themselves. The large impact
that computer systems have nowadays on the increasing number of different users
brings to consider traditional Human-Computer Interaction topics, such as user-
centered design, usability engineering, accessibility, information visualization,
very important also for Information Systems, since they influence technology
usage in business, managerial, organizational and cultural contexts. People would
like computer systems that can be tailored to their individual needs and working
practices. To this aim, systems must be developed whose user interfaces is flexible,
i.e., it permits end users to modify or add new functionalities, still being simple and
easy to use, not requiring any programming knowledge. In this paper, we discuss
an approach that gives end users the possibility to tailor presentation as well as
functionalities of the system they use, thus supporting users to participate in the
design of their tools.

Introduction

One of the reasons why many high-tech products, including computer-based sys-
tems as well as electronic equipment and every day appliances, are so difficult to
use is that, during the development of a product, the emphasis and focus have been
on the system, not on the people who will be the ultimate end users. Maybe devel-
opers counted on the fact that humans can more easily adapt to the machine than
vice versa. Human diversity and their specific needs have been neglected in the past
also because engineers were developing products for end users who were very
much like themselves. With the large spreading of computers everywhere, the tar-
get audience has changed dramatically and keeps changing every day. What has
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been done in the past does not work for today’s users and technology [7]. One of
the main requirements of the information technology society is to design for “uni-
versal access,” i.e., computer systems must be accessible by any kind of users.
Moreover, computer systems should allow end users to focus on the task at hand
and not on the means for doing that task.

One of the main objectives of the Information Society in the last years is the
elimination of the so called digital divide. Recent studies show that, in the use of
computer systems, there is still a difference depending on the cultural level of
people that use such systems. HCI topics, such as user-centered design, usability
engineering, accessibility, information visualization are very important in informa-
tion systems, since they influence technology usage in business, managerial, orga-
nizational and cultural contexts. Markets, companies, people are not static and
evolve in time, thus forcing to update computer systems to new requirements and
information needs. Methods and techniques must be developed to help designers
creating products that are adequate to end users cultural level, skills and needs, but
are designed to be easily evolved, permitting end users to have a more active role
than being only consumers of software products, i.e., end users should be able to
modify or add new functions, without requiring any programming knowledge.

This paper illustrates a methodology for designing computer systems that gives
end users the possibility to tailor presentation as well as functionalities of the sys-
tem they use [2], [3], i.e., to perform activities of End-User Development [6], [10].
The methodology is described through its application to the Web user interface of
a knowledge base in a territorial domain.

A Case Study

User interfaces of current computer systems, such as web portals, are often full of
functionalities, thus generating disorientation and cognitive overhead on each user,
who is usually interested in a subset of functionalities. The approach presented in
this paper aims at designing user interfaces, for Web applications as well as for any
computer system, that are flexible, i.e., they are customized to specific types of
users and also allow users to further tailoring them in order to better adapt the
interface to their needs.

The case study refers to the development of an information system, accessible
via web, as required by a consortium of towns in a Northern Italy region. The goal
is to create and manage a knowledge base about tourism, cultural, economic, and
geological aspects of this region.

In this territorial context, three different types of end users are primarily involved
in creating and managing new knowledge related to the territorial domain:

» Visitors, whose goal is to access the documents they are interested in and to
annotate and record their comments and observations about a specific resource
of interest, for their personal or public use.
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» Experts, i.e., specialists in different fields like history, geology, etc., whose main
task is to generate new contents about the territorial district relative to their own
expertise, guaranteeing their consistency and correctness.

* Publishers, whose task is to control how the knowledge base evolve by validat-
ing and publishing new contents, generated by either experts or visitors; if the
new contents are relevant and socially acceptable, the publisher can make them
available to the whole community.

Although the three types of end users access the same knowledge base, each of
them has different interests, responsibilities, skills, and needs to perform different
activities on the information. There is thus the need to develop a computer system
that provides visitors, experts and publishers with flexible interfaces through which
they can easily access and manipulate the common knowledge base according to
their different goals and needs.

Additionally, among visitors, experts and publishers, different communities of
end users can be identified each of them characterized by a specific culture, lan-
guage and system of signs [4]. Specifically, the community of visitors is highly
heterogeneous. People from any place in the world — characterized by different
cultures and languages — may wish to visit the system and access the knowledge
base to gain the information they need or to enrich it with new contents or useful
observations.

However, cultures as diverse as, for instance, the Italian and Japanese ones, use
different textual signs as well as icon and diagrammatic signs to express the same
concepts and feelings [8]. Hence, the shared knowledge, and the whole system as
well, should be presented to each community according to its specific culture,
background and system of signs, thus facilitating their understanding of the knowl-
edge and the tasks to be performed.

Applying the SSW Methodology

The SSW design methodology described in [1], [2] has been applied to our case
study. The key point of this methodology is to let end users work with a software
environment designed as a virtual workshop, in which they find a set of tools whose
shape, behavior and management are familiar to them. The methodology thus pre-
scribes to design and develop computer systems as a net of virtual workshops, each
one customized to the needs and culture of a type of users; some workshops are
developed to support end users in performing the tasks of their working practice,
some others are developed to support the participatory design [9], development and
maintenance of the whole computer system. Indeed, the design team is composed
at least by software engineers, HCI experts and end user representatives, who col-
laborate bringing their own knowledge and expertise to create and, later, evolve the
overall system. Each workshop devoted to end users is the result of this participa-
tory and cooperative design.
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Each environment is called “workshop,” since it exploits the metaphor of the
artisan workshop, where an artisan finds all and only those tools necessary to carry
out her/his activities and properly shape various materials (wood, iron, etc.) into
usable products, with tools shaped in accordance with the artisan’s needs. For
example, the blacksmith’s hammer is shaped for heavy work, and has different
features and weight than the shoemaker’s hammer, which is shaped for different
tasks. By analogy, people in their software shaping workshop find all and only
those tools necessary to carry out their activities and achieve their goals. The soft-
ware tools, in turn, are shaped and manageable by the designated users in a natural
way (natural for them, not for a computer scientist!).

In other words, each workshop is customized to the culture and skills of the
people to whom it is addressed. Moreover, the network is organized so that it
reflects the working organization of the application domain and of the member of
the team.

Workshops that support end users in performing their daily working activities
are called application workshops; while workshops used by the design team to
design and develop the application workshops are referred to as system
workshops.

The SSW Network

Figure 1 shows the SSW network developed for the case study. It is organized on
three different levels based on the different types of activities the workshops are
devoted to. The meta-design level includes the system workshop for software engi-
neers W-SE, which allows to generate and maintain all the workshops in the net-
work. In particular they create system workshops for HCI experts (W-HCI) and for
representatives of end users at the lower level (W-ReprGeologist, W-ReprHistorian,
W-ReprPublisher and W-ReprVisitor). The design level includes system work-

Meta design level | - wse S

YN
| Design level | // / \ \
/WRGerIs:ry{/ L W-ReprVisitor

W-ReprGeslopist ,{\/ whict /‘ } -ReprPublisher,

1 v -

HCl aspects |

Conlenl aspecis

Publishing aspects

| Use level

Fig. 1 The SSW network for the application described
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shops for designing and adapting the application workshops in accordance with the
evolving knowledge and user needs. At this level, representative visitors, experts
(e.g., historian, geologist) and publishers collaborate, through their own system
workshops, with HCI experts — and, if necessary, with software engineers — to
produce, through simple direct manipulation activities (see [3] for some examples),
workshops customized for the community they belong to (W-Visitor, W-Historian
and W-Geologist for historian and geologist experts, and W-Publisher). End-user
participation in the design team permits to build the correct views on the system
under design based on the specific end-user interests, skills, and needs. It also per-
mits to organize and display the common knowledge as well as the user interface
according to end-user language, notation and system of signs [5].

W-Geologist and W-Historian (Fig. 1) are workshops for designing content
aspects and each of them is customized to a community of specialists in the specific
field, i.e., Geology and History. These workshops allow expert users to access the
shared knowledge base and to enrich it by designing and evolving new certified
contents.

W-Publisher, on the contrary, permits publishers to control how the knowledge
base evolves by validating the consistency and quality of the new contents gener-
ated by experts and/or visitors; if the new contents are relevant and socially accept-
able, the publisher can add them to the shared knowledge base and make them
available to the whole community. Both expert and publisher workshops are system
workshops — at different layers of the design level — since they enable not only the
generation of new contents but also the design of adequate tools for accessing and
using such contents.

Finally, the visitor workshop, W-Visitor, at the use level in the SSW network,
allows visitors to access tourist documents from the shared knowledge base, to
navigate among their linked resources and to record their private comments and
observations, which can be submitted to the publisher to become public.

Overall, the network of software shaping workshops permits each stakeholder
involved in the design, management and use of the system — visitors, experts, pub-
lishers, human-computer interaction (HCI) experts and software engineers — to
participate and collaborate in the application workshops’ design, implementation
and use, through workshops specifically customized to them. They can perform
their tasks using their own system of signs and collaborate with each other by
adopting their language and jargon through communication paths (denoted in Fig. |
through dashed and full arrows) [2].

SSWs for Visitors and for Publishers

The visitor workshop (presented to its users through web pages) includes only the
tools for creating and navigating through private and public annotations, with tools
shaped to the visitor’s culture, language and system of signs. Figure 2 shows the
visitor workshop, W-Visitor, shaped for an Italian visitor. It supports a visitor in



544 L. Parasiliti Provenza and A. Piccinno

Giugno 2008. PORTALE TERRITORIO della famighka BANCLD: un'applicazione basata su idee ¢ strument software nata da una collaborazione tra il isboratono
CSLab del DICo presso I'Universita’ di Milano, NSTI del CNR e il DEA dell Unéversita’ ol Brescia.

x al;l_-leulﬁleal *[AFRIR[R] p—
| =[] & AT Lo Dnomanl

Chiavenna Mappe

¥ AUTORE: Onofrio Rossi Valchiavenna

Chigvenna

Caras TITOLO. Piazza della Corbetta Campodolcng

?‘:-m

"Wg NOTA Da vedere assclutamente, perchi .
v e
o |Aggiungi Nota
e
o
Hartit v “

B X

Fig. 2 A visitor uses workshop W-Visitor to add an appreciation annotation about a town square
(“piazza”)

accessing tourist documents, navigating through them and inserting or updating
her/his personal annotations. Once the Italian visitor “Onofrio Rossi” clicked on the
“Chiavenna” item in the menu on the right side, a bench containing a map of the
considered area is displayed (Fig. 2). The top of the bench includes a bar for man-
aging both the bench and the map, together with an annotation bar for managing
personal annotations. The annotation bar contains four emoticon buttons, each one
denoting a different emotion, (appreciation, surprise, disappointment or sense of
danger) according to the colors and facial expressions belonging to the Italian cul-
ture and conventions. For a different culture as the Japanese one, the system will
provide a Japanese customization of the visitor workshop. Through their system
workshop (W-ReprVisitor), representatives of Japanese visitors will be able to col-
laborate with the design team to develop a customized interface of the visitor
workshop. Figure 3 shows the visitor workshop illustrated in Fig. 2 customized for
a Japanese visitor. The layout of the web page is the same, but the page for Japanese
is not a mere textual translation, all the widgets are customized to the Japanese
culture; specifically, the emoticons are visualized by using colors and graphical
signs adopted by the Japanese culture to visually represent the same emotions. In
this way, the interface will maintain the correct affordance and firstness of icons
thus avoiding even dangerous misunderstanding.

Publisher workshops for content publishing activities will contain only the basic
tools for navigating through the knowledge base and those tools for publishing new
relevant contents. Figure 4 shows a screenshot of the publisher workshop,
W-Publisher, while a publisher called “Mario Bianchi” is publishing a new certi-
fied content by associating it with a point of the map. Once the publisher clicked
on the “Chiavenna” item in the menu at the top right, a bench containing the



Designing Flexible User Interfaces 545

Graxrat | A
F7RuT Al

HLEELF L |
B4R e CEBBTRAS ~ v

d=b hlERaERAOHEYE

EREMALEL |

H X

Fig. 3 A Japanese visitor accesses the appreciation annotation (denoted now by an emoticon
customized to Japanese culture)
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Fig. 4 A publisher is adding a narration as a component of a star operator he is creating in
W-Publisher

selected map together with all and only those tools the publisher needs for publish-
ing new information is visualized. As we can see, the organization of the window
is similar to the visitor workshop, but the toolbar on top of the bench is different
since it contains the widgets composing the operator, i.e., the star operator, for
publishing new contents. The star operator is a visual link — associated with a point
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on a map — that consists of a (green) spot and of four (optional) triangular widgets,
which link the map’s point at hand to related information (the “Chiavenna” map
shown in Figs. 2 and 3 is equipped with 2 star operators).

A publisher can enrich the shared knowledge base by publishing: (1) descriptions
as specialized textual information the publisher inserts on a specific resource of inter-
est when s/he creates the spot components of the star operators; (2) multimedia
descriptions and (3) narrations, i.e., multimedia annotations enriched with a set of
metadata to dynamically obtain links to related (even external) resources, with the aim
of describing different aspects of the considered situation, activity or general argu-
ment, e.g., wine production, history of the place, etc.. Both multimedia descriptions
and narrations are generated by some experts, which the publisher links to the
inserted spot by creating or updating the triangular widgets of the star operator (the
up and down yellow triangular components of the star operator permit to access
multimedia descriptions, while the right and left pink ones are linked to narrations).
As an example, in Fig. 4 the publisher is adding to an existing star operator a pink
triangular widget to publish new certified information, i.e., a narration selected from
the Narration menu at the bottom right. As a future work, publisher and visitor users
will evaluate the star operator to understand if the new operator for publishing and
accessing new certified contents, as designed so far, meets their different needs and
expectations. If not, both publisher and visitor users can collaborate, through the
SSW network, with their representatives to change the components visualization, and
if necessary, the whole operator by interacting also with the software engineers.

Conclusions

This paper has illustrated an approach to designing flexible user interfaces that
permit end users to modify or add new functionalities, and described its application
to a web-based system in a territorial domain. The approach requires that an inter-
active system is designed as a network of software environments, called Software
Shaping Workshops, each for a specific community of users, through which users
collaborate in the design and the evolution of the network of environments and to
carry out activities of interest in their application domain.

Each environment is customized to the work context, experience, and skills of
the end user community; it makes available to end users all and only those tools
needed to perform their activities. In this way, people are not overloaded with too
many not necessary tools and features. The environment is also tailorable by end
users at runtime in order to better adapt them to preferences, habits and specific
work situations. The proposed approach fosters collaboration among communities
of end users, domain experts and designers, and let users work with system proto-
types in real settings, so that they are able to provide valuable feedback in order to
build successful systems that satisfy end user expectations [1].
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Digital Forensic Investigations: A New Frontier
for Informing Systems

P.M. Bednar'? and V. Katos?

Abstract Digital forensic investigators experience a need for support in their
everyday struggle to overcome boundary problems associated with cyber crime
investigations. Traditional methods are socio-culturally and physically localised
and dependent on strict and historically prescriptive political management. The
new internet-worked cyber-world creates unprecedented difficulties for digital
forensic investigations. This is directly linked with the inherently complex uncer-
tainties and ambiguities related to a constant need for framing and re-framing of
problem spaces under investigation. As such, in this paper we propose the recruit-
ment of the discipline of Informing Systems in the context of digital discovery.
Early findings of such an exercise indicate that informing systems approaches can
assist the investigation process by offering means for structuring uncertainty. As it
is accepted that uncertainty is an inherent element in a crime scene, not least in a
cyber crime scene, we consider the contribution of Informing Systems vital for the
effectiveness of digital forensic investigation practices.

Introduction

Digital forensic investigations present a new international frontier for Informing
Systems research and practice. This is due to the inherent, complex uncertainties
involved in boundary setting and framing of an investigatory problem space [1].
Informing Systems (Information Systems which incorporate Human Activity
Systems) intended to support digital forensic investigations are often discussed in
relation to generic problem of large and complex investigations. However, very
little research seems to be available focusing on support for cyber crime investiga-
tions. For example, in the UK, successive versions of Home Office Large Major
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Enquiry Systems (HOLMES), for managing and processing data in complex inves-
tigations, date back to 1986 [2]. While use of such systems could be productive in
pursuing an inquiry, it does not help investigators as they struggle to overcome
boundary problems associated with cyber crime [3, 4]. Research into relationships
between new technology forensic experts and traditional investigators has tended to
focus primarily on the difficulties of managing large quantities of material (e.g.
forensic images, extracts, non-computer evidence rendered into digital form, meta-
data, etc.). Further challenges in this context have included retention of documents
and management of relevant digital evidence that must be served to the opposing
legal team before a trial [3—7]. This body of research does not in any way address
the difficulties an investigator may face in (re)framing relevant problem spaces for
investigation, with their inherent ambiguities and uncertainties [8]. This paper pres-
ents an approach to an issue that has been researched very little: the difficulties
posed by decision-making among investigators attempting to collaborate in cases
of digital, cyber or electronic crime.

The authors show how the framework for Strategic Systemic Thinking (SST),
which is a valuable tool for contextual inquiry, can be applied to the specific context
of digital forensics [, 9, 10]. This is especially relevant where the organization of
investigatory practice needs to adapt and “reinvent” itself, e.g. through innovation
and communication across organizational and national borders. In these cases, SST
could be applied as a means to identify and support individual engagement and to
facilitate interaction/communication, especially in socio-cultural systems of high
complexity. The authors demonstrate the usefulness of this approach for decision-
making in the context of digital investigations. Some suggestions for putting this
approach into practice are put forward. An internationally, recognized Electronic
Discovery Reference Model (EDRM) is used as an example [11]. The difference in
scope between HOLMES and EDRM is shown in Fig. 1. The SST framework is
integrated with the first two stages of EDRM (Information Management and
Identification) to show how it could contribute to overcoming the inherent limita-
tions and difficulties of boundary setting and scoping of cyber crime
investigations.

However, efforts to combine the EDRM model with the SST framework are by
no means straightforward. The EDRM model is a systematic, structured model
whereas SST is a context-aware, systemic approach. These are significant differ-
ences, not only of character but of epistemological perspective. The authors discuss
and elaborate upon ways in which these two complementary approaches could be
combined successfully, despite their differing philosophical foundations. The main
focus of this paper is on collaborative decision-making activities and processes in
cyber crime investigation. An effort is made to apply SST in order to provide sup-
port in cyber crime investigation practice. This is complemented with some clarifi-
cation on ways in which SST could be applied in such an investigation, and efforts
to integrate SST with EDRM are described. This is explored through an elaboration
of requirements for a collaborative decision support system for digital forensics,
always keeping in view the need to deal with the inherent uncertainties that prevail
in a digital crime scene.
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Fig. 1 Scope of HOLMES within the EDRM

A New Frontier

In their professional life, digital forensic investigators may be confounded by the
complexity and uncertainty they experience in twenty-first century cyber-crime
investigations. This human experience of uncertainty has been described with the
help of a metaphor of an information frontier: “Why a frontier metaphor? Because
it aptly captures recent experience: a decades-long period of progressive and lasting
change, rich with opportunity and fraught with uncertainty. Frontiers are new ter-
rains in which people roam, settle, and create value. Frontiers fundamentally alter
not only what we do, but also how we see the world around us... By their nature,
frontiers are confusing, volatile and — above all — unpredictable” [12, p. 6]. In this
context models for systematic and robust decision making are promoted for the
purpose to support rigour and eliminate uncertainties (e.g. the EDRM project).
Then people often appear to think that a natural step follows — just invoke the power
of combining a robust decision making with an IT project (e.g. the HOLMES proj-
ect) and suddenly the failing digital forensic investigations will thrive, the difficult
decisions will resolve themselves and the digital forensic practices will meet with
success. It appears that people are looking for solutions to help them reduce com-
plexity to simplicity and uncertainty to predictability. Leaders turn to projects in the
expectations of finding a solution to life at the frontier. There appears to be a wide-
spread fallacy that suggests rigorous practice of the “correct” procedures with the
“right” IT system will automatically lead to delivery of value for an investigation.
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Unfortunately, in digital forensic practice, it is only when decision making and IT
systems are utilised in conjunction with embedded competencies of analysts and
investigators that genuine progress is made. It could be argued that: “a critical
weakness of these approaches is that they assume that the investigator is the con-
sumer of methods and services, failing to acknowledge the value derived is not only
co-created but also context dependent.” [13, p. 338].

Ciborra pointed out how situated perspectives in information systems research
call for methods of inquiry which capture the inner life of the actor: mind and heart
[14]. Knowledge creation has been described as: “complex responsive processes,
and processes of reproduction and transformation of identity, ... an understanding
of the processes of interaction of which we are a part”[15, p. 98]. This description
puts the emphasis on the immersion of individuals in the business of everyday liv-
ing. Ciborra [16, 17], drawing on Heidegger [18], highlights the experiences of
everyday life as it is lived (Heidegger’s “Befindlichkeit”) and contrasts these with
the formalised models and methodologies promoted in management literature. He
suggest that, in organisations we: “listen to practitioners and we participate in their
dealings with puzzles and riddles; on the other hand we do not confer any particular
relevance on words like ‘strategy’, ‘processes’, ‘data’, or ‘system’. In so doing, and
in putting aside the models and methods of management science, we come closer
to the everyday life of the manager, which is made up of frustrations, accomplish-
ments, gossip, confusion, tinkering, joy, and desperation” [17, p.19]. The success
of the Internet, for Ciborra, is due to the strategic importance of the ordinary, e.g.
bricolage, heuristics, serendipity, make-do — rather than scientific ‘ideals’. This
improvisation, as a de facto knowledge management system, supports knowledge
creation, sharing, capture and exploitation. Such modes of operating occur at the
“boundary between competence and incompetence,” and require an element of
licence, or even play, to be available to actors in order to be achievable within their
communities of practice [19, 20]. Activities that are situated, close to ‘the dance’
[16], tend also to be invisible, marginalised by management since they are difficult
to control or to replicate outside of the immediate context within which a (local)
community of practice resides. Improvisation when seen as a special, privileged
case of cognition is reserved for spur of the moment or emergency decision making,
to which normal considerations do not apply. However emergencies can be viewed
as an extreme example of life as it is lived (Befintlichkeit). A cognitive view would
be that quick thinking is involved in dealing with a situation (situated action). When
asking politely in German “Wie ist Ihre Befindlichkeit” (How are you), a person is
really inquiring into another’s existential situation — “How do you feel?” [16].
Some views of situated action (e.g. Al) see an individual person as a kind of cogni-
tive automaton. However, Ciborra suggests that appeals to situated/embodied
knowledge need to take into account of the whole person who is in the stream of
living — “moods, feelings, affections, and fundamental attunement with the action”
[17, p. 32]. As we encounter the world, certain aspects of it will matter to us —
people, things, conditions. This possibility is grounded in how a person is affected,
and this affectedness discloses the world in an intrinsically social way: as a threat,
as a source of boredom, or as a thrill perhaps. As Ciborra says: “If we are able to
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accept the messiness of the everyday world’s routines and surprises without panick-
ing, we may encounter business phenomena that deeply enrich the current ‘objec-
tive’ and reified models of organization and technology. We can then start to build
a new vocabulary around notions closer to human existence and experience.” [17,
p. 19]. Ciborra emphasises the importance of mood throughout his later work.
Concepts like “hospitality” are used to emphasise the affective domain. He makes
use of the metaphor of treating new technology as a stranger, needing hospitality
within the organization. This metaphor emphasises tolerance, welcome, being
receptive, i.e. human feelings. Being a Luddite is, of course, also an emotional
response to a perceived threat.

From HOLMES to EDRM

Since 1986 the Home Office Large Major Enquiry System (HOLMES) project
(Fig. 1) has been employed in order to support the UK police with their investiga-
tions. This system was primarily used to support investigations in major incidents
including serial murders, multi-million pound fraud cases and major disasters [2].
HOLMES?2, the current version of the investigation support system, is an opera-
tional level system with document management and context of inquiry dependent
analysis tools. HOLMES?2 has shown to have effectively supported crime solving
through the systematic application of investigation procedures at a national level.
As such, it can be argued that the discovery process can benefit from a system like
HOLMES when it comes to investigating conventional crimes.

In its essence, HOLMES?2 is a collection of applications comprised mainly of a
database and a type of a fulfilment centre performing the automated processing
such as indexing. The following three applications have been deployed [21]:

1. Casualty Bureau: is used for assisting forces’ coordination when dealing with
the aftermath of major disasters.

2. Incident Room: is an application for capturing the information provided by the
public (i.e. from witnesses).

3. National Mutual Aid Telephony: is used for the distribution of the telephone
calls, between the host police force and the members of the public and other
police units.

The user interface is mainly a collection of web forms. The end users who con-
tribute with the user requirements are not surprisingly members of the UK Police
Community [21]. However, when it comes to cyber crime investigations the key
differences between the cyber-crime scene and the conventional crime scene may
render a system like HOLMES unsuitable for the former type of investigations.
More specifically, the trans-national flavour of a cyber crime where an offender
may be in a different country or jurisdiction framework than that of the victim may
increase the underlying communications complexity. Furthermore, the definition of
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crime, or boundary setting of a cyber crime scene, is a non-trivial exercise. The
assessment of problem scope regarding inquiries into digital evidence and other
electronic activities may involve not only disparate IT systems, but also engage
across different socio-cultural environments, norms and legal frameworks. An
attempt to respond to the pitfalls presented above was made by the Electronic
Discovery Reference Model [11]. EDRM, being a model rather than an application,
was developed at an abstraction level much higher than that of HOLMES in order
to capture the electronic discovery processes and complexities. The EDRM is cur-
rently comprised of nine distinct stages which are fitted to the generic “preserve-
acquire-analyse-report” crime scene management cycle. As such, the HOLMES
system would cover the stages of Collection, Processing, Review, Analysis and
Production of the EDRM model as shown in Fig. 1. The first two stages, namely
Information Management and Identification is of a particular interest to this paper
because of the inherent focus on uncertain and complex problem spaces.

As the stages of Information Management and Identification relate to the recog-
nition of the problem space, it is of paramount importance to ensure that these
stages acknowledge the existence and influence of uncertainty. A closer look at
these stages as specified by the reference model reveals that the inquiry process
proposed makes assumptions that could lead to a degenerated problem space with
an “event singularity” that would not necessarily be the answer. The adoption of the
famous Sherlock Holmes paradigm “...when you have eliminated all which is
impossible, then whatever remains, however improbable, must be the truth” is not
necessarily applicable in modern complex crime problem space, since all events
cannot be enumerated in principle. Therefore any model that subscribes to Mr.
Sherlock Holmes’s paradigm is handicapped, as it is presented below [22] for the
case of the first two stages of EDRM.

According to EDRM, Information Management focuses on effective record
management and documentation. The reference model adopts a direction of rational
inquiry focusing on a rigorous investigation protocol. For instance, a representative
set of guidelines includes the following:

“1. Ensure that all needed business records are retained.
2. Ensure that all records that are required to be retained by stature, regulation, or
contract are retained for the appropriate and approved period of time.
3. 71

It can be seen from the previous excerpt, that the directions of the guidance
explicitly highlight the importance of a protocol, whereas the actual feasibility is
not challenged. For example, the first point requires that all needed business records
are retained. Rather than facilitating, this point ignores the problem of determining
the scope of the relevant context. In other words, it is suggested that the investigator
has a priori knowledge of the problem space boundary (e.g. scope and relevance).

The Identification stage consists of four steps, Initiate, Interview, Assess,
Document (Fig. 2). The model describes an ideal scenario by assuming that these
four steps are sequential. This constraint is a direct consequence of the a priori
knowledge assumption as described above. This mindset is followed up in the
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Fig. 2 The identification stage (adapted from: [11])

Interview step: by definition the concept of interview assumes that one person —
typically the interviewer — leads the inquiry by knowing which questions to ask.
Furthermore, the nature of an interview as an example of asymmetric communica-
tion, excludes by definition a more fully developed symmetric engagement. It can-
not be expected to deliver an inquiry based on asymmetric communication when
the scope is unknown (if we don’t know what we are looking for, how do we know
what questions to ask?). The EDRM guidelines suggest in the Interview stage, that
there is a need to seek advice when determining the scope of the problem space.
This shows an admission that the problem scope is unknown to the investigator.
Consequently, if this is the case, it would be necessary to admit that the focus of
the investigation is also unknown.

In any case, knowing what questions to ask implicitly assumes that the answer
exists in the perceived problem space. In essence, such an assumption leads to
exclusion of uncertainty within the investigation process. This can be illustrated by
showing that in the case of the EDRM analysis approach, classic probability is suf-
ficient to be used as the underlying analysis primitives. More specifically, if the
answer exists within the original scope (prior to any reduction activity), the forensic
investigator may at the very least invoke a non-deterministic process to find the
answer; if the answer is not found, the scope is reduced by excluding the wrong
assumption. It can be trivially shown that if the answer did not exist within the
original scope, then any reductions would be pointless. An equivalent statement
would be to consider that the investigator adopted a closed system view.

On the contrary, if the investigator accepts uncertainty with respect to the inclu-
sion of the answer to the problem under investigation (i.e. adopts an open system
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view), then it can be seen that Probability Theory would be handicapped in model-
ling the reasoning and analysis of the investigator, whereas primitives that allow
uncertainty such as Dempster-Shafer’s Theory of Evidence [23] would be the
appropriate choice.

A Framework for Digital Forensic Investigations

The SST framework is specifically suited to support the Information Management
and the Identification stages. In these stages the complexity and uncertainty is not
only due to a requirement to support investigators in finding the correct answers to
relevant questions, but also dealing with the problem of not knowing what are the
relevant questions to ask. On one hand it is about not knowing what is an appropri-
ate definition of a problem and on the other hand it is about appreciating that the
inquiry is about not even knowing what the problem “space’” might be. The purpose
with using the SST framework is to support the capacity of a human activity system
in processing the information created by the different members of the investigatory
team in such a way that [1, 9, 10]:

1. Complement, conflicting or incompatible ideas will not be mutually cancelled or
demoted.

2. Communication, can take place on different orders of weltanschauung, between
individuals, groups and super-groups.

3. Socio-cultural, dependent policy and legal constraints could be incorporated as
part of the process.

4. Expansion, of understandings of different viewpoints is supported and not
unnecessarily pre-constrained.

In the context of a Digital Forensic Investigation the SST framework can
provide systemic support for dealing with complex inquiries with the following
features:

“Intra-analysis” is focused on exploration and creation of individual investiga-
tors perspectives [1, 9, 10]. Each investigator has the opportunity to develop and
consolidate descriptions and narratives of the problem space from their own unique
perspectives. They do so by systematically using tools and methods such as
brainstorming, mind maps and rich pictures, etc. As each individual makes efforts
to develop their own understanding about relevant problem spaces, several hypoth-
eses may be created. Each individual may have not only several but also often
incompatible narratives. The relationships between the different narratives can be
elaborated upon through the creation of diversity networks drawing upon multi-
valued logic, etc. While any one human expert may create narratives which can be
incompatible with each other they can still be individually justifiable. This is due
to situated-ness, contextual dependencies, complexity and uncertainties in general.
The narratives are used as a foundation for further elaboration, story-making and
self-reflection.
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“Inter-analysis” is focused on group sharing, communication and development
of perspectives [1, 9, 10]. Each investigator has the opportunity to describe, explain
and exchange each others descriptions and narratives. Each of the narratives created
are inquired into and re-created. This can be done by using walk-throughs drawing
upon the same tools and methods as the intra-analysis but now in collaboration with
others. The inter-analysis is supporting each individual analyst in their creation of
an understanding of other investigators narratives. The vehicles for this are lan-
guage games and co-creation of new narratives. The analysis is supported through
the co-creation of diversity networks as part of the systematic and systemic inquiry
into each and every narrative presented.

“Value-analysis” is focused upon validation and prioritization from socio-cul-
tural perspectives [1, 9, 10]. Each investigator attempts to develop and share their
understandings of the specific conditions under which each unique narrative can be
acknowledged as valid or acceptable. The rationalization and classification in the
value analysis is supported through the same tools and methods as the other intra-
and inter-analysis. This classification exercise is based on negotiation regarding
what characterizes each narrative.

“Multi-valued logic” is used and may incorporate alternatives such as: compati-
ble, incompatible, complementary or unidentified [24-28]. It can also include con-
cerns related to values such as: correctness (true), incorrectness (false), uncertainty
(information deficit) and structured uncertainty (information overload). The use of
multi-valued and inconsistent logic supports analysts and investigators in their sense-
making efforts and supports them in their creation of diversity networks, etc. It also
makes it possible to deal with a multitude of relationships between different narra-
tives describing complex problem spaces and still having some kind of overview.

“Spirality” is used to bring order into reflections over complex and uncertain
problem spaces [29, 30]. It is important to break away from a prescriptive process
as described in the EDRM. It is necessary to treat the Information Management and
the Identification stages as intertwined and recursive when approaching a complex
and uncertain problem space as part of an ongoing inquiring process.

Conclusions and Outlook

When it comes to digital forensic investigations, it appears that research and prac-
tice in the area of Informing Systems can be called upon to support the investigation
process. This is due to the long history of Informing Systems study of structuring
uncertainty. Furthermore, just like any application of systems, research in decision
support systems for digital investigations is required to consider systems’ chal-
lenges in order to avoid missed opportunities. As such, interdisciplinary research
between systems and digital forensics would not only promote Informing Systems,
but is of paramount importance to the viability of the electronic discovery pro-
cesses, due to the explosion of the complexity of the problem spaces which underlie
a digital crime scene.
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Do Business Intelligence Systems Enforce
Organizational Coordination Mechanisms?

A. Ferrari' and C. Rossignoli*

Abstract Please Coordination is intended as managing dependencies between
activities such as, in particular, decision-making support, decisional decentraliza-
tion and reduced centralization of information power, internal communication and
collaboration and sharing and divulgation of knowledge. By improving all these
activities, enterprises are able to create efficient and effective coordination mecha-
nisms and consequently reduce costs and organizational complexity. The research
question of this study aims at verifying if Business Intelligence Systems (BISs) are
actually able to strengthen the existing coordination mechanisms, i.e., make them
more efficient and less costly. The research method is an empirical research of 30
cases of enterprises with a large number of users of a BIS. Early findings reveal
that BISs are mainly considered as technological tools, with little relevance being
attributed to their potential in terms of facilitators of coordination mechanisms
between actors.

Introduction

Coordination is intended as managing dependencies between activities such as, in
particular, decision-making support, decisional decentralization and reduced cen-
tralization of information power, internal communication and collaboration and
sharing and divulgation of knowledge. By improving all these activities, enterprises
are able to create efficient and effective coordination mechanisms and consequently
reduce costs and organizational complexity.

The research question of this study aims at verifying if Business Intelligence
Systems (BISs) are actually able to strengthen the existing coordination mecha-
nisms, i.e., make them more efficient and less costly.
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The research method is an empirical research of 30 cases of enterprises with a
large number of users of a BIS. Early findings reveal that BISs are mainly considered
as technological tools, with little relevance being attributed to their potential in terms
of facilitators of coordination mechanisms between actors.

This paper is structured in the following way: firstly a theoretical framework is
presented; then the Business Intelligent System issue and its impact on coordina-
tion mechanisms are introduced; the research question and methodology are
explained; finally, early findings and conclusions are highlighted.

Coordination: A Theoretical Framework Proposal

The extended use of ICT systems exerts an increasingly stronger influence on the
best practices and positive government criteria of each enterprise. This phenome-
non has created a growing need for coordination systems capable of managing the
complexity caused by it. In literature, the subject of how the activities of complex
systems can be coordinated has been considered by several organization theorists
[1-6, 8]. Many different definitions of the concept of coordination have been
given. Malone and Crowston [8] have published a list of definitions that have been
proposed for this word. Among these, the most appropriate one for the purpose of
this work is the following: coordination is managing dependencies between
activities.

Several scholars have given their contribution analyzing the impact of ICT on
the organizational changes simply caused by a growing use of information systems
[2, 3, 9-13].

As a consequence, it is necessary to control the cost of coordination. In this
sense, different approaches can be considered to reduce these types of cost: human
coordination can be substituted with ICT systems; the greater complexity resulting
from the use of ICT systems requires increasingly more coordination; hence, in
order to reduce coordination costs, a large number of intensive coordination struc-
tures might be needed [8].

Coordination can be achieved by several methods, which in turn affect and
change the organizational solutions adopted by the enterprises.

Coordination may play a key role in the harmonization process of the various
activities set up by a given company.

In this work the focus is on the following activities: (1) Decision-making sup-
port; (2) Decisional decentralization and reduced centralization of information
power; (3) Internal communication and collaboration; (4) Sharing and divulgation
of knowledge. The process of improving all these activities implies the ability on
the part of the organizations to create efficient and effective coordination mecha-
nisms, which allow them to reach their objective and better operate in a competitive
context. These assumptions form the basis of the theoretical framework proposed
in this paper: efficiency and effectiveness of coordination mechanisms can be
reached by improving the activities defined above. This causes reduction in
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Fig. 1 The proposed theoretical framework

coordination mechanisms cost, consequently reducing organizational complexity
(Fig. 1).

Coordination and organizational integration processes are critical for knowledge
sharing and divulgation. This subject has been dealt with by numerous authors in
literature, in relation to which Nonaka and Takeuchi have given a contribution of
historical importance [14]. These authors have formulated a theory on organiza-
tional knowledge and on the methods to generate and divulge it within the organiza-
tions, considering it a fundamental resource behind innovation processes.

Furthermore, it is necessary to keep in mind that even collaboration is a knowl-
edge-based process and, therefore, collaboration is a process that is led by knowl-
edge, makes use of knowledge and has a knowledge-rich outcome [15]. Therefore,
peculiar skills such as acquiring, selecting, internalizing, generating and external-
izing knowledge are essentials [16, 17]. Computer-based systems aim exactly at
allowing and facilitating these types of activities [18].

However, according to the perspective emerging in the current of studies dealing
with the relation between ICT and organizational implications, it is fair to say that
ICT is able to affect and modify organizations even though the human factor cannot
be ignored altogether. In fact, it is the people who use the technology that have the
power to confirm, change or reject/annul the whole of its potential [6, 18].

Business Intelligence Systems

This paper focuses on the role played by ICT, in particular Business Intelligent
Systems (BISs), in supporting coordination mechanisms as the proposed theoretical
framework (Fig. 2).
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Fig. 2 Business intelligence systems and coordination mechanisms

A few authors [20-22] denote BISs as integrated infrastructures that support all
managerial levels — down to the operational, real-time steering of business pro-
cesses. Davenport [23] points out that BISs encompass a wide array of processes
and software used to collect, analyze and disseminate data, all in the interest of bet-
ter decision-making. Arnott and Pervan [24] use Business Intelligence (BI) as the
contemporary term for both model-oriented and data-oriented Decision Support
Systems (DSSs) focusing on management reporting, that is, BI is a contemporary
term for EIS (Executive Information Systems). According to Thomsen [25], Bl is a
term that replaces Decision Support, Executive Support and Management
Information Systems. For Moss and Atre [26] BI is understood to encompass all
components of the integrated management support infrastructures of an enterprise.

The main purpose of a BI system is to improve the processes of: decision-
making, decisional decentralization, internal communication and collaboration,
sharing and divulgation of knowledge.

Thanks to the pervasiveness of BISs, given their typical features of usability at
all company levels, such as selective and easy data access, multiple analysis tools
and widespread delivery of analysis results, it is possible to reach this objective.

Organizations succeed in understanding and using BISs, which are now taking
on a strategic role in the enterprises. However, from an in-depth analysis of organi-
zational implications, a misalignment is being observed between the potential
offered by these systems and their actual use, especially in order to set in motion
processes of knowledge sharing and divulgation.

To remain competitive in the market, today’s enterprises need to implement
innovation processes based on exclusive internal knowledge that can be hardly
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reproduced or replaced by other companies. Hence, the need emerges to enhance
and externalize the tacit knowledge of organizational actors, which plays a critical
role in decision-making support and improvement of internal communication and
collaboration. Organizational actors sometimes cannot grasp the importance of
shared organizational knowledge as opposed to personal knowledge to facilitate
coordination mechanisms within an enterprise.

Even though organizations are equipped with tools able to foster the sharing and
creation of organizational knowledge, individuals are not yet fully aware of the
systems’ potential to ease such processes.

The Research Question and Methodology

The question of this research aims at verifying if such awareness is disappearing
and therefore if BI systems are actually able to strengthen the existing coordination
mechanisms, i.e., make them more efficient and less costly, since they reduce com-
pany complexity.

The research method is a survey (empirical research) carried out on a sample of
30 North Italian enterprises characterized by a large number of users of a BI system
(from top management to operational levels).

The reference scenario of the investigation is represented by 180 enterprises,
which have been selected based on a criterion of industry and size heterogeneity in
order to detect any differences and/or organizational dynamics in the use of BI
systems in relation to specific industry sectors.

The investigation started in January 2007, when the study object and the quali-
fied subjects for interviews have been identified. Subsequently, the companies have
been contacted in the period between early March 2007 and late July 2008.

Out of 180 companies contacted on the phone, 83 of these have agreed to be
interviewed (46% of the sample).

The survey was carried out by means of a telephone interview with Information
Systems Managers and based on a questionnaire. The purpose of the first question
was the identification of the companies that had been using a BIS for at least a year.
The rest of the analysis was exclusively conducted on these enterprises, which were
30 in number (36% of total sample).

Despite the low number, these enterprises in any case are heterogeneous in terms
of industry and size. As regards the industry sector, the sample comprises the fol-
lowing: 8 in manufacturing, 5 in services, 4 in commerce and distribution, 3 in the
chemical and pharmaceutical, 3 in food, 2 in textile and clothing, 2 in healthcare, 2
in automobile and lin the public administration. The size is expressed by the 2006
turnover (37% achieved a turnover of over 500 min Euros, 10% a turnover of
251-500 mln Euros, 23% a turnover of 101-250 mIn Euros, 13% a turnover of
51-100 mln Euros, 7% a turnover of 11-50 miIn Euros).

The questionnaire used for the survey included questions related to the following
variables:

e Time length of use of the BIS (1-3 years, 3-5 years, over 5 years).
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* Technical/application functions connected to the usability of the system by users
at all levels in the organization (selective and easy data access, multiple analysis
tools, widespread delivery of analysis results).

* Factors producing effects on coordination in terms of collaboration, which in
turn is a prerequisite for greater knowledge sharing: improved decision-making
support, decentralization of decisional power, reduced centralization of informa-
tion power, improved communication.

Responses to items in the questionnaire were given using a Likert scale, in which
1 equals the minimum and 5 the maximum, in order to guarantee a certain degree
of homogeneity and easy interpretation and analysis of the questionnaires.

A univariate analysis (descriptive statistics) was then carried out.

For each variable the following has been calculated:

* Position indicators (mean, mode and average).

e Variation indicators (standard deviation and variation coefficients).
¢ Percentiles.

» Frequencies.

Two non-parametric tests have been executed, considering the time length of the
BI system use as a grouping variable, specifically the Kruskal-Wallis test and the
median test, in order to identify the statistical significance of the potential connec-
tions between the analyzed variables.

Early Findings

The answers given to the questions on usability of the system on the part of users
at all levels revealed no differences related to the time of use of the system. The
opinions expressed on the technical/application aspects able to the ease the use of
the system on the part of a large pool of users within an organization are almost
unanimous (variation coefficient values are minimal) and of great value (greater
than 4, in the range of 4.14-4.51). The technological potentials of the BI system are
therefore recognized. The answers to the questions relative to the factors producing
effects on coordination show average values (weighed average) oscillating around
3 and with variation coefficients of about 0.3. The answers do not show the same
unanimity found in relation to the technical/application aspects. However the
acknowledgement of positive effects on coordination overall is less relevant.
Furthermore, based on the Kruskal-Wallis and median tests, it has emerged that
relations with a statistical relevance useful to provide valid answers to the research
question have been found only in relation to a few analyzed variables. Kruskal—
Wallis test® three variables out of the 22 individually considered and four grouped
variables show a statistically significant value (lower than 0.05), while other three

This test allows to compare two or more groups of cases based on a variable.
“The median test is an alternative to the Kruskal-Wallis test.
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are only marginally significant (higher than 0.05, and lower than 0.1). Median test*
two variables are significant and five show marginal values.

Both tests confirm the same results: a relationship between the technical/
application aspects, concerning the immediate availability of data, and the effects
on decisional decentralization, improved decision-making support and improved
internal communication have been found.

Conclusion

The early results of the research show that the systems are mainly considered as
technological tools, with little relevance being attributed to their potential in terms
of facilitators of coordination mechanisms between actors. The peculiarities of the
system, such as usability at all company levels, have been recognized as factors
enabling data access and analysis, especially in terms of speed. However expressing
a positive opinion on strictly technological aspects does not mean expressing a
positive evaluation regarding more effective and efficient coordination mecha-
nisms. The use of the system generates effects on organizational coordination
mechanisms, such as greater decisional decentralization and improved decisional
support and internal communication. However, these influences are not particularly
significant. The system does not contribute to enhance knowledge sharing and div-
ulgation, despite early expectations.

Therefore we can see that the system users fail to grasp the ample opportunities
offered by the technology in terms of improved collaboration through knowledge
sharing, spurred by the results of data processing carried out by the various available
analysis tools. However we are aware of the limitation of this empirical research. It
is necessary to expand the sample of enterprises and introduce other variables that
are more related to the soft components of the organization, since the role of users
is always critical for the purpose of a successful use of a ICT-based system.
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Don Thde’s ‘Soft’ Technological Determinism
and Capabilities for IS Organizational
Learning. The Case of a Competence Center

P. Depaoli’

Abstract There is a not yet resolved, ongoing debate concerning the character of
technology. After synthesizing the main strands in this theoretical contention, the
paper draws on Don Thde’s ‘soft’ technological determinism to discuss appropriate
strategies of organizational learning on the part of IS vendors. A case is presented
concerning the design and evolution of the competence center of the financial divi-
sion of a large Italian software house. The description and discussion show that an
early, persistent, and extensive involvement of human resources in the project, the
lean structure of the center, and its promotion of knowledge exchanges both within
the division and with clients, suppliers, and regulatory bodies allowed for improved
division capabilities. An interorganizational ‘learning ladder’ was thus established
so that technologies and contexts could be more flexibly and effectively addressed
and managed.

Introduction

Within the Information Technology (IT) domain several models concerning tech-
nology acceptance by individuals have been proposed, discussed, and used widely.
Venkatesh examined eight models to formulate a unified one [1] successfully seek-
ing to improve explanatory performance. ‘Facilitating conditions’ (guidance, spe-
cialized instruction, and assistance provided by the organization to the users) are
one relevant set of the direct determinants of acceptance that findings show in the
unified model. Such conditions appear to be significant in predicting usage behav-
ior [1, p. 461], especially when users are older and more experienced. But what
happens, for example, when the “acceptance problem” is embedded in different
cultural backgrounds (let’s say North America versus the Far East)? Is it possible
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to just ‘extend’ one of the current models to include cultural elements [2], or is it
necessary to broaden the research span? In more general terms, to what extent is
the word ‘acceptance’ appropriate when considering ‘technology’? What are the
consequences for researchers and practitioners?

In the first section following this introduction, the theoretical background of the
‘technology issue’ is explored and a specific approach (defined by Don Thde ‘soft’
technological determinism [3]) is introduced. In the following section, a case is
presented showing how an IS vendor can effectively “combine” (through an orga-
nizational learning strategy) user organizations needs with hardware and software
basic technologies (thus acting as an ‘external facilitating condition’ in IS technol-
ogy management of an organization). In the final section outcomes of the preceding
work are commented and conclusions drawn.

The Theoretical Background

In their account of the possible advantages for IS research to utilize concepts and
approaches which belong to the social shaping of technology, the authors [4]
describe the two main theoretical areas developed as a reaction to technological
determinism: the social construction of technology (SCOT) and the actor-network
theory. In spite of the useful suggestions coming from the two approaches (espe-
cially their contribution to “describing techno-economic networks in detail”’), when
they sum up their comments, they conclude (citing Orlikowski [5] to support their
close) that the relationship between organization and technology remains unclear
so that disputes concerning social and technical distinctions are bound to continue.
In fact, Orlikowski in her 1992 article does say that the technology literature had
been not only “ambiguous and conflicting” [5, p. 398] but also either “overly deter-
ministic or unduly voluntaristic” [5, p. 403]. Thus her drawing on Giddens’ work
to propose a ‘structurational model of technology’ was a needed attempt to refor-
mulate the relationship between technology and organizations. However, in 2004
[6] she reappraises her preceding contributions concluding that “[w]hile acknowl-
edging the importance of technology’s material properties [her] treatment of such
materiality remains underdeveloped” [6, p. 319].

So the dispute on SCOT continues: Latour [7] is vehemently opposed to ‘social
constructivism’ (“the maker, the creator, the constructor has to share its agency with a
sea of actants over which they have neither control nor mastery”, p. 32) but he favors
‘constructivism’ along with the relevant concepts he has been using in his work:
“actant, mediation, obligatory passage point, translation, delegation”. The discussion,
then, opens on Latour’s ‘actant’ which Thde [8], for example, considers a provocation
since the word indicates that humans and nonhumans are merged in a symmetrical
mutual modification: “I can’t quite bring myself to the level of ‘socializing’ the arti-
facts. They may be inferactants, but they are not quite actants” 8, p. 139].

This, however sketchy, account indicates that, concerning technology, some
basic conceptions are encountered and the issues at stake are essential. So that
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different implications are entailed by different ways of conceiving technology. In
fact, Ihde in his Bodies in Technology [3], mentions some instances of philosophers
(in fact they could be considered “science studies experts” — SSE) having been
invited to take part as consultants in important programs: he mentions, for example,
Dreyfus and the RAND Corporation for artificial intelligence. Since, in his opinion,
philosophers’ participation in technology development teams is increasing, Don
Ihde deals with the “predictive problems in technological development” [3, p. 104].
The question concerns how it is possible to manage technology since “all technolo-
gies display ambiguous, multistable possibilities” [3, p. 107, emphasis by author].
On the one hand, a philosopher’s contribution is limited to applied ethics if s/he
intervenes in an after development situation whereby s/he plays an endgame role
typical of the ambulance corps in a battlefield (this is the metaphor the author uses).
On the other hand, yet unable to achieve full prognosis on a new technology, a dif-
ferent and more pro-active role (which he calls “R and D”) allows for the explora-
tion of possible effects, of unforeseen and unintended uses, within “partially
determined frajectories”. Not surprisingly Ihde claims his technological inclination
to proximate a “’soft’ determinism or direction” [3, p. 132]. So, the closer the
sources of an innovative endeavor, the more effective the effort to manage
ambiguity and complexity inherent to technology development (through SSE).
And vice versa.

With respect to this issue, some questions can be posed, for example: what
degrees of freedom are there (what ‘trajectories’ can be envisaged) when moving
away from primary sources of innovation? How and when and who are the actors
to involve in exploring innovation trajectories in an organization? What is the pro-
file of an “organizational” SSE?

The Case: A Competence Center as an Intersect of Experiences
and an Interpretive Actor of Both Strategy and Operations
and a ‘Facilitating Condition’ at Industry Level

The case addresses the above mentioned questions at micro (firm and interfirm)
level by showing the design process and launch of a competence center of a division
in a large Italian software house. In fact, the pursuit of appropriate strategies of
organizational learning (OL) on the part of information systems (IS) vendors (‘out-
put takers’, with respect to basic hardware and software producers, and ‘input mak-
ers’, with respect to user organizations) can lead to the development of ‘external
facilitating conditions’ (a role similar to the SSE) in orienting and managing tech-
nology in a given industry.

Characteristics of the vendor. The Finance Division (FD) of the third (for rev-
enues) Italian software house was launched in 1991 to conquer an emerging market
produced by a deep change in regulations in the banking industry. A change that would
bear significant consequences on the financial services business. By the year 2000
FD (200 people) had become the fastest growing division in the company. FD specific units
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had been established in the mid nineties: Training, Strategic Development (in charge
of setting key client programs), and R&D (responsible for exploring new inputs
from potential suppliers) The growth rate of the division had been tumultuous, rid-
ing high the market expansion. The technical strength was based on the possibility
of integrating all processes (trading, settlement, corporate actions, reporting) in one
infrastructure; other vendors’ offerings, instead, were based on separate application
systems. The organizational strength derived from the business and normative
knowledge of the processes — in a few years FD clients dispensed with the financial
BPR projects of international consulting firms since FD became a better and
cheaper domain expert.

Emerging problems. Some concerns engaged FD top management: (1) the finan-
cial services market probably would not keep growing at the current pace;
(2) explorations of opportunities on other European markets were necessary;
(3) maintenance of the core product was becoming increasingly complex.
Furthermore: (4) the training unit was running “on its own”, not really integrated
with the rest of the division; (5) Strategic Development Unit people were inten-
sively employed in project management; (6) R&D Unit people were involved in
maintaining the core product.

Setting the organizational learning program through extensive and early
involvement of people: exploring the present learning environment. At the end of
2000, consultants were hired to work with the head of the training center (a former
FD project manager) who was going to be in charge of the Finance Division
Competence Center (FDCC), the backbone of the OL strategy. The main objective
was to identify the ‘capabilities’ that had been critical for achieving the FD current
success and the possible ways to keep them updated and able to sustain its evolu-
tion. Thus, the mode of functioning of the Competence Center should ensure both
the ‘embedment’ of the Center within the FD and the monitoring of emerging tech-
niques and technologies by promoting connections with the FD environment: for
example, suppliers (e.g.: data base vendors), regulators, clients, and business asso-
ciations relevant for the financial services industry. The objectives to be achieved
were complex since the FDCC was supposed to support both operations and
research and development activities.

To guarantee the necessary early and full involvement of human resources, the
organizational learning program included a ‘setting’ phase (which lasted two
months) dedicated to collate and organize the contributions of 53 people (ranging
from the managing director of the FD to senior analysts) on key issues (clients,
projects, the current human resources management systems, communication and
knowledge development) by means of in-depth individual interviews and discus-
sions (from one to two hours long).

Outlining the possible learning environments: finding the interconnections and
designing the basic features. On the basis of an interim report, four in-house teams
worked to outline the ‘services’ to be provided by FDCC (with consultants, includ-
ing the author of this paper, acting as facilitators).

One team addressed the process of assessing ‘competences’ needed to perform
different roles in the FD. Step one was to draw a list of capabilities to best articulate
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and describe the FD know-how (a way of making it as explicit and shared as pos-
sible):187 financial, technical, and managerial competences were thus specified.
Then the descriptions of the 28 FD roles were revised so that they would: (1) be
less prescriptive and consequently more interpretable and used by people; (2) con-
tain a profile of capabilities considered to be important to handle each position.
This team also gave a first appraisal of the existing competence gaps per each unit.
Within an interorganizational learning perspective, particularly valuable was the
decision to define the competences that clients were expected to have to best inter-
act with the FD. Next, development actions were defined; they included, but were
not limited to class-room work; in fact, they also comprised small informal interest
groups, ‘didactic’ participation to projects, a ‘hot-line’ with in-house experts and
other initiatives (top-down or bottom-up proposals) that would be coordinated by
the FDCC.

The second team worked on ‘communication’ within the Division. The FDCC
would help circulate lessons learned during field project work among project
teams; the idea was both to organize meetings and to prepare information, docu-
ments and data that could be accessed from one’s desk, or from client premises (via
the web). This aspect was critical in facilitating product sub-systems improvement
as a result of problems encountered in the delivery phase.

The third team examined the ways through which FD could keep its capabilities
updated by means of the Competence Center. A list of ‘knowledge sources’ was
compiled (e.g.: suppliers known for their state of the art offering, universities, regu-
latory institutions) and matched with a list of in-house experts (the more experi-
enced project and product managers together with the members of the R&D and
Strategic Development Units). Thus innovation could be monitored and distributed.
The role of the FDCC was to facilitate this ongoing process by searching for con-
tacts and exploring first opportunities of collaboration.

The fourth team analyzed the contribution of FDCC to promotion and sales: the
material collated for knowledge management purposes could be used for market
analyses and for preparing presentations. Early FDCC involvement in projects was
recommended so that possible problems (sometimes underestimated by sales
people) or opportunities could be better evaluated. Furthermore, on the basis of the
capabilities that client project teams should detain in order to interact effectively
with the FD teams (for analysis and parametrization of the ‘product’), seminars
were to be organized with the support of the ‘knowledge partners’.

Outcomes. The fundamental features of the FDCC were: (1) a light unit (the
head plus two full time persons) involved in FD ‘product’ promotion and project
work besides FDCC activities, so that ‘grip’ with operational issues would be main-
tained (the unit would not be “encapsulated”); (2) its staff was not supposed to be
permanent (even though the Center was considered to be a valuable step in the FD
professional career); (3) a “diffused” structure in that it employed in its own proj-
ects (training, knowledge management tools, etc.) the communities of practice of
the Division; (4) an intersection, a crossroads of the experiences of the Division and
a primary interpretive actor connecting strategic management and operations
(and, within operations, enhancing dialogue between ‘Project’ and ‘Product’ units);



282 P. Depaoli

(5) a support to top management for exploring opportunities on European markets;
(6) certainly not a profit center, even though the revenues from seminars were
going to be appreciated and considered to be a sign of effectiveness.

By 2002, one and a half years after its start: (1) the FDCC had organized the
self-assessment of individual competence profiles of all employees (who discussed
them with their supervisors); (2) it had been deeply involved in the evaluation of
the attractivity of a European foreign market and in searching for a possible local
technical partner for the FD (using as a basis for mutual understanding and discus-
sion the list of FD capabilities that had been prepared); (3) it had collated informa-
tion concerning critical issues in projects and edited them so that they could be
accessed on line by teams engaged in field work (besides being used by product
managers for product implementations); (4) the revenues from seminars exceeded
FDCC direct costs.

Discussion and Conclusion

The discussion is developed through three comments and a concluding remark.

Comment 1. Don Thde’s ‘soft’ technological determinism belongs to the phe-
nomenological strand which claims to overcome the dichotomy subject-object by
stressing the mutual interrelation between humans and the world [9, p. 110]. The
consequence is that a technology does not exist in itself but it is context dependent:
it has different identities, dependently from its uses. Don Ihde calls this character-
istic of technology ‘multistability’. Thus, on the one hand, Thde alerts us to be cau-
tious in adopting the very concept of ‘technology acceptance’: ... technologies
may be variantly embedded; the ‘same’ technology in another cultural context
becomes quite a ‘different’ technology.” [10, p. 144]. On the other hand, artifacts
do exist and mediate how people relate to their worlds. The consequence is that an
artifact (an I'T/IS, for example) used in another context is a different artifact and, at
the same time, people in that other context, by using that artifact, forge an experi-
ence which is different from the one they would have achieved without such arti-
fact. Therefore, it is hardly possible to achieve a conclusive knowledge on how a
certain technology will perform in different contexts unless one assumes that such
contexts are (almost) identical. The focus then should be on managing the evolution
of context-artifact-experience (and this is the role of philosophers-SSE according
to Thde) rather than counting on an ex ante knowledge of artifact-impacts-control-
acceptance.

Comment 2. Since information systems are particularly context sensitive, one of
the crucial points in their adoption is the appropriate management of their evolving
use in a certain context-organization. Given the division of labor among firms (pro-
ducers of basic hardware and software, IS vendors, and IS buyers) technologies and
techniques developed far up-stream become black boxes for down-stream users.
Vendors are able to mediate between artifacts and users by dynamically monitoring
contexts (producers and buyers’ strategies, knowledge domains, core competencies
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and other context significant traits), provided they are well equipped in terms of
(inter)organizational learning . Thus they can become the equivalent of an SSE at
the industry level: an ‘organizational facilitating condition’ for the I'T/IS manage-
ment in user organizations.

Comment 3. The case has shown one example of nurturing such (inter)organiza-
tional learning(OL). There is a large number of definitions of OL [11], possibly
because the two words both intercept two multifaceted concepts and serve different
purposes (research and practice). The concept of ‘learning ladder’ seems to best
serve this discussion since it involves

“... three main loops. One basic loop routinizes work practices and indirectly routines,

while using resources; a second one combines work practices and organizational routines

to form capabilities; and the third loop gives meaning to capabilities in the context of the

firm’s competitive environment and business mission thus allowing the selection and elici-
tation of core capabilities” [12, p. 578]

As it was shown, the FDCC was designed (and operated) to weave together
routines (concerning both ‘projects’ and ‘product’), individual competencies to
form FD capabilities, and to harness FD core capabilities by reinforcing internal
knowledge through its exposure to state of the art stimuli (from suppliers, interna-
tional consulting firms, the Italian central bank).

Furthermore, the competence center was important in sustaining an interorgani-
zational ‘learning ladder’ since the division did not act as a mere intermediary, an
entity reducing communication to embedded knowledge (present in standardized
services). It developed, instead, relationships with its clients similar to alliances that
occur in joint ventures or in acquisitions where exchange, knowledge integration,
and learning are possible and favored [12]. In the FD case this amounted to a miti-
gation of the effects that ICT ‘black boxes’ base technologies (developed up-
stream) could produce in less flexible and receptive vendor-client environments.
FDCC can therefore be considered an ‘external facilitating condition’ capable of
prompting effective IS adoption and management.

Concluding remarks. The case has shown that the capabilities for choosing and
managing the mix of available techniques that best suit differently situated user
needs can be spurred by ad hoc organizational solutions, if they are centered on
timely and persistent involvement of actors who circulate and interpret experiences,
practice and knowledge. By means of such a “collective learning facilitator”, the
‘multistability’ of technology can be more effectively addressed and managed.

In sum, first level ‘trajectories’ are defined by upstream innovation and supply
(hardware vendors or systems software, development tools, programming lan-
guages, etc.). However, if vendors are not mere intermediaries, the opportunities
that Thde envisages for the involvement of science studies scholars (and philoso-
phers) in the primary sources of innovation can be further exploited by appropriate
down-stream operators.

Further research is needed to define fostering and hindering factors in develop-
ing such (inter)organizational learning. ‘Multistability’ can serve as a basic concep-
tion in IS research, especially when highly dissimilar contexts are studied for I'T/IS
public policy and firm strategy definition and management.
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Effective Storage of Semantic Web Data

R. De Virgilio!, P. Del Nostro?, G. Gianforme®,
S. Paolozzi*, and R. Torlone®

Abstract The Semantic Web is an extension of the traditional Web aimed at facili-
tating information and knowledge sharing. In this context, RDF has been conceived
as a means for a simple representation of any kind of data and metadata, according
to a graph-based, lightweight model and a straight XML serialization. Although
RDF has the advantage of being general and easy to use, it cannot be adopted as
a storage model, since it can be easily shown that even simple data management
operations yield serious performance problems. In this paper, we present a novel
approach for storing, managing and processing RDF data in an effective and effi-
cient way. The approach is based on a logical organization that is particularly suited
for RDF constructs, but it can be easily extended to other RDF-based languages,
such as OWL.

Introduction

From the origins of the World Wide Web, the activity of publishing information
has been so intense that a huge amount of data is currently available over the
Internet. In order to support the exchange and sharing of such a universe of infor-
mation and knowledge, the W3C has launched the Semantic Web initiative whose
goal is to turn the Web into a universal medium for the exchange of data. The basic
component of the Semantic Web is the Resource Description Framework (RDF)®:
a simple data model and language for the representation of Web resources. An RDF
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document is made of a set of statements uniquely identified by an URI (Uniform
Resource Identifier). A statement is a triple:

<Subject, Predicate, Object>
expressing the fact that a resource (the subject) is related to another resource or to
a value (the object) through a property (a predicate in RDF terminology). An RDF
document can be seen as a directed labelled graph where nodes represent resources
or literals and arcs represent predicates. Given this triple based structure, an RDF
document is commonly stored in one single relational table with a three-column
schema. For instance, Fig. 1 shows an RDF graph representing family relationships
between persons (left hand side) and the triple-based table storing a collection of
RDF resources over this schema (right hand side).

A lot of systems adopt this simple storage model (usually using a relational
DBMS) such as the ICS-FORTH RDFSuite (Alexaki et al., 2001), Sesame
(Broekstra et al., 2002), the Karlsruhe Ontology and Semantic Web Tool Suite
(KAONY, the TAP suite®, Jena (Kiryakov et al., 2005), Oracle (Chong et al., 2005),
and 3store (Harris et al., 2003). There are however a number of weaknesses in this
approach involving both modelling and performance issues. On the modelling side,
a crucial problem is the management of multi-valued properties that are difficult to
represent and can lead to a large number of NULL values in the underlying table.

pecople
Subject :::3: ::ii Object
URI1 rdf:type Person
URIZ2 rdf:type Person
URI3 rdf:type Person
URI4 rdf:type Person
URI1 Name "Priam”
Brother
grmmmme——a- ' URIZ Name "Hector”
i ] HName URI2 Name "hAstyanax”
“-““““"“ URI4 Hame “Paris”
? E BLANK1 rdf:type Seq
rdf:ld | Child ELANK2 rdf:type | Seg
E i BLANK3 rdf:type Bag
__f_‘ff_‘_f_"_‘_’_’__ URT1 Child BLANK1
BLANK1 rdf:_1 URIZ2
BLANK1 rdf: 2 URI4
URIz Child BLANKZ
BLANKZ rdf:_1 URIZ
URIZ2 Brother URI4

Fig. 1 RDF classes and triple instances

"KAON: http://kaon.semanticweb.org/.
STAP project: http://tap.stanford.edu/.
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The other issue is related to the fact that queries often involve many self-joins on
this table and this makes critical their optimization (limiting the benefits of using
indexes). Moreover, the maintenance of large RDF data sets can involve complex
operations due to the dependencies between nodes (for instance, cascading dele-
tions are frequent operations). All of this motivates the need for a more effective,
efficient and general storage strategy for RDF data.

In this paper we propose a model based approach for storing RDF data in an
effective and efficient way. In this approach, data is grouped into different sets, each
of which represents the RDF construct used to model such data. Sets are properly
linked according to the RDF model structure. This organization has the advantage
to represent RDF objects with a finer grain, both at instance (RDF) and schema
level (RDFS) simplifying both data management and maintenance.

Storing RDF Documents

According to (Chong et al., 2005), in our approach the storing of RDF data is a
three step process: (1) parsing, (2) representing, and (3) storing RFD data.

The parsing phase transforms the RDF data source, possibly expressed in differ-
ent syntaxes (e.g. RDF/XML and N3), in triples. In the representing step, the triples
are organized according to a special structure based on the constructs of the RDF

_ Cortainer SubClass SubPredicate
4]
H o0 [I) 0ID
—
m
E Kind Class0 1D Predicate01D
= | SubClass0ID | | SubPredicate0iD |
& Class0ID
| Il
t 1‘ LA ]
4 Predicate
SimpleElement ResourceElement Property 01D
01D 010 010 Class Name
Hame e—p | QID —
isTransitive
Type Container 0ID Type —p | Name -— isSymm etric
Container 01D Class0ID Classd 1D r sFundtional
. SubjectClass0ID
I I ‘ ObjectClass0 1D
I 1 I
i-Sim plekl i-Resourcekl i-Property i Class i-Predicate
:m ﬂ":' rt:m 01D 01D
ame ame am e —— Name
Valve IrContainer01D Value uRl i-SubjectClassDID
i-Container0ID i-Class0 D i-0bjectdID
SimpleE1DID ResourceEl01D Property01D Class01D Predicate0lD
'y -
3 b
¥
(-] p—
—
a i-Container
2 0ID
3
2
- i-Class0ID

Fig. 2 RDF data organization
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model. A UML representation of this structure in shown in Fig. 2. Finally the stor-
ing step maps such organization to relational tables.

The core of our organization is enclosed in the dashed box of Fig. 2: it includes
a set of concepts properly representing RDF(S) and RDF constructs.

At schema level Class represents an RDF resource, Property represents an RDF
statement that involves a primitive type as object, and Predicate represents an RDF
statement that involves two classes.

At instance level, three more concepts have been introduced to store instances
of the above RDF statements, namely: i-Class (a resource with a URI), i-Property
and i-Predicate.

The various concepts have an object identifier and a name, are related to each
other by means of mandatory references and may have properties specifying details
of interest. SubClass and SubPredicate are used to represent generalization hierar-
chies: each of them includes two references to Class and Predicate. Finally, three
extra concepts are added for managing RDF collections: Container (for storing any
collection), SimpleElement and ResourceElement (for elements of a collection that
are literals and resources, respectively).

Implementation

We have implemented our approach in Postgres, a popular open-source relational
DBMS. Each concept of the structure presented in the previous section is stored in
a table whose columns correspond to attributes of such concept. OIDs are used as
primary keys and as references between the objects stored in the tables. As an
example, according to this organization, Fig. 3 shows the relational database storing
the RDF example described in the Introduction.

We have generated a RDF dataset of about 50 millions of triples and have stored
those data in: (i) a standard three-column table having subject, predicate and object
as attributes, and (if) according to our organization illustrated above. Then, we have
performed a large number of tests involving both query and update operations of
increasing complexity to compare performance and scalability of the two
approaches.

As an example of the differences between them, let us consider the query aimed
at retrieving the name of all the brothers of Hector. In the first approach, the query
can be formulated as follows:

SELECT pl.object

FROM people pl, people p2, people p3

WHERE pl.predicate = "Name’ AND pl.subject = p2.object
AND p2.predicate = ’Brother’ AND p2.subject = p3.subject
AND p3.predicate = 'Name’ AND p3.object = "Hector’
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Fig. 3 An example of RDF data storing

Container ResourceElement
OID | Type |ClassOID OID [ ContainerOID [ ClassOID
ctl Seq c2 rel ct1 ct1
Class
oD Name
SCHEMA cl Pgrson Propery
5 0OID [Schema Name c2 | Children oD | Name [ Type [Class OID
3 s1 Greece prop1[  Name  [String [ ct
=
5 __Predale _____ __
£ jolln} Name is Transitive |isSymmetric|isFunctional [SubjectClassOID|ObjectClassOID)|
2] pred1 Child false false false cl c2
pred2 Brother true true false c1 c1
INSTANCE i-Property
0OID [ Instance Name [Schama OID 0ID Name Value i-ClassOID| PropertyOID
i1 |Greecelnstance s1 i-prop1 Name Priam i-c1 prop1
i-prop2 Name Hector i-c2 prop1
° i-Class i-prop3 Name Astyanax i-c3 prop1
3 OID [ Name [ClassOID)| i-prop4 Name Paris i-c4 prop1
] i-c1 | URI1 c1
S i-c2 [ URI2 cl i-Predicate
E i-c3 | URI3 cl oD Name i-SubjectClassOID|i-ObjectClassOID| PredicateOID
- i-c4 | URI4 cl i-pred1 Child i-c1 i-c5 predi
i-c5 [BLANK1 c2 i-pred3 Child i-c2 i-c6 predi
i-c6 [BLANK2| c2 i-pred4 Brother i-c2 i-c4 pred2
i-Container i-ResourceElement
OID | Name |i-ClassOID|ContainerOID OID [Name |i-ContainerOID | i-ClassOID|ResourceELOID
i-ct1 | BLANK1 i-c5 ct1 i-rel 1 i-ct1 i-c2 rel
i-ct2 | BLANK2 i-c6 ctl i-re2 2 i-ct1 i-c4 rel
i-re3 1 i-ct2 i-c3 rel
i-re4 1 i-ct3 i-c4 re2

Performing this query with indexing support, we have obtained a response time
of 1070.6 s. Query execution can be analyzed using the Postgres report shown in

Fig. 4.

In this report, for each operation there is an estimated execution cost expressed
as a pair (a, b), where a is the start-up time before the access to the first row, and
b is the total time to return all the rows (n is about 5,220 and k is about 51).

Two indexes (one on predicate and the other on predicate, object) are used to
select all triples with property Name and subject Hector. This operation is not so
expensive (about n and 2n). Then, an index on (subject, predicate, object) is used
to join these triples with the whole table. This second step is much more expensive

(it costs about 160n). In our approach, the same query can be written as follows

SELECT iProp.value
FROM i-Property iProp
WHERE iProp.Name = "Name’ AND iProp.i-ClassOID IN (
SELECT iPred.i-ObjectClassOID
FROM i-Predicate iPred
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Fig. 4 Performance analysis of the triple-based approach

WHERE iPred.Name = ’Brother’ AND
iPred.i-SubjectClassOID = (
SELECT i-ClassOID
FROM i-Property
WHERE Name = 'Name’ AND value = *Hector’
)
)

With indexing support, this query takes 89.7 s. The corresponding report on
query execution is graphically shown in Fig. 5.

Taking advantage from the indexes on Name, i-SubjectClassOID and i-Clas-
sOID, the operations are relevantly less expensive (they costs about 2n) and the
amount of data to scan is dramatically reduced. In particular the join operations are
fewer and faster. This is just an exemplar of the advantage of our approach in the
execution of queries. The vast majority of tests that we have performed show a
dramatic improvement of effectiveness and efficiency.

Conclusions

RDF is one of the most representative ingredients of the Semantic Web. The large
amount of information stored as RDF documents in modern Web applications has
highlighted the importance of methodologies and techniques for managing these
documents. In this paper we have proposed a model based method for storing, in an
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Fig. 5 Performance analysis of our approach

effective way, RDF data, overcoming limitations and rigidity of current approaches.
A number of experimental results done on real world applications have demon-
strated its efficiency and scalability.
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Electronic Medical Diary (EMD):
Ethical Analysis in a HTA Process

D. Sacchini,! P. Refolo,? A. Virdis,> M. Casini,* E. Traisci,’ V. Daloiso,*
M. Pennacchini’, and 1. Carrasco De Paula®

Abstract Ethical analysis within Health Technology Assessment (HTA) — a com-
prehensive form of health policy research that examines the short- and long- term
consequences of the application or use of technologies (in a broad meaning) — aims
at analysing the moral questions raised by the technology itself and by the conse-
quences of implementing or not a health technology as well as ethical issues that
are inherent in the HTA process. The work intends to assess, within a HTA process,
the ethical consequences of implementing the Electronic Medical Diary (EMD) in
health care systems. The EMD is a device for supporting the daily registration and
collection of clinical events related to a certain patient. The storage of these patient-
specific clinical data constitutes the patient database (PDB) that may be connected
with the many online tools which can improve the flow of information within the
hospital information system. Such devices should be able to replace the traditional
paper record.

Introduction

During the last four decades, health technologies have yielded notable advances.
As a first step, it is helpful to remind that the expression ‘health technology’
does not refer just to medical devices but — as the International Network of Agencies
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for Health Technology Assessment (INAHTA) has observed — “it covers a wide
range of methods of intervening to promote health, including the prevention, diag-
nosing or treatment of disease, the rehabilitation or long-term care of patients, as
well as drugs, devices, clinical procedures and healthcare settings” [1].

A rapid introduction and diffusion of technologies within healthcare systems has
followed the rapid technological progress. For example, in the United States (US),
the coronary bypass surgeries executed in non-federal hospitals were 53,000 in
1974, 137,000 in 1980, 284,000 in 1986 [2], with a rapid and continuous diffusion
during the years.

Consequently, the proliferation of health care technologies has accompanied
burgeoning health care costs.

In these times of costs pressure, clinicians, regulators, patients, hospital manag-
ers, payers, government leaders, and others increasingly demand well-founded
information to support decisions about whether or how to develop technology, to
allow it on the market, to acquire it, to use it, to pay for its use, and more.

The growth and development of Health Technology Assessment (HTA) in gov-
ernment and private sector reflect this demand [3].

In fact, this research area has undertaken a more and more important role in
many European and North-American hospital organizations to the point that now it
represents maybe the most functional support to the management in decision-
making process regarding the introduction and the use of electromedical devices,
pharmacological therapies, procedures, organizational aspects and services in
health structures.

The Term HTA

The expression HTA was first used in the US Congress in 1967 and it was initially
employed in the areas of environmental problems and developments in the physical
sciences; later, the emphasis was increasingly on medical technology.

In fact, in 1972 the US Congressional Office of Technology Assessment (OTA)
was established (until 1995) and at the same time, Swedish researchers began to
assess selected health care technologies [4].

Since then, the idea of technology assessment gradually spread to other coun-
tries and technology assessment activities started. It has attracted researchers from
around the world and led to the establishment of governmental/non governmental
agencies, many of them joined under international networks as the INAHTA, the
Health Technology Assessment International (HTAi) and, more recently, the
European network for Health Technology Assessment (EUnetHTA).

HTA definition is not univocal. For example, the INAHTA defines it as “the
systematic evaluation of properties, effects, and/or impacts of health care technol-
ogy. It may addresses the direct, intended consequences of technologies, as well as
their indirect unintended consequences. Its main purpose is to inform technology-
related policymaking in health care. Hta is conducted by interdisciplinary groups
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using explicit analytical frameworks drawing from a variety of methods” [1]; the
EUnetHTA as “a multidisciplinary process that summarizes information about the
medical, social, economic and ethical issues related to the use of a health technol-
ogy in a systematic, transparent, unbiased, robust manner. Its aim is to inform the
formulation of safe, effective, health policies that are patient focused and seek to
achieve best value” [5].

Instead, its purposes are unambiguous: to advise or inform technology-related
health policymaking [6].

In short — as Renaldo N. Battista noted — “health technology assessment is a
bridge between the world of research and the world of decision making, particu-
larly policy-making” [7].

HTA and Ethics

Within an HTA process, the ethical assessments evaluate the moral issues raised by
a technology as well as the specific questions, those inherent in an HTA project
[8-12].

Even though the assessment of ethical aspects of health technology is listed as
one of its objectives, in practice, the integration of these dimensions into HTA
remains limited [8].

As Henk ten Have has observed, such situation is paradoxical: “wishing to con-
trol the processes by which medical technology is developed, introduced, and used,
and being concerned about the moral implications of new technologies, govern-
ments, agencies and researchers have developed programs of HTA; however, such
programs mainly focus on effectiveness and safety, and hardly address in a system-
atic way the moral concerns that were part of their genesis” [13].

There are several reasons for producin the difficult ethics-HTA relationship
[13]: (1) technologies are often considered by HTA producers as being ethically
neutral and values-free; (2) the only questions perceived as relevant are technical
and economical; (3) there are difficulties to integrating ethical considerations in
HTA; (4) the training of HTA producers and available resources to conduct ethical
analyses are often limited.

Once the importance of ethical analyses is admitted, the question of how to
integrate ethics in HTA reports raises [14, 15]. In fact, ethical evaluations can be
conducted very differently depending on the resources in the HTA organization, the
technology in question and, above all, the research methodology [16].

Methods for integrating ethical aspects in HTA reports are object of several
attempts. One of this is represented by the “triangular model” [17, 18], adopted by
our school of bioethics.

The next step of this paper is precisely to realize, within an ideal HTA process,
the ethical analysis of a recent technology, Electronic Medical Diary (EMD), using
the “triangular model” as research methodology. Briefly, we describe the ethical
methodology.
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Based on the cognitivist aristotelic-thomistic ethical approach, this perspective
is founded on the human person as a reference-value in the reality, around which
all the ethical judgements should be subordinated [19-25].

Omitting the analysis of the theoretical aspects for the sake of brevity, practi-
cally this model realizes ethical evaluations through three steps [19, 20]: (1) data
collection (gnoseological level); (2) ethical analysis (justifying level); (3) ethical
evaluation (normative level) before the decisions and operative level. First step (the
point A of an ideal triangle): an in-depth study of all factual data. In order to realize
this study, putting these questions could be useful: (a) what is it about?; (b) how is
it to be done?; (c) why is it to be done?; (d) what consequences? Second step: (point
B): the ethical/anthropological understanding of facts or, in other words, the analy-
sis of eventual values at stake or in conflict. In order to achieve this evaluation, the
following operating criteria are utilized: (a) the respect for human physical life; (b)
the contextual exercise of freedom and responsibility within decision-making pro-
cess; (c) the safeguard of the therapeutic principle, according to which the human
person has to be treated as a whole of body and soul; (d) the principles of sociality
and subsidiarity. The third step (point C) consists of the ethical evaluation that
guides the practical choices.

EMD: Data Collection

In medicine, data are increasingly being collected directly from the patients (Patient
Reported Outcomes, PRO) [26]. This includes, for example, recording of symp-
toms, measurements of body function or the impact of the patient’s condition on
everyday activities.

To collect this kind of information, several electronic systems have been developed
and, since the early 1990s, among them, the Electronic Medical Diary (EMD) is being
increasingly being used in a wide range of clinical and research circumstances [27].

The EMD is a device for supporting the daily registration and collection of clinical
events related to a certain patient. The storage of these patient-specific clinical data
constitutes the patient database (PDB) that may be connected with the many online
tools which can improve the flow of information within the hospital information
systems. Such device should be able to replace the traditional paper record [28].

Its main purposes are to monitor the condition of patients suffering from a cer-
tain pathology and to collect primary data for pharmacological trials (for example,
to evaluate the safety of drugs in wide clinical practice rather than in smaller con-
trolled clinical trials) [27].

Ethical Analysis

The EMD produces benefits for patients: it has been shown to reduce medical errors,
to facilitate quality improvement and to improve patient compliance [29-31].
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The EMD also presents benefits for healthcare providers: for example, physi-
cians are able to access health data through a common Internet connection at any
time and to intervene at the right moment.

Nevertheless, the EMD raises considerable ethical issues. First of all, the EMD
could affect patient’s autonomy in two ways.

On one hand, it refers to the confidentiality of identifiable health information.
As B. Lo has noted — “A single electronic health breach could affect more patients
than a breach of confidentiality with paper records, because only one paper can be
accessed at a time” [29]. In fact, several episodes of confidentiality breach have
occurred: for example, the names of 6,000 persons affected by HIV infection were
mistakenly attached to an e-mail sent to employees in the county health department
[32]. So, all the adequate precautions need to be taken in order to protect health
information placed in EMDs.

Moreover, patients may also become subjects of research studies without their
awareness or consent. In this case, the use of the EMD involves a strain — which
needs to be balanced — between protecting the confidentiality of personal informa-
tion and allowing health information to be accessed to benefit patients.

On the other hand, the EMD involves “daily” registration and collection of clini-
cal events. Therefore, patients should be prepared for the idea that their “obligation”
will be constant and that this element could interfere with their future autonomy.

Another ethical issue deals with the consideration for which the EMD may pro-
duce incidental findings of pathologies, that still have not showed symptoms. Such
incidental events could ask patients and clinicians to clarify their clinical relevancy.
In other words, diagnostic investigation of fortuitous findings may requires further
investigations. This is complicated since these random discoveries do not relate to
the original reason of the use of EMDs but often drive patients into an additional
diagnostic investigations with all the consequences. The eventual problem is that
the true meaning of incidental findings could be difficult to know. In the worst case,
someone could have been treated for something which in his/her lifetime would
have not had any clinical relevancy.

Moreover, EMD could lead to a “depersonalization” of physician-patient rela-
tionships: as it reduces clinician’s opportunities of communicating — it is well-
known that patient-physician communication is a structural factor of whatever
good clinical practice [20, 33] — effectively and orally with patients, it may damage
this relation. In addition, patient must not get the impression that physician use
EMD because he/she is “too busy” for taking care of his/her pathology.

Another ethical issue concerns the “complexity” of EMDs: even if patients are
provided with sufficient information on procedures, possible benefits and risks of
EMDs, they could not be able to understand how these technologies work correctly.
Besides, surveys have found that a large number of physicians judge the use of
EMD:s to be very difficult [34].

Finally, the EMD presents economic and organizational issues. With reference
to the first aspect, it involves the consideration for which technologies should be
supplied to those who are in need of them in order to improve health. The concept
of “need for a technology” means that there is adequate evidence that use of the
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technology provides a net benefit (benefit outweighs harms), also in comparison to
other available modes of care. According to the available data, it should be unclear
whether benefits outweigh harms in the context of EMDs. Up to now, an evidence-
based decision whether a particular patient or a group of patients “need” or does
not need EMDs can not be made. Besides, EMDs have high start-up costs and
require additional modification and programming before use [27]. The charge for
these extra costs depends on the reimbursement regulation of the respective coun-
tries. Taking into consideration the limited availability of resources for the health
care sector, it will be mandatory to implement transparent and fair allocation pro-
cedures for the technology in order to respect the principles of sociality and subsid-
iarity, keeping in mind that the first means that the health status is a personal good,
but is reflected in the society, depending on a responsible management of personal
health; the second one tells that public/private authority is called to intervene to
help the person only if he is not able to manage, to promote or safeguard himself.

With reference to the organizational issues, EMDs management could be
hard. On this matter, the case reported by Lo is very instructive: “Cedars-Sinai
Hospital in Los Angeles (US) abandoned a $34 million Electronic Medical
Record system after three months. Physicians complained that the new Electronic
Medical records increased time rather than saving it. Because of insufficient
computer terminals in the hospital, physicians often had to wait to use the sys-
tem. When the computer triggered an alert about a prescription, physicians
rejected the alerts in over one-third of cases, because they believed that the alerts
were not clinically meaningful. Furthermore, the computer did not accept com-
mon abbreviations and misspellings, forcing physicians to spend time making
corrections” [29].

Ethical Evaluation

The work has intended to assess, within a HTA process — i.e. a process of system-
atic evaluation of properties, effects, and/or impacts of a certain health care tech-
nology — the ethical consequences of implementing the Electronic Medical Diary
(EMD) — a new device for supporting the daily registration and collection of clini-
cal events related to a patient — in health care systems.

From an ethical point of view, the implementation of EMDs proves to be com-
plex because of the following reasons:

1. In fact, EMD causes benefits in terms of medical errors reduction, quality
improvement facilitation, possible patient compliance improvement, easy access
to health data, and incidental findings of pathologies.

2. The EMD could violate patient’s autonomy: major issues could spring from the
possible episodes of confidentiality breach.

3. The EMD could make impersonal physician-patient relationship, as it could
reduce clinician’s opportunities of communication.

4. Using EMD is often complex from a technical point of view.
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Epistemology of Information Systems:
Time for Something New? Positivism,
Interpretivism, and Beyond

F. Ricciardi!

Abstract Most of the major successes in IS field have occurred outside the scope
of academic research (and of consulting activities). The central thesis of this paper
is that such a “crisis of relevance” of IS research is (also) due to the quaint epis-
temological status that the discipline inherited from social sciences. Two episte-
mological approaches, in fact, are being put in practice in IS field research today:
positivism and interpretivism. These are glorious and consistent approaches, but
they are both rooted in a nineteenth-century, old-fashioned vision of science (the
former to carry on its tradition, the latter to criticize and subvert it). Furthermore,
positivism and interpretivism, by their own basic assumptions, deny validity to
each other’s outcomes, and this results in a sort of “epistemological apartheid” that
causes further damages to the discipline.

Is a different epistemological approach possible? A new one, seeking to better
receive the extraordinary amount of complex, original contributions that the last
century has supplied about the question “how do we know?”” The paper attempts to
trace some essential lines of a proposal, and gives some very brief, but concrete
examples about a new, “eco-humanistic”” approach to IS research.

Introduction

Social Sciences Research: An Epistemological Apartheid

Information System researchers borrow their epistemological choices from social
research. Within social research, many even complex epistemological approaches
are taken into consideration, but IS field research is apparently polarized between
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just two of them: positivism and interpretivism (also mentioned as construction-
ism, or hermeneutics) [1]. Other possible approaches are actually mentioned in
IS theoretical studies, such as criticism [2] and post-modernism [3], but they are
almost completely neglected in field research. In fact, Chen and Hirschheim [4],
and after them Richardson and Robinson [5] examined 1893 articles published
in eight major IS publication outlets between 1991 and 2001. The outcome was
that, within IS more influential journals, field researches concretely based on
epistemological assumptions that differ from Positivism and Interpretivism are
very rare: exceptions that somehow prove the rule. Positivism and Interpretivism,
of course, are deployed by the different Authors in many different shades, but
they are essentially characterized by their prohibitions: e.g., positivist authors
are expected not to use subjective, moody opinions to validate a statement [7],
whilst interpretivist researchers are expected not to generalize their findings
[1]. Ironically, this “negative” epistemological approach widens the range of
field researches that can be perceived either as positivist or interpretivist: e.g.,
in Latour’s Dialog between a Student and his (somewhat) Socratic Professor [6]
the Professor, though claiming that his position is not Interpretivist, gives the
Student a series of suggestion (avoiding causal explanations, avoiding framework
using/building, avoiding generalization, avoiding adding anything to the sensitive
description of actors’ experience and interpretations) that, if followed, would
probably result in a Case Study that Chen and Hirschheim would perceive and
classify as Interpretivist.

This paper stems from a deep dissatisfaction with this polarized epistemological
state of IS research, that tends to answer to the question “how do we know?” by
imposing mirror prohibitions; but the systematic discussion of the reasons of such
a dissatisfaction would deserve a separate work. Here, I will confine myself to
providing just an example, exploiting the synthetic power of paradoxes.

Post-Platonic Dialogue (a Good World for Murderers)

Moderator: “Ladies and gentlemen, we have a problem. There’s been a murder. We
must investigate”.

Interpretivist: “Well, of course a murder is a social fact, and it can’t be investi-
gated with the methods of natural sciences”.

Moderator: “Oh, that’s awkward. Maybe the victim has fragments of skin of the
murderer under her nails. I hoped we could make a DNA analysis”.

Interpretivist: “It’s out of question: it would not be epistemologically
consistent”.

Moderator: “Well, maybe we could talk with relatives and friends of the victim;
maybe we could get some hints about what happened...”.

Positivist: “Oh, it’s definitively a naive idea. How could a chat or two guarantee
the ascertainment of facts? You can’t rely on the subjective opinions of few inter-
viewees! No, we must be rigorous: we must identify a good number of similar
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murders, choose a significant number of people involved, prepare a survey, and by
mailing the same well-designed questions to them all, well, with a statistical inter-
polation of data...”.

Moderator: “But... don’t you think that, in this case, some non-structured talks
could be better? When talking, it’s easier to scent tracks, to feel if your interlocutor
has something to hide...”.

Positivist: “We’re not sniffing dogs, we’re scientists! We need to verify, not to
feel! Furthermore, an informal talk is not repeatable; how could I present such a
stuff to my peers?”.

Moderator: “But... just to start, just in order to hypothesize a possible motive of
the murder...”.

Interpretivist: “Looking for the motive is misleading! Causal relationships are
dead abstractions, typical of positivistic will to power. The research activity must
be aimed to understand, not to explain”.

Moderator (sighing): “Well, maybe the Positivist researcher could manage the
DNA analysis, and could also look for possible similarities between this crime and
previous murders of still free serial killers... in the meantime, the Interpretivist
could sensitively interview people to understand the context of this specific murder;
and then, by integrating the outcomes, you could...”.

Positivist and Interpretivist (together): “No, no! Are you nuts? Do you want us
to lose our reputation? We can’t work together! Interpretivist and Positivist research
are not comparable! It would be methodologically wrong!”.

(For Positivist and Interpretivist claims above, see for example: [1, 2, 7, 9]).

From Cognitive Diet to Epistemological Anorexia

I hope the reader doesn’t deduce, from the brief paradox above, that I don’t
respect positivism and interpretivism. They have proved to be fertile and pow-
erful approaches. Their respective prohibitions have precise historical reasons.
Positivism had to cope with inveterate prejudices, that for example prevented
people to consider severe depression as a disease: it was obstinately considered as a
deadly sin (the medieval Acedia), and then as something to be blamed for. It’s easy
to understand why feelings and common, everyday interpretations were prohibited
in every step of positivistic research. But also “engineering” approaches to social
problems, on the other hand, led to severe failures, largely due to the typically
positivistic overlooking of concrete everyday experience of actors — of meanings
and feelings that shape their lives. Again, it’s easy to understand why intepretivism
prohibited all what “tasted” positivistic: causal investigations, theory testing and
generalizations.

But sometimes passing from a healthy, detoxifying diet to a mortal anorexia is
quite easy. I'm afraid it’s not a chance that, during the last decades, academic
research in IS (like, more generally, research in social sciences) has often been
considered in crisis [8], whilst most of the major successes in this field (e.g., the
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Web, or the systems for flight reservation) [9] have occurred outside IS academic
(or consulting) settings.

Not surprisingly, many authors support epistemological “pluralism” [1, 4, 5] and
suggest to choose opportunistically, each time, either a positivistic or an interac-
tionist approach, according to circumstances and to research questions [2]. But
pluralism is not very useful if the “plural” opinions are unable to dialogue; and
methodological opportunism, even though pragmatic and aimed to overcome the
epistemological apartheid, is not philosophically satisfactory [3]. Then, the ambi-
tious purpose of this paper is to identify a new epistemological approach, rooted in
contemporary (instead of nineteenth-century) science and sensitivity, to escape the
unpleasant choice between being consistent and being effective.

Of course, there is not enough space here to systematically illustrate this attempt
(this is deferred to further writings); this paper will just expound some fundamental
features of the new epistemological approach I’m trying to propose.

An Eco-Humanistic Approach

1. Knowledge stems from the object (“the real thing”), from the subject, or from
interaction between the two? Knowledge stems from the interaction between
subject and object. Just like footprints, information (in-formatio, in Latin: the act
of imprinting a shape) depends both from the foot and from the characteristics of
the ground. But this interaction, unlike Interactionists say, cannot be wiped out
within the (though important) social sphere: it’s something much more deep and
much more ancient than any social negotiation.

2. What is knowledge? Why does it exist? Since we have discovered the DNA,
our perception of knowledge has been deeply impacted. A new, ecological
view of knowledge has been spreading in the last decades. Knowledge, in fact,
is the only way available, for all living beings, to cope with their environments
— and to go on being. Knowledge is the very strategy of life itself [10]. When
talking of “right” or “wrong”, of “true” or “false”, we’re talking about life or
death.

3. Is knowledge possible via rational thought only? No, definitely. Our immunity
system harbors much more knowledge about infective agents than any medicine
book — and a sudden explosion of anger can be much more precise than any
philosopher’s logic deductions.

4. Isit possible to achieve a complete and absolutely objective knowledge about an
object? No. Since the early 1900s, no serious scientist would answer “yes”
[10, 11].

5. Can a knowledge process be more objective than another? Yes. Each knowledge
process, like a cocktail, is made up of subject and object; but the reciprocal per-
centages are not fixed once forever. The share of knowledge coming from the
object can increase or decrease to a certain degree. Double-checking can enhance
the percentage of objectivity, within a cognitive outcome [10].
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In IS research: What is the rate of subjectivity implied in the research? How and

why is double-checking introduced, to raise the objectivity share? (AND? what is
the rate of subjectivity in the organization and IS° being studied?...)

. What makes knowledge valid? Our knowledge apparatus was selected through

billion of years because it has been able to guarantee survival. Validation, then,
has to do with survival, more than with “truth”. That’s why the outcomes of
learning processes, just like organisms, can be involved in a real struggle for life:
it’s better that a “weak” idea dies, than having the organism itself weakened by
an unfit knowledge. Validation is constructed during this struggle, in a complex
process that involves and matches (1) direct observations of empiric reality
(see positivistic claims), (2) cultural heritage and social negotiations (see inter-
pretivist claims), (3) individual emotive conditions (see below, point 7), and (4)
the use of innate frameworks* (like the cause-effect relationship) [12]. Valid
knowledge, then, is not eternal nor absolutely true: simply, the more a knowl-
edge resists haunting and vigorous attacks from the four sides listed above, the
more it is valid.

In IS research: what are the validation criteria adopted by the researcher AND by

7.

the organization being studied? Why?

What is the cognitive role of emotions? Emotions and moods play a pivotal role in
knowledge building. Some feelings, like boredom, trigger and manage the struggle
of meanings and ideas themselves (see above, point 6), regardless of immediate
survival needs of the organism. Figure 1 summarizes the seminal work of Lorenz
about this issue [10, 13]. Need and competition, like a headwind, continuously
push the little ship of our knowledge back, towards obsolescence and paucity: we
need a sail to proceed against the wind, and this sail, Lorenz says, is emotional.
But, as all sailors know, it is impossible to go straight against the wind: a zigzag-
ging course is needed. That’s why individuals and groups tend to alternate oppo-
site cognitive moods: e.g., conformism and rebellion, optimism and doubt.

In IS research: what is the emotive momentum of the researcher AND of the organi-

8.

zation being studied? Is “zigzagging course” granted, and how?

How is knowledge basically structured? As seen above, knowledge stems from
challenges; but challenges can have different characteristics as to crucial factors
connected with time. There are, in fact, long term challenges: problems that tend
to have similar features during time. And there are short-term challenges: prob-
lems whose characteristics tend to be different and specific each time, and that
require ad hoc solutions [10]. Long-term challenges are usually managed by

21S researchers study knowledge systems. Epistemology, then, has a double feature in this disci-
pline: it answers both the question “how do I know my object?” and “How does my object (the
Information System) know?.”

3Within this approach, an IS can’t be studied without taking into account the whole organization,
as a social system and as a sum of individuals. Separating the organization from its IS would be
a sort of repetition of Descartes’ error.

*The existence of innate knowledge, in the form of innate patterns/procedures, is difficult to deny
today, after the recognition of innate behaviors in all animals.
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Fig.1 The emotional “sail” allows the ship of knowledge to course against the wind of need and
competition, on a bowline

long-term knowledge: that is, steady knowledge, stored in the form of automatic
procedures and patterns. For example, knowledge about some ancestral risks can
be stored in automatic procedures that cause adrenaline release if a snake appears.
On the other hand, short-term challenges require intense learning activity to face
the specific situation. For example, in case of ice on the road, the driver will stop
listening to the radio and will concentrate on driving. Thus, knowledge flows in
parallel layers, from the more slowly changing to the more rapid, extemporane-
ous ones, like submarine streams (see Fig. 2). Long-term knowledge may be very
difficult to change; in some cases, it is locked in the deepest layers, where only
natural selection can affect it. But also habits and traditions, even if they are not
written in the DNA, may be quite difficult to change, and this exposes to the risks
of rigidity. That’s why healthy systems feature a continuous stirring of the sea of
knowledge: what has been learned tends to be transformed in unaware, automatic
habit or procedure, to save energy and to achieve major efficiency (pattern mak-
ing); but the a priori in deepest layers, in turn, tend to resurface and to be weighed
against reality (pattern matching/pattern testing).

In IS research: which are the traditions, fluencies, habits and maps of the researcher
AND of the organization being studied? Is healthy “knowledge stirring” guaran-
teed by pattern matching/testing and pattern making?

9. What are the basic processes of knowledge development? They take place in
the learning layer® (see Fig. 2), and they are: imitation, trial-error, training,

3 Apart from those determined by natural selection.
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Fig. 2 Knowledge is structured in layers, like submarine streams. Pattern matching and pattern
making provide flows of layer stirring

exploration [10, 13]. They all stem from pattern matching activities: e.g.,
aman (or a cat) locked in a box will identify the situation, making use of previ-
ous innate and acquired patterns, and will then make a series of “reasonable”
attempts (trials-errors) to escape. The cat, for example, will try to squeeze its
nose among bars; it won’t try to escape by licking its foot or by closing an eye.
In IS research: which learning process does the researcher AND the organiza-
tion being studied activate? Why? On the basis of what a priori patterns
(e.g., traditions, fluencies, habits, maps) is pattern matching performed?

10. How can knowledge and reality be compared? Pattern matching is based on
analogy, the powerful abstracting instrument that let us recognize what’s
similar — even slightly (but crucially) similar. By means of analogy, we are
able to concentrate on few, important characteristics of the object, and to
synthetically interpret it. The range of analogy is incredibly vast: it spans
from natural language to mathematics, from figurative arts to the ability of
animals to recognize predators [10, 12].

Let’s see an example of complex analogy (an oriental aphorism): “Pleasure and
pain are two very near bells. When one chimes, also the other starts vibrat-
ing”. Of course, pain and pleasure can’t be identified as bells — nor can the
territory be identified with the map; nor can the physical phenomenon be
identified with the equation. But that’s how we understand reality.

“This looks like that”: analogy is at the very core of intelligence. In sum, synthe-
sis and linking are crucial in pattern matching and pattern making, and make
any further learning possible.

In IS research: what is the role of analogy in the researcher’s (AND in the organiza-
tion’s) activity? How are the synthesis and interpretation activities performed?
Which are the outcomes of analogy- based processes: pattern matching (clas-
sification), pattern testing, pattern changing, creative linking for new pattern
making? Why?
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A Breadcrumb Trace to go Beyond

Of course, in addition to the ten questions of Paragraph 2, some other questions are
needed, to completely (and concretely) define the epistemological approach I'm
trying to propose. For example: what is the role of goals, needs and values in
knowledge building? What is the cognitive role of design? How do artifacts
evolve?

The answers to such questions, and the in-depth examination of those included
in previous paragraphs, are deferred to further writings. What’s important here is to
note that, according to the eco-humanistic approach, scientific knowledge isn’t
epistemologically different from all the other forms of knowledge: it is based on the
same processes and structures described above, including emotive “sail”, social
negotiations, and so on. The peculiarity of scientific approach, from an eco-human-
istic standpoint, is a matter of method, not a matter of epistemology. In fact, scien-
tific methods stress particularly trial-error activities, performing them on pattern
matching itself. During scientific work, patterns (and then analogies on which pat-
terns are built) are made explicit and double-checked. As a consequence of this
“making explicit” effort, scientific research can evolve rapidly, but can rely on less
computing and memory power (most of human intelligence is allotted to unaware,
implicit knowledge® [14, 15].

In other words, scientific methods make the learning layer of Fig. 2 faster, but
thinner. In some circumstances this choice performs well, in others it doesn’t.
I hope that an eco-humanistic approach can give us tools for a lay, non-fundamen-
talist choice.
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Ethics Among Peers: From Napster
to Peppermint, and Beyond

U. Pagallo’

Abstract The aim of this paper is to analyse some ethical issues concerning the
development of P2P systems. Some scholars consider them to be the key to a new
social paradigm, others express alarm about how these systems undermine crucial
elements of our societies. The result is often the ban of P2P technologies, like those
on some campuses in the U.S. where Capitol Hill still debates on whether to impose
more. Hence, by stressing why there is “ethics among peers,” the idea is to strike a
fair balance between the principle of precaution and the principle of openness, so
that threats arising from P2P systems should not be a pretext to limit freedom of
speech, research, or “the right freely to participate in the cultural life of the com-
munity,” according to the phrasing of the Universal Declaration of Human Rights.

Introduction

There are two different ways to interpret the notion of “peering with” and, hence,
the very idea of “peer.”

On one hand, it is all about new forms of mass collaboration and participation
that are creating, producing, and distributing goods and services on the Internet.
The aim is to define this trend, according to the theory of information goods, the
Internet distribution chain with its variable and marginal costs of production and
distribution, along with network externalities and the very value of the “network
information economy.” Here, it is enough to mention the work by Benkler [1], and
Anderson [2].

On the other hand, “peering” and “peers” are defined by a specific technology —
namely, “peer-to-peer” (P2P) file sharing application-systems — known to computers
scientists and experts for decades. Their notoriety to the greater public, nonetheless,
came only with Napster in the late 1990s and, later, with the U.S. Supreme Court’s
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decision in MGM v. Grokster from 2005. By the end of 2007, this technology sur-
passed the Web in many parts of today’s Internet as the most bandwidth-consuming
application. However, P2P-systems have also become the favourite target of schol-
arly criticism concerning aspects of today’s Internet and human interaction in digi-
tal environments.

In this context, I adopt the latter definition of “peer” for two reasons.

First, it enables me to limit the scope of the analysis in strict terms. The broader
meaning, in fact, deals with such heterogeneous phenomena as Facebook, Second
Life, Linux, Wikipedia, and, generally speaking, social networking and the Web
2.0. In addition, consider that for example YouTube’s troubles with copyright
claims are rather different than those of the open source movement. On the con-
trary, the second definition specifies a homogenous class of “peers” through proper
P2P systems as Napster, Grokster, Steamcast, Gnutella, KaZaA, and so on. If every
P2P system necessarily involves a peer-relationship, not any peer interaction or
production concerns a P2P system.

Secondly, ethical topics are more specifically defined by the stricter perspective,
even if, in both cases, political and sociological dimensions of the current debate
can be summarised in two extreme positions. Some scholars present peer interac-
tion as the key to a new paradigm: not only would communities spontaneously
organise themselves on the Internet, but this organisation implies a normative
judgement insofar as it represents positive developments that should be further
encouraged [3]. This idea is strongly criticised by some other scholars who note
that peer interaction undermines key elements of our societies such as incentives
for knowledge producers or protection of the personal sphere from unwanted scru-
tiny. Andrew Keen’s warning in The Cult of the Amateur is typical: “digital piracy,
enabled by Silicon Valley hardware and justified by Silicon Valley intellectual
property communists [sic!] such as Larry Lessig, is draining revenue from estab-
lished artists, movie studios, newspapers, record labels, and song writers” [4].

So, in order to present a clear-cut picture of what is going on in the current
debate, I rely on the second definition, analysing pros and cons of contemporary
P2P interaction as debated before Courts and among scholars over the last years.
This specific outlook allows me to focus on a set of well-defined issues which
I present in four sections.

First of all, I insist on the impact of the laws adopted both in the EU and the U.S.
In fact, in Section “P2P in Legal Systems,” I consider some relevant cases that
emphasise what judges believe to be P2Ps critical problem, i.e., their infamous abil-
ity to let people infringe other people’s rights.

However, in Section “A Shift in Jurisprudence?,” I stress a recent shift in juris-
prudence as privacy is replacing copyright as the hottest legal issue discussed
before some European courts in the more recent cases. This shift from copyright
claims to privacy concerns, from intellectual property rights to human rights, sets
the ethical framework of the paper.

In Section “Precaution, Openness, and Ethics of Information,” I deepen the
topic in connection with the principles of precaution and openness, considered as
aspects of a more general theory of information ethics. So that, in Section “Some
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Conclusions on Why Openness Should Prevail,” levels of evidence, burdens of
proof, and criteria for balancing fundamental rights, are summed up in a procedural
standpoint in order to illustrate my main thesis, namely that openness should pre-
vail in this specific realm of ethics. Indeed, there are some politicians in Washington
like the Government Reform Committee Chairman Henry Waxman (D-CA), Rep.
Tom Davis (R-VA.), or Rep. Paul Hodes (R-N.H.), who claim P2P systems should
be banned or strongly regulated. Hence, the overall goal of the paper is to show why
there is “ethics among peers,” so as to ward off the risk that arise with these systems
becoming a pretext for limiting freedom of research, speech, or infringing on “the
right freely to participate in the cultural life of the community,” granted by the
Universal Declaration of Human Rights.

P2P in Legal Systems

Since the very beginning of the Internet in the early 1990s, scholars and, more
importantly, legislators understood how computers would have changed society
and, more generally, human interaction. Many years before any concern were raised
about privacy and the protection of personal data, fears of such a technological
revolution were emerging because of copyright infringements. Therefore, while
spontaneous communities have been spreading via P2P systems on the Internet,
lawmakers have often held this digital interaction to be “illegal.” So, according to
this version of the story, no room should be left for discussing ethical virtues of P2P
systems, like free cooperation or symmetrical relationships for instance, since this
technology would essentially let people infringe other people’s rights.

After all, this is precisely the reading that prevailed in the first important deci-
sion on copyright and P2P systems in July 2000, when the U.S. District Judge
Marilyn Patel granted the Recording Industry Association of America (RIAA)’s
request to stop making copyrighted recordings available for download thanks to the
Napster services. Although the San Mateo company did not store any information
such as the recordings on its own computers, it was considered against the law to
provide the information of the songs available on the computers of the community
logged on. Indeed, it was not enough to claim that the Digital Millennium Copyright
Act or DMCA (1998) grants immunity to ISP providers for what their customers
do: This kind of protection would not include “contributory infringers” as the
District Court of Appeals confirmed in its decision on Napster, in February 2001.

Four years later, it was the turn of the U.S. Supreme Court in MGM v. Grokster
to present P2P systems, like Steamcast or Grokster, as technologies that promote
the “ease of infringing on copyrights,” so that its producers “can be sued for induc-
ing copyright infringement committed by their users.” Notwithstanding this unani-
mous holding by the Court, the Justices were however divided between the need to
protect every technology “capable of substantial non infringing uses,” as they stated
in Sony v. Universal City Studios from 1984, and the necessity to provide remedies
against new ways of copyright infringement.
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So far, in the U.S., the problem is to determine whether software is creating
“shared files folders” in order to make “available for distribution” that very infor-
mation protected by copyright which would be illegally shared through P2P sys-
tems. In Elektra v. Barker, for example, a judge from the Manhattan federal court,
Kenneth Karas, rejected the RIAA’s “making available” theory in January 2008,
although he admitted the sufficiency of the allegations of “downloading” and “dis-
tributing.” Whereas Karas’ whole reasoning revolves around the legal hypothesis of
“offering to distribute for purposes of redistribution,” it would perhaps have been
more fruitful to stress that the suit was based upon a report of an investigator who
claimed to have detected some “shared files folders” on the Internet.

In fact, besides copyright, there is a second major legal issue that involves P2P
systems and their technological evolution, and that is privacy. Some recent cases
suggest that a shift in jurisprudence has occurred. It might be too early to read it as
a new hub in legal decision-making, but it surely draws attention to some key dif-
ferences between U.S. and EU on P2P, copyright, and privacy.

A Shift in Jurisprudence?

The ethical issues raised by P2P systems are now cutting the edge. This is con-
firmed by some recent cases that have shifted scholarly attention from copyright
claims to privacy concerns, or, in more general terms, from intellectual property
rights to human rights. In order to grasp this trend, let me sum up two interesting
cases from 2007. They clarify some crucial divergences between U.S. and EU legal
systems.

The first case occurred in Italy, when Peppermint, a German music company,
commissioned the Swiss firm Logistep to raise the IP addresses of people making
available or downloading copyright-protected material through P2P systems.
Claiming Peppermint to be the only right holder of some of the music shared on the
Internet via P2Ps, the plaintiff required a section of the Tribunal in Rome to obtain
from ISPs both “real addresses” and names of 3,000 suspected illegal file sharers.
Judges granted the first wave of requests, so that three thousand letters were sent
by a lawyer from Bozen (Italy) asking for EUR 330 from each indicted P2P user so
as to settle the case and avoid further inquiry. (Peppermint would have received
cash worth almost ten times its annual revenue in this way...) Few months later,
however, the Tribunal of Rome changed its mind: On June 16th 2007, the Tribunal
declared it illegal to spy on citizens “peering together”” on the Web in order to pro-
tect copyright, on the grounds of articles 13, 23, and 37 of the Italian “code of
privacy” (ICP) and articles 2 and 15 of the Italian Constitution. Neither art. 8, nor
art. 9 from D-2004/48/EC, let alone art. 3.2 or 13 from D-1995/46/EC, or, finally,
section 132 of ICP, can legitimate such a violation of privacy.

The second case occurred in the U.S., when the Motion Picture Association of
America (MPAA) required — lawfully, according to federal judge Florence-Marie
Cooper — the IP addresses of the users connecting to TorrentSpy files via their
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services in America. The MPAA had in fact filed a lawsuit against the popular P2P
system, alleging that the company violated copyright law by helping users find
pirated movies on the Internet. The dispute then overheated when TorrentSpy
accused the MPAA of hiring a hacker, an ex TorrentSpy employee, to pilfer the
company’s trade secrets. Judge Cooper’s interpretation, however, did not support
the European company’s thesis: Following the Wiretap Act, the word “intercept”
would imply that someone intentionally intercepts e-mails and not just acquires
them from an electronic storage. Since TorrentySpy used to store e-mails on its
server before they were copied and forwarded to the hacker’s e-mail account, the
conclusion was that there would have been no interception at all! Forced to enable
server logging against its own privacy policy, TorrentSpy, whose servers are physi-
cally located in the Netherlands, announced its decision to stop doing business in
the U.S. on August 27th 2007.

The provisional moral of this story can be spelled out: What is legal in the U.S. —
at least according to Judge Cooper — has been declared illegal in some recent deci-
sions in Europe. A different approach that considers privacy as a fundamental right
proclaimed by both the 1950 European Convention and the EU Charter of Nice
from 2000, has made privacy into the most relevant legal issue debated in relation
to the recent P2P cases. As the European Court of Justice confirmed on January
29th 2008, in Promusicae v. Telefonica de Espafia (C-275/06), the EU law does not
require Member States to lay down “an obligation to communicate personal data in
order to ensure effective protection of copyright in the context of civil proceed-
ings.” Furthermore, the Court warned that, when transposing directives into
national legal systems, EU member states must “take care to rely on an interpreta-
tion of them which allows a fair balance to be struck between the various funda-
mental rights protected by the Community legal order.” (§ 70 of the decision)

The ECJ dictum must be taken into account and deepened for two reasons.

First, some exaggerations or unilateral conclusions drawn by both advocates and
opponents of P2P systems can be avoided, by admitting pros and cons, merits and
demerits of this technology in the light of that fair balance that has to be struck
between various fundamental rights.

Secondly, some ambiguous parts of the decision — upon which I insist below —
show that perhaps this shift in jurisprudence is not irreversible. Indeed, a normative
perspective is required to clarify the metaphor of balancing rights in order to take
sides in a work in progress.

Precaution, Openness, and Ethics of Information

I mentioned the popularity of P2P systems and the fact that they represent more
than half of the traffic in many parts of today’s Internet. Along with the current
legal debate, the popularity of the technology has led to the increase of the ethical
issues involved. For instance, they include intellectual property claims and new
forms of cooperation as free software and/or open source models, hacker philosophy,



302 U. Pagallo

gift economy and communal shareholding, or more general subjects like hierarchy,
equality, and freedom among peers.

Bearing this in mind, I shall now focus on the ECJ decision from January 2008:
The Court, in fact, did not exclude that, under certain circumstances, EU member
states may oblige ISPs to disclose personal data, according to the latest directive on
privacy: D-2006/24/EC.

Therefore, the current legal divergences — and different possible applications in
balancing human rights — should not be read as campaigning for the reversal of
copyright law claims into privacy priorities. You need not be an admirer of Andrew
Keen and his criticism of the contemporary cult of amateurism, to recognize that
P2P systems undermine key elements of our societies. Among the highly discussed
issues we find privacy, connectivity and free riding, problems of national security,
terrorism, and child-pornography. Compared to those threats, flowing from a
weakly decentralized system in which the origin and destination of information
could be traced with relative ease as in Napster, the new generation of strongly
decentralized and encrypted P2P architecture is raising new concerns, since it pro-
vides plausible anonymity for its participants.

By weighing pros and cons, merits and demerits of these systems, let me clarify
what the ECJ claims to be a “fair balance between the various fundamental rights
protected by the legal order.” The metaphor of balancing suggests a normative
approach because we still ignore most of the potentials and risks of these file shar-
ing application-systems. Are there new ways of exploiting P2P capabilities in
optimising informational distribution while protecting, say, copyright holders? Is it
possible to prevent crimes via P2P systems and securing people’s privacy?

One traditional way to deal with the problem is the principle of precaution [5].
Several different formulations have been given. But, in a nutshell, the principle
states that when science is not confident about whether or not a technology poses a
threat, we should refrain from action. The burden of proof, in other words, has to
fall on those who support the idea of taking action, because past experiences have
taught us how to take precautions in the event of evidence on “false-negative” risks
while acting against “false-positive” ones. In informational terms, the principle of
precaution could be reformulated as follows: every adaptive attempt may reduce the
complexity of the environment while enriching it at the same time, but highly sensi-
tive issues as global warming, extinction of species, public health, or food safety,
suggest that the burden of proof should fall on those who advocate taking action.
The reason depends on the strict link between the reduction of complexity made by
those attempts to adaptation and their direct consequences or impact on the whole
informational sphere.

Still, the burden of proof varies according to the field and many cases have
shown that the precautionary principle is inappropriate as a universal norm to deal
with the unknown consequences of technology. Besides the aforementioned deci-
sion by the Supreme Court in the Sony case, some years later (1997), the Justices
in Washington held part of the Communications Decency Act to be unconstitutional
“due to the particular nature of the means,” i.e., the Internet. In the same way Tim
Berners-Lee, the inventor of the Web, believed it was crucial, both for philosophical
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and technical reasons, to develop a Web “out of control” [6]. Again, this is the idea
shared by the Internet pioneer Vinton Cerf, who declared that “by placing intelli-
gence at the edges rather than control in the middle of the network, the Internet has
created a platform for innovation. This has led to an explosion of offerings that
might never have evolved had central control of the network been required by
design” [7].

So, the “levels of evidence” required by the precautionary principle suggest that
in many cases in which we ignore the outcomes of technology, another norm is
needed for orienting action; namely, the principle of openness that is obviously
linked to the liberal tradition, say, of Karl Popper and Friedrich Hayek, and to some
contemporary advocates of digital freedom such as Lawrence Lessig [8]. According
to the principle of openness, we should act — and not refrain from action — when it
is likely that engaging in action will increase the informational wealth of human
life, while attempting to reduce the complexity of the environment.

Hence, if some scholars as Michael Bouwens present P2P systems as the new
paradigm [3], and others, like Andrew Keen, simply view this technology as a
threat to the basic tenets of our societies [4], the conclusion is that a “fair balance”
must be found between openness and precaution. Keeping in mind some overstate-
ments in the current debate that range from utopian communities with no “authori-
tative nodes” in pure distributed networks to the call for indiscriminate outlaw of
P2Ps, the balance that is needed does not seem to offer, however, hard matters of
principle. Let me explain how this result can be traced back to and founded on the
Ethics of information.

Some Conclusions on Why Openness Should Prevail

The Universal Declaration on Human Rights (UDHR) offers a good testing ground
in order to sum up the main points of this paper and to deepen the procedural
approach on “balancing” that concluded the previous section.

On one hand, the second paragraph of art. 27 grants “the right to the protection
of the moral and material interests resulting from any scientific, literary or artistic
production of which he is the author.” As I stressed in Section “P2P in Legal
Systems,” this is the right that has for a long time prevailed over the principle stated
in the first paragraph: “the right freely to participate in the cultural life of the com-
munity, to enjoy the arts and to share in scientific advancement and its benefits.”
The shift in jurisprudence analysed in Section “A Shift in Jurisprudence?” could
thus be read as a search for a more appropriate balance between copyright and
privacy, or in the terms of the UDHR between the protection of intellectual property
and the right to freely participate in the cultural life of contemporary world.

On the other hand, pace copyright lobbies and despite the perils created by P2P
systems, the idea is to balance the principle of precaution against the principle of
openness. We therefore have to go back to the “levels of evidence” required by the
precautionary principle: Indeed, the new ways to promote free participation and
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collaboration, to optimise the distribution of information on the Internet, together
with new forms of producing goods, and the innovative means of cooperative and
reciprocal nature with highly decentralized or distributed networks, illustrate the
way in which this technology increases the informational complexity and wealth of
digital environments and human interaction [1, 2, 9]. This is why the burden of
proof falls on those suggesting that we should refrain from taking action and why
openness should prevail when dealing with P2P file sharing-applications systems.
However, the ultimate reason for this approach rests on substantial grounds: There
is “ethics among peers.”
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Ethics in the Design and Use of “Best Practice”
Incorporated in Enterprise Information
Systems

C.M. Bull' and A.E. Adam?

Abstract This paper deploys case study research to examine the ethical issues aris-
ing from the design and use of “best practice” incorporated in enterprise packaged
software, specifically a Customer Relationship Management (CRM) system. CRM
like other Enterprise Information Systems (EIS) e.g. Enterprise Resource Planning
(ERP) are global phenomena, increasingly influencing the strategic direction of a
diverse range of organisations. Whilst the research on EIS continues to grow in
a number of specific areas, there have been relatively few studies to examine the
ethical issues associated with the design and use of such Information Systems (IS).
This research reflects on Maclntyre’s ideas in virtue ethics (Maclntyre A. After
Virtue: A Study in Moral Theory (2/e). 1985: Duckworth, London), particularly his
notion of “practice” to assess how such issues affect individuals in organisational
life? For the purposes of scope we restrict our focus to the ethical issues arising
from changes in task allocation and autonomy, and some of the associated issues in
performance setting, monitoring and surveillance.

Introduction

The global market for the organisational adoption of packaged Enterprise
Information Systems (EIS) continues to grow at a significant rate. According to
AMR Research and Gartner, the specific market for two popular forms of EIS is
expected to surpass $60 billion, e.g. Enterprise Resource Planning (ERP) $47.7
billion and Customer Relationship Management $13 billion in 2008. The research
associated with EIS also continues to evolve, but has focused mainly on a core
range of topics, such as; strategic objectives and the development of strategic
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frameworks [2-5], project implementation and the assessment of risk [6-8] and
system maintenance or configuration [9] etc. Despite some relatively rare examples
[10—-12] there remain relatively few studies that assess the ethical issues associated
with the design and use of such Information Systems (IS).

This paper seeks to address this void by evaluating some of the ethical issues
arising from the design and use of enterprise CRM systems. We reflect on the
experiences of an organisational case study of a CRM implementation within the
United Kingdom. The remainder of this paper is structured as follows. Firstly,
we evaluate diverse notions of “best practice” both in terms of those incorpo-
rated in or associated with EIS and those of Maclntyre’s virtue ethics approach.
This leads to a brief overview of the case study detailing some empirical prac-
tices and experiences of EIS. Finally we discuss the organisational changes aris-
ing from the use of such practices within EIS and how they affect individuals in
organisational life.

The Packaged Software Notion of Best Practice

In packaged software systems design, the concept of “best practice” often refers to
a belief that supposed “best” practices can be transferred to organisations when
they purchase software packages. “Best” IS led business practices are often created
through commercial partnerships between software producers and a few consumer
organisations (often those who are involved in the piloting or initial uses of the
original design stages of the software). Many of the features and processes within
EIS are often well regarded by many organisations. However, whilst the purchase
of an “off the shelf” package software system has some benefits, there are also
some disadvantages if compared to a design of an individual bespoke system. Also
implementation, training and migration issues are often broadly similar. The per-
ceived benefits often result in the decision to implement without a sufficient evalu-
ation of the changes, consequences or risks involved. The decision to source,
implement and use an EIS inevitably disrupts organisational life and many existing
processes. The scale of change and disruption varies depending of the nature and
scope of the EIS. In the sourcing, implementation and use of EIS, the effects can
be very significant to many organisations because such systems are designed to
meet not only the needs of local organisational environments, but often also their
regional / global operations and some of the other external relationships, e.g. sup-
pliers and customers etc.

There are a range of potential issues arising from each process involved in the
several stages through the design to the ultimate use of ‘best practice” in EIS. This
research could have focussed on the duties placed on software engineers [13], the
existence in some areas of EIS of global monopolistic practices or a lack of com-
petition and how that affects client choice or the quality of the software available
[12]. However, this paper focuses on considerations of how some of the practices
incorporated or associated with EIS, through the study of a CRM project impact
upon individuals in a real life organisational environment. The organisational
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situations evaluated for this study relate to changes in task allocation and autonomy
and the associated issues in performance monitoring and surveillance.

Maclntyre’s Notion of Practice

In order to evaluate further the ethical issues in EIS, we refer to the work of
Alasdair Maclntyre’s virtue ethics [1], particularly his notion of “practice” because
itis undervalued in terms of exploring organizational virtue and seriously neglected
in relations to the study of IS. However, perhaps most important is the fact that
Maclntyre’s offers another notion of “practice” and this may illuminate our under-
standing of the issues raised by the notions often perceived and conducted within
the packaged software industry. According to Maclntyre;

‘A practice is a cooperative human activity whereby goods internal to that activity are
produced in the course of achieving standards of excellence appropriate to that activity.’

Maclntyre (1985) p.187.

There is some debate as to Macintyre’s notion of “practice” [14]. However, in
terms of IS, it would relate to a complementary notion of “practice” that delivers
both external and internal goods. External goods relate to the need of organisational
IS to be delivered on budget and according to the specification of organisational
objectives. Internal goods involve developing techniques through education,
research and training that help to produce new knowledge, development method-
ologies and treating users and other professionals well. Virtues are related to goods
and practices — they are the character dispositions which allow people involved in
a practice to attend to the maintenance of internal goods. A virtuous organization
is one which affords its members opportunities to act virtuously, in maintaining the
practice enshrined within the organization, in other words to act as moral agents.
Thus, Maclntyre’s virtue ethics is not necessarily at odds with some of the notions
espoused with the packaged software industry, e.g. the needs for supplier and client
organisations to generate profit objectives (an external good). However, Maclntyre’s
notion of practice somewhat departs in his caution and disapproval of the pursuit
of profit objectives that seriously hinder the development of internal goods of
excellence. Such constraints or the neglect of developing internal goods of excel-
lence are considered to be unethical [1]. In summary, a virtuous organisation is one
which affords its members opportunities to act well, in other words to display moral
agency? In short, we ask whether the deployment of the information system can
encourage or hinder the pursuit of the virtuous business organisation?

Research Approach

In order to evaluate the ideas of best practice in relation to EIS, this research
reflects on the organizational use of a CRM system utilising a case study approach
[15], [16] [17]. An in-depth case study was conducted over a period of a year.
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The researcher (one of the authors) was based at the organization (UK-Co), at vari-
ous periods for approximately 45 days. Whilst UK Co were fairly accommodating
to the researcher in the conduct of the work, they did express that for a number of
potential sensitive commercial reasons that their identity be kept anonymous.
However, in line with their wishes, we are allowed to say that the company itself
is an established manufacturer (more than 50 years trading) of urban furniture,
employing approximately 220 employees. The company has a fairly traditional
bureaucratic structure with strategic, tactical and operational levels of manage-
ment and where work is performed in functions rather than integrated processes.
Their strategic objectives for the use of CRM were varied but essentially centred
on the need to constantly improve their customer focus in a highly competitive
market.

The CRM project involved the researcher evaluating the CRM system, the con-
ducting of interviews with approximately 32 people involved in the project.
Evidence was also collected from ethnographic observations of spending time in
the company and from attending several key meetings. Finally, the researcher was
also allowed access to a number of corporate documents and insights into the nego-
tiations and dealings with third parties such as external management consultants,
software suppliers and training organisations.

Case Study

The company decided to use a CRM packaged software system to improve their
customer focus in an increasingly competitive market. Before the CRM strategy
began, senior managers conducted a survey of existing customer focused opera-
tions. The review highlighted some areas where the company had a number of
strengths but also some weaknesses. Some important challenges highlighted were
the needs to improve product delivery, customer liaison and after sales services.
The sourcing of the EIS was perceived to be an efficient and effective method for
achieving many of these goals.

In order to understand the impact of the CRM strategy and the resultant levels
of change, it is necessary to highlight the legacy position at the company, prior
to the project. UK Co’s customer-facing process was divided between an
External Sales Force (ESF) and an Internal Sales Force (ISF). The ESF were
awarded relatively senior status within the company because of their market and
product expertise, their ability to work independently and their contribution in
generating customer revenues through regular customer contact and liaison.
Some members of the ESF were specifically recruited on the basis of their
proven abilities in these areas when working for other companies. The ISF are
based within the Head Office and are mostly engaged in the administration and
processing of some customer queries and orders. Many members of the ISF are
awarded less senior status in terms of autonomy, decision making and
remuneration.
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The companies strategy centred on the adoption of “best practice” within the
CRM packaged software. This was because the legacy IS were disparate, ad-hoc
and fairly inefficient. In addition, there was a view that the CRM packaged soft-
ware system had inscribed superior features because they had been tried and tested
elsewhere. Space does not allow the detailing of the full ramifications of the
changes involved and what follows is an analysis of the issues in relation to
changes in autonomy, task allocation, performance setting and surveillance.

The use of the CRM system to direct the strategy established a series of changes
in terms of disrupting some well established customs and practices. The changes
were particularly acute for some individuals (or groups) than others. Changes for
the ESF included; the need to record all diary appointments, customer contacts and
customer site visits within the CRM system. In addition, ESF workloads were
increasingly open to access by senior managers and the ISF and both groups could
now schedule tasks for the ESF to perform with the CRM information system. The
ESF and ISF were also given additional tasks to maintain in the CRM information
system, e.g. reports on customer Vvisits or contacts, an assessment of potential inter-
ests for products or services, advice on the potential of a customer to move to the
quotation stage and what the company may do to gain an order from a quotation,
pricing advice and delivery, installation and after sales service procedures. Finally,
senior management could now monitor and scrutinise the performance of the ESF
in far greater detail, e.g. they could now use the CRM information system to locate
where members of the ESF were at any given time, how long activities were taking,
how many activities were being performed, the success and failure rates arising
from specific tasks, e.g. did a site visit to a customer result in a quote to supply or
an eventual order.

The CRM system tended to judge success and failure within the processes of
a number of short-term, fairly narrow, quantitative and tangible criteria, e.g.
time spent on individual tasks, number of tasks pending or completed, the num-
ber of contacts or visits conducted, percentage estimate of a likely quotation or
order from a customer, the size of a customer order, the cost of sales of each
contract, the possibilities of a repeat quotation or order and a customer satisfac-
tion rating etc. Previously much of this information wasn’t recorded by the
company in one central repository and some of this information was often
retained in a tacit form.

Discussion

The case study raises a number of interesting issues in respect of packaged software
development in practice and organisational notions of “best practice.” This discus-
sion will now reflect on some of the specific features of the case study in light of
the two theories of “practice.” The first observation from the case study is that
organisations in a perceived problematic (or semi-problematic) state will often
adopt the notions of best practice inscribed in packaged software systems, without
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critical evaluation if they have inferior legacy IS or that they are convinced that
packaged software is designed by experts, with tried and tested capabilities.

Secondly, such IS can seriously change organisational customs and practices
(depending on the nature of the EIS). Some changes in practice can be beneficial
and some detrimental. Whilst senior managers were happy to set and monitor per-
formance targets, there were several problems with such approaches. Some of the
problems included the need for ESF and ISF members to perform a range a tasks
which had previously been tacit, the ability of others (often ignorant of the nature
of the processes involved) to schedule a range of highly demanding (if not impos-
sible) tasks for others to perform. Resulting in many conflicts, e.g. the unrealistic
scheduling of customer site visits or the excessive request to contact customers
(often against the customers expressed interests).

Thirdly, the case study highlights some problems in relation to the additional
and often un-productive time spent documenting tasks and activities. Some of these
particular practices were eventually changed in line with the wishes of ESF and
only those tasks deemed to be more purposeful or relevant were logged. There was
also opposition from the ESF and ISF in relation to the needs within the EIS to
provide forecasting data etc. Not only because the criteria was based on some fairly
narrow and short-term quantitative criteria but also because staff were being
increasingly judged on such unpredictable estimates. This monitoring and judging
of performance resulted in some changes to this practice, e.g. over a period of time
a more conservative approach evolved to forecasting the likely success of a likely
quotation or order.

In summary, if the company balanced the notion of “best practice” inscribed in
the CRM-EIS with that of Maclntyre’s approach then our case study could have
resulted in a different scenario. Firstly, a more holistic notion of practice would
recognise the value of internal goods of excellence as equal to those of external
goods. Thus, the ESF and ISF would have more involvement in the design and
shaping of the tasks and activities required. Although the organisation required
certain changes to some customs and practices, the existing performance of the ISF
and ESF was often fairly effective. Some members of the ESF had been originally
recruited because of their expertise and some level of initiative or risk taking.
Many of the ESF had been used to practice where they could act and perform a
range of tasks on a fairly independent and autonomous basis. Many resented the
need to account more for their actions. Many objected to additional workload
involved in populating the CRM system with tasks because of the relevance of
performing such work. Some resented the interference in scheduling tasks because
it was sometimes done by those lacking some expertise or knowledge of the nature
of the tasks involved. Finally, some were opposed to the fairly narrowly based
judgements based on the difficulties of gauging (often unpredictable) customer
behaviour.

Some members of the ESF resisted such attempts to change such practices by
failing to confirm to some of the demands of the CRM system or senior manage-
ment (often in a covert manner). Some of the ESF blocked dairies with their own
appointments (so no one else could). They also began setting a range of fairly safe
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or conservative performance targets for themselves (in order to look more success-
ful) and they failed to record more high risk ventures unto they had actually suc-
ceeded. Whilst such real-world practices ran counter to the expectations of senior
managers at UK Co, some members of the ESF and ISF were less surprised by such
actions and perceived them to be a natural response to such imposed changes.

Conclusion

The organisational use of diverse packaged software systems, particularly EIS is
increasingly a global phenomenon. Whilst there have been many studies of the
development of EIS, there still remains a dearth of research focused on some other
important issues, e.g. the ethical nature of EIS. This research sought to focus on the
nature of implementing the design of EIS, through a study of two notions of “best
practice,” those often associated with the packaged software industry and those
espoused by Maclntyre’s virtue ethics approach. The study of EIS “best practices”
and the use of Maclntyre’s notion of “practice” offers some interesting in-sights,
not only to the UK Co case study but also for packaged software information sys-
tems design and use in general.

Whilst the use of packaged software EIS can result in several benefits within
organisations, an over-reliance of some of the practices inscribed in such IS can
also have a detrimental affect. Our study highlights that some real-world problems
arise from adopting a narrow notion of practice. It questions the nature of some
packaged software systems design and development and also raises questions about
some of the credentials especially the claim of it being “tried and tested.” MacIntyre’s
notion of practice reveals a number of gaps in existing EIS notions of “best prac-
tice.” These gaps relate specifically to how existing notions of practices inscribed
in EIS can change existing customs and practices, even when some of these were
originally purposeful or effective. The main contribution of MaclIntyre’s virtue eth-
ics from this research is that it could help organisations to expand their notion of
“best practice” when attempting to implement change. We argue that organisations
(and the packaged software industry) may benefit from adopting a more holistic
and inclusive approach in relation to the nature and focus of adopting “best prac-
tices.” An approach based on the design and use of practices that include both
external and internal goods of excellence.
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Governance and Organizational Aspects of an
Experimental Groupware in the Italian Public
Administration to Support Multi-Institutional
Partnerships

N. Casalino'? and M. Draoli?

Abstract The partnerships between research, public administration and ICT
industry are considered the main ways to enhance development and competi-
tiveness, but often they involve several organizations, stakeholders and actors.
Groupware systems can support collaborative activities using the technology to
assist group processes such as information sharing, problem solving, documents
editing, decision making, planning, scheduling, etc. We have to understand more
about collaborative processes in public administrations to enhance contacts and
communication between experts, competence and research centers. So we have
to define a model for CSCW governance in order to identify and introduce tech-
nological innovations in multi-organizational and highly innovative contexts and,
afterwards, disseminate the best practices.

Introduction

CSCW (Computer Supported Cooperative Work) is a term used mainly in the aca-
demic research context to summarize the use of ICT by groups of people working
together. These techniques support collaborative activities using the technology to
facilitate group processes such as information sharing, discussion, joint editing of
documents, decision making, etc. CSCW studies investigate how people work
in groups and how technologies can be applied in the best way to support their
activities. The adoption of CSCW methods in Public Administrations requires
multi-disciplinary approaches and fields (psychology, sociology, anthropology,
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human-computer interaction, etc.) [1]. Differently, groupware is a term to define
systems that are used for collaborative working. An easiest way to understand is to
see groupware as the technology, CSCW as activities, methods and practices.

Research about the adoption of CSCW and groupware in private enterprises is
quite well established. There are relevant examples of how CSCW can support a
collaborative efforts of different organizations in research activity. This is typical
of consortia created to realize EU funded research projects. Few experiences have
been made about the adoption of this approach to support organizations built on
large and complex partnerships of many partners. The mechanisms for data replica-
tion, distribution and coordination, have a significant impact on the forms of inter-
action between Italian Public Institutions in which civil servants can engage, and
therefore on how their work can be coordinated. To support this relationship, it is
important to focus the attention on CSCW flexibility, and in particular on the
choice and adoption of the several tools embedded. Flexibility is the key to support
many requirements of a working group or of an individual (for example group
tailoring, customization and re-purposing, changing group membership, projects
and role, etc.). Based on an analysis of a current open-source CSCW system, and
on the interaction between user behavior and system features, we want to verify
how these ideas can be applied to provide an open and customizable framework,
enabling civil servants and other employees to increase their productivity and sup-
port multi-institutional collaboration.

Partnerships for Innovation

It is a common convincement that public-public partnership should be fundamental
for the innovation process of Public Administration (PA). In the specific of ICT
driven innovation, partnership is aimed to integrate different organizations, stake-
holders, and actors in the design and implementation of e-services [2]. The link
between innovation and research is considered the main way to improve develop-
ment and competitiveness. Specifically, the expectation is that the alliance with the
system of public research could be relevant to accelerate the innovation process of
the PA. In this scenario, CNIPA (the Italian National Centre for Informatics in PA)
has the main goal of coordinating the innovation process when it is driven by ICT.
The number of central administrations is about 80, with a dimension spamming
from few tens to more than one hundred thousand employees. The whole ICT infra-
structure counts more than 1 million PCs and has a cost of maintenance of about
2 B€ for year. More than 25,000 civil servants are directly committed to manage the
system (Fig. 1).

The Italian public research system involves more than four thousands research-
ers in the ICT fields, with a public investment of about 350 m€ every year. The idea
that underlies the specific strategy of CNIPA is that promoting partnerships and
strong alliance between PA and Research is a fundamental step to accelerate the
development and the adoption of innovative solutions.
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Fig. 1 The virtuous collaboration model between PA, Research and Industry

Theoretical Framework

The analysis perspective is organizational one, that emphasizes the study of the
relationships and of the several configurations between Information Systems (IS)
and hierarchical structures in PA. We have to consider the CSCW field, concern-
ing the development of IS and technological instruments for multi-participant
working activities. Research into CSCW seeks to understand how people and
organizations interact and how it is possible to support them [3]. The growth of
interest in the groupware systems has led many developers to adapt these tools
for use in group situations. To develop effective group tools, it is important to
understand more about collaborative processes. The goal is to identify models
and best practices for the CSCW governance applied to multi-organization and
highly innovative contexts. The subject of the IS to support collaborative work
and their adoption in the organizations has been widely discussed in organiza-
tional literature and has produced, in the last 20 years, various currents of
thought. Beginning of 80 Years, they evolved from simple processing technolo-
gies to organizational and relational technologies, increasing progressively the
impact exercised on the organizations and making very crucial the moment of
integration planning between IS and organizational structure [4]. The main
approach in literature till first 90 years has been of deterministic type and tech-
nology determines, in an univocal way, organizational changes [5]. Therefore the
IS are considered an independent variable that provides an one-way effect on the
organizational behavior.

This approach has been defined too simple, since it considers the revolution-
ary potentialities of the IS without the conditions and ties of a business context.
Some researchers asserts that binding relations between technology and struc-
ture do not exist [6]. The IS can be used in order to centralize the decisions or,
on the contrary, to decentralize them. A different approach [7] consider the
organizational and strategic information requirements as univocal determining of
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IS dissemination and use degree. Also this approach appear to be too determinis-
tic, since IS structurally have a modular and opened structure that prevents a right
definition of the application modalities, without to consider the specific organi-
zational context [8]. It is not enough therefore to analyze the technological aspect
of the IS, but it is necessary to consider also their meanings inside the business
context. Some authors support the perfect correspondence between the IS plan-
ning and the organizations planning [9]. A social analysis of these systems per-
mits the inclusion of the main features in an organization. Some studious compare
them to the “science of the artificial” in which the structure of the physical envi-
ronment is studied to interact with the tasks in hand. The perspective adopted
considers the social, organizational and technological internal processes of activi-
ties [10,11]. These subjects fit very well in Italian PAs, that operate especially in
the research sector and in which people work in groups focused only on a specific
process or a common goal. To support these kind of activities, it is also important
to understand their information processing requirements so that technology can
be implemented without disrupting activity by removing the resources used in
co-ordination [12].

System Description and Features

The introduction of systems that involve the transformation of work practices,
maintaining the resources used in coordination, may be critical such as proposing
augmentative technologies. The findings of the trial is how work processes operate
simultaneously at personal, organizational and inter-organizational levels. The dif-
ference between the formal organizational procedures and the informal social pro-
cesses that compliment them, was analyzed to explain how these are interrelated in
the performance of the working task and their importance to the mechanisms used
to co-ordinate actions. Adopting or implementing technology is not enough, we
need to learn more about how groups, organizations and technology are organized.
The platform adopted for the testing phase is “eGroupware,” a common open-
source web-based and multi-user groupware suite. It is a flexible framework that
contains many applications (at present 32), including group calendars (personal and
group scheduling with notifications and alarms), a mail server, a task manager, a
contacts management system, a document management system with versioning
tracking, a wiki, an activities and disputes tracking system, a time-tracker applica-
tion, a forum, a knowledge base and a project management tool including a Gant
chart designer for planning and scheduling. eGroupware is widely adopted in many
public contexts to manage international and multi-institutional projects, for exam-
ple EU-funded research initiatives (Fig. 2).

It has been adopted and customized for a research conducted and coordinated at
the Experimental Laboratory of the CNIPA. The name chosen for this online web-
based framework is “CollaboraPA.” In this situation the core of the system is a
document manager called myDMS (Document Management System.). It allows to
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Fig. 2 Some screenshots of the document management system and of the project management
tool including the GANT chart designer for planning and scheduling

upload whatever type of document. Once a document is in myDMS, it is possible
to assign comments, permissions, versioning, expiration dates or to store it in fold-
ers and sub folders, as appropriate. The system notifies by email when a document
is updated. Currently are available about 1,205 documents of which 914 are single
issues. Besides the number of users registered on the platform are 261 from 33 dif-
ferent organizations. In particular about 80 users are researchers and academics,
other 120 units come from PAs and 60 are university students. Other Italian part-
ners with their IS offices are involved in this project. They adopted the platform for
the test inside their organizations: CNR (National Research Council), Ministry of
the Interior, ENAV (Italian Company for Air Navigation Services) and a CNIPA
committee in the field of geographical information systems.

Research Method and Case Analysis

The goal of our research is to understand if and how CSCW systems can support
the model of partnerships for innovation. The research method is based on the sys-
tematic observation of the project during its life time.

The steering group of the initiative is based on the experimental laboratory in
CNIPA. Its main task is to involve in the projects individuals and administrations
that can contribute to the development of innovative solution for PA. At this pur-
pose the steering group manages the CollaboraPA framework and coordinates the
development of similar platforms in the other administrations that decided to adopt
it. Several research groups and academics are collaborating with the steering group
to develop and improve the system. The period of observation of the experiment
had a duration of about 12 months. During this period the key persons involved in
the project and several users of the system have been interviewed. Meetings with
the participation of the representatives of the administrations, researchers and
developers have been observed. Workshops opened to all interested parties have
been held about every 2 months.
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The first result of the research is a more systematic view of the multi-institu-
tional environment, where typically ICT is promoted and introduced. We recognize
three typical organization models for innovation initiatives:

e Project group: is a multi-institutional group of individuals working to reach a
common innovation result in a given timeline. It is usually formalized with a
top-down administrative provision. The level of confidentiality of the group
activity depends from the topic of the project. The group can be structured
according to a hierarchical model.

e Organizational unit: is a group of individuals belonging to the same PA or
to the same organizational unit inside the administration. Employees belong-
ing to the same group contribute to a specific functional task supporting
innovation programs and projects. Organizational units from different insti-
tutions often need to collaborate to reach shared goals, such as preparing a
formal agreement, or managing human resources that can be involved in an
innovation program. They usually adopt a confidential approach on their
activities.

e Community of interest: is a group of people sharing a common interest for a
specific innovation theme or for a competence on a specific technology. The main
goal is knowledge sharing, without particular requirements of confidentiality.
Typically, it is organized in a non hierarchical manner.

As already told, one of the explicit goals of the initiative is to enhance contacts
and communication between experts, competence centers and managers in order
to identify and introduce technological innovations in their organizations and,
afterwards, disseminate the best practices. CollaboraPA stimulates institutional
networking and partnerships for innovation. To reach this goal, it has been
decided to adopt a further organization model: new groups involve individuals
from all the managed interest groups, organization units and project groups, and
have access to the widest set of resources (information, documents and tools) that
have not been defined as “confidential”. These groups aims to create the favorable
conditions for spontaneous “social networks” and individuals are actors of the
relationships.

The second result of the research regards a systematic model to fit into a
CSCW system the multi-institutional environment where technological innova-
tion is promoted and introduced. A fundamental aspect for the governance of
these systems is represented by the users’ groups, resources, contents and access
rights management. If an user belongs to a group, he obtains some determined
privileges to access to resources or to communicate with some colleagues.
CollaboraPA allows, for each tool, the possibility of specifying the groups privi-
leges by means of a sophisticated Access Control List (ACL) tool. This method
is very flexible but at the same time quite complex to be governed. With the
growth of the number of end users and the complexity of the groups, it is impor-
tant to adopt a systematic representation of the system. The main rule is that for
each physical group (project, organization or community) at least one group in
the CSCW system must be configured. Moreover, two “virtual” social groups
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have been defined: Default and LAB. The users belonging to the Default group
have a minimal set of access rights to tools and contents. The Default group is a
whole that contains many other groups. It is possible to have groups of end users
that don’t take part to Default group and others in which end users belong to both
typologies.

Figure 3 is a representation of the groups available in CollaboraPA experimental
context. Each circle represents a group, the users associated to the group and the set
of resources managed by the users themselves. The partial intersection of two
groups G1 and G2 means that some users are in common and that they have access
to a common subset of resources. The complete inclusion of a G1 group in a G2
group means that all the users of G2 are also users in G1 and that they owns at least
all the rights of users in the wider group. The following typical configurations of
the CSCW system can be recognized:

* The GI is the simpler case: the resources available to the members match with
those assigned to the group. It is a typical configuration to implement a “plain”
project group or a community of interest.

* The second case represent an intersection among groups: there are civil servants
and researchers that simultaneously belong to both G2 and G3. They inherit all
features of both groups and obtain an higher number of resources and services.
It is a typical configuration to implement “simple” project groups or community
of interests that share one or more individuals.

e The G4 is like Gl, but the difference is that the members do not belong to
Default. This group does not share resources and documents with the others,
typically due to security reasons.

e The G5 is a typical case of groups that are constituted owing to partnerships
between CNIPA, Research Institutions, Universities and external consultants:
some members do not belong to the Default group because they aren’t involved
in the main tasks.

e The G6, G7 and G8 represent the most complex combination. They represent the
hierarchical organization of an area, an office, a sector, a working group or a

Fig. 3 Scheme of possible groups’ configurations, in the research conducted at CNIPA
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project. In the G8, in fact, the members inherit the rights of the other groups and
obtain more.

* The dashed group represents the Lab virtual group. It comprehends all users and
resources shared with all other groups, and its function is mainly social.

For each group can be defined a person in charge (that can correspond with the
project owner). He manages the allocated resources, can add new members to a
group and assign first and second level permissions.

The third result of the research regards suggestions for a systematic management
and governance of multi-institutional collaborative environments.

The governance of the system has been driven by the following principles:

e The establishment of a well committed steering group, encouraging collabora-
tion and ready to accept contributions.

e The establishment of a group of users committed to populate the system with a
relevant number of value documents. Students are involved in this task.

* Researchers and academics are involved in the project. They can freely use the
system and suggest improvements.

e CollaboraPA itself is developed in a collaborative way, through a multi-institu-
tional working group, composed by researchers and other civil servants.

After more than 1 year, the project itself has been organized as follows:

* The steering group coordinates the development and involves new partners.

* For each partner we recognize two main figures: one manager, who makes the
decision of participating to the project and one executive, whose goal is to
involve employees to use the system.

Currently the whole number of users of CollaboraPA is about 600 units and a
multi-institutional network of experts is supporting them.

Conclusions

Our study reveals that a groupware implementation, in a multi-user and multi-
institution context, is a complex activity, because it involves several applications
used by civil servants. Studies on the process of IS acquisition clearly show that it
proceeds through several evolutionary stages [13]. During this development the
priority doesn’t seem to be tied only to the acquisition process, but mainly to the
paths of learning and organizational change. Experience suggests that these paths
should be designed and carefully managed in order to allow the acquisition and
effective use of ICT applications by the users. The results of our research identify
a lot of elements to organize multi-institutional activities and tasks. The investiga-
tion reveals how the analysis of some indicators and specific key aspects, that
regard the current organization and IS implementation, are fundamental. It demon-
strates how the technology can be used to coordinate behavior, and can influence
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the working performance. The analysis also demonstrates how social processes,
organizational procedures, and local resources come together in managing the
interdependencies between the civil servants in the Italian PAs.
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Heterogeneous Information Model Unification
as a Pre-requisite to Resource Schema Mapping

L.A. Kalinichenko! and S.A. Stupnikov?

Abstract An innovative technique for formation of collaborative consortia of
enterprises in virtual organizations (VO) is considered. The technique is based
on semantic integration of relevant enterprise information systems (EIS) in the
VO specification treated as a subject mediator over the EISs involved. The paper
explains how the canonical model for the VO specification is synthesized. Main
part of the paper is devoted to the presentation of the process of EIS resource
information models semi-automatic mapping into the canonical one assisted by the
Heterogeneous Information Model Unifier. It is important to note that the Model
Unifier is a universal tool that assists in development of mapping of various kinds
of information. The process of mapping includes construction of a compiler from
a resource model into the canonical one with the help of metacompilation tools.
The mediation technique presented is applied in the astronomical Russian Virtual
Observatory (RVO).

Introduction

This paper® is focused on forward looking contributions as a bridge between
research in semantic interoperability and information integration in general and
application of the results to the enterprise interoperability (EI) domain. Many orga-
nizations around the world work in accordance with the recently defined EI road-
map [1]. According to it, one of the most important next phase enabled by EI is the
sharing of knowledge within a Virtual Organization (VO) to the mutual benefit of
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the VO partners. “Formation of collaborative consortia to exploit product opportu-
nities, and the application of enterprise and VO knowledge in operational and
strategic decision making in VOs, leading to enhanced competitiveness and profit-
ability” [1] identifies two primary needs by enterprises in successfully forming and
exploiting VOs.

According to the approach evolved during our research it is assumed that to
develop some virtual organization its abstract specification should be defined inde-
pendently of existing enterprises and their Enterprise Information Systems (EISs).
VO is specified in terms of ontology that defines concepts of the VO subject
domain, in terms of data structures, services, processes that are characteristic for
the VO. Such VO specification constitutes a definition of the respective subject
mediator located above EISs of the relevant to VO enterprises. A set of specific
facilities supports the mediation middleware [2]. Instead of middleware solutions
for technical interoperability (like IBM WebSphere, Microsoft BizTalk, Oracle
Fusion), semantic interoperation-oriented middleware based on mediation approach
is emphasized. The mediator specification of the VO is assumed to be consolidated
by the respective VO community.

Advanced enterprise modeling approaches share the fundamental strategy of
integrating (interoperating) at the model level — taking fragments of information
within the EISs relevant to VO and placing them in a larger context of VO. What
model is to be taken and how a proper context is to be formed and implemented are
the basic issues that are discussed in this paper.

Heterogeneous information resources of various kinds supported by the respec-
tive EIS work in its own, specific context. Many of such resources are autonomous
and evolve with time. Justifiable identification of the resources relevant to VO in
each of the EISs involved, reaching semantic integration of them in the context of
VO, making VO stable in such rapidly evolving world constitute serious challenges.
New innovative technologies for VO development over multiple distributed collec-
tions of resources supported by the respective EIS are required.

In this paper we start with a brief introduction into VO infrastructure based on
subject mediator approach. One of the fundamental ideas of this infrastructure
consists in specifying the mediator applying the VO canonical model as a set of
language facilities sufficient for the VO conceptual modeling. Various resources
relevant to EISs involved in VO should be semantically integrated in the VO speci-
fication. The canonical model plays a role of a unifying model, in which the
resource information models can be represented without loss of information. The
aim of this part of the introduction is to create a context for considering further an
approach for the unification of heterogeneous information models used for specifi-
cation of various EIS resources. This approach constitutes the main focus of the
paper.

Definition of VO as a subject mediator and semantic integration in mediator of
information resources belonging to the respective EISs is treated as a problem of
compositional development of information systems [3]. Registration of EIS
resources in mediator is a process of purposeful specification transformation
including decomposition of mediator specifications into consistent fragments,
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search among specifications of ontologically relevant EIS resources, construction
of expressions defining resource classes as a composition of the mediator classes.
For such specification manipulation a specification calculus has been developed
[3]. Important point in this scheme consists in treating resource data types as refine-
ments of the respective mediator data types [3] and the type refinement proof apply-
ing modeling of the mediator and resource type specifications in the first order logic
(the Abstract Machine Notation — AMN [4] is used for that).

A process of registration of heterogeneous information resources in a subject
mediator resembles GLAV that combines two approaches — Local As View (LAV)
and Global As View (GAV). According to LAV the schemas of EIS resources being
registered in VO are considered as materialized views over virtual classes of a
mediator. GAV views provide for reconciliation of various conflicts between
resource and mediator specifications and provide rules for transformation
of a mediator program results from a resource into the mediator representation.
Such registration technique provides for stability of EIS application specification
during any modifications of specific information resources and of their actual pres-
ence as well as for scalability of mediators w.r.t. the number of EIS resources
integrated.

Identification of EIS resources relevant to the VO specification (that precedes
the registration) is based on three models: metadata model (characterizing resource
capabilities represented in external registries), canonical ontological model (pro-
viding for definition of VO concepts), and canonical conceptual model (providing
for definition of structure and behavior of VO and EIS information resource
objects). Reasoning in canonical models is based on the semantics of the canonical
model and facilities for proof of the refinement. Reasoning in the metadata model
is a heuristic one based on nonfunctional requirements to the resources needed in
application (e.g., indexes of quality of data).

The techniques listed are used as a basis for the tool prototype [2, 3] developed
for identification and registration of EIS information resources in the VO mediator.
The main registration result resembles a GLAV expression defining how a resource
class is determined as a composition of the relevant mediator classes. In process of
resources evolution a specification of mediator remains stable, only such expres-
sions need to be modified.

General approach for VO problem solving using subject mediators consists in
problem formulation in terms of the VO mediator specifications and transformation
of this formulation into the set of tasks (queries) over the real EIS information
resources registered at the mediator. A method of the mediator programs rewriting
in a typed object environment has been developed and implemented applying the
inverse rule technique [2]. The method is based on the use of the refinement rela-
tionship between mediator data types and resource data types helping to get con-
tainment of the rewritten queries in the mediator original queries expressed in the
canonical model.

It is important to note that for the design, the mediator and resource specifica-
tions should be given uniformly in the canonical model. Therefore a transformation
into the canonical model of the EIS resource information models (languages) is
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required. These transformations are needed to map resource schemas into the
canonical model. So creating the transformations of the EIS resource models into
the canonical one (resource models unification) is a pre-requisite of resource
schema mapping. In the following sections we introduce the heterogeneous model
unification approach. How to develop the VO canonical model and how to automate
mapping into it (by specific tools) of various information models (languages) used
for EIS resource specifications will be presented in the rest of the paper in more
details.

A Method for the Mediator Canonical Model Synthesis

The foundation of the integration and interoperation methods proposed is formed
by the concept of a canonical information model serving as the common language,
“Esperanto,” for adequate uniform expression of semantics of various EIS informa-
tion resource models that are to be used in VO. To prove that a definition in one
language can be substituted with a definition in another one the formal specification
facilities and commutative model mapping methods are provided. Currently the
method of information model mapping and canonical models constructions looks
as follows. As a formalism of the method the AMN [4] is applied. It allows to get
specifications of the mediator and EIS resources in the first order logics and to
prove the fact of the specification refinement.

The main principle of canonical model synthesis consists in its extensibility
required to reach semantic integration and information interoperability in environ-
ments that include various heterogeneous models. A kernel of the canonical model
is fixed. For each specific information model M of the environment an extension of
the kernel is defined so that this extension together with the kernel is refined by M.
Such refining transformation of models should be provably correct. The canonical
model for the environment is synthesized as the union of extensions, constructed
for various models M of the environment. Each EIS resource specification model
should refine the canonical model. The refinement of the specification mapping is
formally checked. The canonical information model synthesis method that we have
developed initially for the structured data models provided a seminal role for syn-
thesis of canonical models for various kinds of resource information models:
object, service, ontological and process [5, 6].

This paper is focused on the problem of constructing a tool assisting in develop-
ment of provably correct mapping of various EIS resource information models into
the canonical one. With the help of the tool we get compilers transforming
schemas into their canonical representation. Due to that schema mapping can be
provided in frame of the common, canonical model. Besides unification of hetero-
geneous schema representations, development of the canonical model gives an
ability to create a unified schema matching approach instead of inventing various
approaches for matching schemas having heterogeneous information model
semantics.
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Automation of Heterogeneous Information Model Unification

A prototype of the Heterogeneous Information Model Unifier aimed at partial auto-
mation of methods of the canonical models synthesis has been constructed [7]. One
of the practical purposes of this work is to support the heterogeneous information
resource integration in a specific subject mediator [2]. Due to that, the subject
mediator information model (the SYNTHESIS language [8]) has been chosen as the
canonical model kernel. The SYNTHESIS language, as a hybrid semistructured and
object-oriented information model, includes the following distinguishing features:
facilities for definitions of frames, abstract data types, classes and metaclasses, func-
tions and processes, logical formulae facilities applied for description of constraints,
queries, pre- and post-conditions of functions, assertions related to processes. For
extension of the canonical model kernel, metaclasses, metaframes, parameterized
constructions including assertions and generic data types are applied. Comprehensive
facilities of the kernel provide for an ability to construct refining mapping of various
kinds of information models into the canonical model kernel chosen.

The aim of the Model Unifier is to unify a set of information models for their
interoperability in some VO. An EIS resource model R is said to be unified if it is
mapped into the canonical model C. To unify it is required to create an extension E
of the canonical model kernel and a refining mapping M of a resource model into
the extended canonical one. The refinement of C model by R means that for any
admissible specification r represented in R its image M(r) in C under the mapping
M is refined by the specification r. Process of model mapping includes a possibility
of proving that arbitrary specification r represented in R refines its image M(r).
Verification of model refinement is realized over a set of resource model specifica-
tion samples. Hence the following languages and formal methods are required to
support the process of model unification:

e Formal methods allowing to declare information model syntax and semantic
mappings (compilers) of one model to another.
e Formal methods supporting verification of the refinement reached by the

mapping.

For the formal description of model syntax and compilers the metacompilation
languages SDF (Syntax Definition Formalism) and ASF (Algebraic Specification
Formalism) are used. For the languages a tool support — Meta-Environment [9] is
provided. The AMN language [4] based on the first order predicate logic and set
theory is used for model semantics formalization and refinement verification. AMN
is supported by technology and tools for proving of refinement (B-technology)
[10]. Mapping of the resource model R into C constructed by an expert with a sup-
port of the Model Unifier is divided into the following stages (syntax and semantics
of the canonical model kernel are supposed to be defined):

* Formalization of the model R syntax and semantics.
* Definition of reference schemas of the model R and the canonical information
model (if the latter has not yet been defined).
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» Integration of reference schemas of the model R and the canonical model.

e Creation of a required extension E of the canonical model C.

* Construction of a compiler of the model R into the extended canonical model.
e Verification of refinement of the extended canonical model by the model R.

The Reference schema of an information model is an abstract description con-
taining concepts related to constructs of the model and significant associations
among these concepts. Both concepts and associations may be annotated by verbal
definitions (looking like entries in an explanatory dictionary).

The Unifier is considered as a constituent part of the subject mediator middle-
ware [2]. The Unifier consists of the following main components:

e Meta-Environment (used for the formal description of information model lan-
guages and generation of compilers) [9].

e Atelier B (supporting formal language and tools for proving of specification
refinement) [10].

e Metainformation repository.

* Model manager.

Meta-Environment and Atelier B are third-party tools. Metainformation reposi-
tory is an object-relational database and is used for the implementation of the model
registry and as a specification storage. Model registry contains registration cards of
models, canonical model extensions, specification samples. All the information
produced during mapping of models (including information produced during inter-
action of expert with Meta-Environment and Atelier B) is stored in the registration
cards. Model manager provides a graphical interface allowing an expert to manipu-
late information model cards; to call specific components for model integration,
compiler template generation, etc.

Recently the Model Unifier was applied for the unification of a subset of OWL
(Web Ontology Language). Mapping of OWL into the canonical model has been
constructed and verified [7].

Related Work

Note that no works focusing on a semantic enterprise interoperability in VO based
on subject mediation are known. In this section we concentrate on heterogeneous
information model unification works. Related works are concentrated mostly on
mapping of a database schema expressed in one data model into respective database
schema expressed in another model [11]. Some approaches rely on properties of
specific data models (e.g., CLIO system [12] allows to generate mappings between
relational and XML Schemas). Other approaches intend to be generic with respect
to data models. The main idea of the ModelGen approach [13] is using a metamodel
— a set of metaconstructions (independent of any data model) applied for abstrac-
tion of specific data models. Supermodel is a data model containing constructions
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that correspond to all metaconstructions known to a system. Mapping includes the
following steps:

1. Translation of source schema into supermodel.
2. Translation of the result into target schema realized in the supermodel.
3. Translation of the target schema into the target model.

The first and the third steps are assumed to be labor-intensive and straightfor-
ward because every model (source or target) is subsumed by supermodel.
Transformation coded by the authors relates only to the second step.

Comparison of an approach proposed in our work (SYNTHESIS) with existing
approaches can be done by brief analysis of differences with the ModelGen.

Metaconstructions of the canonical model kernel (SYNTHESIS language [8])
are not restricted by structured data models as in ModelGen. Supermodel constructs
are easily included into constructs of the canonical model.

Extending of the canonical model is a semantic process of introduction into
model of the new parameterized generic data types, metaframes annotating addi-
tional properties of initial constructs, parameterized closed logical formulae pat-
terns expressing data dependencies. A process of extending the ModelGen
supermodel is mainly a mechanical introduction of new metaconstructions. In
SYNTHESIS the EIS resource information models are considered to be defined by
respective languages with their syntax and semantics. ModelGen approach uses
only data structure specifications. Detailed analysis of language semantics, integ-
rity constraints, functions are not considered. The SYNTHESIS approach is based
on the formal definition of semantics of complete schemas in source and target
models. It should be clear that the approach proposed is much more general than
ModelGen.

Methods developed by the authors differ from existing ones by basing them
upon the extensible canonical model constructed in a modular way by systematic
extension of the kernel, having strictly defined formal foundations, widely applying
of the refinement during construction of the unifying model transformations.

Conclusion

An innovative technique for formation of collaborative consortia of enterprises in
VO is considered. The technique is based on semantic integration of relevant EISs
in VO specification treated as a subject mediator over the EISs involved. The paper
explains how the canonical model for the VO specification is synthesized.
Main part of the paper is devoted to the presentation of the process of EIS resource
information models semi-automatic mapping applying the Heterogeneous
Information Model Unifier that assists in development of a mapping of a specific
EIS resource model into the canonical one [7]. It is important to note that the Model
Unifier is a universal tool that assists in development of mapping of various kinds



380 L.A. Kalinichenko and S.A. Stupnikov

of information models (data models, service models, process models, ontological
models). The process of mapping of EIS resource models into the VO canonical
model includes construction of a compiler from a resource model into the canonical
one with the help of metacompilation tools. The mediation technique presented is
applied in the astronomical Russian Virtual Observatory (RVO) [14].
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How to Exploit Data Mining Without Becoming
Aware of it

N. Ciaramella' and A. Albano?

Abstract Data mining has proved to be a valuable tool in discovering non-obvious
information from a large collection of data, however in the business world is not as
widely used as it could be. Common reasons include the following: (1) Data min-
ing process requires an unbounded rationality; (2) potential end users may not be
available to inform developers on what problems they are interested in or what their
requirements might be; (3) high costs in the use of dating mining experts; (4) the
actual result of data mining may be irrelevant or simply cannot be used. The paper
presents a methodology and a system to facilitate the use of data mining in business
contexts using the following approach: many models are automatically generated
and stored in a database; when the end users specify some features of the model
they are looking for, a search engine then retrieves any relevant models.

Introduction

Data mining has proved to be a valuable tool in discovering non-obvious informa-
tion from a large collection of data, however in the business world is not as widely
used as it could be. This may be for many reasons.

Data mining is a process that contains all the typical elements of most informa-
tion technology projects. For example, a well-known data mining methodology is
the CRISP-DM that consists of the following phases [ 1]: (1) Business Understanding,
(2) Data understanding, (3) Data preparation, (4) Modeling, (5) Evaluation, (6)
Deployment. Although undoubtedly useful, this model shares a limit of all tradi-
tional models of software development: it requires an unbounded rationality, which
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means there must be a complete understanding of the objectives, the process, and
the congruence between the objectives and results.

In practice, most companies cannot support this model of development. The
costs, times and risks involved may be high, and the return on investment is diffi-
cult to predict. In fact, the world of business is faced with uncertainty and limited
resources, and needs a bounded rationality, based on heuristics that are simple
(which do not require complex processing) and frugal (which do not require much
knowledge).

The problem can also be seen from a financial perspective. The traditional data
mining process follows the model of the equally traditional economy of scarcity, as
opposed to an economy of abundance.

When production costs are important and scarcity rules, enterprises try to predict
which goods or services the market will buy and produce only the most promising
ones. The market then determines how effective these rules were. However, in an
economy where production costs are minimal, enterprises can produce many prod-
ucts and place them all on the market, leaving consumers to decide which ones they
want. In contrast, the digital economy often works in accordance with the principle
of abundance. Today, digitally-created items such as music, videos, and books have
a minimum cost for the seller, and therefore can be produced in large quantities
without a preliminary marketing study. Consumers then select the content they
want. So even the smallest niche markets have an economic value, the offer is huge
and failures have a minimum cost. The long tail economy and also Web 2.0 are
based on this concept. The time of production and consumption are split: the pro-
duction is unplanned and redundant, and the outcome is a very wide choice. The
success of this economic model depends on consumers being facilitated by effec-
tive tools, such as search engines.

Another obstacle for using data mining is the fact that in an enterprise it is dif-
ficult to find potential users who have the time to explain what problems need solv-
ing, to define requirements and to validate the resulting model. It is the classic
problem of unavailability of experts in the application domain.

Then there is the cost related to data miners, because companies are often unable
to feed with adequate workloads to justify their cost. This may also be a conse-
quence of the fact that very few experts are available.

Finally, the data mining process often gives a large number of trivial hints, like
“if a customer buys coffee, she is like to buy milk”. Sometimes the hint is not
trivial, like the apocryphal “if a customer buys diapers, she is like to buy beer”.
Such a statement is interesting, but it is difficult to see how to exploit it. The prob-
lem of relevance and actionability is extremely hard to solve a priori.

This paper presents a methodology and a prototype system which may facilitate
the use of data mining in several business contexts. We assume that the goods to be
produced are descriptive or predictive models about customers: typically regres-
sion, clustering, association rules, decision trees. The consumers of the models are
decision makers or their consultants, e.g. marketing experts. Our methodology is
designed to use data mining in a context of bounded rationality and long tail
economy. Again the idea is to separate the time of the production of models from
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the times of their consumption. The production of models is automated to the maxi-
mum. Instead of choosing the right data and processing it with the right algorithms,
the models are built in a massive and blind way, relying on heuristics to limit pro-
duction to manageable numbers, which are nevertheless still high. Large collections
of models are thus created and stored in a database.

The quality of models is low, much worse than would be obtained by human
experts. Most results will never be relevant to any consumer. This is not as bad an
idea, as it may seem. Even on the web something similar happens. Most web
content is actually irrelevant for users. But the cost of producing such content is
very low. For example, YouTube only has fixed costs for infrastructure. The same
happens in our context, where the automatic production of mining models has a
negligible marginal cost, and only fixed costs for the infrastructure are
significant.

The issue of quality of the models is moved to the moment of consumption. The
consumers (likely to be business decision makers) have a specialized search engine
that select those models that at a certain time meet their interest. A user may
require “a model that describes the purchasing behaviour of customers in Tuscany
with respect to French wine when receiving an electronic brochure”. The system is
unlikely to have an exactly matching model, but it might have a model about Italian
customers and French wine, another about Tuscany and wine in general, and
another about Italian customers and their response rate towards electronic bro-
chures. All of them may be interesting and able to give useful ideas (perhaps moti-
vating the user to require a real data mining job).

This way of using of existing data mining models recalls the typical interaction
with a web search engine. Consumers do not need to specify in advance the objec-
tives of a data mining project, and the predictive model type that they are looking
for. They just give some indication of the type of desired models only when they
need it. Then they select what they consider the most interesting returns. This is
much more acceptable to non-specialist data mining consumers and is based on a
different data mining life cycle that consists of two asynchronous activities:

1. Automatic model production. Many models are automatically generated.
2. Consumption by search. The interesting models are discovered when the con-
sumers need them.

Other authors have exploited the idea of computing beforehand relevant data
mining models (patterns), and storing them in a pattern database/warehouse to be
later queried by business users when needed [2, 3]. The focus has been on how to
model, store, process and query patterns in a similar way to data in traditional
DBMSs. Our approach shares some technical issues, but the main difference is that
we promote data mining exploitation by providing users with a search engine-like
environment that can respond to vague business user requests with interesting and
actionable suggestions and help them to overcome the difficulties of the traditional
approach.

In the following sections we briefly outline how our approach can be applied
and the features of an implemented prototype system.



206 N. Ciaramella and A. Albano

The Approach in Action

Let us assume that a customer data warehouse is available and the goal is to gener-
ate models for predicting customer lifetime value (LTV). We select a set of attri-
butes as possible predictors of LTV: income, profession, education, age, location,
family status and so forth.

The first step is to run programs that extract samples of customers to use as
training sets for model learning. Many samples are extracted with many criteria in
an automated manner. This is feasible with a data mining platform that provides a
language for scheduling activities.

Then we launch algorithms for data preparation, i.e. treatment of missing values
and outliers, discretization of continuous-valued attributes and so forth. These
operations can be made in many ways, on the basis of the algorithms to apply and
their parameters. The administrator runs a program that executes many transforma-
tion operations, generating many copies of the previously generated training sets.
This process is automated following what we call blind generation and filtering:
requirements and plans are not requested, we simply generate all possible versions
of items of some kind, except that we filter versions that do not cross a certain qual-
ity threshold (quality being computed with whatever criteria). Items can be algo-
rithms, algorithm parameters, datasets or other things.

At this point we have a large collection of training sets and create models by
applying data mining algorithms to them. Again, we are not committed to specific
algorithms or parameters. We generate a lot of models (like regression or decision
trees), each equipped with quality indices expressing accuracy, reliability and so on.
Models with bad quality indices are automatically pruned.

For example, let us consider a linear regression algorithm as a model generator.
Using a subset of attributes as predictors, the algorithm creates a regression equa-
tion LTV = a +a, * p,+a, * p, + ..., where p, is a predictor value for a customer
and a, is its weight in determining the customer LTV. Together with the equation,
the algorithm gives quality indices. The problem of selecting candidate predictors
is not trivial. There are well known methods for selecting good set of predictors and
in fact tools performing step-wise regression try to heuristically select good, not
necessarily optimal, subsets, hence generating good models. But this is only “sta-
tistical goodness”. Normally, the aim is to achieve “business goodness” in terms of
the model corresponding to user needs, and this involves human analysis and
judgement. In our approach, we merely store all models good enough (that are
above an acceptance threshold) or the best ones in the ranking using only mathe-
matical criteria, not business ones. In the production phase this is enough.

What we said about linear regression can be intuitively generalized to other
kinds of data mining model. For example, tools offering the random forest algo-
rithm generate many decision trees using different parameters. These trees are then
evaluated and combined in a single model. They already do what we need, if we
force them to output the intermediate results.

Models generated in this way are stored in a database which can be navigated
by users. More precisely, patterns are stored, which in our approach is a more gen-
eral concept than data mining model, as we will see.
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At a certain time, a user will navigate the collection of models with search tools
aiming to satisfy extemporary needs which have not been previously planned or
forecast. When requiring exact search, users can retrieve models that satisfy some
precise properties. For example, they can say “Give me all linear regression models
where the variable to be predicted is LTV, age and income are predictors, the expli-
cative power of the model is greater than 60%”.

In an approximate search, the user shows a model scheme and wants to retrieve
the models with the closest match to that scheme. For example he or she can say
“My model scheme is: a linear regression on LTV where age is predictor and expli-
cative power equal to 60%. Give me the five most similar existing models”. The
concept of similarity can be defined in many ways: the user and the administrator
have a predefined repertoire of similarity criteria to choose from. Another approxi-
mate search query could be “My model scheme is: a logistic regression model on
the event LTV is High with age as predictor and odds ratio of the event age is Young
equal to 2”. The logic of the model is different, but the structure of the query is
basically the same. This can be intuitively generalized to other kind of models, such
as associative rules and decision trees.

Overview of a Prototype System

We designed a prototype system for a concept proof of the proposed approach,
which is part of an ongoing industrial research project. We concentrated only on
features that are specific to the approach, postponing the solution of important
problems to the final implementation.

The prototype focuses on data mining models describing customer segments and
predicting customer behaviour. In marketing jargon, a customer segment is a subset
of the customer population having some interesting properties has a whole, hence
interesting as object of a data mining analysis. These are hot topics in business data
mining, and the same approach can be intuitively applied to other applications. The
system contains three subsystems: the segment builder, the segment database and
the segment finder.

The system receives an input dataset extracted by a customer data warehouse,
from which the segment builder generates data structures called segments, which
are stored in the segment database. The segment finder provides users with tools for
exact and approximate search of segments. The similarity metric for segments is a
parameter of the system and can be chosen by users or administrators.

In our system, a segment is a data structure with three components: a domain
reference, a descriptive profile and a predictive model.

The domain reference is a tool for accessing the input dataset. It may be absent,
because original data may not be available or users may not be interested in access-
ing them. Domains are created in our usual blind generation and filtering manner.
For example, we can launch a series of SQL queries with different values of attri-
butes. If we have 2 genders, 4 age ranges and 5 income ranges, we simply launch
2*4*5=40 queries, obtaining 40 domains (segments in marketing jargon).
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The profile is a description of some statistics properties of the segment. For
example, it contains the number of customer in the segment, the mean amount
invested in bonds, the frequency distributions of customers with respect to age and
gender. It is possible to use multidimensional frequency distributions and other
statistics, e.g. median, variance, and kurtosis.

The predictive model is a representation of a data mining model for the input
dataset, for example a logistic regression, a decision tree or a set of association
rules. For example, an association rules model contains a list of rules like Stimulus
7 — Response 12 (support 7%, confidence 62%).

This means that when a customer in the segment receives a marketing stimulus
of type 7 (e.g. a certain offer by telemarketing) he or she is likely to give a response
of type 12 (e.g. purchase of a certain item). This prediction is applicable in 7% of
past transactions and is confirmed in 62% of cases.

The segment similarity is a function taking two segments as arguments and pro-
viding a number which is then passed to the search engine.

The Segment Builder

The segment production again follows blind generation and filtering.

The domain reference is likely to be, in practice, an SQL query that the user can
execute to access the dataset. It may well be that a domain reference is empty:
indeed, this situation is absolutely consistent with the spirit of our approach.

The prototype is implemented using Microsoft SQL Server Analysis Services
and the segment building with the language DMX.

Automatically generating many models and exporting results to a repository are
problems that can generally be solved with off-the-shelf tools and standard formal-
isms such as PMML [4] or research tools like KDDML [5] if one accepts a low
quality level of results, as in our approach.

The Segment Database

The segment database can be implemented using a variety of technologies and
design choices. The prototype uses a simple collection of XML files, representing
segments, and indexes to facilitate their processing.

In view of a future commercial system, we still have to make a final choice with
regard to the best implementation technology. For the time being, our focus is on
clarifying the definition of concepts and the services offered. The final implementa-
tion will be largely driven by available off-the-shelf solutions for problems such as
approximate searches and multidimensional indexing.
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Segment Finder

The literature offers a wide repertoire of similarity measure that can be exploited
for segment profiles, several of which we tried in the prototype, e.g. Minkowski
distance, cosine similarity, Jaccard coefficient.

For the predictive model component, the similarity measure is more difficult to
define. Consider the similarity between two sets of associative rules. By using
measure for sets the problem can be reduced to comparison of individual rules. This
can then be split into comparisons between antecedents and between consequents
(which are sets of products). Such methods have been tested in the prototype, giv-
ing satisfying results. In the prototype, users or administrators can choose from a
collection of similarity functions.

The distinction between descriptive profile similarity and predictive model simi-
larity is important, because they are used to express different user intentions. In a
query like “Give me a segment with a frequency distribution in which females are
more than 60%”, the user is perhaps trying to formulate predictions about a new
segment, which will be the target for some new marketing action. The query pro-
vides her with models learned on similar segments. A query like “Give me a seg-
ment with a logistic regression predictive model, in which the regression equation
contains attribute age and income and the odds ratio North vs. South is higher than
a certain threshold” goes in the opposite direction: the user is looking for segments
with a desired behaviour.

Technical feasibility

Experimenting with the prototype for a proof of concept, we came to the conclusion
that our approach can be implemented at a satisfactory extent using current technol-
ogy and off-the-shelf tools.

We found PMML rather adequate to build segments provided that XML files
are enriched with some additional parameters, which can be obtained from
the data mining engine. In practice, there is no need for a general formalism to
express all kind of data mining models: just a collection of a few kinds (regression,
decision trees, association rules, clustering) covers most of applicative
requirements.

Implementing a repository allowing similarity search is definitely a complex
problem, but the state of the art offers a repertoire of feasible approaches [6]. We
experimented well-known similarity measures used in classical Information
Retrieval, finding them rather satisfactory for practical use. For example, the simple
Jaccard and Cosine similarities demonstrated to be quite convincingly.

We think that while the design of a general system implementing our methodol-
ogy would be a formidable challenge, a practical implementation is a complex but
affordable task, provided some reasonable simplifying assumptions.
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Conclusions

Although data mining has proved to be a valuable tool in discovering non-obvious
information from a large collection of data, in the business world it is not as widely
used as it could be. Some of the reasons have been discussed and an approach has
been presented to exploit the use of data mining models in the business contexts
based on the idea of creating a repository of models, generated in a blind and auto-
matic way. This repository can then be used by business users through a graphical
interface to retrieve models when they need them. Although the presentation of the
approach has been brief, we hope that there has been enough evidence that it is
fruitful from a practical point of view and is worth of further development.
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Information Extraction from Multimedia
Documents for e-Government Applications

F. Amato!, A. Mazzeo?, V. Moscato’, and A. Picariello

Abstract Despite the exponential growth of information systems for supporting
public administration requirements, we are still far from a complete automatic
e-government system. In particular, there exists the need of automatic or semi-
automatic procedures for the whole flow of digital documents management, in par-
ticular regarding: (1) automatic information extraction from digital documents; (2)
semantic interpretation (3) storing; (4) long term preservation and (5) retrieval of the
extracted information. In addition, in the last few years the textual information has
been enriched with multimedia data, having heterogeneous formats and semantics.
In this framework, it’s the author’s opinion that an effective E-Government infor-
mation system should provide tools and techniques for multimedia information, in
order to manage both the multimedia content of a bureaucratic document and the
presentation constraints that are usually associated to such document management
systems. In this paper, we will describe a novel system that exploits both textual and
image processing techniques, in order to automatically infer knowledge from mul-
timedia data, thus simplifying the indexing and retrieval tasks. A prototypal version
of the system has been developed and some preliminary experimental results have
been carried out, demonstrating the efficacy in real application contexts.

Introduction

Managing in an efficient way multimedia information still represents an open chal-
lenge, despite the management of such a kind of information is of great interest in
a lot of application fields: the spatial, temporal, storage, retrieval, integration, and
presentation requirements of multimedia data calls for new processing beyond the
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ability of traditional database architecture. In e-government applications also, mul-
timedia is becoming an important part of the produced and processed information.
For example, the large amount of data related to criminal investigation or legal
prosecution is intrinsically a multimedia data: videos, audio coming from different
sources, pictures, scanned documents together to text are nowadays the common
data sources that need to be stored and retrieved. In addition, for such kind of appli-
cation another strong requirement should be provided, i.e. that the content of the
document and the way in which the document is presented have to follow some
certain legal constraints provided by common or civil laws.

It’s the authors’ opinion that the starting point is the extension of classic textual
document to the multimedia one. Anyway, we first have to clarify our idea of docu-
ment. According to the Italian civil law [1], a document is defined as the representa-
tion of acts, facts and figures made, directly or by electronic processing, on a
intelligible support. In this framework, we think that a E-Government (E-Gov for
short) document can be seen as multimedia information consisting in a collection of
co-related objects such as text, images, drawings, structured data, operational codes,
programs and movies, that, according to their relative position on the support, deter-
mine the shape and, through the relationship between them, the structure of the docu-
ment. Note that such kind of document takes place on various types of media, such
paper (using a writer, the typewriter or photocopy), a photographic film, microfilm,
VHS cassette, tape Magnetic, DVD disk, whether magnetic, optical or magneto-
optical, a radiological film on a printout, by an electronic processing and more.

Fast access to multimedia information requires the ability to search and organize
the information. In such an area the main objective of the researchers is to index in
an automatic way multimedia data on the base of their content in order to facilitate
and make more effective and efficient the retrieval processing. The major chal-
lenges in developing reliable image and text database systems are discussed in [8]
for what information extraction from textual documents concerns and in [7] regard-
ing the image indexing and retrieval techniques.

To the best of our knowledge, this work represents the first formal attempt
towards a definition of E-Gov document, that takes into account different formats
and the interpretation rules provided by the law in e-gov processes.

The paper is organized as follows. In the next section we will provide the
description of the proposed model, that will put us in the position of giving a formal
definition of multimedia documents in the e-gov perspective. We will successively
describe a possible system architecture that implements the described model.
Conclusions will describe the enhancement of our paper with respect to the similar
works in the literature, and will discuss further works.

Modeling e-Government Documents: The e-Doc

In our context an E-Gov Document, or more simply e-doc, should be a set of
multimedia assets that can be opportunely combined for presentation aims. From
a physical point of view, a multimedia asset is an aggregation of large byte
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streams, that can be decomposed and represented as a set of structured syntactic
components: a text is a sequence of alphanumerical characters that can be orga-
nized into words, paragraphs, sections and chapters; an image is a set of pixels that
can be grouped into regions; a video is a sequences of frames that can be grouped
into shots and scenes; an audio clip is a sequence of audio samples, possibly
grouped in audio segments. A generic multimedia database management system
has to consider both low-level (syntactic) and high-level (semantic) features of
multimedia objects in order to effectively manage multimedia data. Thus, a con-
ceptual structure providing semantic information is requested on top of the syntac-
tic representation of raw data, in order to completely characterize multimedia
assets and e-docs.

Preliminary Definitions

In this subsection we introduce some preliminary definitions in order to provide a
formal definition of the intuitive concept of e-doc from an information retrieval
perspective.

Definition 1 [Multimedia Alphabet]

A MultiMedia-Alphabet (MM-Alphabet) o« is a finite set of MM-Symbols ¢
where each MM-Symbol is an alphanumerical character or a pixel or an audio
sample.

Following the previous definition, two pixels or two characters or two audio
samples, i. e. two symbols belonging to the same alphabet, are called homogeneous
MultiMedia-Symbols. In the case of textual data, a MM-Alphabet is a set of alpha-
numeric characters. In the case of image data a MM-Alphabet is a set of all possible
triples <R,G,B>, where R, G and B are the color components of a pixel. Eventually,
the MM-Alphabet in the case of audio data is given by a set of audio samples.

Definition 2 [MM-Token]
Given an alphabeto, a MM-Token 7 of length k over o is a composition of k
homogeneous MM-Symbols fromo.

T=(,...¢):cea Vie[l,... k]

A text or a region of an image are two examples of MM-Token that are com-
posed of a set of alphanumeric characters and pixels, respectively.

Definition 3 [MM-Asset]

Given a MM-Alphabet o, a MM-Asset A over o is a composition of MM-Tokens
T, defined over elements of alphabet a, through a set R of relations that represent
the logical structure of the asset. A = ({7}, R). As a particular case, we notice that,
if Tis a MM-Token, then A = ({7}, @) is still a MM-Asset.
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Definition 4 [MM-Information Source]
A MM-Information Source IS is a set of heterogeneous MM-Assets defined on
MM-Alphabets. 1f k is the cardinality of the asset set,

k
Iszp(U Al-)
="

E-Government Document Definition

We are now in the position of introducing the fundamental definition formalizing
the concept of e-government document or e-doc.

Definition 5 [E-Government Document]
An E-Gov document is defined as: O =< IS, ID, R, I, H >. Where

e IS is an element of information source set of MM-Assets composing E-Govern-
ment document.

e ID is the set of URIs (Uniform Resource Identifier) of the single MM-Asset.

e lis a set of low-level relevant features containing a content-based description of
all the MM- Tokens (low-level metadata or signature) of component MM-Assets.

* His a set of high-level relevant features containing a semantic-based descrip-
tion of all the MM- Tokens (high-level metadata or concepts or semantic descrip-
tion) of component MM-Assets.

An example of the set [ for E-Government-Documents containing assets of
image and text type is given by visual descriptors coding color, texture and shape
of image MM-tokens (whole image and/or decomposed regions) and by classical
text features such as number of words, size and format of the document, terms
frequency of each asset. The set Hmay contain semantic descriptors such as a set
of relevant keywords, the topic of assets, and so on.

Multimedia Information System Architecture

A multimedia database management system is the heart of each multimedia informa-
tion system such as an e-government information system: it must support different
multimedia data types (e.g. images, text, graphic objects, audio, video, composite
multimedia, etc.) plus, in analogy with a traditional DBMS, facilities for the index-
ing, storage, retrieval, and control of the multimedia data, providing a suitable
environment for using and managing multimedia database information [2, 3].
More in details, a MMDBMS must meet certain special requirements that are
usually divided into the following broad categories: multimedia data modeling,
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huge capacity storage management, information retrieval capabilities, media inte-
gration, composition and presentation, multimedia query support, multimedia
interface and interactivity, multimedia indexing, high performances, distributed
multimedia database management. All document management system applications
should be designed on the top of a MMDBMS in order to support e-government
processes in a more efficient way, in particular those tasks regarding: automatic
information extraction from documents, semantic interpretation, storing, long term
preservation and retrieval of the extracted information.

The architecture of the proposed MMDBMS system, shown in Fig. 1, can be
considered a particular instance of the typical MMDBMS architectural model [2]
and is a suitable support for the management of e-government documents. The
main components of the system are the modules delegated to manage the
Information Extraction and Indexing process and those related to Retrieval and
Presentation applications. All the knowledge associated to E-Gov documents is
managed by apposite onfology repositories.

In the current implementation of the system we have realized three main sepa-
rate subsystems that are responsible of information extraction and presentation
tasks: one for the text processing related to e-doc, an other one for processing the
other kinds of multimedia information, in particular images, and the last one for
presentation aims in according to the requirements of public administrations.

The multimedia indexing and information extraction modules can be also spe-
cialized for other kinds of multimedia data such as audio and video. In this case
ad-hoc preprocessing components able to effect a remporal segmentation of mul-
timedia flow are necessary to efficiently support the indexing process. The fea-
tures of text and image management subsystems will be described in the
following.
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Fig. 1 The proposed architecture
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The Text Processing Module: Automatic Extraction of RDF
Information Triples from Unstructured Documents

The Text Processing Module aims at extracting the relevant information from the
documents of the E-Government domain, starting from the analysis and the pro-
cessing of the textual content of the submitted input document.

This module is based on both linguistic and statistical approaches for the early
stages, and semantical function for the recognizing purpose.

The semantics methods make use of a knowledge domain, codified by ontholo-
gies, to guide the identification and extraction of the relevant words in the text,
representing the instances of the concept of interest.

The text processing procedure is composed of several stages: (1) Text extraction,
where the plain text is extracted from the source file; (2) Structural analysis, where the
textual macrostructures are identified for text sections recognition; (3) Lexical analy-
sis, where each text element is associated with a grammatical category (verb, noun,
adjective, etc.) and a syntactic role (subject, predicate, complement, etc.); (4) Semantic
analysis where, proper concepts are associated with discovered entities and relations
among them, by means of structural, legal domain, and lexical ontologies. Such
procedures produce a proper semantic annotation that is codified by RDF triples.

The Multimedia Processing Module: Automatic Annotation of
Images Using Visual Information and Pre-defined Taxonomies

The goal of the Multimedia Processing subsystem is to automatically infer useful
annotations for images looking at their visual content and exploiting an “a priori
knowledge” (obtained in the training step of the system) in the shape of pre-defined
taxonomies of image contents.

To such purposes, each image, belonging to a given concept (category) of the
a-priori taxonomy, undergoes a particular indexing process, where in a first step a
low-level description is obtained and then in a second one an apposite indexing
structure is created/updated for facilitating the successive retrieval and annotation
tasks. To obtain a low-level description of the images, we applied a salient points
technique - based on the Animate Vision paradigm - that exploits color, texture and
shape information associated with those regions of the image that are relevant to
human attention (Focus of Attention), in order to obtain a compact characterization,
namely Information Path, that could be used to evaluate the similarity between
images, and for indexing issues. An information path can be seen as a particular
data structure: IP=<F(p;t),h (F ),S, > that contains, for each region F(p;t) sur-
rounding a given salient point (where p_is the center of the region and 7 is the the
observation time spent by a human to detect the point), the color features in terms
of HSV histogram 4 (F)), and the texture features in terms of wavelet covariance
signatures ZFS (see [4] for more details).
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Furthermore, on the multidimensional space defined by image information paths
and for each predefined category, we define: (1) a particular index, named BEM
Tree (Balanced Expectation Maximization Tree), able to efficiently organize images
in the feature space and to provide range query capabilities with good performances
and accuracy for large image databases; (2) a similarity measure between different
information paths, that is used to rank and refine range query results. The proposed
indexing process can then efficiently support the Knowledge Discovery task (i.e. the
“category detection” procedure presented in [5]), which aim is to automatically
discover by a probabilistic approach concepts of the a-priori taxonomy that better
reflect the semantics of input images. Thus, the obtained information can be used
as useful annotations for each image, in order to infer knowledge about the content
of database images, that is represented in the shape of a multimedia ontology (tax-
onomy concepts + images).

Finally, the inferred knowledge is coded using an extension of RDF language,
i.e. the probabilistic RDF [6], because the automatically discovered taxonomy
concepts for image are subjected to a given uncertainty.

The Integration and Presentation Modules: Merging Knowledge
Jrom Heterogeneous Multimedia Data and Delivery of e-docs
in Different Formats

The objectives of the Integration and Presentation modules are: from one hand, to
merge in a unique “container” the heterogeneous knowledge coming from text and
multimedia data, and from the other one, to delivery the content of e-docs in differ-
ent formats.

In the current implementation of the system the integration module uses a
human-assisted semiautomatic approach to instantiate relationships among con-
cepts of the different ontologies. The result of a such process is an ontology that
contains all the knowledge related to the e-gov documents.

The presentation module works on the top of such an ontology and exploiting
the set of relations about structure of multimedia assets and e-gov documents in
order to present and delivery to final users the content of an e-gov document in dif-
ferent ways: printable (e.g. ps), portable (e.g. pdf) , word processing (e.g. .doc, .odt,
.stw, .1tf, .txt, etc.) and web formats (e.g. XML, HTML).

Conclusions and Future Directions

In this paper we presented a system for management of multimedia information
related to E-Gov documents. At the moment we have implemented a prototypal
version of the system that realize the described information extraction and
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presentation tasks. Future efforts will be devoted to implement the other modules
of the system and to obtain experimental results that validate the proposed
approach.
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Information Technology, Marketing and
Organizational Factor in Corporate e-banking:
A Qualitative Research

D. Pettinao!

Abstract The aim of this work is to delineate a possible reading in terms of the
expansion and evolution of business-client relationships and to analyse the role
played in these relationships by IT. The analysis will be conducted in relation to a
specific sector, financial brokerage, and, within that, the principal player, the bank
itself. This paper brings theory and practice together by synthesising the existing
literature with real-life experience of an Italian bank.

Introduction

The study of relationships established by businesses and their clients is one of the
most discussed topics in marketing literature [1—4] and, most of all, the role that
these relationships play in allowing businesses to improve performance in the rel-
evant markets [5, 6]. Among the numerous changes implemented in the span of the
last ten years improvements in technology is that which, without a doubt, has cre-
ated the greatest potential for improvement [7-9].

The aim of this work is to delineate a possible reading in terms of the expansion
and evolution of business-client relationships and to analyse the role played in these
relationships by IT. This analysis will be conducted in relation to a specific sector,
financial brokerage, and, within that, the principal player, the bank itself. Extreme
competition, saturation of the financial market and the growing demand for prod-
ucts and services made possible by new technologies has pushed banks into making
major modifications to their business models [10-12], differentiating the function-
ing organisation from the client [13].

The current project seeks to combine aspects of theory with indications deriving
from analysis of a specific case study of an Italian bank. The object is to tie in
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indications derived from marketing relating to the evolution of the client-business
relationship with those deriving from the organisational study of the management
of internal relations, and to the now-recognised growing importance of human
resources in the organizational process.

Two principal questions motivate such research. In the first place, it is proposed
to verify the effective use of information technology for the support and consolida-
tion of the client-business relationship in the financial brokerage sector. Secondly,
we intend to investigate the factors which render efficient and competitive the use
of IT on the part of the bank. The investigation will be conducted with particular
reference to the corporate sector, regarding which existing research has been
undoubtedly quantitively inferior when compared with those which have as their
object the retail sector, which constitutes the predominant business area of national
banking.

Literature Review

The importance of relationships in a banking context has already been brought to
light some years ago [14-16] and, with reference to the corporate sector, huge ambi-
guity, variety and complexity has been evident [17, 18]. The following up of these
studies allows us to identify an efficient management of client relations born out of
the strict inter-connection, of all corporate types, involved in the average client [19].
On this topic, Perrien et al. [20] note that diverse factors contribute to the develop-
ment of good relationships: the turnover of management, extent of decision-making
power, internal rules and procedures of the bank and its organisation and structure.
Proenca and de Castro [21] indicate three important factors that indicate the nature
of relationships in corporate banking: the nature of the relationship; the bonds that
are developed (economic, information, knowledge, technical, social); the number of
contacts the bank can cal upon with the aim of offering a complete and comprehen-
sive package of financial services. The Authors also suggest that the various bonds
are not all equally weighted, but that the most important are organisational know-
how, followed by the social, economic, technical and information aspects.

These studies seem to agree with those which affirm that, for bank-business
relationships, the human dimension is considered to be of equal importance to
technological factors [22] and they underscore the importance of face-to-face con-
tact for this type of clientele [23].

Parallel to the studies of the organizational matrix, numerous marketing studies
have shown how, in a hyper-competitive market like this one, the development and
maintenance of lasting relationships with existing clients have become almost more
important than attracting new ones [24, 25]. The increased competition in these last
few years has characterised a financial market in the process of deregulation in
which intervention has pushed banks to re-evaluate their approach to marketing and
to adopt the principals of relation marketing é [26, 27]. In this context, banks have
realised the importance of establishing long term client relationships, particularly
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with corporate clients [28]. Many studies have demonstrated how corporate clients
continue to prefer traditional-type relationships, as compared to those permitted by
modern technology, to develop communication exchanges with the bank. However,
the importance of technology for the development of bank-business relationships
remains unexplored at many levels [29] and IT seems to constitute an important
opportunity for improving performance and, consequently, important competitive
advantages.

From this perspective it has been observed how the interactivity made possible
by the internet facilitates the co-production of value between the seller and the
recipient and constitutes an opportunity for the application of one-to-one marketing
principles [30]. Thanks to the internet, in fact, banks can maintain direct relation-
ships with their clients and, by means of the information thus gathered, provide a
much improved and more personal service [31].

Research Method

To choose the research method we refer to the proposals made by Galliers [32]
relating to the type of research to be adopted in relation to information systems. In
his proposal, the author outlines the importance of the use of case studies as a
research technique for the analysis of organisational aspects; techniques which may
be identified as the most common method of qualitative research utilized in IT stud-
ies [33]. The research methodology selected for the achievement of the aforemen-
tioned objectives is, in any case, qualitative. In particular, it will be decided to
employ the case study technique [34, 35] adapted to develop the theory through the
understanding of the phenomenon in its proper context.

As to the choice of case study, we may select a good-sized bank, with a catch-
ment area sufficient to cover all regions of Italy and which, from an organisational
and marketing perspective, has recently reviewed and innovated its assets. The
decision goes for the Banca Nazionale del lavoro (BNL) which caters for both retail
and corporate clients and upon which we will focus our attention. Moreover, with
reference to both of these markets, BNL has a strong corporate tradition, which
allows for the introduction of IT into a pre-existing organisational structure which
is already well-developed. A further element which has contributed to the choice of
BNL is the recent amalgamation with the BNP Paribas group, which has launched
a strong programme of review and redefinition of roles and objectives. It is on the
basis of these considerations that we take it as an emblematic case to investigate.
The data for analysis has been gathered from multiple sources:

* Interviews focussed on the traditional roles of interfacing with clientele and the
staff bodies which support them in managing these relationships.

e Studies of company documents, bank balances and other sources, both internal
and external (Internet sites, business magazines and sector sources).

* Analysis of specific e-banking products intended for corporate clients.
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The access to a multiplicity of information sources has favoured the principles
of interaction and the triangulation of the sources [36]. Once the primary observa-
tions are developed these are further compounded which the interview material
which seems to emerge from the analysis. These cross-comparisons have been use-
ful for the final compilation of the proposed interpretative model and for the indi-
viduation of the future direction of this research [37].

The BNL Bank

Strategic Evolution, Organisational Structure and Management
of Client Relationships in BNL Bank

Founded in 1913, in 2006 BNL entered into a large international banking group.
This entrance has triggered a strong process of change which hinges upon three key
factors: the clients, the management, the collaborators. The key principles at the
heart of the change revolve around the reorganisation of the distribution network;
the sharing of the best practices of both banks; sharing of group expertise. Now, the
client is at the centre of the organizational process and the new managerial approach
to the evaluation of credit needs to assure more responses to fulfil client. At the
same times, power of delegation and responsibility have been given to the manage-
ment. The process of change initiated by the integration of the two groups, centred
on the importance of people to guarantee the success of the organisation, requires
the development of strong integration among the various acquisitions of the bank.
The centrality of client relationships has meant, from the strategic viewpoint,
refinements to the sectoring of the existing market and the redefinition of territorial
area of operation, not to mention the expansion and renewal of the range of prod-
ucts and services offered.

The division of the commercial activities of BNL into corporate and retail sees
the director of the BNL corporate supply chain answering directly to the delegate
administrator of the bank. The same presides over the five macro-regions of into
which the national territory is subdivided and which enjoy an elevated and strategic
operative autonomy. At the head of each macro-region is a director upon whom
depends the Central Territorial Affairs, allocated, in turn, to corporate bodies which
represent the strategic and business units of the territory. Each territory has a chief
on whom depend the managers of corporate clientele.

The corporate client managers, to whom is assigned a client portfolio, has the
responsibility of administering client relations. The manager must implement
the building up of the assigned portfolio; he represents the principal interface of the
bank with the clientele and constitutes for the latter a point of reference. For BNL
corporate, in fact, the bank-business relationship is not based on the selling point of
financial services but is transformed into a partnership in which the bank contrib-
utes capital, in a multiplicity of diverse technical forms, which the economic
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processes of the business must reimburse in the form of financial obligations. It
follows that the manager is not simply a buffer between the bank and the business:
he represents a figure that the market, in the current climate, increasingly requires
to be more and more productive, a role which embodies in itself, on the one hand,
the supplier of financial resources and, on the other, the more complex role of stra-
tegic financial consultant. A further aspect of these types of management activities,
undoubtedly relationship-based, is the personalised rapport with the client in which
a two-dimensional relationship is established — technical-professional and human
— which allows the bank to acquire useful data on clients with the aim of appraising
risk in real terms in order to better satisfy the needs of the business.

Within the context of his specific competences, the manager avails of the support
of professionals who have partial, though elevated, command of various aspects of
the business. A sample job title which may be brought into argument is the
Specialist in Special Credits and Loans who has the task of supporting commercial,
administrative or operative processes pertaining to medium/long term operations;
the outside expert, with deep knowledge of external banking operations and norms;
the IT specialist, who has the dual role of technical assistance, both external and
internal. From the brief description presented above emerges a pattern which shows
how the management of bank-business relationships represents a very complex
phenomenon, based on which the relational capacities of the manager take on a role
of primary importance, along with his specific knowledge and problem solving
capacities.

The Role of Technology in Bank-Business Relationships

The evolution in IT and in its application has brought about the introduction of a
multiplicity of instruments for client relationship management. The principal
Italian banks adhere to a system, known as ‘“corporate banking interbancario”
(CBI), which allows any business to work directly, via computer, with all Italian
banks with whom they share a relationship exploiting internet technology. For BNL
this IT product is “Business Way.” We may take the example of remote banking,
which offers clients the following options:

* Arrange directly and immediately bank transfers, utility payments, financial
instrument transfers and foreign currency.

* Obtain global information held by the bank.

* Find out daily market quotations, and previous quotations, o particular stock.

e Enter into electronic procedure relating to the regulation of client supplier rela-
tionship and information pertaining to outstanding transactions.

One application of corporate banking offered by BNL to satisfy the need for
information/operational services by businesses is the Cash Management Service,
that is the process which allows the business to manage cash flow, in and out, by
the use of IT. Besides being an efficient way of reducing costs for both business and
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bank, remote banking represents a supporting instrument in the bank-business rela-
tionship, even though the staff present in the bank itself, and who has the role of
problem solving, acts as interlocutor.

Discussion and Reflection

In the course of the investigation into the application of IT in the bank/business
relationship, the case of BNL has shown how all internal procedures in the conduct
of such relationships have largely been automised. The same has also applied an
information system for the process of credit concession with an examination of
merit carried out by an expert system which provides for the acquisition of neces-
sary data, both internal and external.

This analysis allows us to bring to light the ways in which the use of IT in the
bank/business relationship constitutes a supporting element within that relation-
ship. More precisely, these roles express themselves in a dual profile: informative
and the strengthening of the rapport. In the first of these, the use of IT allows the
bank to acquire an informational mastery, contributing to the construction and
enrichment of a body of knowledge about each client. This is true both in terms of
the financial volumes transacted, and in terms of the finalisation of the operations
thus conducted. The monitoring of the usage of information technology, in fact,
provides information about the counterpart of these operations and the relationships
fostered by each individual business. In this way begin the active bank/business
participation to the definition of the telematic services furnished by the bank and to
the grouping of the relative activities according to its own preferences. This impli-
cates that every decision of the client / business contributes to build and to feed the
relationship bank/business. What we’ve now noticed allows to introduce the second
aspect above underlined, regarding which it could be noticed as the IT allows the
“de-bureaucratization” of the relationship releasing from the consequential admin-
istrative obligations. In the specific case of BNL, contrary to what happened in the
past, the manager is no longer seen by the client as merely an overseer of the
administrative aspects of the bank/business relationship but as a specialized inter-
face providing a swift and certain response to the problematic financial complex of
the business.

Conclusion

This paper has presented an exploratory case study of an Italian Bank, The BNL.
The empirical evidence supports what the literature affirms: corporate clientele con-
tinues to prefer a direct rapport with the manager, retaining, however, IT technology
as an indispensable instrument for better management. The contribution of IT
seems, therefore, to provide an opportunity to increase the time that the manager
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can dedicate to the client, improving in the process, naturally, the quality of the
service, bringing the bank to achieve the whole knowledge of the client/business
operativity. Opening a channel of interactive communication with its own clientele
corporate, the bank starts a process of construction of sceneries that allow the
Manager to go beyond what it is strictly useful to be able to build, through continu-
ous relationships, shared environments that foresee the possibility of multiple and
alternative sceneries. In this perspective, the model of the sense making [38] seems
to volunteer as possible interpretative tool, able to help the researcher to clarify
better the contribution that IT technologies can give in to support the relationships
bank /business.

The application of IT to this typology of relationship seems to put the manager,
and consequently the bank, in the condition to create a great sense in the relation-
ships with its own clientele. Nevertheless, to this could be possible, the investiga-
tion has, what’s more, revealed how the success, or lack of it, of the adoption of IT
in corporate banking relationships is the consequence of a multiplicity of factors.
In the first place, it must necessarily be accompanied by an adequate formation
process, with various specializations, based on the resolution of client problems.
Secondly, the sharing of all levels (administrative and commercial) of one to one
marketing principles acquires importance. Finally, an efficient management of
these relations cannot but result in a satisfactory degree of organizational
integration.
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Integration of Different Organizations and
Stakeholders in E-services Design and
Implementation: the Case of the Spider Card

M.C. Di Guardo' and I. Zuccarello?

Abstract As e-service becomes increasingly pervasive in modern public organi-
zations management, its influence on organization and individual preferences and
competences is hard to ignore. This work addresses this issue by analyzing the
different dimensions of the design and implementation of an e-service. It reviews
the impacts on the integration of competences and preferences of the different
stakeholders and organizations involved. The focus of the case study is a pioneering
e-service initiative of the University of Catania known as the Spider Card.

Introduction

The impact of Information Technologies (IT) on Public Administration has rapidly
grown since governments worldwide embraced emerging technologies to restruc-
ture archaic bureaucratic procedures [1]. In order to improve the quality and effi-
ciency of public services, many public organizations currently employ or are
planning to implement electronic service delivery through the use of modern IT. In
fact, lately the public sector’s conservative approach to using IT began to change.
Administrators started to recognize the benefits of putting innovative technologies
into operation as an approach to change the traditional organization dimensions [2].
Allen et al. [3] postulated that the surfacing of new forms of e-service goes beyond
the mere infusion of technologies to encompass novel patterns of managerial
decision-making, power-sharing, and resource-coordination, and it calls for a
deeper integration of different stakeholders’ aspirations and competencies.
Accordingly, the future of organizations is intimately dependent on their capabili-
ties to exploit technological innovations in harnessing competencies within an
enhanced network of stakeholder interdependencies [4, 5].
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As e-service becomes increasingly pervasive in modern public organizations’
management, its influence on organizations and on individuals’ preferences and
competences is hard to ignore. Therefore, our study aims at analyzing the different
dimensions of e-services design and implementation, and its impacts on the integra-
tion of competences and preferences of different stakeholders and organizations.
This paper deals with a pioneering e-service initiative of the University of Catania.
Using the case study method, we analyzed the design and implementation of a
highly innovative e-service: the Spider Card. Developed by the University of
Catania (UniCT) and the banking group Monte dei Paschi di Siena (MPS) -leader
in the Italian domestic market in terms of market share-, this service, for the first
time in the Italian area, permits to head quickly for the “fully digital administra-
tion” target.

The Spider card, and more generally the spider system (i.e. the integrated tools/
services provided through the Spider Card foreseen in the agreement between the
two organizations), will allow for the automation of administrative and bureaucratic
processes, cutting down paper documents, optimizing work time and it is an overall
turning point in terms of efficiency. The Spider System includes a set of tools each
implying a different level of integration of stakeholders’ interests: the UniCt Card,
the MPS Spider UniCt Card and ultimately the MPS Spider UniCt Card with digital
signature.

Analysing the development of this new e-service from its early stages to product
delivery we open up the complex multi-agent environment in which innovations are
developed and selected. Studying e-services in the public sector forces one to
address a number of issues that have been downplayed, or simply ignored. Past
studies have focused primarily on the private sector. The project stakeholders
included different actors (i.e. professors, employees, students), public/private ser-
vice providers (i.e. the University and the Bank) and customers (i.e. the student for
the University and for the Bank; the University for the Bank), which are the key
groups involved in the innovation process. These key agents shape the design and
the implementation of the innovations provided by the service. This in turn can alter
institutions, organizational structures, and the competences of these key agents.

The paper is organized as follows. Next to an overview of the relevant concepts
and literature given in Sect. 2, Sect. 3 introduces the research methods used.
Section 4 provides an analysis of how the design and subsequent implementation
of this innovative e-service takes place. On the basis of this analysis, some critical
reflections are presented in Sect. 5 with regard to the competences and integration
of the various organizations and stakeholders.

The Multi-Stakeholders Impact on E-Service Characteristics

Despite the growing importance of e-service for firms and public administrations,
academic research on this topic is still in its infancy [7]. Furthermore, since the
nature of e-service is likely to vary depending on the type of activity, a general
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agreement on its definition is missing [8]. In e-service, the customer’s interaction
or contact with the organisation occurs through technology: thus in this paper,
e-service can be usefully conceptualised as an interactive information service
[7, 8].

The increasing availability of IT has provided an opportunity for the diffusion of
e-services. However, limited research has examined how perceptions regarding the
characteristics of the e-service [9] can be influenced by the preferences and com-
petences of different stakeholders during the design and implementation phases.

In our model we take into account the multi-stakeholders’ impact on the charac-
teristics of e-service during design and implementation. Recent organizational lit-
erature has emphasized that effective collaboration among diverse stakeholders
enables organizations to draw on diverse forms of expertise to create new compe-
tencies and produce synergistic solutions to complex problems [10, 11].

Research on e-services has highlighted the importance of human resources and
organisational innovation. With regards to public administrations, researchers have
emphasised how the set of e-service characteristics depends on the preferences and
competences of public administration professionals (i.e. their ability to use the new
technologies), and on the interaction between professionals’ competences and end-
users [5, 12].

The design and implementation on an e-service for public administrations can
represents a potential revolution on internal preferences and IT competencies.
According to Tippins and Sohi [13] IT competences can be conceptualized as the
extent to which an organization is knowledgeable about and effectively utilizes IT
to manage information. The effective usage of the new technology is affected by its
perceived usefulness and perceived ease of use. These factors emerge as critical
perceptions during the adoption phase mediating the relationship between exoge-
nous factors and the e-service usage [14]. Moreover, the ease of use is related with
the preferences and competences expressed inside the organization.

At the same time, design and implementation of the e-service change the com-
petences of the service providers [15]. Accordingly, in our framework we consider
the change in organisational structure of the service provider’s competences as a
variable.

E-service may also alter user’s competences, i.e. when it affects the way in
which the user uses the service [16]. In our framework, we include user preferences
as well as user competences. A new e-service requires users to learn about its pros
and cons, pushing the evolution of their preferences. For this reason during and
after implementation, the interaction between users and the organization becomes
critical because users’ inputs help the team configure the e-service correctly [17].
Furthermore, user resistance has also been regarded as one of the major reasons
why e-service implementations failed [18]; that is, users’ preferences of the e-ser-
vice is an essential criterion in the evaluation of IS success.

The interaction among users’ competences and preferences, services providers,
and the public administration is once more essential to the development process. The
interaction among the competences\preferences of the different stakeholders deter-
mines the direction and rate of change of the application and its characteristics.



60 M.C. Di Guardo and I. Zuccarello

These in turn are related to a set of technical features which are strongly tied to the
underpinning technologies on which the e-services are based. For this reason, our
framework dispenses with a separate vector of technical features.

Our framework reviews how the interaction among providers, users and public
administration during the design and implementation of a e-service fundamentally
change and are changed by the preferences and competences of different stakehold-
ers, and it is the result of a deep integration.

Research Method

The research was conducted at the University of Catania over a period of 9 months
and through different methods of data collection [19]. Interviews [20] to solicit data
on the intra-organizational and inter-organizational considerations behind the
implementation of the project were conducted with the Dean of the University of
Catania, the Spider Card system design team, the Spider Card administrative group,
and the Spider Card system implementation team from MPS. This first set of data
was triangulated with a second set of data collected though interviews to the main
stakeholders (i.e. bank managers, professors, students, and employees of the
University of Catania, etc.) and designed to capture their perspective [21]. The
interviews were conducted at the end of the planning phase and again at the end of
the implementation phase of the project and involved all project stakeholders.

The interviewees were asked about the critical organizational issues and compe-
tences that they needed to address during the pre-implementation and implementa-
tion phases.

To incorporate the wider organizational context and the backgrounds of partici-
pants into the analysis, we obtained supplemental data from University’s human
resource database, web pages, and internal communications. Additionally, supple-
mentary data from other sources including meetings, press statements, and a sig-
nificant compilation of archival records was also solicited. The interviews and the
pool of secondary data were used to built an in-depth collection of qualitative data
[22] focusing exclusively on developmental issues pertaining to the design and
implementation of the Spider System.

The Case of the Spider Card

The Spider Card project originates from the long lasting cooperation between the
University of Catania and the MPS. Over the years, this cooperation generated
improvements in procedures, information systems and the facilities used jointly by
both actors. They created the Spider card by following the evolution of the “student
matriculation/enrolment” process, an integral part of which is the collection procedure
of the tuition fees.
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The idea of a student card (later extended to the University staff) was inspired
by the news of an agreement between Siena’s University Dean and the President of
MPS for issuing a credit card that could be specifically used by Siena’s students to
pay tuition fees through instalments, at zero cost and interest free. In order to verify
the feasibility of an operation that had similar characteristics to those developed in
Siena, a preliminary meeting between the management of the University of Catania
and MPS was set up. The objective was to evaluate the mutual interest in develop-
ing a co-branded tool that met both parties’ needs and preferences. The University
asked the Bank (MPS) to consider issuing a credit card that could also be used as
an identification card, and thus be used by students and staff to access University
services. The University requested that the card be at zero cost for both the students
and the University.

The University had various motivations and drivers to launch this project. The
Italian University system is mainly funded by state transfers, which will be progres-
sively assigned considering strategic programs and goals, and through the qualita-
tive and quantitative assessment of activities and services provided. Recognizing
that better services to students may represent a plus in this assessment, the
University of Catania started looking at solutions that would allow the quality and
efficiency of the services to improve while at the same time keeping their costs
down. This approach fully aligns with the guidelines given by the Government to
Universities and to public structures in general.

Also the Bank (MPS) immediately and positively considered the project as some-
thing attractive. The project has various advantages such as potentially reaching a
very high number of clients (the card will be distributed to approximately 70,000
users) who may generate additional business transactions and cash flows, as well as
improving the integration of the tools historically adopted by the two organizations.
These improvements will also grant to the Bank an advantage over its competitors
when in the future, the treasury service of the University will have to be awarded.

The advantages seemed clear to the organizations from the very first phase of
the project. Advantages would come from the use of common innovative tools for
simplifying procedures, the removal of some redundant phases of the processes,
reducing the number of clerical errors and an overall time and cost optimization.

The initial project entailed a preliminary request of the University to have a
single identification card -able to contain different and heterogeneous data, includ-
ing data necessary for the digital signature-, which could also be used as a credit
card. This plan was quickly expanded into a more complex project to develop a
multi-service product consisting in two single “tools”: an electronic identification
and credit card and a separate token for the digital signature. The former to be made
available to all students and employees of the University, the latter dedicated — in
the first resort — to the first year students, to the teaching staff, to the managers and
to administrative staff. In particular, the digital signature feature was strongly
requested by the University because of its suitability in a wide range of operative
contexts: from the process of on-line matriculation and enrolment of the students,
to the system for the electronic registration of the exams, experimentally started in
2003, to the computerized management of the students’ careers.
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The agreement was reached with some difficulties: many obstacles emerged
both of a psychological nature, such as distrust, lack of information, and resistance
to giving up some consolidated habits. These difficulties led to alternative and more
effective technical solutions than those initially considered.

The University goal of distributing a payment card to all its stakeholders — stu-
dents and employees — came up against the regulations which prevent banks run-
ning any bank services if they are not specifically requested to do so by the potential
customers. The solution was found by offering two different cards: one for identi-
fication purposes (the UniCt card), distributed to all users; the other one for pay-
ments (the Spider card UniCt) — which adds the specific functions of a bank card
to those of a simple identification card — only if explicitly requested by the holder.

The agreement, signed between MPS and the University of Catania on September
2007, finally allows the Spider cards to be released free of charge, (although during
the first meetings the bank had asked for 10 euros per card). However, in accordance
with the CNIPA (Centro Nazionale per I’ Informatica nella Pubblica Amministrazione)
regulations, each USB device (token) for the digital signature service is to be paid
for by the University at a cost of only 5 euros (although its usual cost is 35 euros?).
Considering that the agreement foresees the distribution of 15,000 cards with the
USB device and 55,000 additional bank cards, the University will only pay
€ 75,000 rather than € 525,000 for the token, and save the € 550,000 due for the
distribution of the other 55,000 bank cards.

In the development phase, which involved directly the operators of the two
organizations, new obstacles emerged. In particular, reluctance to give up some
consolidated habits by the operators who, in the past, had worked on the implemen-
tation of the procedures now involved in the innovation. In this phase, the interac-
tions between the organizations became more frequent and at different levels: from
plenary meetings with the top managers of the two organizations, together with the
middle managers and the single operators, to the agreed and coordinated actions for
the development of procedures, the implementation of the software modules for the
automatic management of the enrolment requests, the content of the project web
pages, and the management of communication by coordinating the media and
spaces for the promotion of the initiative.

Among the variety of services offered to the students, the on-line payment sys-
tem added another piece to the matriculation and enrolment on-line procedure
already active, with an immediate advantage for the student. Students can pay
tuition and fees directly from home through “the student portal” on the University
website, by using any credit card authorized by VISA or Mastercard interbanking
circuits. In addition to the convenience of paying on-line without any queues at the
registrar, there was another — not less important — advantage: familiarize all opera-
tors involved in the process (Bank, University and students) to using the new pro-

3 Compared to the current market price, one may also consider that, up to the 28th of February
2007, the list price practiced by the University provider of the digital signature smart cards, for
the electronic registration service, is 48 euros.
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cedure and to learn about the pros and cons of the new service, pushing the
evolution of user preferences.

The presentation of the first card to the Rector of the University, and the first
distribution planned for the end of January 2008, was on June 2008.

Conclusion

By means of a case study, we seek to unveil the strategic elements of an e-service
that will promote economical and effective elicitation of stakeholder’s value and
change the competences of the different stakeholders involved [5, 23]. We analyze
the “inter-networked government” in which public and private organizations thrive
on the collaborative potential of networking technologies in forging virtual alli-
ances able to create strategic value for different stakeholders.

We highlight the main phases taking place in the development of the e-service
and those factors playing a role on the participants’ preferences, competences and
on the final product’s characteristics. While some of these issues have been previ-
ously studied, our analysis may provide a fresh appreciation of their role in the
acceptance of a deep integration of different stakeholders and organizations.

The spider system is the key to the coming digital revolution in the University
of Catania and the study of this case represents a unique opportunity to understand
the implications of e-services for the allocation of values of different organization
and stakeholders.
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Interactions with Open Source Software:
A Pilot Study on End Users’ Perception

A.M. Braccini', C. Silvestri?, and S. Za3

Abstract Interest of scientific research on Open Source software and its devel-
opment process is frequent. The number of articles available and the number of
tracks or workshops on this topic in most relevant IS Conferences is high. The
usability of Open Source Software has been scarcely considered until few years
ago, probably due to the particular role that the user has in such a development
environment. In Open Source software development, users and developers are not
so different. Anyhow, the diffusion of the Open Source software outside the devel-
opment community contributes to sharpen the distinction among these two groups
that are no longer equivalent. This circumstance has contributed to increase the
interest on usability of Open Source software. Nevertheless, studies on end-users
in Open Source contexts are still young. This paper introduces a pilot study on end
user’s perception of Open Source software. The aim of this pilot study is to iden-
tify how the end user perceives the Open Source software (in terms of Usability,
Functionality, Reliability, Efficiency and Quality in Use).

Introduction

The interest of scientific research on Open Source software and its development
process is directly witnessed by the body of articles available [1], and by the
number of tracks or workshops devoted to this topic in most relevant IS
Conferences (i.e.: ECIS 2007, ECIS 2008, Open Source Systems 2008 and IFIP
WCC 2008).

Researchers acknowledge that Open Source software has a high impact poten-
tial on economic and social infrastructure [2]. On the base of the assumption that
Open Source Software development processes contribute to a better output in
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comparison to traditional development methodologies [3-5], several studies
started to investigate the adoption of Open Source based solutions in different
environments [6, 7]. Large part of available studies focus on the internal per-
spective on the Open Source software usage, without taking the end user into
consideration.

This paper introduces a pilot study on end user’s perception of Open Source
software. The aim of this study is to identify how the end user perceives the Open
Source software (in terms of Usability, Functionality, Reliability, Efficiency and
Quality in Use). This article is structured as follows: after the research design, a
brief literature review will describe the theoretical framework, and later the results
of the pilot study will be introduced. A discussion of findings and a conclusion will
follow.

Research Design

Studies on Open Source Software have to deal with the difficulties in the selection
of a random sample of users [8]. Usually the source code of Open Source software
is freely distributed over the internet: this makes the real population of users
unknown and impedes the possibility to create a truly random sample of users. In
this pilot study we therefore decided to adopt an interpretive approach in order to
try to understand how end users perceive the Open Source software. Our aim is not
to predict or establish general law (as in a positivist study), but to comprehend the
phenomenon from the point of view of the people involved in it, and to gain thor-
ough understandings of it.

The software adopted in this pilot study is Moodle, one of the most commonly
used Open Source e-learning platforms. This software was used by a group of 80
students attending the “Computer mediated Training” course in a faculty of
Education Science. These students used the platform for 6 months, both to down-
load/upload contents, and to create contents in virtual on-line training courses.

We created a survey using the focus group technique (involving about the 10%
of the final sample size) to define the most relevant aspects perceived by the
users. The users’ derived dimensions were confronted by those indicated in the
ISO 9126 and ISO 25000 software quality model, that we used as a reference. We
decided to adopt these models to deepen the understanding of our case, mainly
because they include not only the Usability as a dimension, but others, interre-
lated, areas. We excluded from the dimension covered by the survey those that
cannot be evaluated under the end user’s perspective (ie: Maintainability and
Portability). As a result the survey covers the following areas of the aforemen-
tioned standards: Functionality, Reliability, Usability, Efficiency and Quality in
Use. In the survey we added another variable called General Satisfaction as a
control variable to explain the other dimensions. Before submitting it to the end
users, the survey was tested with another sample of users to ensure that it was
clear enough.
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Theoretical Framework

Usability in the Open Source Software development has been scarcely considered
until few years ago, probably due to the particular role that the user has in such a
development environment. Open Source Software development has usually been
based on the blurred distinction between users and developers. In traditional Open
Source Software development processes, the developer is a user at the same time,
but it can easily turn into a developer, contributing to the project by submitting a
patch, writing a piece of code or performing other activities. It can therefore be
argued that the Open Source Software development process relies on the assump-
tion that users and developers may converge. The diffusion of Open Source
Software outside the development community contributes to sharpen the distinction
between these two groups that are no longer equivalent. As a matter of fact they are
nowadays too different [9]. In the traditional organization of an Open Source
Software development process, users outside the community are hardly ever taken
into consideration during the development. This call for major involvement of HCI
expert inside Open Source Development projects, as the interface design might not
be treated with the same openness that is used for the source code [9].

This set of circumstances has contributed to increase the interest of the
research on Open Source adopting an end user perspective. As a consequence, the
number of work on usability of Open Source software is increasing (see for
example [10-13]). Recently large attention has been paid to flexibility, efficiency,
robustness and effectiveness [10, 14]. Large part of available contributions try to
provide suggestions to reduce the gap between the developers and the users out-
side the development community, trying to suggest methods to consider their
needs in the development project. Studies on users’ perception on Open Source
Software are anyhow quite young.

Traditionally Open Source has been considered as a development process that
could have a great chance to produce a successful piece of software due to the so
called “Linus Law” [15] that synthesize the effect of the peer review process:
“given enough eyeballs all bugs are shallow”. This anecdotal assumption has been
described by a predictive mathematical model [16] which states that OSS can con-
verge to a bug free state even if average programmers quality is lower than the one
employed in a traditional environment. Code inspection and statistical analysis of
defect density have commonly been used to assess the goodness of Open Source
projects [17, 18].

As a matter of fact, in a frequently cited IS success model [19, 20], DeLone and
McLean contribute to highlight that the benefits derived by the use of a software (sys-
tem) are mediated by users’ satisfaction. In an adapted version of DeLone and McLean
IS success model (specific for Open Source) [21], Sang-Yong et al. identify that the
user satisfaction is affected by software quality. Anyhow, recalling the possible differ-
ences among developers and users in the Open Source context, it is not granted that
the software quality level is exactly the one that the user needs and, at the same time,
it is not even granted that this is the only relevant dimension for him. The internal
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characteristics of the Open Source Software might therefore be high and respect high
standard but they might even be not what the user wants or desire or, under a different
point of view, the users might not be in the position to perceive and evaluate them.

Results of the Pilot Study

In total we received 59 filled surveys. Data obtained from the survey have been
analyzed using descriptive statistics. We calculated the Cronbach’s alpha as a reli-
ability index for the results of the survey. The value for our survey is 0.84, which
is high enough for an explorative study [22].

The profile of respondents emerging from the survey is as follows. Almost two
third of the respondents (69%) have an age between 23 and 32 years, they use the
computer for more than 7-9 years (61%), and have been using the Moodle platform
at least 1-2 times a week (for 57% of the respondents). In general, the respondents
do not have great experience with other Open Source Software because, on aver-
age, more than half of the respondents have never used other Open Source software
besides Moodle.

The profile has been analyzed using some descriptive statistics. The results are
shown in Table 1: the scores of these variables have been obtained by calculating the
average score of each group of questions (in the survey) that were specifically
referred to the variables indicated in Table 1. These results show a good level of sat-
isfaction of the respondents with Moodle, that is at the same time confirmed by the
low level of the variance and of the standard deviation. Anyhow it has to be taken into
consideration that the short Likert scale (from 1 to 4) tend to foster low variation.

Further information can be obtained dividing the respondents into two groups,
according to the depth of usage of the e-learning platform. We therefore distinguish
between basic and advanced users. Respondents were asked to state which features
they had used in the Moodle platform. These features were divided in two groups
(basic and advanced) and these distinction was used to establish the depth of usage.

The results are depicted in Fig. 1 and they show that beginners (45 users) have
lower scores than advanced (14 users), especially in three areas: Functionality,
Reliability and Efficiency. In general, beginners are less satisfied than advanced
users. Similar considerations can be formulated referring to the experience of each
user with Open Source software in general. The few respondents (4 users) that

Table 1 Descriptive statistic (I min—4 max)

Area Obs Mean Std Dev Var Min Max
Functionality 59 3.12 0.59 0.35 2 4
Reliability 59 2.92 0.82 0.66 1 4
Usability 59 3.33 0.71 0.50 1 4
Efficiency 59 3.25 0.68 0.46 2 4
Quality in Use 59 3.29 0.58 0.33 2 4
General satisfaction 59 341 0.53 0.28 2 4
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Fig. 1 Beginners and Advanced compared scores

Table 2 Correlation matrix

Functionality ~ Reliability ~ Usability  Efficiency  Quality in Use
General satisfaction ~ 0.61 0.39 0.56 0.38 0.56

Table 3 Linear regression

Coeff. t P>ltl

Constant 0.820 2.46 0.017
Functionality 0.369 4.23 0.000
Reliability -0.120 -0.17 0.866
Usability 0.182 2.01 0.049
Efficiency —-0.001 -0.01 0.989
Quality in use 0.248 221 0.031
Obs: 59 Adj R-Squared=0.52 F Test=13.50

indicated to be familiar with other Open Source software, they have, on average,
higher scores on all the dimensions.

Table 2 illustrate a correlation matrix among the five areas covered by the sur-
vey (Functionality, Reliability, Usability, Efficiency and Quality in Use) and the
control variable called General satisfaction. The matrix shows positive correlation
among the dimensions and significant values for the Functionality, the Usability
and the Quality in Use areas.

Finally Table 3 contains the linear regression model where the general satisfac-
tion has been taken as an independent variable and has to be explained by the other
six variables. The results of the regression model allow us to affirm that there is a
predictive linkage only for three variables: Functionality, Usability and Quality in
Use. Out of these three variables, the Functionality is the one for which the linkage
is the strongest. Reliability and Efficiency show a negative value.

The significance of the proposed linear regression model is partially validated by
the F test study which is higher than 1 (13,50) and allow us to refuse the H: B=0
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hypothesis (the absence of a linear regression linkage among variables taken into
consideration), and implicitly accept the H : B0 hypothesis (the existence of a linear
regression linkage among variables). Furthermore, the Adj R-squared index shows
that only 52% of the total variance can be explained by the linear regression model.

Finally, the p-value indicator (that gives us information on the validity of the
null hypothesis) shows low probabilities for the Functionality (less than 1%), the
Usability (around 5%) and the Quality in Use (around 3%). The p-value for
Reliability can confirm the existence of a negative value while for the Efficiency
we can hypothesize the total absence of relationships.

Discussion

The results of the survey shows that end user’s perception, measured on the dimen-
sion adopted in this paper, was quite high and in general, the user is satisfied of his
experience with the software. Looking at the descriptive statistics on the six vari-
ables considered in this survey we can affirm that not all of them perform in the
same way. In general, our sample of users, indicated the Reliability as the less sat-
isfactory area. This area has, in fact, the lowest score and the highest variation.
According to us, it is worthwhile to pay attention to the fact that Reliability (as
defined in the ISO 9126 and ISO 25000 standards) is, among all the software char-
acteristics, the one that considers software defects. This score let therefore us think
that code quality and software correctness are not enough to achieve a successful
user interaction with Open Source software. It is worthwhile to mention that this
result is even confirmed by the test sample we used to validate the survey (which
was formed by a smaller group of students who attended a different training course
and who used the same Moodle platform).

The identification of the two user’s profile (advanced/beginners, and expert/
non-expert) has contributed to identify that both the experience with the specific
software and the experience with other Open Source software may contribute to
increase users perception. Anyhow, it has to be considered that these users received
specific training to proficiently use the Moodle e-learning platform.

Finally, the correlation matrix and the linear regression model highlight that
Functionality, Usability, and Quality in Use are the dimensions that mainly impact
users experience with the software. From the linear regression model we can assert
that the Efficiency is of no importance for end users, and that there is an inverse
relationship between Reliability and Quality in Use.

Conclusions

Open Source software and its development processes are nowadays subjects of
interest for IS research. Past research on this topic has contributed to assert that the
Open Source development process can contribute to produce better software.
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Anyhow these judgements have always been based on an internal evaluation of
software characteristics, on the base of the assumption that a high quality software
could lead to a better customer satisfaction. Under this point of view Open Source
software development counted, for long time, on the similarity between users and
developers. With its diffusion, Open Source software has now reached users outside
the development community, and these users might have different needs than those
expressed by traditional ones. Under this point of view, it is worthwhile to investi-
gate end users’ experiences with Open Source software.

In this research paper we introduced a pilot study on end user’s perception of
Open Source software. We analyzed the general perception of a sample of stu-
dents that used the Moodle e-learning platform for 6 months. We used a model
based on the following dimensions: Functionality, Reliability, Usability, Efficiency,
Quality in Use, and General Satisfaction. Our results show that, in our case, the
scores were sufficiently high, even if users perceive the Reliability as the less
satisfactory area, and are not in the position to formulate adequate judgements on
the Efficiency.
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Introduction

A. D’Atri! and D. Sacca??

This book offers a careful selection of the best contributions to the Fifth Conference
of the Italian Association for Information Systems (http://www.itais2008.org),
which took place at the European School of Management, ESCP-EAP, in Paris
(France) on December 13—14, 2008, in conjunction with the International Conference
on Information Systems (ICIS 2008).

ItAIS (http://www.itais.org) is the Italian Chapter of the Association for
Information Systems (AIS, http://www.aisnet.org). It was established in 2003 as
and has since been promoting the exchange of ideas, experience, and knowledge
among both academics and professionals committed to the development, manage-
ment, organization and use of information systems.

The annual itAIS conference is the major annual event of the Italian Information
System community and is thought of as an international forum among researchers
in the field. The conference aims to bring together researchers, scientists, engineers,
and scholar students to exchange and share their experiences, new ideas, and
research results about all aspects of Intelligent Systems, and discuss the practical
challenges encountered and the solutions adopted. The previous editions took place
in Venice on 2007, in Milan on 2006, in Verona on 2005 and in Naples on 2004.

The 2008 edition of itAIS in Paris was titled “Challenges and Changes: People,
Organizations, Institutions and IT” to highlight that innovation into Information
Systems relies not only on the technology but also on all agents who are involved
in them. Indeed technological IS development had brought, over the last years,
several challenges and changes to existing organizations and has enabled new
forms of organizations (e.g. collaborative networked organizations, virtual organi-
zations, supply chains, communities, etc.) and new interaction and cooperation
models for stakeholders (employees, suppliers, individual and corporate customers,
governments, investors). On the other hand, both organizations and stakeholders
are issuing more and more demanding requirements to the design and development
of IS, thus raising new challenges to the underlying technology to effectively
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support business’ interaction with stakeholders. The new scenarios open up a new
set of research issues and extend the space of IS research and call for a interdisci-
plinary approach to harness a number of diverse disciplines in both the theory and
the practice of information systems. This conference edition collected together IS
researchers and practitioners to illustrate and reflect on their expertise and to discus
new research issues, particularly those concerned with the IS support to the interac-
tion of organizations, stakeholders and governments.

The itAIS 2008 statistics give an indication of the increasing success of confer-
ence: 113 submissions , 87 presentations and more than 130 participants. Out of the
87 accepted contributions, 63 of them have been selected for publication in this
book and are herein grouped into 10 sections, corresponding to the 10 conference
tracks, which investigate different facets of IS research and practice:

e E-Services in Public and Private Sectors.

e Governance, Metrics and Economics of IT.
e Information and Knowledge Management.

e IS Development and Design Methodologies.
* IS Theory and Research Methodologies.

e Legal and ethical aspects of IS.

e New themes and frontiers in IS Studies.

e Organizational change and Impact of IT.

* Human Computer Interaction.

e Strategic role of IS.

The Section on E-Services in Public and Private Sectors (coordinated by: Marco
De Marco, Katia Passerini, and Jan vom Brocke) investigates the theme of e-ser-
vices from multiple perspectives: from theoretical issues to empirical evidences
developed in specific service areas (e.g. healthcare, tourism, government, banking),
in processes (e.g. procurement, invoicing, payments), and in public or private envi-
ronments. The section includes 12 contributions that deal with varying topics, from
municipal e-services to corporate e-banking and e-democracy and other broader
issues (eg, coordination processes and legal implications).

The Section on Governance, Metrics and Economics of IT (coordinated by
Giuseppe Visaggio) identifies new economic and metric models to align IT strate-
gies with organizational and business strategies, to create value through IT projects,
to measure and manage performances of introduced innovations, to manage the
risks related to adopting innovations. The seven contributions consider various top-
ics: from the empirical investigation about new business models and process to the
analysis of enterprise governance and of the value produced by IT, including special
measures to enforce data security.

The Section on Information and Knowledge Management (coordinated by
Valeria De Antonellis) presents on-going researches, case studies and best practices
on information and knowledge management and collaboration in modern organiza-
tions and on the ways new systems, infrastructures and techniques may contribute
to extract, represent and organize knowledge as well as to provide effective support
for collaboration, communication and sharing of information and knowledge. The
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seven contributions of this section consider different perspectives and dimensions
in various domains of discourse: relevant issues in the area of knowledge sharing
and discovery, techniques and tools for effective knowledge and information man-
agement and querying, methods and tools to support design, classification and
mining processes.

The Section on IS Development and Design Methodologies was coordinated by
Carlo Batini. This section addresses various topics concerned with the evolution of
methodologies for IS development and design, which take into account, besides
ICT aspects, different issues and research areas, from social, to economic, juridical,
and organizational issues. The three contributions included in this section deal with
user centered and interoperable health information systems, ontology based analy-
sis of information systems, and design of Web 2.0 applications.

Giovan Francesco Lanzara and Antonio Cordella coordinated the Section on IS
Theory and Research Methodologies, which discusses novel and interesting ideas
on how to conceive and study ICT and IS in the contemporary world by bringing
together the contributions of many disciplines, from management and organization
studies to economics, from cognitive science to ethnographic research and philo-
sophical inquiry. The three contributions of this section address various topics:
epistemological considerations on information systems as complex objects, experi-
ments on new learning environments through simulations, case studies and role
playing, analysis of how organizational capabilities related to information systems
are developed in a competence center of a major company.

The Section on Legal and ethical aspects of IS (coordinated by Antonio
Marturano) highlights legal and ethical issues in IS that arise both from the process
of doing research, such as surveying, interviewing or gathering requirements and
from the (mis-)use of IS not only in the organizational workplace but also from a
global perspective. The seven contributions of this section deal with a wide range
of topics, such as: IT and the workplace; access to information; ethical concerns of
IT design; security and surveillance; computer crime and legislation; Internet gov-
ernance; the digital divide and social justice; Social responsibility and codes of
conduct for ICT professionals; ethics, agency, and structure; and The embodiment
of values in IS design.

Michele Missikoff coordinated the Section on New themes and frontiers in IS
Studies. This section gathers visionary and forward looking contributions, able to
trace possible future trajectories in the IS research and, more in general, in the
future interdisciplinary research, capable of achieving a synthesis between then
typical IS areas, with emerging ICT, business and enterprise areas, to achieve more
advanced technological solutions in the future economic and societal scenarios.
The nine contributions of this section concern very heterogeneous and advanced
topics from business models to schema mapping, from semantics to agents, from
systems engineering to business processes, and from information systems crisis to
security.

The Section on Organizational change and Impact of IT was coordinated by
Ferdinando Pennarola and Aurelio Ravarini, and it collects contributions — both at
the theoretical and the empirical level — on innovative approaches to interpret and
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manage the organizational role of IT in changing environments. The seven contri-
butions of this section discuss various topics: the role of IT in change processes,
both from a socio-materiality perspective and in terms of the impact on time orien-
tations, organizational implications of the adoption and use of specific IT systems
(Business Intelligence Systems, ERP Systems, and RFId-based Supply Chain
Management Systems), innovative organizational mechanisms to improve the man-
agement of IT services sourcing.

Francesca Maria Costabile coordinated the Section on Human Computer
Interaction. This section discusses theories, practices, methodologies, techniques
and applications about the interaction among humans, information and technology
and addresses emerging HCI research topics, such as designing for improving the
overall user experience, favoring social connections and supporting collaboration.
The eight contributions of this section consider various issues: usability and user-
centered design, novel techniques in user interfaces, computer interfaces satisfying
the needs and expectations of different user categories, end-users oriented analysis
of Open Source software quality, such as functionality, reliability, efficiency, and
quality in use.

Finally, the Section on Strategic role of IS (coordinated by Gabriele Piccoli and
Cecilia Rossignoli) discusses the role of Information Systems in enabling organiza-
tions to create and sustain competitive advantage and to improve their competitive
positioning. The two contributions of this section focus on how IT can play a stra-
tegic role in retail business, analyzing how IT supports business and organizational
strategies, and on knowledge and training issues in multisite ERP
implementations.

We conclude by thanking all the authors who submitted papers and all confer-
ence participants. We are also grateful to the chairs of the ten tracks and the external
referees, for their thorough work in reviewing submissions with expertise and
patience, and the President and the members of the itAIS steering committee for
their strong support and encouragement in the organization of itAIS 2008. A special
thank is due to all members of the Organizing Committee and to the staff of CERSI
(Research Centre on Information Systems at LUISS University “Guido Carli” of
Rome), for their precious support to the organization and management of the event
and in the publication of this book.



IT Value in Public Administrations: A Model
Proposal for e-Procurement

A.M. Braccini' and T. Federici?

Abstract Recent studies have affirmed the necessity of a discontinuity in the
method of investigating the value produced in organisations by IT. Existing stud-
ies have in common a prevailing (when not exclusive) attention paid to the private
sector, as testified by the frequent use of income or financial indicators to measure
benefits. These approaches however cannot be directly applied to public utility
organisations like Public Administrations. Taking into account this scenario, the
present exploratory work looks at the analysis of IT investments in the public sec-
tor by identifying a viable approach to research in this domain. To move towards
this objective, procurement management has been taken as the field to be observed,
and an Italian public Local Healthcare Agency which has managed several e-pro-
curement projects has been analysed. This case represents a valuable context for
examination and discussion because the outcomes of each project were evaluated
in detail. A rich IT Value Model devoted to the private sector has been adopted and
discussed, and later some resulting adaptations are suggested, together with some
hints and limitations.

Introduction

The existence of a positive correlation between investments in Information
Technology (IT) and performance improvements in organisations (in terms of
productivity, savings, or income) has often been taken for granted. However, the
observation of the so-called productivity paradox by Brynjolfsson [1] made this
statement uncertain and stimulated new interest in research into the strategic value
of IT investments. Recent studies affirm the necessity of a discontinuity in this
domain of research, by rethinking the method of investigating the value produced
by IT [2].
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The diversity in research methods adopted led to results that are hard to replicate
in different contexts. Moreover, existing studies have in common a prevailing
(when not exclusive) attention paid to the private sector. Such a tendency is testified
by the frequent use of income or financial indicators to measure organisational
improvements. These approaches cannot be directly applied in organisations oper-
ating for public utility purposes [3] such as Public Administrations (PAs). Actually,
there are few studies investigating the relationship between investments in IT and
value delivered to the stakeholders in this context.

Having in mind this scenario, the present exploratory work deals with IT value
analysis in the public sector, and also identifies a viable approach to research in this
domain. To move towards this objective, procurement management was taken as the
field to be observed. The rationale for such a choice is the PAs’ frequent recourse to
e-procurement, which is seen as the most probable innovation to produce tangible
value in this sector. Experiences and findings coming from an interesting context
were used as a basis to discuss the IT Value Model of Melville et al. [4] and to draw
a new one more suitable to investigate the public e-procurement domain.

The analysed context is that of the public Local Healthcare Agency (LHA) of
Viterbo (Italy), which seemed pertinent to the research since this LHA managed
several projects of IT-supported innovation to introduce e-procurement with the aim
of gaining efficiency and cost reductions. Moreover, the outcomes of most of these
projects were analysed in detail, and many studies were published over several years
by different scholars, advisors, and consultants (while the public e-procurement
topic is still neglected). Additionally, the Local Agency level is comparable with that
of a firm, and is usually adopted in IT value assessment, and also in the adopted
model, as the unit of analysis. Finally, the e-procurement is actually applied and
produces real outcomes (if any) at the level of a single administration.

The paper is structured as follows: in the theoretical framework a brief literature
review on IT value analysis, one of the most complete model for the private sector,
and some definitions on e-procurement are introduced. Next, the adopted research
methodology, a brief context description, and the research findings are reported.
Then, the findings are discussed, and the resulting adapted model suggested.
Finally, some hints and limitations are proposed in the conclusions.

Theoretical Framework

IT value research [4] focuses on the paradox consisting in the lack of productivity
improvements resulting from massive investments in IT [1]. Available research
papers in this area analysed the topic with several approaches and methodologies
[5], in the end highlighting that IT affects organisational performance [6—8]. Even
if the paradox cannot be considered to be solved, at least there is consensus on fac-
tors and loci affected by IT investments [5, 9, 10].

Research efforts have often been concentrated on the identification of metrics
and measures (see [9 and 5] for a detailed list) to assess performances, but their
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suggestions can hardly ever be applied to PAs since such indicators are drawn from
profit oriented organisations [3].

The need to identify common traits among available studies is considered a neces-
sary foundation for further progress on this topic [5]. With the aim of analysing value
delivered by IT investments in PAs, we decided to start from the IT value framework
defined in [4]. This framework has been drawn by overlapping a series of 202 different
IT studies available in the literature which had, as their core matter, the IT value gen-
eration process inside organisations. The model derived from this research, relying on
a Resource Base View (RBV) theoretical perspective, places three layers behind such
process. It identifies the locus of IT value creation as the focal firm, but it also stresses
the relevance of the competitive environment and the macro environment.

Proposing the framework (see Fig. 1), the authors affirm that IT impacts organi-
sational performance via intermediate business processes, with the support of
organisational resources that may act as mediator or moderator, and under the influ-
ence of the external environment. At the same time they highlight the importance
of disaggregating the IT construct into its meaningful subcomponents.

The focal firm is the domain affected by the IT investment, as it represents the organi-
sation acquiring and deploying the IT resource, and for this reason it has to be identified
in every analysis. This layer includes the IT resources, complementary organisational
resources, business processes, and business process performance, which all together are
components of the IT business value generation process and the organisational perfor-
mance. The competitive environment is the specific context where the focal firm oper-
ates. This environment is divided into two elements: the industry characteristics and the
trading partners resources & business processes. Finally, the macro environment, mainly
focused on country characteristics, includes country and meta-country specific factors
that shape IT application for the organisational performance improvement.

Macro Environment
Country

Characteristics

L

Competitive Environment
Industry

Characteristics

L

IT Business Value Generation Process Focal Firm
IT Resources:
Technology (TIR) & .
Human (HIR) N Business PBusmess LI N Organizational
V| Processes D rocesses 1] Performance

Complementary Performance

Organisational

Resources

Trading Partner
Resources &
Business Processes

Fig. 1 IT business value model [4]
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With the intent to apply this framework to a Public Administration, adaptations may
be required. The IT business value generation process is, among all, the part probably
requiring fewest modifications, even if metrics and measures may need to be modified.
The last component of the focal firm layer (organisational performance) is more prob-
lematic, as all the income or profit indicators are unsuitable for PAs. The competitive
environment may also require some attention, as it is disputable whether a PA may work
in a competitive environment or not. Moreover, the environment where a PA operates is
probably animated by a different set of agents that may have a different influence on
focal organisation compared to the one possibly exercised on a private company by
other actors in the same position. Finally, the Macro Environment layer might be rele-
vant only when PAs from different countries are taken into consideration.

As regards procurement, following other studies [11, 12], in this paper it is
intended as a broad process that starts with a need for a good or service and ends
with its use and the payment for its supply. According to this statement, the term
e-procurement indicates the organisational solutions supported by Information &
Communication Technology (ICT)-based tools that allow electronic forms of pro-
curement, which are potentially more effective and efficient than traditional ones,
where a more or less broad and deep process redesign is required [ 13]. E-procurement
solutions include tools in two areas, which must be jointly used to streamline the
whole procurement process:

* e-purchasing, which includes many different tools supporting the purchasing
phase, from finding a product to invoicing and payment, to be entirely managed
through on-line tenders (e-tendering) or marketplaces and electronic catalogues
(e-requisitioning), electronic invoice exchange and processing (e-invoicing), and
liquidation activity (e-payment);

* e-logistics, which aim at optimising the management of inventories and internal
goods flows on the basis of Intranet/Extranet technologies, integrating Supply
Chain Management (SCM) solutions linking both internal and external players.

E-procurement in public healthcare is highly representative as the same domain
in other PA sectors is a subset of it, since in healthcare [13]:

e Structures deliver more critical and specialised services than the rest of PA, and
safeguarding high quality standards for many purchased goods is paramount;

e Spending is more composite, as it includes standard supplies for the whole PA,
together with highly specific goods (e.g. operating room specific devices);

e The market involves about 500 thousand highly differentiated suppliers (multi-
nationals, mid-size national companies, and local SMEs).

Methodology

The present research paper is based on the analysis of a set of individual studies
focused on the organisational and performance consequences related to the imple-
mentation of e-procurement in the LHA under investigation. This analysis took into
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consideration about 35 research documents (only partially cited here due to lack of
space; a complete list is available upon request from the authors). Each study has
undergone a text analysis covering its content and results, in order to establish
whether it had to be included. We mainly focused on measures, indicators, and
agents involved in the IT investment/innovation processes, both inside and in the
environment around the organisation representing our Focal Firm.

Case Description

The considered LHA is a public structure and provides healthcare services to the
province of Viterbo. With the aim of gaining efficiency and reducing spending on
goods and services procurement, since 2000 the LHA has managed several experi-
mental projects on e-procurement, whose results were evaluated in detail in order
to assess savings (both on final and on administrative costs) and to make the best
decision on their definitive adoption. The results were remarkable, even though
different in nature and dimension, taking into account the obstacles met (techno-
logical, organisational, and also normative) as for any innovation [14]. After the
pilot experiences, since 2004 the LHA has launched an extensive programme to
innovate the end-to-end procurement process through the implementation of the
best tested solutions. The outcomes of the first steps of this phase (which is still
ongoing) were also assessed in detail [14]. The analysis of reports following each
project test is summed up in Table 1.

Discussion

Some considerations can be pointed out by reading the LHA e-procurement history.
In all the innovations, even when based on a really fresh IT tool (often this LHA was a
first-mover), the process re-design had a relevant part, which was often highly con-
strained by laws and rules. The effort required to internal human IT resources, if it
existed at all, was always very poor, since most tools were based on Internet/Intranet
technologies and were provided and managed by an external provider. External
agents were many and their role was always relevant. The performed assessments
denote a high interest in evaluating savings (on staff and administrative costs overall),
speeding up processes, and workflow simplification. We can also formulate further
remarks by applying all the aforementioned framework components.

The IT business value generation process does not need changes. The evaluation
of the business process performance required the adoption of specific indicators
that rely on the passive side of the financial cycle: the focus is mainly on cost reduc-
tion and time and effort savings. Remaining at the focal firm level, the impact of
business process performance on organisational performance cannot be taken for
granted in the context of PAs, as efficiency improvements at the organisational
level (i.e. reduction in the number of employees involved in a process) do not easily



A.M. Braccini and T. Federici

126

(panunuod)

‘uononpar s pasderg
pawioyrad syse) Jo IoquinN —
PpoAjoAUT
S9O1JJO puUB $I[OI JO JoqUINN
(eSuer pue prepue)s)
Surseyoind ur owry pasderg
(93ue1 pue prepue)s)
Surseyoind ur yopgyg -
:Temoeyysed jo uostredwo))
‘paunioyrad
Syse) Jo JoquunyN —
PpoA[oAUL
S9O1JJO pUB SI[0I JO IoquunN —
(eSuer pue prepue)s)
Surseyoind ur owny pasderg —
(eSuer pue prepue)s)
Surseyoind ur yopgyg -
:Temoeysed jo uosuredwo)

'$1S00 [eUly U0 SSUIABS

*SJUB)NSUOD
Liwaoperd
ay) Jo IopIA0Id

dISNOD A9 VddIN
UT papn[our SAOIAISS
/spoo3 jo siarddng

"SMB[ MU JO SISeq Y}

U0 WAISAS sofeuewr
pue pajeaId :JISNOD

dISNOD
Aq pantwpe siorddng
"SME[ MaU JO SISeq Y}
UO WA)SAS soSeuewr
puE pajeaId Yorgm
(Koualy juswaInooig
[enua) uetel]) JISNOD
1891
oy ur Sunedronred
soInjonns
redyITeaYy IoyI0
‘(10suods os[e)
Joumo doe[dioIey

*(Jo 1xed) J1un saseyoing

*$9ss9001d
soseyoind joamp pue
SurIopuo) proysaIyy
-MO[2q pUE sI[nI
[euroyur jo oSuey)
*(Jo 11ed) J1un soseyoIing

'ssa001d

SuLIpud) ploysaIy)

-QAOQE puE so[ni

[euIdul JO 9FuryD
*(Jo 11ed) J1un saseyoing

*(Jo 1xed) j1un saseyoing

“IOpUR)-d
10 WIOJIB[J

"SIOpUQ)
Sumruqnspue
Sunsonbar
10 suopouny
eroads yim
Qoedyoryrewr
adoos-apip

"JouIU]
BIA 9[qQISSQ008
angoreied-g

159

Qoerdjesjrewt

pasteroads
Qreoy)edy

(3891)€00¢

200¢ Wwolg

200¢ Wwol

000¢

SIOpU)-g

VddIN

an3oree)
S1UONIA[FINqNG

Qoe[dioyIeN

JUQUISSISSE
Q) UI Pasn SOLNAA

JUSWIUOIIAUD Y] JO [0y

sassaoo1d pue S32IN0SAY

SIUDIUOD I

T8I

19fo1g

0QIIA JO VHT oy £q 1n0 parLLed s30afoxd oY) Jo SOIAW pasn pue SoNsLIoeIeY) | IqEL



127

IT Value in Public Administrations: A Model Proposal for e-Procurement

‘pourioyrad syse) Jo IoqunN —
(eSuer pue prepue)s)

Surseyoind ur owry pasderg —
(o3uel pue plepue)s)

Surseyoind ur 11053 —

'SIOpUQ)-0
10y Apeas s1orddng
"SJUBINSUOD [ [

*s9ssa001d
Surapua) pue so[ni
[euzdur jo a3uey)

“19pua)-9

;remoesed jo uostredwo)) ‘uopyerd ay) Jo 19p1aoIg ‘(3o yred) Jun seseyoIing loj wopeld  (femoe) +00¢ SIopud)-g
'$1S00
JAnRISIUTWPE Ul SSUIARS  —
JjuowaSeurw
AKIOJUQAUT UT WOJH — 'ssao01d
$1500 AI0JUQAUL [EIOUBULJ *SJUBI[NSUOD Juswamnooid oryroadg ‘INDS
pue paxiy uo sguiaeg — LI1901nosino "SPIBAA “SOSNOYAIBAN 1oy wuojerd JuowaINd01d-9
:remoe/ised jo uostredwo)) sonsiSoy/1arddng *(3o yred) Jun soseyoIng JouRnXH /jouenu] €00T wooi Sunerado
SISNOYAILM I} Ul POAOWAL
suonisod jo roquinN — ‘sso001d
SutAddns ur owmn pasde[g — *spoo3 jo siarddng ADSJo 1d1aoar ur
$1500 AI0JUQAUL [BIOURULJ "SJUBI[NSUOD [ [ syuounredop [euralul ‘NDS
pue paxiy uo s3uiaeg — ‘(10S1APR SB) JISNOD pUE SOSNOYAIBAN 10y wojerd
:remoe/ised jo uostredwo) “I90INOSINO SONSISO *(Jo 1red) j1un seseyoIng JoueIXH /Jouenu] €002 sons13o[-g
JUSWISSISSE
Q) UL Pasn SOLIRA JUSUWIUOIIAUD ) JO 9[0Y 59550001d pue $90IN0SIY SIUAUOD [T TRk 109fo1g

(ponunuod) | aqeL



128 A.M. Braccini and T. Federici

turn into value, as real value is capitalised only when these resources are allocated
to new activities or moved to other positions (improving the services offered) or
even removed (yielding actual savings in the balance sheet).

Given the perplexities mentioned in the theoretical framework on the role of the
competitive environment for a PA, it is indubitable that the focal PA is immersed in
a totally different environment compared to that of a private company. We therefore
suggest to call it the sector environment, as it groups all the agents and organisa-
tions that a PA may be in contact with. Organisations animating this sector environ-
ment may be in the position to facilitate or impede the IT innovation process of the
focal PA. We propose to group the subjects animating the Sector Environment of a
PA according to the hierarchical position they may have in relation to the focal PA.
In this case we can identify two groups which become two components of the layer:
partners (in trading partners resources & business processes) and Institutions (in the
institutional sphere, instead of the former industry characteristics). Partners are
normally in a peer hierarchical position in relation to the focal PA. Nevertheless,
they can have a real impact on the IT value. They may promote IT innovation in a
PA by introducing software and methodologies and then playing the enabler role.
On the other hand, they may not be able to support innovation, because of a lack of
skills, structures, or technology, or may even block it, showing opportunistic behav-
iours or resistance to change the established market state. Among institutions, first
of all Agencies may be strong drivers in IT value creation. As CONSIP did in our
case, they can further innovation through the arrangement and even the manage-
ment of shared IT/organisational resources that will be employed by focal PAs
afterwards. This is the case of the Public Electronic Catalogue or the MEPA, whose
resources are shared among several PAs at the Focal Firm level. In the same area
we can also find other institutions that may have an even stronger impact on the
focal PA, being in the position of lawmakers. These bodies (such as the Ministry of
Economics) can both foster the innovation (e.g. by giving more funds to PAs or
Agencies to enable them to use IT in their processes) or prevent it (e.g. by freezing
expenditures).

Finally, the macro environment is probably the least evident level in our empiri-
cal setting. Anyhow, we argue that the macro environment could affect the process
of differentiating among PAs of diverse countries. For example, PAs from different
European Union member states possibly rely on different stocks of funds and dif-
ferent IT infrastructures that may impact the IT value generation.

Conclusions

This research paper discusses the application of an IT value generation framework
available in the literature [4] on the public e-procurement context. The analysis of
the innovation history of the LHA of Viterbo contributed to identifying the need to
adapt this framework for application in this sector. We highlighted the need to
identify proper indicators and measures to assess process and organisational
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performances inside the focal PA. We identified the role and the position of insti-
tutional agents and partners that animate the Sector Environment external to the
focal PA. We argued that the Macro Environment is not relevant in our case, but
should however be considered when making a cross-country analysis of PAs.

We also suggest that, although related to the e-procurement process, the pre-
sented propositions could constitute a first basis for the development of a general
framework to analyse also other IT innovations in the entire PA domain.

The LHA of Viterbo is an interesting case that has been analysed by many stud-
ies from several perspectives, but for its novelty it is still not comparable with oth-
ers. This causes a limitation of this study, since it is based on a single organisational
setting. Results may then vary when considering other PAs.
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Key Performance Indicators to Relate
Knowledge Governance with Knowledge
Process

P. Ardimento', M.T. Baldassarre?, M. Cimitile, and G. Mastelloni*

Abstract The work proposes an approach based on the use of Knowledge Per-
formance Indicators and Knowledge Experience Base aiming to support and corre-
late KG and KP activities. The proposed approach has been adopted in the SERLab
laboratory for transferring innovations from academic to industrial contexts. The
preliminary results are described and discussed. The proposed framework needs to
be further validated in industrial context in the way to test and to improve it.

Introduction

The environmental conditions that enterprises work in are characterized by a con-
stantly increasing complexity. This complexity comes from factors such as markets
globalization that make the external environment constantly larger and competitive.
In this context the enterprises become aware of how important it is to manage and
share their internal and external knowledge in order to easily adapt to the rapid
changes of the surrounding environment and to the needs of a continuously expand-
ing market with the aim of becoming globally competitive. In this context, knowl-
edge represents a critical resource that needs to be focused towards specific
processes and governance activities.

For this reason, in the last years many researchers have been interested to
Knowledge Governance (KG). The concept of KG includes choosing manage-
ment structures (e.g. markets, hybrids, hierarchies) and coordination mechanisms
(e.g. contracts, directives, reward schemes, incentives, trust, management styles,
organizational culture, etc.), for the purpose of improving the performance of
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Knowledge Processes (KPs) [1]. KPs are processes for transferring, sharing and
creating knowledge.

Even if there are many studies conducted on KG or KPs there is not a clear cor-
relation between them. In particular the kind of information and knowledge neces-
sary to support KG towards KP are not explicit. It causes some difficult for the
manager in the selection and search of the information and knowledge necessary
for the governance [2].

The proposed work aims to introduce some Knowledge Key Performance
Indicators (KPIs) that provide the rapid communication and transfer of a new
knowledge in KG and KPs. The Knowledge and its related KPIs are stored in a
Knowledge Experience Base (KEB) that is available both by the KG and KPs
experts in the way to support and align their activities.

The KEB and the introduced KPIs are used in an industrial context and some
preliminary results are shown.

In our opinion, this study may be of interest for communities involved in innova-
tion exchange and in particular, for small and medium sized businesses (SMB) that
have strong need to exchange innovative results and to evaluate the acquisition of
these results in their business. The remainder of this paper is structured as follows:
the following paragraph recalls related work. The next shows the proposed approach
then the preliminary validation and some preliminary results are presented and
discussed. The last paragraph completes the paper by providing some conclusive
insights and final remarks, and showing prospective works.

Related Work

In the last years many researchers have been interested to KG. The concept of KG
is proposed in Grandori [3] as organizational design -governance- relating to the
sourcing, deployment, sharing and building of knowledge assets.

Many studies investigate on the relation between KG and KP. The KG as devel-
opment of the managerial work is presented in [4]. The aim of [2] is to identify the
KG configuration adopted and KP implemented by the enterprise, and its impact on
the development of KG. Also in [5], researchers compare KP and KG. In this work
the relationship between them and a framework of KG structure was presented.

Each one of these studies, focus on few aspects of the problem here discussed
and are limited only to public or government structure. The same limitations are
also in studies proposing KG’s KPIs [6-8]. Indeed even if many studies concern the
KPI for measuring the Governance [9, 10], the proposed KPIs in these approaches
are effective only in a specific domain.

The proposed approach aims to overrun the mentioned limits introducing some
KPIs and a KEB usable by KG and KP in a structured and continuous information
and knowledge exchanging process. This sharing is independent from the context.

Moreover, the proposed approach permits to validate the KPIs and to improve
the KEB with the use. In fact the KEB using supports the individuation of new KPIs
and of some improvements initiatives.
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Proposed Approach

The proposed framework can be synthesized in Fig. 1:

—

Packaging

Job Design

Stored
Knowledge

ovemancePls:
L o Information

System

Knowledge

Searching Resoure

knowledge
Quality Control

KPIs

KPIs
iimprovements:

KEB

Fig.1 KP and KG integration framework

KPs are used both by knowledge producer and users. Following to the execution
of KP activities the process users apply the stored knowledge in their business pro-
cesses and give their application feedbacks. The use of KPIs by the manager and
by the knowledge stakeholders suggests the more suitable process for the knowl-
edge acquisition of interest.

The framework is based on the use of a KEB, a repository that allows stakehold-
ers to store, consult, acquire and eventually use collected and synthesized knowl-
edge and experience.

The knowledge that is stored in the knowledge base must be formalized as
Knowledge Packages. A Knowledge Package is any cluster of knowledge, suffi-
ciently familiar that it can be remembered rather than derived.

KPIs are introduced to synthesize some package characteristics, helping the
stakeholders in package searching and comprehension. They contain knowledge
about KG that influence the KPs or knowledge about KPs supporting KG and are
described in the Table 1.

For example we can consider the KPI named “Required Competences.”
According to this indicator the proposed package acquisition needs software
maintenance competence. From the KG point of view it means the need to evalu-
ate whether the internal competences are adequate, if it is necessary and conve-
nient acquire or share this competence. Moreover for the KP, it means that there
is the probability of starting a new learning process or a knowledge acquisition
process

To better understand the proposed approach, an example of KEB, named
Prometheus [11] is reported in Fig. 2. Prometheus is the knowledge base developed
in SERLab laboratory [12]. The figure represents a Prometheus Knowledge
Package proposing a model for software maintenance and evolution costs
evaluation.

As shown in the figure, some KPIs are used to describe the knowledge.

A user can access to the package towards the Key Performance Indicators
(called “Attributes” in Prometheus). Search within the package starting from any of
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its components is facilitated by the KPIs. For all the components, these allow rapid
selection of relative elements in the knowledge base [13].

A Preliminary Validation

A Preliminary validation of the proposed approach was made in order to verify:

e Usefulness of the proposed KPIs model to facilitate in KG and KP activities.
e Capability of the model to be improved as it is applied.
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Table 2 Experiment design

Phase 1 Phase 2 Total

Observation time (years) 6 4 10

Nr of involved companies 19 11 30

Nr of KG involved manager 28 24 50

Nr of KP involved manager 26 21 46

Nr of proposed knowledge package 5 5 5

Nr of acquired knowledge package 4 5 5

Used KPIs Cm, T, C R, T, Cm, C, RP R, T, Cm, C, RP

According to the research goals we considered five Knowledge Packages con-
tained in the Prometheus platform. They related to some innovative approaches and
models developed in SERLAB, are detailed in [ 14] and available at [11]. They have
all been described and synthesized using KPIs.

The packages have been transferred over the last 10 years from the SERLab
laboratory to industry [15]. The 10 years of observation were divided in two phases.
During the first phase, five packages were proposed to the managers and some
measures about the using of the packages KPIs were collected. At the end of the
first period, new KPIs were added and new measures were collected according to
the results achieved. In Table 2 we indicated for each phases the list of used KPIs.
The mentioned KPIs were described in Table 1.

In the following table a characterization of the experiment is synthesized:

For a generically key performance indicator I (assuming values R, Cm, C, RP,
T), we indicated with IE its expected value and with IR its real assumed value. N
is the number of applications of the key performance indicator. The extracted mea-
sures for the each phases are “KPI Value” and “KPI Inaccuracy.” KPI is valuated
distinguishing KG and KP managers (KG KPI Value, KP KPI Value).

They are defined as in Table 3. Further details and examples are proposed
in [14].

Preliminary Results

The following tables summarize the above described measurement values for each
phase with respect to each proposed KPI.

The data in the Table 4 seem to confirm the utility of the KPI in the project
lifecycle. All the proposed KPIs seem to be used by the involved manager and seem
to influence their decisions despite their competence area (KG/KP). In fact their
values are included between 70 and 90%. The inaccuracy of the KPI is quite slow.
It means that the variance between evaluated KPIs and their real value is seam. So
we can conclude that KPI have been evaluated precisely.

A particular interest is given by the manager to the “Cost of acquisition” as
shown by the high value. It is also the KPI more difficult to expect. The inaccuracy
range in fact is between 10 and 15%. An explanation of this result could be that the
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Table 4 Phase 1 results

KPI KG KPI KP KPI KPI inaccuracy
value (%) value (%)

min (%) MSE (%) max (%)

Requirements 80 78 0 3 10
Time for acquisition 70 73 3 4.5 7
Cost for acquisition 90 90 10 12.3 15
Other 10 10

Table 5 Phase 2 results

KPI KG KPI KP KPI KPI inaccuracy
value (%) value (%)

min (%) MSE (%) max (%)

Requirements 85 82 0 2.5 8
Time for acquisition 78 79 19 3,7 6
Cost for acquisition 93 92 8.8 12 14.6
Required competence 82 86 0.5 2 4
Return in performance 79 72 2 4.7 6
Other 5 5

Cost prevision depend by several measures (for example expected investment time
and expected investment value)

Regard Table 5 we can observe that it confirms the observations made for
Table 4. Moreover the table shows that the new KPIs seem to be useful to the man-
agers. It appears that the proposed model has improved with the applications. Their
values are similar to the other KPIs values.

Conclusions

The proposed work has introduced a KPI and KEB approach for enterprise knowl-
edge governance and for supporting knowledge processes. The proposed approach
has been implemented in SERLab. Some preliminary results show the utility and
the precision of the approach in the knowledge acquisition and transferring activi-
ties and the capacity of the model to be improved with the use.

Obviously, in order to generalize the validity of the approach proposed in this
work many replications, statistical validation and further studies extended to other
contexts are needed. Also the proposed model needs to be further refined and
improved as used in time. These activities are proposals for future works.
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Legal Issues in the Transition to Electronic
Records in Health Care

D. Walsh!, K. Passerini2, U. Varshney?, and J. Fjermestad*

Abstract In today’s digital society, ongoing concerns about the privacy and secu-
rity of personal data are ever increasing, especially in health care. While we gradu-
ally need higher electronic access to medical information, issues relating to patient
privacy and reducing possible security breaches increase. In this paper, we focus
on identifying the general rules and the regulations that are currently in place to
protect the privacy and security of medical data, and more specifically information
contained in electronic health records (EHR). This review is particularly impor-
tant since EHRs are expected to become nationally adopted in the US by the next
decade and are already underway in many European countries. Based on this legal
overview, unresolved challenges are identified.

The Right of Privacy (in Electronic Health Records)
in the United States

Unlike the healthcare systems of many western countries, the U.S. system is composed
of private, independent individual and group providers, hospitals, ambulatory care and
long term care centers that compete with one another. It is not centralized but has
multi-payers of insurance bills and multi-health providers, all subject to different rules
and laws. Many competing vendors, each with their own products, exist. Additionally,
large private data collection agencies can obtain, analyze, and sell individuals’ data.

The U.S. has a confusing, sometimes conflicting, patchwork of federal and
states laws, as well as administrative agencies that deal with the protection of infor-
mation, and the related right of privacy of individuals. Our review of the legal
framework reveals various shortcomings. Starting from the United States
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Constitution and moving through Federal, State, Administrative and Case laws, the
protection of individual privacy rights in health information remains based on con-
flicting laws that vary from state to state. In the next sections, we discuss some of
the relevant regulatory measures dealing with privacy of patient data, as well as
their limitations. Our analysis identifies a few unresolved issues.

The Legal Framework for Information Protection in the US

The Constitution. There is no right of privacy explicitly stated in the Constitution
of the United States. However, in a landmark case, Griswold v. Connecticut, 381
U.S. 479 (1965), the United States Supreme Court endorsed the view that the
Constitution protects individual privacy rights. The United States Supreme Court
held that “a constitutional right of privacy” was implied by the First, Third, Fourth,
Fifth, and Ninth Amendments of the Constitution.

Federal Laws. Federal laws may intervene to protect the rights of the people. In
the late 1960s, an increasing number of people were concerned with the accumula-
tion of personal information in government files and pressured the Congress to pass
the Freedom of Information Act that allows any person or citizens to request copies
of any information contained in federal government files. In 1974, the Congress
passed the Privacy Act guaranteeing to individuals the right to access and review
their information held by federal agencies. The Privacy Act ensures that federal
agencies use fair information practices with regard to the collection and dissemina-
tion of any medical information from a system of records. It protects the kind of
information collected, the use to which the information is put, the people who have
access to the information, the disclosure, the means used to gain the information,
the steps taken to ensure the accuracy and completeness of the information and the
access that individuals have to information about themselves.

The Privacy Act was amended by the Computer Matching and Privacy
Protection Act of 1988 to extend to records “for use in a computer matching pro-
gram... [by another] agency or non-Federal agency” (U.S.C. 552a 2000) thus
requiring written agreement prior to conducting database comparisons. The
Electronic Communication Privacy Act (1986) prohibits any person from know-
ingly revealing to any other person the contents of an electronic communication
while that communication is in transmission (and not in electronic storage).
Electronic communications through devices “furnished to the subscriber or user by
a provider of wire and electronic communication services” and used by the sub-
scriber or by the provider of the service “in the ordinary course of its business” are
excluded from coverage.

The Americans with Disabilities Act (1990) keeps employers from pre-screening
prospective employees through the use of medical information and from discrimi-
nating against individuals because of their disability.

In 1996, the US Congress passed the Health Insurance Portability and
Accountability Act (HIPAA) to address the growing need to safeguard the privacy
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of individuals’ health records, particularly computerized electronic records. HIPAA
requires healthcare providers and healthcare plans, including certain employers
who sponsor health plans, to inform patients of their privacy rights and how their
personal medical information may be used.

HIPAA specifies how to ensure availability, confidentiality, and integrity of
electronic health information through a set of administrative, technical, physical,
organizational and documentation requirements. HIPAA directly governs “covered
entities,” which may be anyone who provides, furnish or receive payment for medi-
cal services [1]. In HIPAA, the meaning of privacy is the ability of an individual or
group to exclude others from accessing one’s own personal information, and
thereby reveal personal information only selectively. In contrast, confidentiality
prevents any disclosure, to others than authorized individuals, of individual’s or
group’s proprietary information, investigation findings, or of an individual’s iden-
tity unless previously consented by the individual [2].

In summary, while HIPAA finally addresses the issue of computerized health
records more holistically than previous acts, it seems more focused on articulating
procedures that ultimately protect “covered entities” (insurance companies, health
providers, health plans) from liability rather than protecting the individual patients.

State Regulations. The Fourteenth Amendment to the Constitution provides that
states shall not “deprive any person of life, liberty or property, without due process
of law.” Since most of the rights enunciated in the Bill of Rights apply to state
government (as opposed to individuals), state legislation is also needed to protect
individuals’ privacy rights. Federal laws will only supersede state laws, when “cov-
ered entities” cannot comply with both federal statutes and state laws at the same
time. However, state laws can and must be more stringent than federal laws. For
example, HIPAA will not supersede more stringent state laws. Rigid state laws usu-
ally contain tougher restrictions and may allow individuals broader rights to access
or amend their records.

Case or Common Law. Privacy rights are also protected under tort and contract
laws. The basic purpose of these laws is to provide compensation for the invasion
or breach of various protected interests. These protected interests include, but are
not limited to certain intangible interests such as personal privacy, family relations,
confidentiality, reputation, and dignity. Case law provides remedies in order to
compensate for invasion of these interests. State case law safeguards privacy rights
through the tort or breach of invasion of privacy, confidentiality, and it may vary
significantly from state to state and are decided by the courts on an case-by-case
basis [3].

International Comparisons on Privacy and Data Protection

The United States and the European Union (EU) have elected two different
approaches to address the issues of privacy, and the related data protection, because
of ingrained cultural attitudes about personal privacy which separate the United
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States from many European countries. Europeans are more restrictive in regulating
the way companies collect and process personal data. The EU has enacted compre-
hensive legislation to deal with personal privacy on the Internet. In contrast, the
United States has not enacted comprehensive data protection legislation, instead
has allowed the Internet industry to largely self-regulate [4].

The different approaches trace back to fundamental different approaches in the
functioning of the legal system. Several nations in Europe and elsewhere base their
legal systems on Roman civil law, or “code law.” In the civil law system, the official
source of law is the statutory code. Courts and judges interpret the code and apply
it to individual cases. However, the courts may not depart from the code and
develop their own laws [4]. Trials procedures in civil law systems differ from com-
mon law or case law, which is the system used in the US. In the US, the case law
system is adversarial while the civil law system is inquisitorial. Unlike judges in
common law systems, judges in civil systems often actively questions witnesses
while in the US, judges listen to both parties’ attorneys arguments. Furthermore, the
judges may modify or even overturn previous judicial decisions.

There are also some important ethical differences among nations that may
require the enactment of legislation to clarify an official position across borders.
Gifts are a common practice in several nations between companies in a contractual
agreement or gifting to government officials. In the US, such gifts are considered a
source of conflict of interest and, if not regarded as an illegal bribe, they are con-
sidered unethical. To clarify the US standing on this practice, the Foreign Corrupt
Practices Act in 1977 prohibits US firms from offering certain side payments to
foreign officials to secure favorable contracts [3].

We identified that both common or case law practices and overarching interna-
tional agreements apply in this complex arena to regulate legal, ethical and also
technical issues. For example, under what is known as the principle of “Comity”
nations will apply the laws or judicial decrees of another country if these laws are
consistent with local laws, public policies and benefit the greatest number of people
in the nation.

Companies operating in foreign nations are also subject to the laws of those
nations. Because the exchange of goods including personal information, services,
and ideas on a worldwide level is now routine, questions are raised about the extrater-
ritorial application of a nation’s laws. To what extent do U.S. domestic laws apply
to other nations’ businesses? The extraterritorial application of the Sarbanes-Oxley
(SOX) Act was at issue in Carnero v. Boston Scientific Corp [5]. Carnero, a citizen
of Argentina, who began working for BSB in Brazil, a subsidiary of BSC, a Delaware
corporation with headquarter in Massachusetts, which makes medical equipment.
Carnero reported to BSC that its Latin American subsidiaries were improperly inflat-
ing sales figures and engaging in other accounting misconduct. In 2006, the U.S.
Court of Appeals affirmed the lower court’s dismissal of Carnero’s complaint.
According to the court, the SOX act “does not reflect the necessary clear expression
of congressional intent to extend its reach beyond our nation’s borders” [5].

More broadly, the EU data privacy directive has set the standard for global
data management. Since 2000, the US companies may now satisfy the directive
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requirements by applying under the US-EU Safe Harbor Agreement. This allows
for privacy protection that is deemed adequate but not equivalent to the EU laws.
If the US companies comply voluntarily, then they will be given safe harbor from
lawsuits by EU countries [4].

Another legal instrument which provides for uniform provisions on private inter-
national law within the European Community is Rome II Regulation, which deter-
mines the laws that can be applied in specific international disputes [6].

Unresolved Issues

A number of issues remain unresolved and they span from security, privacy and the
pace of technological adoption. Electronic health records may not be secure. Many
EHR systems are Web-based and hackers may merely need some sniffing equip-
ment to access wireless networks and alter the information while in transmission.
From the patients’ view, enforcement is placed in the hands of those who are pri-
marily interested in ensuring efficiency and lower costs, more than attending indi-
vidual interests.

Additionally, most doctors are not using electronic health records. A recent
report found that doctors who use electronic health records (EHR) claimed substan-
tial improvements in the quality and timeliness of care [7]. Despite the improve-
ments, The New England Journal of Medicine reported that only one in five US
doctors have started using EHRs. More specifically, EHRs are used in less than 9%
of small offices (with one to three doctors). This is alarming if we consider that half
of the doctors in the US practice medicine in such small offices.

There are various reasons behind this lag. One of such reasons is costs. “The initial
cost of upgrading the office’s personal computers, buying software and obtaining
technical support to make the shift could be $15,000 to $20,000. Then during the time-
consuming conversion from paper to computer records, the practice would be able to
see far fewer patients, perhaps doubling the cost” mentioned Dr. Paul Feldman in a
New York Times article [7]. Because it is mainly doctors who need to invest personal
funds for the upgrades, they are reluctant to speed up the adoption pace.

Conclusions

With the advancement of technology, electronic health records will become the
norm of storing and sharing health information across many healthcare providers,
facilities, including those engaged in health system planning and research. This
trend provides a great benefit to patients’ healthcare by reducing the probability of
medical errors, but may impact privacy protection. In the US, it is up to the State
courts through case law and, ultimately, the Supreme Court to determine the point
at which legislations have violated an individual’s privacy rights.
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Based on the review of privacy standards in other nations (such as those in the
EU), we believe that stricter regulations that address privacy concerns and mini-
mum security standards are indispensable. In addition, higher legal safeguards and
sanctions concerning those who are involved in establishing privacy rules, consent
processes and security systems must be implemented. Without these essential
changes, electronic health records may put at risk the societal and constitutional
pillar of personal privacy. To address these challenges, we presented and discussed
legal EHR issues in the US and identified some unresolved legal issues related to
privacy, security and the pace of adoption. These unresolved challenges may
become the basis for both new research in this area as well as improvements in
protecting patient’s privacy and security in e-health by governments and the health-
care entities.
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Managing IS Services with Something
in Between Outsourcing and Insourcing:
Buffer Organizations

J. Bulchand-Gidumal' and L. Mola?

Abstract Traditionally, organizations have faced the dilemma between outsourcing
and insourcing, both of which have shown a certain amount of problems. In between
the two of them a new concept arises. This is the use of internal markets as a buffer-
ing mechanism for organizations, which create an intermediate society between the
main organization and the market. This article shows two cases of organizations
from different environments in which the sourcing process involved the creation
of an intermediate organization to act as the described buffering mechanism. Both
processes were related to the IT function. The first case was that of a Public Spanish
University that decided to create the buffer society as a way to outsource certain
IS/ICT functions while retaining a good level of control over workers and over
management of these functions. The second case was that of an Italian SME which
decided to create a buffer company in order to manage the implementation project
of an ERP System. The study of the two cases has helped us identify and confirm
empirically a number of features achieved by this internal mechanism use.

Introduction

When dealing with Human Resources issues, organizations have traditionally had
two alternatives: outsourcing and insourcing. Outsourcing is the process by which
external agents perform organization’s activities while insourcing is the process in
which the organization undertakes an outsourcing process and later decides that the
services should be performed again by its own personnel. Insourcing also refers to
the case in which an organization examines the costs and possibilities of outsourc-
ing but finally decides to perform the function in-house [1].
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Both alternatives have shown a certain amount of problems. Outsourcing has
been blamed for making organizations lose control over IS/ICT assets [2—4], lose
flexibility [3.4], have to go trough the possibility of threats of opportunism from the
supplier [2, 4], a loss of IS/ICT expertise and corporate memory [2, 4], a loss of
qualified personnel [3.4] and a loss of competitive advantage in information
management [3] as well as in the innovation capacity [5].

Moreover there are also problems derived from the complexity of breaking a
contract in case of dissatisfaction [6, 7], the use not very qualified personnel by the
contractor [6], misaligning between the outsourcing organization and the contractor
[7] and even an increment in costs when many organizations outsource as a way do
cut down costs [7].

On the other hand, insourcing means not achieving the main reasons that make
organizations outsource. This is not been able to control costs, not being able to
concentrate on the nuclear capacities of the organization and having a very low
level of flexibility over workers.

Due to the problems with insourcing and outsourcing, organizations have found
other alternatives to overcome these problems. Between these we can mention
internal markets, strategic alliances, business process outsourcing and selective
sourcing. We now define these four alternatives.

— Strategic Alliances. These come about when two or more organizations jointly
develop functions in the search of scale economies. For a strategic alliance to
function and be successful over time, all the participating organizations must
consider that they are obtaining value from the alliance; in other words, that a
“win-win” situation occurs [8].

— Internal Markets. These occur when a company creates its own organization to
undertake certain tasks or when it allows one or more of its units to act autono-
mously and to transact with other units of the company.

— Business Process. Outsourcing (hereafter BPO). BPO consists on handing over
control of an IS/ICT based process (for example, human resources management
or accounting) to another organization [9]. The firm thus eliminates the need for
determined IS/ICT areas since the company who supplies the service will be
responsible for the IS/ICT required to provide it.

— Selective Sourcing. Selective sourcing consists in subcontracting just certain
parts of a given organizational function while retaining others in-house [7], this
is, to find a perfect mix between what is done outside the organization and what
is done inside [4]. It is specially used in the IT area, due to the complexity of the
function and the number of tasks involved.

This article will explore the second of alternatives listed, the internal market
strategy, based on two practical cases developed in Spain and in Italy. Both these
cases were related with the IT function. The one in Spain involved the use of this
solution in a Public University as a way to outsource certain IT functions while
retaining a good level of control over workers and over management of these func-
tions. The one in Italy was that of a SME which decided to create a buffer company
to manage the implementation project of an ERP System.
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This article is organized as follows. First, we explore in depth what the internal
market strategy is. We then present the two cases that have been studied, followed
by a section in which we show the research methodology that was used in each of
the two cases. Then some common findings to both cases are shown. We believe
many of these findings can probably be generalized to all internal market strategy
cases. Last we discuss on the results and we end with some conclusions which we
hope can be used by managers facing sourcing alternatives.

Internal Markets

As has already been defined, internal markets occur when a company creates its
own organization to undertake certain tasks. Usually this new organization or the
autonomous unit will provide services not only to the parent company but also to
other companies in the market, thus guaranteeing a competitive pricing structure
and an appropriate quality of service [2] since the subsidiary should be almost the
same as any other external supplier [10]. In the following we are going to concen-
trate in the case in which there is a new company and it is not a unit that has been
allowed to become independent.

This created company acts as a buffer organization between the mother organi-
zation and the market, thus allowing for [2]: “[...] increased responsiveness of
internal suppliers, better quality with lower cost of internally-supplied services and
products, elimination of fluff, de-bureaucratization, de-monopolization, uniform
measures for comparing the performance of various units, and greater opportunity
for development of management skills [...]” (see [4]). This is due to the created
company being very close to the mother organization but, at the same time, being
independent.

The Two Cases

In this section we describe the two cases that have been used in this study.

Case 1: Spanish Public University

The first case was that of a Public Spanish University that decided to create the
buffer society as a way to outsource certain IS/ICT functions while retaining a good
level of control over workers and over management of these functions. The univer-
sity has roughly 20,000 students and a total budget for the management of IT of
around 8 M . It has 45 staff dedicated to IT management.
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As the university faced the need to enlarge the number of staff dedicated to IT
following the natural increase that has happened in all organizations in IT service
demands, it found that growing the internal structure was very difficult due to tight
restrictions in Spanish Public Administrations. Outsourcing was also considered but
the geographical position of the university (the Canary Islands, more than 2,000 km.
from Mainland Spain) and the specificity of tasks to outsource meant there was an
important shortage of providers available.

Due to this, the decision to create a buffer organization was taken. This organi-
zation was created during the year 2005 and it started providing services in 2006.
Its budget for 2007 was about 700,000 Euros with a number of staff of about 25. It
provides help desk services as well as some application development services. The
objective of the enterprise is to break-even at the end of each financial year.

Rough estimates showed that if the same tasks had been developed in-house the
total cost would have been around 1 M, due to higher salaries that public employees
are entitle too. On the other hand, outsourcing would have also meant a figure close to
the same 1 M, since, as was stated previously, enterprise from Mainland Spain will-
ing to provide the services would have charged that extra quantity in accountancy for
their benefits and for the extra costs of having to operate a unit in a remote place.

Case 2: Italian SME

The second case was that of an Italian SME, Gruppo Manni, which decided to cre-
ate a buffer company called RATIO, in order to manage the implementation project
of an ERP System. The company was created in 1996 and started providing con-
sulting services immediately. The following year, the implementation project took
place and RATIO started providing consulting and technical services as program-
ming, customization and training. RATIO turn over was 200,000 Euros the first
year, 700,000 the second year, 1.5 million the third year and 2 million the fourth
year. RATIO ended his activity in 2001 after the last go-live of the ERP project and
when the ERP became stable.

Considering the high level of outsourcing provided by the software vendor and
the dimension of the IT department, the top management of Gruppo Manni decided
to found a RATIO as Consultancy Company owned by Gruppo Manni (45% of the
shares) and by the four experts in BPR, in programming an Project Management
(55% of the shares).

The RATIO team started analyzing the main business processes, in order to iden-
tify the critical aspects that had to be taken into account in the ERP selection phase.

As result of the analysis, RATIO suggested the adoption of a national ERP,
called Diapason that had already been developed by Gruppo Formula S.p.A. This
reccomendation was made due to economic reasons and because Diapason was
considered to be the reference in the industry in Italy.

The RATIO management decided that the implementation was done through a
gradual rollout per module and per site.



Managing IS Services with Something in Between Outsourcing and Insourcing 429

Rather than buying an ERP implementation project (software and services)
Gruppo Manni decided to sign a partnership with the ERP Vendor. According to the
contract, RATIO would become a business partner of Gruppo Formula. RATIO
personnel was involved in Formula’s ERP implementation projects as observers.
This would allow for an internal group of consultants in RATIO to be able to run an
ERP implementation project from both sides, the technical and the managerial one.

After 6 months RATIO become able to run implementation projects on Gruppo
Formula’s software. From that moment RATIO personnel were involved in the Gruppo
Manni Project and in Gruppo Formula’s clients project “body rental” agreement.

Methodology

In both cases, the key to the research methodology was that one of the authors of
this work was a decisive agent in the process.

Four types of techniques or data collections methods where used: participant
observation, document retrieval, in-depth interviews and focus groups. Evidence
obtained was qualitative as well as quantitative. The time frame considered starts at
the creation of the enterprise and ends when the later had been working for 1 year.
This accounts for a total of 20 months for the case 1 and 36 month for the Italian
SME. In both cases, the analysis took about 3 months and it started after the enter-
prise’s first year of operation, except for some data that was collected as the process
was happening, as explained below.

Participant observation and document retrieval was possible since, as has been
stated previously, the authors of this work were part of the process. More than 50 h
were spent over the 1 year study period directly observing the help desk area in the
case of the public University. In the case of Gruppo Manni, one of the author was
involved in the ERP implementation project and he spent 3 day per week taking
part to designing, modelling and training session. Data was transcribed, structured
and double checked by the authors to ensure accuracy.

Observation was supplemented with several in-depth interviews that were car-
ried out with participants in the action. Four focus groups were carried out. Last,
measures of the performance of the services delivered by the firm were obtained
trough a survey carried out by the evaluation department of the university. In this
survey, every service delivered by the university was evaluated: student registration
process, IS/ICT services, campus services, transportation, etc.

Findings
The study of the two cases has helped us identify and confirm empirically a number

of features achieved by this internal mechanism use:

— It allows a very good balance between the best of insourcing and the best of
outsourcing. On the one hand, there is a good control over human resource
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practices and over technical decisions (i.e. which products to specialize in). On
the other, a good level of control over the function being sourced is achieved,
since it is no more a black box where the managers do not know what is going
on, becoming a function that can be analyzed.

— In the process of subcontracting to the buffer organization, the mother organiza-
tion learns how to organize contracts, which means to dimension properly
prices, times and requirements as well as even the process of choosing which
things to outsource and which not. This learning process can be very useful for
a later process of outsourcing to markets directly.

— The cost control and cost reduction that is usually followed by outsourcing pro-
cesses is also achieved, as well as allowing for a good level of alignment
between the objectives of both organizations.

— It reduces resistance to change in the workers of the mother organization, since
the process is not a full outsourcing, which is always seen as more fearful, but a
subcontracting to an organization which is quite close to the mother organiza-
tion, and over which this later retains a certain level of control.

— It allows the implementation of human resource practices similar to those in the
mother organization, reducing resistance to change as well as problems derived
from frictions between workers in similar job posts with very different contracts.

But the experience in the two mentioned cases has also shown that this is a very
complex process and that there are several issues that have to be carefully dealt
with:

— Since this kind of mechanism is not used very often, the process has to be care-
fully explained to all the involved workers. Even doing this, a certain resistance
to change and certain fears will probably be found in workers, since they may
not fully understand what is going to happen to them, specially in the long run.
Basically, they can think the final objective is to pass their job posts to the buffer
enterprise.

— Workers of the mother enterprise may not fully understand the buffer organiza-
tion is an independent organization, with its own managers that make their own
decisions. This means that influencing human resource practices can be done
only at a very high level, not at the base level.

— The buffer organization works best when it also provides service to third party
companies, allowing this way a competitive mechanism. But it not easy to achieve
a good balance between the quantity of effort dedicated to each kind of client.

Discussion

When and why should the internal markets mechanism be used? Basically, when the
organization and market fail to deliver a consistent solution to organizations. If the
organization and its environment are comfortable with an increase with the number
of HR that dedicate to a function (being IT or any other), insourcing can be used.
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If the organization considers the task not nuclear, not long term, and has a num-
ber of service providers in the market around it that can deliver those services,
outsourcing can be used. Knowing of course, the dangers of outsourcing that have
been warned by several authors and that have been explored previously in this
article.

But when none of the above happens, when organizations cannot o do not want
to increase the number of internal human resources and when outsourcing is not
advisable or desirable, new sourcing strategies have to be explored. Here is were
internal markets come in.

Our experience with two very different cases show that, although the process of
building a new enterprise has a high initial cost, the benefits that are achieved are
quite rewarding.

Conclusion

We consider that these two cases prove that the use of the internal market mecha-
nism trough buffer organizations allows enterprises to find a very interesting sourc-
ing alternative, especially for their IT function, by providing a method that brings
together the best of insourcing and of outsourcing. This is, we have proven in prac-
tice that the internal market approach is superior to outsourcing and to insourcing,
as was theoretically suggested by [2].
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Managing Security Projects: Proposition
of a Cost Model

M. Sadok!

Abstract Security project management must take into consideration the business
requirements of the enterprise, the extension and complexity of its networked
information system and the evolution of attack techniques. The efficiency of such
project presumes a thorough cost-benefit analysis of the structure and dynamics of
the IT components as well as the assessment of human and organisational param-
eters. Managers are more and more concerned with how security costs are planned,
monitored and controlled. To this end, managers need a cost model including cost
representation and risk parameters and capable of adapting company operational
procedures, resource management, and corporate strategy to the evolution of digital
risk. However, we have noticed a lack of security cost models in the project man-
agement literature. Only cost factors related to the technical task of security project
have been addressed. This paper discusses the limits of the available technical cost
models and proposes additional cost parameters including organizational, human
and managerial aspects that must be considered and assessed in order to provide
a more accurate estimation of security project cost. Our attempt is to provide two
general cost models integrating these parameters. To conduct an accurate estima-
tion of the involved parameters, a methodology is described based on expert inter-
vention and decision making.

Introduction

The use of Internet and networked systems by the enterprises to support informa-
tion flows and communication between business process activities has increased the
risk of security attacks which can disable temporarily their activities and induce
losses in business profits and client trust. Despite the external sources of these
attacks, internal abuse and malicious activity may generate an unexpected damage.
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The enterprises should protect their networks by the means of ad hoc security solu-
tions. Conducting relevant security projects, that determine the assets that need to
be protected according to business requirements, and identifying the different vul-
nerabilities and threats that may affect the enterprise integrity, may be a good
approach for the efficiency of the desired solution, since it may include procedures
to prevent and respond to security incidents by means of access control measures,
continuous monitoring and risk assessment. It also can optimize security solutions
design and cost.

The management of security project must take into consideration the business
requirements of the enterprise, the extension and complexity of its networked infor-
mation system and the evolution of attack techniques. The efficiency of such proj-
ect presumes a thorough cost-benefit analysis of the structure and dynamics of IT
components and the assessment of human and organisational parameters. Managers
are more and more concerned with how security costs are planned, monitored and
controlled. To this end, managers need a cost model including cost representation
and risk parameters in order to guide their decisions, particularly when the level of
security required by the enterprise and its trading partners is high. Accurate cost
estimation of a security project is critical for managerial control and use of the
resources allocated to security activities.

Several recent studies have addressed I'T/IS project management [ 1-6]. Security
issues are not fundamentally considered in these researches. We have noticed that
the security issues and related costs are insufficiently developed in the management
of I'T/IS projects and are considered as one variable among others in the manage-
ment of such projects. However, the benefits and potential opportunities created by
these projects may be constrained by the security risks and costs inducing, there-
fore, productivity dilemma. Consequently, security project can be a necessary
complement and efficient support to I'T/IS management.

On the other hand, a literature review reveals that the Boehm’s Constructive Cost
Model (COCOMO) is the most widely known and studied as a software cost esti-
mation model [7, 8]. Parameters within this model include the size, stuffing, cost
and duration of each phase of the software development. This model, however, fails
to estimate the cost because it does consider specific parameters related to the secu-
rity policy imposed by the enterprise and the business way conducted through the
IT system.

Based on COCOMO, security cost model referred as SECOMO provides addi-
tional parameters appropriate to security field in order to evaluate time, cost and
personnel required for security project management [9, 10]. To our knowledge,
SECOMO is the unique security cost model proposed to estimate and assess cost
factors related to security project.

However, and despite the interest of SECOMO, this model addresses the estima-
tion of the cost related only to the technical task of the project. Additional human,
managerial and organizational parameters must be considered and assessed in order
to provide a more accurate estimation of security project cost. A dynamic and effi-
cient cost model capable of adapting company operational procedures, resource
management, and corporate strategy to the evolution of digital risk is necessary.
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Thus, the objectives of this research are firstly, to identify specific cost factors
related to security project including technical and managerial issues; and secondly,
to provide a cost model to facilitate executives to make the decision. Our contribu-
tions in this paper are three-fold. First, we propose an estimation and representation
of cost factors in security project according to a managerial view. Attention will be
focused on risk assessment, organizational and human parameters in planning and
conducting security project. Second, we propose an extension of SECOMO to
address the organizational, managerial and human factors. Finally, we address a
classification of enterprises according to their security needs and show that the cost
of security project can be linked to the development strategies of the enterprise.

The remaining part of this paper is structured as follows: the next section sets
out the estimation and representation of cost factors in security project management
according to SECOMO. It is followed by a description and assessment of additional
cost parameters including organizational, managerial and human issues. The cost
models management is then described and the models equations are presented. The
final section presents the conclusion and an indication of further perspectives.

Estimation and Representation of Cost Factors in Security
Project Management According to SECOMO

The estimations of the effort and duration needed to conduct a security project are
performed based on the network size, scale factors and effort multipliers. The net-
work size involves variables such as the technology level and complexity. The
complexity is indicated by the number of control points implemented to secure the
enterprise assets. The technology level depends on the network distribution and its
related risk level. A high technology level increases the risk factor because the
hackers are getting more inventive and skilled. The Table 1 provides the description
of scale factors according to SECOMO.

The effort multipliers, as presented in Table 2, can be classified into four catego-
ries related to the project, the information system, the product and the personnel.

Table 1 Scale factors description according to SECOMO

Scale factor designation Scale factor description

Precedentedness Measures the level of the project similarity with
previously developed projects.

Team cohesion Measures the team members ability to work in group.

Project maturity Reflects the level of the project maturity. The used

rate is developed based on the schedule and the
tasks to be performed.

Security strategy Measures the security strategy efficiency. The
compliance of the current security procedures
with the security strategy, and tests complexity
for compliance.
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Table 2 Effort multipliers description according to SECOMO

Category

Effort multiplier
designation

Effort multiplier description

Product factors

Technical personnel
factors

Project factors

Information system
factors

Required security
solution reliability

Required re-usability

Required body
authorization

Acquiring security

components

Team quality

Team capability

Complexity

Use of software tools

Risk assessment
category

Required development
schedule

Attack frequency

Audit frequency

Multi-site information
system

Security levels

Very sensitive assets

Technology level

Measures the extent to which the
solution must perform its intended
function

Measures the additional effort needed to
construct components intended when
certain previous results have to be reused

Reflects the need for administrative
procedures to get authorizations related
to security needs.

Reflects the need for engaging appropriate
procedures to acquire security
hardware and software needed in the
implementation phase

Measures the knowledge and the
experience of the team members in
using the development platform and
security tools

Reflects the design ability, efficiency of
the team members, and their ability to
cooperate and communicate

Quantifies the complexity of the security
activities that constitute the security
project

Measures the improvements level of the
tools to develop the project, including
capability, maturity and integration

Reflects the category of risk assessment
adapted in the security project:
qualitative or quantitative.

Measures the schedule constraint imposed
on the project team. Time constraints
may increase the required time.
Accelerated schedule tends to produce
more effort.

Measures the rate of attacks against the
network. A high attack rate implies that
many actions should be taken to fill in
the numerous breaches

Measures the rate of audit operations that
may impact the effort complexity

Reflects the impact of geographical
distribution on the effort

Measures the number of security levels
within the secured network

Reflects the existence of very sensitive
assets in the network

Reflects the technology level in the
network
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Additional Cost Parameters

We propose here eight additional parameters that influence the costs estimation of
a security project.

At the organizational level, it is important to consider the organization size and
the structure differentiation. In this way, an important size implies a multitude of
diversified functions and intermediate levels of responsibilities. It follows that the
organization must be regulated by a set of administrative and managerial proce-
dures in order to achieve the operational and strategic goals of the enterprise. These
procedures define the principal operations made on the enterprise assets, manage
the human resources implicated in these operations and identify the fundamental
types of control to carry out. The organizational procedures must be taken into
consideration during the specification phase of a security project. Thus, the effort
required to plan and conduct a security project is function of the complication level
of these procedures. The structure differentiation is correlated to the organization
size and indicates the number of specialized unities and departments created to
respond to distinct aspects of the environment. This differentiation involves the
allocation of responsibilities and attributions within the organization and requires
trust management procedures to ensure that only authorized entities can interact
with available assets. Trust management is established, based on the checking of
the validity of credentials, and on conducting a real-time supervision of the user
profiles where the level of confidence can vary with respect to the changing policy
to access the service and the history of accesses of the user.

At the managerial level, four cost parameters are indispensable to take into
account: the rivalry intensity, the supply chain network structure, the strategic goals
schedule, and the risk assessment. The rivalry intensity indicates the competition
pressure in the activity sector of the enterprise. This parameter increases the vigi-
lance of the enterprise that must be doubly careful and, affects the number of con-
trol points, the sophistication of security solutions and the regularity of monitoring
activities. It also shows how damaging the threats targeting the enterprise activity
can be. The supply chain network structure includes the number of the trading
partners involved in the supply chain deployment, the structural dimensions of the
network, and the process links. If this number is important, special focus must be
placed on security issues at the same time as it is on determining security solutions
design in order to allow for more efficient supply chain integrity. The strategic
goals schedule measure the remained deadlines for the enterprise to achieve its
strategic goals. Urgent deadlines raise the needed effort of monitoring as well as
the availability of required protection. The risk assessment is related to the dynamic
aspect of all parameters included in the estimation of a security project cost. It
reflects the residual risk linked to the variability of these parameters depending on
time or context such as the evolution of attack severity, increased competition pres-
sure and decreased trust level assigned to the employees.

At the human level, two cost parameters are important to integrate in the cost esti-
mation of a security project: employees’ awareness and development of new skills.
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Employees’ awareness is related to the necessity to enhance employees’ security
consciousness by means of education and training during the setting up of a security
project. In fact, managers and technical personnel mistakes, such as social engineer-
ing, human errors, abuse of privileges and trust, would bring unexpected damages to
the networked enterprise. The last human parameter deals with the need of the acqui-
sition of new knowledge and skills essential to the implementation and operation
phases of a security project. It is important in this setting to distinguish two types of
implicated personnel: technical staff and decision-makers. The first group includes
monitoring personnel such as an incident response team and exploitation personnel
such as the system administrators. For this first group, increased size influences the
cost estimation of a security project. The second group comprises the managers that
can operate daily action susceptible to affect the required security level. These manag-
ers are asked to provide a greater amount of flexibility in the practices and services
they provide according to security imperatives. In addition, they should develop effi-
cient mechanisms of communication and coordination with the technical staff.

At the empirical level, two modes of measurement can be used to quantify the
aforementioned parameters in the estimation of security project cost. For both of
them, the set of value assigned to each parameter is based on the expert judgment.

In the first class, numeric values can be assigned an interval of the form
{0, 1,....10} to the measured parameter. The second class contains parameters that
do have values equal to any integer. The parameters in the second class contain
mainly the risk assessment. Indeed, the risk results on loss. Therefore, the measure-
ment scale must be large and even infinite. To illustrate, further than a certain
threshold of risk, additional risk can multiply the losses and exceed even the com-
pany capital. The number of control points can also be integrated in this category
of scale. All the other parameters should belong to the first class.

Cost Models Management

It is acknowledged that a particular enterprise has its own set of technical and orga-
nizational specificities, and that the cost model for a particular enterprise may
involve particular parameters and criteria. Our attempt here is to present two gen-
eral models based on the aforementioned parameters, and then the expert and
decision-maker could adjust the general model to determine the final cost model.

Based on the enterprise size, on the perceived risk and on the dependence level
of the enterprise activities with its information system, we distinguish two versions
of cost model, basic and advanced.

The basic cost model can be applied to enterprises having a little size, a low
dependence level of their activity on the information system they use, and evolving
in a stable environment. Thus, we have considered in this model only the factors
that are significant to the enterprise activity; meaning that the missing factors are
not expected to change during enterprise activity. The advanced cost model can be
applied to enterprises having an important size, a high dependence level of their
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Table 3 Cost parameters classification

Cost parameter designation Effort multiplier Scale factor
Organization size X

Structure differentiation X

Rivalry intensity X

Supply chain network structure X

Strategic goals schedule X

Risk assessment X

Employees’ awareness X

New skills development X

activity on the information system they use, and operating in a dynamic environ-
ment. This model integrates all factors classified based on the Table 3 and the fac-
tors studied by SECOMO (Tables | and 2).

Based on the above description, we have opted for an exponential-based approach
in estimating the effort and duration like in related technical works (e.g. SECOMO).
The expressions of effort and duration equations related to the basic version are:

E=A xA xe[B, €))
D=o xE? )

For the advanced cost model, the equations will have the form:

E=A xA xe[,B, 1y
D=o,xE? Q)

Where A, o, and B, are constants, A, is the product of all multiplier factors occur-
ring in the Tables 2 and 3, B, is the sum of the scale factors occurring in the
Tables 1 and 3 and &, is the sum of the scale factors occurring in the same tables.

It is worth to notice that D is computed in terms of men/months. Therefore, our
proposed model encompasses technical issues as well as management factors that
have a countable effect on the project cost.

The initial computation of the constants and factors, as well as their updating,
used in both equations can be estimated using the traditional method based on: (1)
an a priori model that determines initial values of constants and factors with the
help of experts only, and (2) an a posteriori model that updates the estimation of the
constants and factors using statistics, handled by the enterprise, related to the secu-
rity projects conducted within the enterprise.

Conclusion

The research aim of this paper was to determine the cost factors related to security
projects. More specifically, one objective was to identify managerial and organi-
zational parameters and determine the extent to which these parameters affect
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security project cost. Another objective was to provide cost models to the managers
in order to assist critical decisions in security projects and avoid the high costs and
risks associated to such projects.

Future research aiming to collect data information security projects for various
types of organizations and business activities would help in gaining better adjust-
ment of the proposed cost models and build an accurate cost estimation based on
these models. We are now conducting a questionnaire based investigation with
Tunisian SMEs to provide numerical values for the formulas developed in the pre-
vious section.
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Measuring Data Quality When Applying Data
Swapping and Perturbation

G. Canfora' and C.A. Visaggio®

Abstract Preserving data privacy is becoming an urgent issue to cope with.
Among different technologies, the techniques of perturbation and data swapping
offer many advantages, even if preliminary investigations suggest that they could
deteriorate the usefulness of data. We defined a set of metrics for evaluating this
drawback and carried out a case study in order to understand to which extent it is
possible to enforce data security, and thus protect sensitive information, without
degrading usefulness of data under unacceptable thresholds.

Introduction

Due to the number of personalized web-based services, such as e-government,
e-commerce, e-health, e-banking, and so forth, a relevant quantity of sensitive and
confidential information is becoming accessible [1], by exploiting mechanisms
which can be mastered also by not experienced people.

The user’s desire to control personal data is often undermined [2] because of
many reasons:

— Data are collected by different devices in different sessions and stored permanently;
— Data are increasingly being collected without any indication about the “when”
and the “how”[3].

Thus, successful management of data privacy policies is becoming an urgent
challenge to face. Different techniques [4] have been proposed in order to manage
and control data privacy policies, such as: hippocratic databases [5], P3P [6], cryp-
tography [7], and anonymization [8]. Our study focuses on two techniques: pertur-
bation and data swapping. Perturbation [9] alters individual data in a way that the
summary statistics remain approximately the same.
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Data swapping [10] swaps entries within a single field in a records set so that the
individual record entries are unmatched, but the statistics are maintained across the
individual fields. On the one hand these algorithms could be very effective with a low
cost of implementation. On the other hand, they could deteriorate the usefulness of the
data, since they modify the presentation of data, although the informative content is
kept the same. Data usefulness is intended as the extent to which a protected table
allows required analyses or queries to be made. As a consequence, when a query is
sent to a protected database, the returned result could be flawed, in different regards:

— The number of tuples produced by the protected database could be smaller than
the one produced by the original database;

— The gathered information could be so poor to be useless: this happens when a
high percentage of the records’ fields contains a protected value;

— The result could be completely wrong with respect to the actual one; this could
happen especially when the query must return an exact value, e.g. a number or
a string.

We defined a set of metrics for measuring these kinds of data usefulness degra-
dation and carried out a case study aimed at comparing the two techniques by using
our metrics.

Data Usefulness Measures

The queries sent to a protected database may return a result set different from the
one produced by the original database. This effect is the cause of the data degrada-
tion which is measured with four indicators.

The usefulness index evaluates the quality of the adopted data privacy policy. It
measures the percentage reduction of tuples in the result set returned by the pro-
tected database, normalized on the total set of queries sent.

As the two algorithms modify the form of the data item stored into the database, the
information loss measures the quantity of information which is definitely corrupted.

The partial matching measures the percentage difference between the two result
sets. The alteration of a query’s result could be observed also on statistical queries,
i.e. when the result set is a number. With regard to this case, the Interval Query
Index evaluates the percentage difference between the obtained number and the
expected one. Table | collects all the four indicators.

Related Work

Kifer and Gehrke [11] introduce a formal approach to measure utility. The authors
propose to inject additional information into anonymized tables. The main purpose
is to increase the utility and maintain the levels of anonymization. Xu et al. [12]
propose a model for utility based anonymization. They used a metric which
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Table 1 Metrics used for measuring data usefulness

Metric Definition Description

Usefulness q is a single query belonging to the Q
Aq(Pr DB
index quQ / |: q(Pr DB) :| set of queries.Pr DB is the protected

(OriginalDB) database and OriginalDB is the
original database
Information PT PT is the number of corrupted data
loss NT *100 fields.NT is the total number of data
fields required by the query.
Partial (TOrig—TPr) 100 TOrig is the number of tuples returned

matching TOrig by the Original DatabaseTPr is the
number of tuples returned by the
Protected Database

Interval ( NOrig— N Pr) NOrig is the number returned by the

queries NOrig *100 Original DatabaseNPr is the number

returned by the Protected Database

captures two aspects: the information loss caused by the anonymization and the
importance of attributes, namely the weighted normalized certainty penalty.

Their method aims at minimizing this metric. Ghinita et al. [13], try to overcome
some drawbacks of anonymization techniques, such as: information loss metrics
are counterintuitive and fail to capture data inaccuracies inflicted for the sake of
privacy; the technique of 1-diversity introduces further inaccuracies.

They propose a framework for efficient privacy preservation that addresses these
deficiencies. They focus on one dimensional quasi identifiers, and study the properties
of optimal solutions, based on meaningful information loss metrics. A variety of infor-
mation loss metrics have been proposed. The classification metric [ 14] is suitable when
the purpose of the anonymized data is to train a classifier. Each record is assigned a
class label and information loss is computed based on that adherence of a tuple to the
majority of its group. The Discernability Metric [15] measures the cardinality of the
equivalence class. Loukidas and Shao [16] present a metric which attempts to capture
data usefulness and privacy protection quantitatively. The metric allows the required
level of data usefulness and privacy protection to be considered and balanced during
the generation of a k- anonymization. The same authors propose [17] a distance-based
measure that captures both utility and protection and can handle attributes of any type
uniformly. Their experimentation verified that the method produces anonymisations
with a good trade-off between data utility and protection, and often outperforms meth-
ods which specifically optimise one of these two requirements.

Privacy Enabling Technologies

Different technologies have been proposed to preserve data privacy. The W3C
Consortium developed the P3P [18], which is becoming a de facto standard in web
transactions. It synthesizes the purposes, treatment modes and retention period for



160 G. Canfora and C.A. Visaggio

data, but it does not guarantee that data are used accordingly to the declared policies.
Consequently, it may be used only in trusted environments. Researchers of IBM
proposed the model of the Hippocratic database [19]: it supports the management of
information sharing with third parties, relying on ten rules for data exchange. This
solution could degrade performances, as purposes and user authorization must be
checked at each transaction. Memory occupation is a further matter, as it entails the
use of metadata whose size could grow up fast. The fine grain access control
(FGAC) [20], is a mechanism designed for a complete integration with the overall
system infrastructure. The mechanism can be used only when the number of con-
straints on data is small. Other technologies to assure data privacy aims at establish-
ing a trusted environment to exchange data. These solutions, like EPAL [21], verify
trust by the exchange of credentials or permissions to perform a certain action on
data. Trust is a key component of data protection. Pallickara et al. [22] ideated a trust
model which extends the inter-service security infrastructure to the end-to-end
trusted relationship between the user and the physical resource. Evaluation of trust-
worthiness is a central, but still unsolved, issue. Squicciarini et al. [23] presented a
system for trust negotiation specifically designed for preserving privacy. It provides
support for P3P policies, and different credential formats. The system lets to adopt
the best strategies by balancing efficiency, robustness and data privacy enforcement.
Further mechanisms to manage the privacy policies consist of organizing infrastruc-
tures for authentication and authorisation, as the reference model proposed by
Schlager et al. [24]. Anonymization techniques [25] let organizations retain sensible
information, by changing values of specific table’s fields. These techniques could
affect seriously data quality and may leave the released data set in vulnerable states.
Cryptography is the most widespread technique for securing data exchange, even if
it entails some drawbacks: high costs for governing distribution of keys, and low
performances in complex and multi-users transactions.

Case Study

The case study aims at comparing the effects on data usefulness produced by data
swapping and perturbation; the research goal is: Analyse Data Swapping and
Perturbation with the purpose of comparing with respect to data usefulness degra-
dation from the point of view of data manager.

Characterization

Experimental vitro. A database containing medical data was reproduced in the lab
computers. For privacy sake, original data were replaced with fake ones, but
schema and number of records were preserved. The experiment focused on two
tables: ‘Anagrafica’, which includes twelve fields, and 580 records; and ‘Diagnosi’,
which includes four fields, and 567 records.
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Rationale for sampling. As the tables belong to an existing system, the sample
of queries consisted of: a set of the actual data requests provided in the use sce-
narios, and describing different applications accessing the original database; and a
set properly arranged for the current experimentation.

Preparation of the protected databases. The data provider is able to protect
against linking an individual to sensitive information within or outside a table T, by
using some identifying attributes, called virtual identifiers (VID).With regards to
perturbation the used VIDs were composed as follows: VID-1 includes three attri-
butes of ‘Anagrafica’ table, VID-2 includes five attributes of ‘Anagrafica’, and
VID-3 includes five attributes of ‘Anagrafica’ and two attributes of ‘Diagnosi’.

With regards to suppression, specific values to ban were identified for nine attri-
butes of the two tables.

Data collection. Data were collected by the tool Morgana, which was developed
in the authors’ labs.

Data Analysis

Tables 2 and 3 show the descriptive statistics of the partial matching and interval
queries effects.

It emerges that when the number of attributes included in a VID increases, a
certain phenomenon happens: the returned result set is larger than the exact one,
thus, the information the user looks for is dispersed in the obtained information. As
a result, the partial matching and interval queries effects are more severe when the
number of attributes in the VIDs increases, i.e. the level of protection. With regards
to the information loss, data swapping provides for results better than the ones
provided by the perturbation, as showed in Table 4.

Table 2 Effects of perturbation

Perturbation VID-1 VID-2 VID-3
Partial Interval Partial Interval Partial Interval
match queries match queries match queries
Min -14,250 =772 -28,250 =772 -56,600 —11,240
Max 79 0 92 0 76 0
Mode 0 0 0 0 0 -11,240
Mean -749.9 -129.9 -1,150.3 -129.3 -3,076.9 -3,935.2

Table 3 Effects of data swapping

Data VID-1 VID-2 VID-3
swapping Partial Interval Partial Interval Partial Interval
match queries match queries match queries
Min —-14,250 -772 —28,250 =772 -56,600 —-11,240
Max 88 73 92 73 92 73
Mode 0 0 0 0 0 -11,240

Mean -552.8 -119.9 -750.7 -119.9 -1,915.5 —-2,844.2
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Table 4 Effects of perturbation and data swapping on info loss

VID-1 VID-2 VID-3

Data Data Data
InfoLoss Perturbation swapp Perturbation swapp Perturbation swapp
Min 0 0 0 0 333 19.8
Max 75 54.2 100 62.5 100 72.4
Mode 333 0 333 0 66.6 55.3
Mean 39.9 25.8 47.3 29.9 77.3 42.5

Usefulness Index
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Fig. 1 Effects on usefulness index of perturbation and data swapping

Figure 1 illustrates how the Usefulness Index varies in dependence of the VID’s
size. In both the algorithms, there is not a perceivable difference between VID1 and
VID2. Such difference sensitively grows when we pass to the VID3. In overall,
Data Swapping is preferable to Perturbation.

Conclusions

By summarizing, data swapping seems to outperform perturbation as it affects less
the data usefulness. However, the protection usefulness is enhanced by higher lev-
els of privacy; for this reason, protecting a database when using perturbation or data
swapping is a trade off between preserving privacy and assuring an acceptable level
of data usefulness.
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Measuring RFId Benefits in the Supply Chain

E. Ugazio' and F. Pigni’

Abstract RFId systems show great potentials enhancing supply chain perfor-
mances. Some of the major retailers in the World (Wall Mart, Metro Group, Tesco)
made sounding campaigns promoting the benefits they were able to attain. Despite
the increase in the number of researches on RFId benefits, a study investigating
their measurement in the supply chain context is still lacking. This paper aims
at identifying and measure RFId benefits by designing three tools: (1) an RFId
oriented Performance Measurement System for the identification of all RFId
related supply chain performance indicators on the base of the SCOR Model. (2)
A benefits-processes-measures matrix linking the benefits identified in literature
with SCOR model process to identify supply chain measures impacted by the
RFId system implementation. (3) A reference framework summarizing benefits
measures.

Introduction

Since their early adoption in retailing RFId systems have shown great potentials
for supply chain and warehouse management. The first studies in this field con-
tributed to the exploration of both hardware and functional requirements of the
technology and the possible impacts on logistics and operations “inside the four
walls of the facilities” [1]. It’s only when the MIT started to develop the idea of
low cost, high volume tags that RFId inter-organizational application were finally
addressed.

The related development of the EPC architecture [2] made its first appearance
in the retail market. The well know example of Wall-Mart and Gillette [3] col-
laboration, showed the real potential of the technology producing significant
impacts on the performance of the supply chain reducing the stock outs and over
stocks, increasing collaboration and coordination between supply chain partners,
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and generally providing a higher service level to the final customer. The success
of the Wall-Mart initiative raised the question of the replicability of the results
both in the same and in different contexts. The need for a reliable assessment of
the return on investments in RFId technology has then become compelling. In
literature, several models have been proposed to support the development of the
feasibility study concerning RFId projects [4-8], however, despite the relevance
of the issue, the estimation of benefits is still more approximate and qualitatively
based than the costs one [1]. This issue relates both to RFId benefits characteris-
tics and to the lack of a reference framework for their evaluation. The studies
published to date mainly assess the qualitative impacts of RFId on both the activi-
ties of the single firm or of the entire supply chain [1, 6, 9]. Others concentrate
on a specific supply chain, e.g. the printing industry [4], but neglect to generalize
their findings.

With this paper we aim at proposing a general framework for the measurement
of RFId benefits within the context of a supply chain, supporting supply chain
manager in translating each operative impact of this technology into “hard dollar
return”. The idea at the base of the methodology adopted in this study is straight-
forward: to associate the predicted qualitative impact of the technology to a supply
chain performance measure/indicator through the development of an RFId oriented
Performance Measurement System (PMS).

The paper is arranged in three sections. The next paragraphs present the research
model and, after a brief discussion on the general issue of measuring, describe the
assumption at the base of the methodology. In section two we detail the approach?
and the attained results.

From Qualitative Benefits to Measures

In literature the published assessments of RFId benefits measurement within supply
chains mainly consist of papers suggesting or testing general qualitative “lists” of
impacts resulting from RFId systems implementation (like the increased speed of
order preparation or the improvement of quality management). These analyses
adopt a qualitative approach without exploring the development of methodologies
or procedures for a quantitative assessment of the impacts identified. This reflects
the wider problem of measuring benefits in the IS context [10], and is only made
worse by the lack of business cases on RFId technology [11]. A measure can be
defined as the quantitative result of a measurement process, and consists in a sym-
bol used to evaluate an attribute [12]. Thus, a measure provides the quantitative
dimension to a benefit, and has to be associated to an indicator. In order to develop
our framework we relate these indicators (numbers or ratios) to the efficiency and

3Only the main references used in the development of the framework are reported in this paper.
The complete list is available upon request to the authors.
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effectiveness of a particular business process. In a supply chain, then, these indica-
tors refer to the environment of analysis. Thus, we decided to adopt the SCOR
model as the reference supply chain process framework.

Methodology

The methodology used to develop the research framework is built around three
main research questions:

1. Which benefits are found to be generated as a result of RFId systems adoption?
2. How performance is measured in the supply chain context?
3. How the impacts on supply chain performance of RFId can be measured?

The identification of RFId benefits from the analysis of literature is functional
to the identification of the possible process impacted by the adoption of this tech-
nology. By establishing a link between the benefits and supply chain process on the
base of the widely adopted SCOR model, it is then possible to associate an impact
to a process performance measure. The next sections detail the research steps to
develop the proposed RFId benefits reference framework.

The Benefits of RFId Adoption

In literature several studies on RFId provide useful indications for the assessment
of RFId benefits. We reviewed 30 paper published between 2004 and 2008 describ-
ing the different approaches used in assessing RFId impacts and emerging benefits.
We categorized these papers according to their focus and contribution in four cat-
egories: methodologies, real implementations, qualitative benefits, and literature
review [13]. In particular, only three studies [1, 14, 15] provided an assessment of
a Methodology to discover and classify the RFId impacts on firm operations,
whereas several Real implementations [14, 16—-18] accounted the experiences of
cross-section application of RFId in heterogeneous contexts including air baggage
handling and fashion retailing. Other works effectively approached the problem of
the measurement of RFId benefits [4, 8, 19-22], but their scope was generally lim-
ited. Hou and Huang [4], for example, identify the possible supply chain perfor-
mance indicators influenced by introduction of RFId system within the Taiwanese
print and paper supply chain and they gathered “quantitative values” of perfor-
mance. Nevertheless this work shows some limits in terms of generalizability: the
model is concentrated only on Taiwanese print and paper industry, and the method-
ology adopted for identifying the indicators is not declared or explained. Tellkamp
[21], presents a mathematical model to show how RFId systems are able to reduce
stock out, and level of overstocks but disregards other possible effects different
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from stock level reduction. The studies concentrating on Qualitative Benefits gener-
ally provides the description of the impact without providing any associated mea-
sure (i.e. reducing stock out, increase speed and accuracy in sku/pallet preparation,
fast item/sku/pallet identification, safety stock reduction, stock turnover improve-
ment) [3, 6, 13, 23-25]. However, by summarizing and categorizing these findings
we were able to identify 42 different classes of impacts resulting from RFId adoption.
By associating the benefits produced by RFId adoption with supply chain process
as defined in the SCOR model we were able to effectively develop an articulated
Performance Management System (PMS) oriented at the assessment of RFId
applications.

Measuring Supply Chain Performance

A PMS is a “..set of metrics used to quantify both the efficiency and effectiveness
of actions” and its metrics/indicators are linked each other by several internal rela-
tionships [26]. In particular, concerning the development of PMS in supply chains,
literature offers contribution both regarding the PMS structures, and the develop-
ment of suitable indicators. Shepherd [27] provides a taxonomy of metrics specifi-
cally in the supply chain context and develops a PMS structure categorizing “the
indicators according to their applicability to the five supply chain processes defined
in the supply chain operations reference (SCOR) model (plan, source, make, deliver
and return or customer satisfaction)”. Accordingly, we designed the PMS RFId
identifying and analyzing SCOR model process and performance indicators (Model
settling).

Identification and Analysis of SCOR Process

The SCOR model is one of the most common, reliable and fast tool to explore and
analyze every supply chains. By describing supply chains using these process
building blocks, the model can be used to describe supply chains that are very
simple or very complex using a common set of definitions (SCOR version 6.0).
We define the structure of the PMS framework and the indicators on the base of
the SCOR model process. The SCOR model divides the supply chain into five
primary management processes of Plan, Source, Make, Deliver and Return each
composed of three levels of process detail, describing the supply chain till its
activities.

Following the model structure, for each level we listed the processes with their
descriptions and highlight the ones immediately affected by RFId system imple-
mentation. Gathering all the processes, we points outs two interesting SCOR model
features functional to design a performance system generalized and capable of
considering supply chain operative aspects.
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First of all the second detail level of source, make, and deliver presents alter-
native process that represents the different types of supply chain. Moreover this
model gathers also the enable processes that “.. prepare, maintain, or manage
information or relationships on which planning and execution processes
rely”(Quick Reference SCOR 8.0). For our scope the enable processes, belong-
ing to the management information domain, are essential because RFId systems
dramatically increase the ability of suppliers to acquire and share a vast array of
data regarding the location and properties of any entity that can be physically
tagged. The supply chain map obtained by the SCOR model can be completed
with the performance indicators associating to each sub-process the relative
metrics.

Identification of Process Performance Indicators (Model Settling)

Performance indicators functional to the proposed RFId oriented PMS are based on
the SCOR Model Version 6.0 containing the list of metrics for each process, and
Shepherd’s [27] review of supply chain. Both these works present a set of indicators
associated to supply chain process. After matching them we identified 42 indicators
for the “plan” processes, 27 for “source,” 49 for “make,” 51 for “deliver,” 33 for
“return.” This result allows to consider the features of each indicator [28] and the
framework of the RFId oriented PMS.

Measuring RFId impacts on Supply Chain Performance

Finally, RFId benefits can be associated to supply chain metrics defining a link
between performance indicators and the SCOR processes. The association is
possible selecting all PMS processes impacted by an RFId system and the ben-
efits previously identified in the review of PMS supply chain processes (a mid-
dle-intermediate association). We consider that a modification in a process is
reflected in a change of its performance metrics, so the middle-intermediate
association process-benefits enable the association of benefits to metrics. For
instance, the qualitative benefit “Fast item/sku/pallet identification” is linked to
the SCOR model sub-processes “Receiving and verifying material inbound and
outbound” belonging to source, make, deliver and return first level SCOR model
process.

Each benefit can then be associated to the most suitable metric defined in the
SCOR model to the analyzed process. According to the previous example “Fast
item/sku/pallet identification” is a benefits belonging to Source ‘“Receiving and
verifying material” process and can be measured as a decrease of source cycle time.
The associated measure is “the days elapsed between order release and the receipt
of goods at manufacturing or distribution center”. The detail of the activities pro-
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vides a further indication of possible impacts of RFId technology. This approach
allows the translation of the qualitative benefits identified in the literature review
into process performance measures. This association represents the final output of
our research.

Limits of the SCOR Model in Measuring RFId Benefits

The proposed association of benefits and metrics, despite being extensive, is still
limited. We identified four main categories of benefits impacting the supply chain
posing hardly referable to a SCOR process.

1. Point of sales benefits: Shoplifting control and theft reduction, for example, are
typical RFId benefits arising at the point of sale but the SCOR model doesn’t
cover this part of the supply chain.

2. Non operative benefits: The SCOR model identifies only operative process
whereas RFId impacts other competitive dimensions like:

* Image improvement: a company image is an intangible asset and the market-
ing function can use the introduction of RFId system in order to increase
visibility and brand value of the firm.

e Parallel distribution control and reduction: its nature is not immediate mea-
surable, nevertheless can be similar to SCOR process “Order Tracking and
Genealogy” because the tracking of goods allows to have update information
on its state and the parallel distribution can be more limited.

3. Tracking and traceability benefits are among the most reported impacts of RFId
adoption because they affect the entire supply chain. In order to measure it we
advance two possible solutions. The first limits the analysis to a single family of
SCOR operative process. The availability of information about position and
state of item in real time allows scheduling the activities of all chain actors with
greater efficiency, thus impacting the effectiveness of planning that can be mea-
sured. The second to consider them related to the “enable” processes linked to
information management.

4. Information flows benefits RFId technologies effectively create a lean informa-
tion flow easy to share with supply chain partners. The SCOR model and conse-
quently the PMS designed on its base, consider this aspect by identifying some
enabling process. In fact the second detail level of plan, source, make, deliver
and return comprises Manage Plan Data Collection, Maintain Source Data,
Manage Make Information, Manage Deliver Information, and Manage Return
Data Collection. We associated to these process three main indicators: accuracy,
timeliness, and availability. RFId systems allow supporting every operative
activity with data always accurate, available and updated. All these benefits are
measured by indicators created ad hoc, because the SCOR model lacks this
dimension. The RFId oriented PMS highlights all the measures designed in order
to quantify the impacts on the supply chain.
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Conclusions and Discussion

RFId is considered a revolutionary technology for improving the supply chain per-
formance. However, the measurement of its impacts has not yet through enough in
literature. This study proposes a framework to help supply chain managers to mea-
sure the RFId benefits within the supply chain context. The framework is designed
to define supply chain performance measures and associate them to the benefits
stemming from RFId systems adoption. The proposed framework is focused on
specific operative processes of a supply chain that represents the span of the SCOR
Model. Thus it inherits its scope: sales and marketing (demand generation), product
development, research and development, and some elements of post-delivery cus-
tomer support are disregarded. Despite we aimed at generalizing of our findings the
RFId oriented PMS doesn’t provide a measure of the strategic benefits of RFId
adoption. Their evident unpredictable nature and context related nature make gen-
eral measurement activities practically futile. In order to consider this aspect we
suggests to add specific Balance Scorecards designed by each supply chain man-
ager to understand which measure should be checked with particular attention.

Despite its limits, this research represents a starting point for defining the quan-
titative measures of RFId benefits offering a simple tool able to report the measure
of RFId impacts. At the same time, it represents a first attempt to frame RFId value
generation in the supply chain and in the interorganizational context. On its basis
researcher could deepen the understanding of business cases for RFId and support
the finding of patterns or dynamics of adoption. The process approach at the base
of the framework effectively enable its generalizability and allows its application in
every supply chain supporting the “measurement process” of the changes brought
by this new technology to supply chains. Further research could empirically test the
framework surveying a significant sample of supply chains verifying the effective
reliability of the measures identified.
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Mind the Map: The Role of Shared Awareness
in Effective User-Centered Design

C. Calefato!, R. Montanari?, and F. Tesauri®

Abstract This paper is focused on the importance of collaboration during the
parallel phases of a design process. A User Centered Design (UCD) chain is usu-
ally led jointly by interaction designers and software developers teams. In order to
make this chain efficient and effective, both teams must share a common view of
the project, allowing to keep parallel processes, aware of each other’s needs and
aims. A study is reported here, aimed at pointing out stages and features that can
reinforce and improve the effectiveness of groups of designers coming from differ-
ent backgrounds at work. The objective was to apply UCD in a critical way, in order
to give to some concepts a more precise meaning and to increase its power.

Introduction

This paper describes the importance of the shared situation awareness in a team
design process following UCD principles. To obtain an effective UCD chain it is
important to harmonize the collaboration between graphic designers who realise
the Human Machine Interface (HMI) layout and engineers who develop the artefact
functions. The importance of this collaborative approach is described through a
practical experience. A workshop was set up with students of the University of
Turin (Italy), aimed at verifying which are the minimum requirements for sharing
goals, results, questions, ability, developments proper of a design process involving
teams that focus on different components of the same project (e.g. graphic design-
ers and software developers). The primary aim of the workshop was to define in
which way time employed in information negotiation among groups could be lim-
ited, thus improving the overall design process.
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Background: Basic Definitions of the UCD Methodology

The standards and the literature give the definition of UCD practices from different
viewpoints.

The standards focus on the quality of the final product, that is on usability. For
instance, product usability is defined in ISO 9241 [1], while ISO 13407 [2]
describes how to apply a human-centred design process to make systems usable.
Finally, ISO 13407 specifies the steps to be followed to develop an interactive sys-
tem, but it does not demand nor recommend particular techniques or methods [3].

UCD literature focuses on the way to obtain usability. Several authors, e.g.
Norman [4, 5], propose practises, methodologies and heuristics. Citing [4]: User-
centred design emphasizes that the purpose of the system is to serve the user, not to
use a specific technology, not to be an elegant piece of programming. The needs of
the users should dominate the design of the interface, and the needs of the interface
should dominate the design of the rest of the system.

Findings from several studies, e.g. [6], showed that effective involvement in
system design yields the following benefits:

. Improved quality of the system arising from more accurate user requirements.

. Avoided costly system features that the user did not want or cannot use.

. Improved levels of acceptance of the system.

. Greater understanding of the system by the user resulting in more effective use.
. Increased participation in decision-making in the organization [7].

DN kA W -

The starting point of the UCD design approach can be summed up by three
steps [8]:

1. To define the problem space;
2. To analyze good and poor performance;
3. To trace the information processing flow.

Once the user context has been defined, the early design can start. From the
early design specifications a prototype is built and user test are leaded [9]. Finally
the user documentation is produced.

What is missing in most part of the UCD literature are indications to organize
the work among design teams, overall among designers who face different aspects
of the same development process. In this paper we focus on the so-called shared
Situation Awareness SA, also known as team SA [10].

The Workshop

The objective of the workshop was to realize the HMI and the functions of an
indoor navigator. After a little explanation about the use of indoor navigators, par-
ticipants were split into two groups: the HMI group and the functions group. The
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former had to draw the HMI graphic and behaviour, realising a low-fidelity proto-
type. The latter had to decide the functions the navigator had to implement and
describe the menu system they attended to. Groups shared only the general purpose
of their project; after that, they worked separately, without interactions. We
expected to detect gaps in information and coordination which would affect the
overall design output.

Indoor Navigator Project Description

It is a common experience to visit a museum searching for a particular piece of art
and to not find any sign that points you to the desired object. You try to ask a
museum attendant for help but you receive only a long and complicated sequence
of directions. Also using a map of the museum could be frustrating: it could be dif-
ficult to locate yourself on the map and the landmarks surrounding you could not
seem to correspond to those indicated on the map [11].

This is the typical scenario that could happen whenever people try to find a
particular place, person, or object in an unfamiliar or complex environment.

Starting from the depicted scenario students worked on the design of an indoor
real time navigator that navigates users towards a sequence of evolving directions
pointing to the desired destination. A navigation compass is not only. The techno-
logical assumptions the students worked with were:

* Handheld devices.

» Location sensing technologies, allowing powerful handheld computing devices
pinpoint the physical position [12, 13, 14] and orientation [ 15] of mobile devices
with respect to a predefined coordinate system.

* A suitable map of the surrounding environment.

Graphic Design of the HMI

The graphic layout is similar to that one of a mobile phone, in order to suit the user
habit in handling this kind of device. The design is based on the commands of a
common portable device: a back and confirm button on the top below the screen,
four directional arrows between the buttons and an alphanumeric keyboard.

The home page is composed of five areas:

1. The header, containing static information (event logo, date and hour, location
name).

2. The tabs area, showing the navigations topics and functions.

. Asearch area.

4. A menu on the left showing the items belonging to the selected section (the tab).

W
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Fig. 1 First HMI concept for the indoor navigator

5. A directional and interactive map of the location on the right side of the screen.

In Fig. 1. the structure of almost all pages of the navigator is shown below.

The Menu Design

The functions group had accomplished a task analysis and a function allocation
[16] in order to design the navigator menu system. The starting point is the user
mental model and his/her expectations [14] about the menu system functioning.
The user mental model is composed by four phases:

. Searching an information.

. Understanding the proposed alternatives (from the menu items).
. Doing a choice.

. Waiting for an appropriate answer from the system.

AW N =

In order to respect UCD principles, the group was asked to maintain
consistent:

¢ The navigator content with the user expectations.
e The user conceptual relationship among items and the menu system organisation
decided by designers.
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The design of the system menu continues with a top-down functions clusterisa-
tion. The allocation of function is performed identifying categories and subcatego-
ries. At the end of the process a function tree of the navigator is obtained. In the
following we report the starting items of the tree:

1. New destination

1.1. Insert name
1.1.1. Confirm destination
1.2.  Select from a list
1.2.1. Confirm
At the same level of the tree, we find the task alternatives.

Heuristic Evaluation and Re-design

Once the two groups had finished their work, they were involved in a mutual heu-
ristic evaluation of their projects. Only in this moment they saw the other group’s
work and share information, doubts and solutions in the discussion that followed
the heuristic evaluation.

A heuristic analysis is an inspecting method that concurs to diagnose the main
usability problems of a system interface without involving the final user. It is a
judgment expressed by usability experts on the ability of an interface to adhere to
a series of usability principles (heuristics) [17].

In our experiment, each group was aware of its proper difficulties and patterns,
so each one founded easier the drawbacks of the other group’s project and the
points that didn’t fit well with the other elements of the project.

After this discussions some evidences came up: firstly, the HMI group found
difficult to fit the system menu instead of the functions group, as we expected. The
possible explanation is that the initial information about the indoor navigator and
the handheld device and their expected HMI were sufficient enough to let the func-
tions group to accomplish a more logical and theoretical work: that is, the task
analysis and the following menu system design. Secondly, the same information
about the indoor navigator and the handheld device and their potential functions
were not sufficient to allow graphics designer to draw a consistent and efficient
HMI. More information has to be shared among teams to match the functions
implementation of an artefact with its user interface.

Some of the most important observations about the inadequacy of the HMI are
the following:

1. The HMI had a inadequate subdivision of the space dedicated to the functions
assigned to the navigator. There were too many blanks between areas and some
decoration elements reduced an already restricted space.

2. The HMI had a poor consistency [4]: the navigation modality of the pages
changed in relation with the selected functions. Submenus were organized
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vertically or horizontally, changing the interaction model for the user and reduc-
ing the adherence to the general menu system.
3. There were no indication about the interaction modality with the directional map.

These observations were translated into a re-design of the HMI. With reference
to the first solution (Fig. 1), the major modifications are listed below:

1. Available space optimization: the screen had been split in five horizontal areas:

(a) Header

(b) Global navigation area

(c) Search and back area

(d) Secondary navigation area (for the items belonging to the function selected
in the global navigation area)

(e) A wider area for the directional map

2. HMI consistency improvement: a common navigation model for each page and
function

3. Each sub menu is organized horizontally

4. Graphic affordances are applied (e.g. the underlining of the cursor position

5. Usability improvement of the interaction modality with the map (Fig. 2).

Participants’ Comments and Impressions

Participants declared that the most interesting aspect of the workshop was the expe-
rience of a team design process they picked up. The heuristic evaluation of the work
let people to be designer and evaluator in the same project, allowing discussions
aiming at solving problems together. This is an empiric proof of the need to involve
all teams in a general collaboration in each aspect of the project.

In fact, students noticed that difficulties arose about the integration of the menu
system and the interface, because the first one was based on conceptual consider-
ations and the second one on aesthetic and graphic features, without any feedback
from a side to the other. Despite of this, a solution for this divergence came up from
the collaboration filled by the groups in the heuristic evaluation.

Conclusions and Future Work

Shared Situation Awareness (SA) is defined as the degree to which team members
have the same awareness of information requirements for team performance.

This work aims at demonstrating through a practical experience which benefits
a shared situation awareness approach could induce in the design phase of a user-
oriented system developed following a UCD approach.
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Fig. 2 The HMI concept after the heuristic evaluation

The design of such a system usually involves team members with different
backgrounds, from engineers to ergonomists; even if they conduct different activi-
ties, they are involved in a common overall project.

In the experiment we carried out, each team was not aware about the outcomes
of the other until the heuristic evaluation phase; then, the lack of shared information
among members moved the highlight of inconsistencies and design errors at the end
of the design process, where the design cost changes, in terms of times and money,
are higher.

By introducing a shared SA design issues could be avoided before the final evalu-
ation of the system (then saving design change costs and time), thanks to a harmonized
communication among involved members, where only relevant requirements are over-
lapped in order to reduce awareness gaps and to conduct coordinated actions.

A shared situation awareness approach, in fact, allows each team to be aware of
what the other teams are carrying out, then avoiding possible uncoordinated behav-
iour in the development of the final system.

This approach requires to define which information each team should share and
in which way, ac