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When we produced the second edition of this book
some four years ago we made a number of structural
changes from the first edition. In producing this third
edition, we have left the structure untouched. There
are, however, some significant changes to content and
some of these may influence the way in which tutors
and students wish to use the book.

Updates

Firstly, as always, we have updated the material where
necessary. Since we have always had great faith in the
power of illustration and example both to motivate and
to explain, we have always used copious extracts from
the Financial Times (and other sources) with the result
that updating is a major task. While finding more recent
illustrations involved a lot of work, it was not particu-
larly difficult. This suggests to us that the issues we
thought important in the second edition have continued
to be so. Markets remain volatile and their movements
continue to pose a challenge to orthodox theories of
valuation; financial products continue to be mis-sold;
the innovative ingenuity of financial firms continues
to drive the dialectic relationship with regulators.

Some things do change, however. Europe is more
integrated and, from 2004, much larger. Although
we still devote four chapters to the financial systems
of eight different countries, we can no longer say
anything distinctive about the monetary policies of
more than half. With the mergers of financial markets
currently taking place, we shall soon lose another set
of distinctive features. A future edition may well have
to recognize a genuinely ‘European’ (i.e. continental)
financial system. This trend is very noticeable in the
Financial Times and the current arrangement of its
tables. These have been revised substantially since our
last edition and updating our comments and guidance
on those tables has been a major effort.

When we put together the first edition of this book,
the main issue for monetary policy was the independ-
ence of central banks. More recently the issue has
become the transparency with which central banks
conduct monetary policy. The anomalies confronting
the efficient market hypothesis have not gone away; if
anything they have increased and this has given rise to
interesting developments under the heading whereby
some economists, dissatisfied with simply assuming
that agents make the best use of all relevant informa-
tion, have gone and asked the psychologists what they
have discovered by experimentation about the way
in which people process information. This approach,
often labelled behavioural finance, has produced some
interesting results.

We have found room for at least some brief dis-
cussion of both issues by reducing some of the history
of financial institutions and by largely removing the
monetary base/fractional reserve model of money
supply determination. In the real world, central banks
set interest rates and the money supply is endogen-
ously determined. Since we all know this, there seems
little point in confusing students with an alternative
approach that was condemned as amounting to mis-
instruction more than 20 years ago.

From our point of view, the biggest event, even since
the second edition, has been the explosion of relevant
material available on the internet. Central banks and
governments, for example, have been at the forefront
of publishing statistics, research papers, policy docu-
ments etc. as part of the enthusiasm for transparency
and openness. Everything published by the Bank of
England is freely available on its website. Representat-
ive trade bodies have been almost as good. It is now a
fairly easy task to get information both about volumes
and values of trades and also about trading procedures
from associations representing national stock exchanges.
Organizations representing insurance companies, unit
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and investment trusts describe their products in great
detail and usually provide useful statistics. Individual
firms also have websites which may be aimed primarily
at marketing their products but can often provide
information of more general value. French banks, in
particular, seem to have a highly developed sense of
educational responsibility. In the last few years, the
most striking development has been the growth of
websites devoted to the study of a particular issue, the
‘efficient market hypothesis’ or ‘behavioural finance’
are examples. In every book we have ever written we
have stressed the importance of students learning how
to find out for themselves. This was the main reason
behind our original decision to write a book about
financial activity which drew repeatedly on the cover-
age provided by the Financial Times. But while the FT
remains probably the pre-eminent printed source of
financial news and comment, the internet has rapidly
become a major resource. For this reason we have tried
to feature the most helpful internet sources. Our guid-
ance to these is contained in a new visual feature headed
‘more from the web’ scattered widely through the book.
While these are obviously meant to be helpful, two
notes of caution are necessary. Firstly, we can only refer
to the sites we know of and use. There must be many
others, possibly hundreds, and possibly better, that we
do not know about. Secondly, the internet technology
not only provides very low cost of entry, it offers very
low costs of editing and design. The consequence is
that websites are frequently ‘updated’ and re-designed.
The directory structure changes and documents are
moved from one directory to another. Anyone who has
given the internet address of a document to a student
knows the frustration that can be caused by the sub-
sequent error message insisting that it is not at that
address. There is not much we can do about this. It
is one of the weaknesses of the internet. What we have
done, however, is to explain how we navigated, step
by step, to the appropriate source. This means that
even if the directory structure changes (invalidating any
URL we may have given) readers will know in what
part of the website we found the document and may
still be able to navigate to it.

Using the book

As we said at the outset, the book remains divided
into six sections:

Introduction
Institutions and systems
Theory

Money and Banking
Markets

Current Issues

With the exception of ‘Introduction’ which is a
single chapter, each of the other five sections can
form the basis of a one semester course. Sequence is
not important except that students should cover the
material in “Theory’ before attempting either ‘Money
and Banking’, ‘Markets’ or ‘Current Issues’. Tutors
should bear in mind that there is a companion website
which provides suggested answers to end of chapter
questions as well as additional work, yet more reading
and exercises.

Additional materials

In addition to the book’s Companion Web Site and
the detailed guidance to what is available on other
websites, tutors using this edition have access to two
sets of ‘PowerPoint’ slides. With many textbooks, the
practice has been to use these slides to provide a visual
synopsis of each chapter so that the structure of the
book determines the structure of the slide sequence.

We have opted for a different approach, which
is to provide two sets of slides that we know, from
experience, could be used as the basis for a taught
course. Both sets of slides are based upon two courses
taught at the University of West England, Bristol.
These are whole year courses (approximately 24 weeks)
in respectively the Economics of Money and Banking
(EMB) and the Economics of Financial Markets (EFF).
Both courses are based on this book, but they require
students to consult a range of other sources both
printed and web-based. The EMB course uses material
selected from the first four sections of the book. The
EFF course uses material taken from ‘Introduction’,
‘Theory’ and ‘Markets’ sections. Each group of slides,
corresponding to a lecture, makes it clear to which
chapter it relates, together with any additional material
that students need to consult.

PGAH
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Symbols, abbreviations and other conventions

FFr
FM
Fi

Accrued interest

The cash ratio of the non-bank private sector
(= C,/D,)

Banks’ reserve ratio (= (C, + D,)/D,)

Beta coefficient (of an asset)

The monetary base

Belgian franc

Coupon payment

Coupon rate

Notes and coin held by the banking system
cost of carry

Notes and coin held by the non-bank private
sector

Current yield

Change in

Rate of discount

The Eurobank redeposit ratio

Deposits of the banking system at the central
bank

Deposits of the government

Deposits of the non-bank private sector
Danish krone

Deutschmark

Greek drachma

euro

European currency unit

Portuguese escudo

Forward exchange rate expressed in direct
quotation

Real exchange rate expressed in direct
quotation

Spot exchange rate expressed in direct
quotation

French franc

Finnish markka

Netherlands guilder

Nominal rate of interest

Domestic interest rate

Foreign interest rate

Irish punt

The return on an asset

The expected return on an asset

The required rate of return on an asset

The rate of return on a ‘whole market
portfolio’

The risk-free rate of return

Italian lira

Bank loans to the government

Bank loans to the non-bank private sector
The par or maturity or redemption value of
an asset

Demand for money

Supply of money

M1 monetary aggregate

M2 monetary aggregate

M3 monetary aggregate

M4 monetary aggregate

Total employment

Total number (e.g. of time periods)

Length of time from date of issue to maturity
Length of time since last coupon payment
Length of time to maturity

Length of time from settlement of purchase
to maturity

Length of time to next coupon payment
Length of time from ex dividend date to
next coupon payment

Length of time between ex dividend date and
date of calculation

The purchase or market price (the price level
in the aggregate)

The premium price of a call option

Spot or cash price

Strike or exercise price of option
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Discounted option strike price

The rate of inflation

The expected rate of inflation

Spanish peseta

The number of coupon payments before
redemption

The real rate of interest

Redemption yield

Required bank reserves

Simple yield to maturity

Forward exchange rate expressed in indirect
quotation

Shareholders’ funds

Austrian schilling

Special Drawing Right

Swiss franc

Swedish krene

Q

mm<g<aaT M

Real exchange rate expressed in indirect
quotation

Spot exchange rate expressed in indirect
quotation

The standard deviation (of an asset’s return)
risk

The variance (of an asset’s return) risk
Summation (of a series)

Time period

Total number of time periods

Total bank reserves

Velocity of circulation

Rate of change of money wages
Aggregate real output, national income
Japanese yen

Pound sterling

United States dollar
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4 CHAPTER 1 THE ROLE OF A FINANCIAL SYSTEM

m Introduction

In this chapter we want to provide preliminary answers
to the questions posed on the previous page: what is a
financial system, who uses it, what does it do, does it
matter how it does it? Our answers are preliminary in
the sense that these questions concern us throughout
the book and each later chapter is looking at some
aspect of these questions in more detail. The intention
here is to provide an introduction — a definition of key
terms and the explanation of some basic principles —
for readers who have had no prior contact with financial
economics, and an overview of the field, as we see it,
for all readers.
We begin by defining a financial system as:

a set of markets for financial instruments, and

the individuals and institutions who trade in those
markets, together with the regulators and supervisors
of the system.

The users of the system are people, firms and other
organizations who wish to make use of the facilities
offered by a financial system. The facilities offered may
be summarized as:

intermediation between surplus and deficit units;

|
® financial services such as insurance and pensions;
B a payments mechanism;

|

portfolio adjustment facilities.

Notice that while different parts of the system may
specialize in each of these functions, they all have one
thing in common: they all have the effect of channelling
funds from those who have a surplus (to their current
spending plans) to those who have a deficit. Consider
each case in turn. Banks, historically speaking, began
as institutions whose function was to accept deposits
from those who wished to save and to lend them to
borrowers on terms which were attractive to the latter.
Only later did they begin to offer a means of payment
facility, based initially upon written cheques but now
largely electronic. Thus, to have access to the current
payments mechanism, one needs to hold bank deposits
and these can be on-lent. Similarly, insurance companies
and pension funds have a primary purpose which is
to offer people a means of managing the risk of some
major, adverse event. However, the contributions
made by policyholders creates a fund which is usually
invested in a wide range of securities. This purchase of

securities involves a flow of funds (directly or indirectly)
to those who issued the securities as a means of raising
funds. The income from the securities goes to meet the
expenses of the companies’ operations, including some
payments to policyholders. Portfolio adjustment facil-
ities have to provide wealth-holders with a quick, cheap
and reliable way of buying and selling a wide variety
of financial assets. When wealth-holders buy financial
assets they are lending (again directly or indirectly) to
those who issued the assets. These facilities are obvi-
ously supplied by financial markets, but they are also
supplied to smaller investors by ‘mutual funds’ such
as unit trusts. Thus, all kinds of financial activity have
the effect in some degree of channelling funds from
lenders to borrowers.

It is important to bear in mind that economists are
usually interested in the way in which a financial system
channels funds between the end users of the system,
that is, between ultimate borrowers and lenders, rather
than the intermediate borrowers and lenders — the
financial intermediaries who also borrow and lend but
only, as their name implies, in order to channel funds
between end users. In developed economies, incomes
are generally so high (by world standards) that there
are many people who wish to lend; and the state of
technology is such that real investment can only be
undertaken by borrowing funds to finance its installa-
tion and to see firms through the often lengthy period
before it earns a return. Given that there is a desire to
lend and to borrow, we can get some idea immediately
of why modern economies have quite highly developed
financial systems.

Faced with a desire to lend or to borrow, the end
users of financial systems have a choice between three
broad approaches.

Firstly, they can engage in what is usually called
direct lending. That is to say that they deal directly with
each other. But this, as we shall see, is costly, inefficient,
extremely risky and not, in practice, very likely.

Secondly, they may decide to use organized markets.
In these markets, lenders buy the liabilities issued by
borrowers. If the liability is newly issued, then the issuer
receives funds directly from the lender. To this extent
the process has some similarity to direct lending, but
dealing in liabilities traded in organized markets has
advantages for both parties. Organized markets reduce
the search costs that would be associated with direct
lending because organized markets are populated by
people willing to trade. They also reduce risk since
there are usually rules governing the operation of the



market which endeavour to exclude the dishonest
and the extremely risky. For lenders, there is the big
advantage that they can sell their claim on the borrower
if, after making the loan, they find they need funds
themselves. Indeed, the more typical transaction in
organized markets is that where a lender buys, not a
newly issued liability, but a liability which was origin-
ally bought from the borrower by another lender.
In this case the lender is refinancing a loan originally
made by someone else, though the borrower is com-
pletely unaware of this secondary transaction. The
best known markets, of course, are the markets for
company shares in Tokyo, London, New York and
Hong Kong. But there are organized markets for a
vast range of financial instruments, as we shall see in
Part S of this book.

We have suggested that organized markets may
be used by ultimate lenders and borrowers. But they
are used also by financial intermediaries who them-
selves provide a third channel for the transmission of
funds between borrowers and lenders. When a lender
deals through an intermediary, s/he acquires an asset
— typically a bank or building society deposit, or claims
on an insurance fund — which cannot be traded but
can only be returned to the intermediary. Similarly,
intermediaries create liabilities, typically in the form of
loans, for borrowers. These too are ‘non-marketable’.
If the borrower wishes to end the loan, it must be
repaid to the intermediary. The advantages of dealing
through intermediaries are similar to those of deal-
ing in organized markets: lenders and borrowers are
brought together more quickly, more efficiently and
therefore more cheaply than if they had to search
each other out; and the intermediary is able, through
superior knowledge and economies of scale, to reduce
the risk of the transaction for both parties. One of
the ways in which they do the latter is to hold highly
diversified portfolios of assets and liabilities and
this involves them as traders in organized markets.
Indeed, most markets are probably dominated by inter-
mediaries rather than by end users of the financial
system. Figure 1.1 summarizes these three possibilities
schematically.

We go next, in Section 1.2, to the question of who the
end users are and the supplementary question of what
are their motives and interests; in Section 1.3 we shall
look at the essential characteristics of financial institu-
tions and their role as intermediaries; in Section 1.4 we
look at the broad range of financial markets and suggest
some ways in which they may be ordered and classified
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Ultimate Ultimate
lenders (1) direct borrowers
L B

intermediaries

Figure 1.1 The options for lenders and borrowers

as well as introducing some of the basic principles
underlying supply and demand in financial markets; in
Section 1.5 we look at how all this financial activity
relates to the functioning of the ‘real” economy.

Remember, as you read these sections, that most
issues are dealt with in more detail later in the book.
We shall point this out as we go along.

m Lenders and borrowers

In this section we turn our attention to the end users of
the financial system — lenders and borrowers — and to
their reasons for lending and borrowing. We shall see
that these motives differ and in some cases conflict. The
role of a financial system is to reconcile these differ-
ences, as cheaply and effectively as possible. Remember
that lenders and borrowers here are ultimate lenders
and borrowers. Their motives as lenders and borrowers
are different from those of financial intermediaries who
are also lending (to ultimate borrowers) and borrow-
ing (from ultimate lenders) and frequently lending and
borrowing between themselves. We must not confuse
the two.

1.2.1 Saving and lending

As we noted earlier, it is one characteristic of developed
economies that incomes are higher than many people
require for current consumption. The difference between
income and consumption we call saving. In these eco-
nomies, aggregate saving is positive. These savings can
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be used to buy ‘real’ capital assets such as machinery,
industrial equipment and premises. Savings used in this
way are being used for investment.'

However, many people will be saving at a level
which exceeds their real investment spending. Indeed,
this is generally true for households whose needs and
opportunities for real investment are limited. Many
households save without undertaking any real invest-
ment. The difference between saving and real invest-
ment is their financial surplus, and they are often
described as surplus units. It is this financial surplus
that is available for lending and it is this that gives
rise to a net acquisition of financial assets. Notice that
we say ‘available for lending’. It does not have to be
lent. It is perfectly possible for those with a financial
surplus to accumulate what used to be called hoards.
That is to say, they could use their surplus to build up
holdings of money. Borrowing from the vocabulary
of computing, we might say that the accumulation
of money holdings is the ‘default’ setting. This is what
happens to those with a financial surplus if they make
no conscious decision to do otherwise. They receive
their income in money form (usually by the transfer of
bank deposits). They use some of that (money) income
to make consumption purchases. If consumption is
less than income they have positive saving. Assume,
for simplicity, that their real investment is zero. Their
saving is simultaneously a financial surplus and if they
make no positive decision about its allocation it will,
by default, accumulate in the form of bank deposits.
If they do this, they are not lending.’

This distinction between saving and lending, revolv-
ing around people’s desire to hold money as a financial
asset, was once a crucial issue in economics. It lay at
the centre of contrasting views about the determination
of interest rates, as we shall see in Section 9.3.

We can sum up what we have just said in the follow-
ing identity:

(Y- C)—I=NAFA (1.1)

Figure 1.2 Possible uses of saving

where (Y — C), income minus consumption, is saving;
I stands for real investment; and NAFA stands for the
net acquisition of financial assets. Figure 1.2 summarizes
the position more schematically, and also emphasizes
the point that the net acquisition of financial assets is
equal only to potential lending. The accumulation of
‘hoards’ is an acquisition of financial assets (money)
but is not, as we know, lending.

What conditions have to be met to induce those
with a surplus to lend? As a general principle we shall
say that lenders wish to get the maximum return for
the minimum of risk. It is also assumed that lenders
have a positive attitude toward liquidity. We look at
each in turn.

The return on a financial asset may take one or
more of a number of forms. It may take the form of
the payment of interest at discrete intervals. This is
the case, for example, with a savings deposit which is,
in effect, a loan to a savings institution. Interest is also
paid on bonds, though there is also the possibility
with a bond of selling at a profit and making a capital
gain. With company shares, the attraction of capital
gain for some investors is at least as important as the
periodic payments, which are variable because they
are ultimately related to the firms’ earnings. Some
assets, when newly issued, are sold at a discount to
the price at which they will later be redeemed, their
maturity value. This discount functions, therefore,
rather like a capital gain — one pays less for the asset

1

UK readers need to be careful with the use of the term ‘investment’. Economists use the term strictly to refer to the purchase of real,

physical, assets whose purpose is to contribute to the production process. The printed and broadcast media, following the financial press,
use the term investment to refer to the acquisition of financial assets. These are quite distinct activities. It is probably too late to insist on
the use of ‘investment’ being confined to its original sense. When there might be any ambiguity, we shall use the term ‘real investment’ to

refer to the purchase of capital equipment.
2

Readers who are puzzled by this (because they are tempted to think that the accumulation of money balances, if it is in the form

of bank deposits, still results in lending because banks have more deposits to lend) should think carefully and then read footnote 1 in
Chapter 9. Definitions of money and details of the money supply process are dealt with in Chapter 12.



than one receives on its disposal. This discount can be
expressed as a fraction (usually of the maturity value)
and in this form, known as a rate of discount, it can
be compared with other rates of return. Discounting
is most commonly used in connection with treasury
or commercial bills — tradeable securities of short
duration. We look at the returns on different types of
asset, and at the factors determining those returns,
in our discussion of individual markets in Part 5 of
this book.

Risk in a financial context is usually taken to
refer to the probability that outcomes may differ from
what was expected. It takes a number of forms. For
the moment we may note that lenders are faced with
the possibility of default risk (the borrower fails to
repay when expected); income risk (the asset fails
to yield the return expected); capital risk (the asset’s
nominal value differs from what was expected) and
inflation risk (the risk that the price level changes
unexpectedly, causing a change in the real value of
assets). One of the main disadvantages in direct lend-
ing, and hence one of the main advantages in using
organized markets or specialist intermediaries, is
that many lenders would find it impossible to assess
accurately the risk of lending to individual borrowers.
And if they could, the level of risk to which they
found themselves exposed would deter them from
lending, perhaps at all or certainly at anything but a
very high rate of return.

Other things being equal, lenders are also assumed
to prefer opportunities that offer the greatest liquidity.
By liquidity we mean the ability to retrieve funds quickly
and with capital certainty. Notice that two conditions
are involved — speed and value. Any asset can be sold
quickly — even a house in a depressed housing market
— if the seller is prepared to incur a sufficiently large
capital loss. The reasons for this positive attitude toward
liquidity are quite complex but they are connected with
risk and uncertainty. In making a loan, a lender is cal-
culating that s/he does not need access to the funds for
a given period. In an uncertain world, however, these
calculations can go wrong resulting in inconvenience,
embarrassment or, for a firm, perhaps even bankruptcy.
The ability to retrieve funds quickly, and at a value that
can be depended upon, is a positive attraction in any
lending opportunity.
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1.2.2 Borrowing

At the same time that some people have income which
is in excess of their current consumption needs, there
will be those — firms, households, public authorities
— whose incomes are insufficient for their current
spending plans. This will usually be because they are
planning to spend on large, expensive, ‘real’ assets
of a kind which last for many years. Their need to
borrow this year, therefore, may be offset in future by
years when saving is the norm. For households, such
purchases will typically be major consumer durables,
cars or even houses perhaps. For firms, it will be real
capital equipment which they hope will add to their
cashflow in future and will help them to service and
repay the loan. In certain circumstances, however, one
can envisage people borrowing in order to purchase
financial assets. Notice that this is not likely to be a
common situation since it is saying that borrowers can
borrow funds at a lower cost than the return that they
can get from the financial assets they purchase. This
is extremely rare for the personal sector. It is usually
much more expensive for individuals to borrow funds
than it is for firms or public bodies. A personal loan
will cost much more than a firm has to offer on its shares
or bonds. But there may have been cases, the Wall Street
boom of 1928-29 and the big bull market of the mid-
1980s, where people and non-financial institutions have
thought, rightly or wrongly, that they could borrow in
order to earn a profit from financial assets.

More from the web
Consumer borrowing

To find the latest figures for net new lending to UK
consumers month by month go to the statistical
section of Bank of England’s website:
www.bankofengland.co.uk/mfsd

Click on ‘Bankstats’ and then on ‘tables’.

The figures you want are on page 2 of table AS.6.
The table also shows the total amount of consumer
credit outstanding.

Similar figures, for the total amount of bank
credit outstanding to French consumers at the end of
each quarter, can be found in the statistics section of
the Banque de France’s website:
www.banquedefrance.fr/gb/stat/main

Click on “Time series’ then on ‘Debts and
liabilities of French credit institutions’.
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Those who wish to spend (on consumption and real
investment) in excess of their income are said to have
a financial deficit and they are sometimes referred to
as deficit units. We saw earlier that surplus units must
acquire financial assets as a consequence of their finan-
cial surplus; deficit units must either shed financial assets
(accumulated in the past) or incur financial liabilities
(debts). The latter are borrowers. Both groups are
engaged in the ‘net acquisition of financial assets’. The
vital difference is that for the former the net acquisi-
tion is positive while for the latter it is negative.

The interests of borrowers are mainly twofold.
Firstly, they will wish to minimize cost. The cost to
the borrower is the yield to the lender and may take
any one of the number of forms we described above.
Notice though that in addition to wanting to borrow
at minimum cost, borrowers may also have definite
preferences about other terms on which they borrow.
For example, a young firm engaged in rapid expansion
may prefer to borrow by issuing shares. In the early
stages, earnings may be small, a high proportion will
be ploughed back into the business and dividend
payments will then be small. But shareholders may
be willing to hold shares on these terms because they
look forward to capital gains as the firm expands.
The alternatives, bond issues for example, mean that
the firm commits itself to an outflow of funds right
from the start. This cash drain could be critical in the
early stages of expansion.

Secondly, and in contrast with lenders, borrowers
will wish to maximize the period for which they
borrow. This has two benefits. It reduces the risk that
the lender will have to be repaid at a time which is
inconvenient to the borrower, and also reduces the
exposure of the borrower to the risk that the loan
might have to be replaced at a time when interest rates
have risen.

Table 1.1 summarizes the contrasting interests
of lenders and borrowers. A (+) indicates a desire to
maximize and a (-) shows a desire to minimize.

Table 1.1 The priorities of lenders and borrowers

Lenders Borrowers

Return (+) Cost (=)
Risk (=) Length of loan (+)
Liquidity (+)

1.2.3 Lenders, borrowers and the net
acquisition of financial assets

Let us summarize. Lenders are a subset of those with a
financial surplus. Surplus units are those whose income
exceeds consumption and any spending on real capital
assets. Their financial surplus ensures that their net
acquisition of financial assets is positive. Lending results
from the acquisition of financial assets which create
loans for borrowers.

Borrowers are a subset of those with a financial
deficit. Deficit units have income which is insufficient
to meet their planned spending on consumption and
real capital assets. Their financial deficit ensures that
their net acquisition of financial assets is negative. This
‘negative acquisition’ may involve disposing of existing
financial assets or it may involve acquiring liabilities.
Those that take the latter course are borrowing.

We are all familiar with the rule that any asset must
be someone’s liability. (Even notes and coin, which
are sometimes dignified with the special label ‘outside
money’, are technically speaking liabilities of the
government.) It follows, therefore, that in the aggregate,
financial surpluses and deficits must cancel out. This
is simplest to see if we imagine a closed economy. A
closed economy is conventionally divided into three
sectors: households, firms and the government sector.
As a general rule, it is assumed that households run a
financial surplus. As we have noted, households spend
very little on real investment. By contrast, the business
sector is assumed to run a deficit. If the government
sector runs a balanced budget, then it follows that the
size of the household surplus must match the size of the
firms’ deficit. If, as frequently happens, the government
sector runs a deficit, then the household surplus must
match the combined deficits of government and firms.
The same principle must hold if we expand the model
to incorporate an external sector. In the aggregate,
sector deficits and surpluses must sum to zero.

In most economies it is possible to find values for all
our relevant terms. Figures for income (Y), consump-
tion (C), saving (S) and real investment (I) can be found
in the national income accounts. The usual practice
is then to transfer the difference between S and I to
what are called the financial accounts. Capital grants
(K) and transfers (KT) are then added in order to
yield the financial surplus or deficit and the main func-
tion of the financial accounts is to show how sector
surpluses or deficits are financed. One of the accounts,
for example, will show the household sector’s total



sales and purchases of each class of financial asset or
liability. The net balance of these sales and purchases
matches, in theory, the size of the surplus. Inspection of
any country’s financial accounts reveals two striking
features. The first is that a sector’s net transactions
in financial assets and liabilities very rarely match
the size of the surplus or deficit exactly. There are usu-
ally quite large residual errors in financial accounts.
The second is that the total volume of transactions
(as opposed to their net balance) is much greater than
that required to fund a deficit (or dispose of a surplus).
The reason is obvious on reflection. People trade in
financial assets not just to fund this year’s deficit or
to dispose of their current surplus. They are, in addi-
tion, continually rearranging their financial wealth in
response to what they see as important changes in the
risk and return characteristics of assets.

1.2.4 Lending, borrowing and wealth

As in all branches of economics, it is important in
financial economics to distinguish between stocks and
flows. While flows are very important, and it is flows
that we have so far been discussing, there are times
when stocks matter.

For example, a person with a current financial sur-
plus is adding to his or her stock of financial wealth.
A person with a current financial deficit must either
run down his or her stock of assets or add to his or her
stock of debt. A (flow) surplus leads to an increase in
the stock of net financial wealth; a (flow) deficit leads
to a reduction in that stock.

Notice that we talk here, as we did with the flows
of lending and borrowing, of ‘net’ positions. People
will hold simultaneous debtor and creditor positions.
People with mortgages on their homes will also hold
building society deposits. A firm may have very sub-
stantial long-term debt as a result of recent expansion
while simultaneously holding a large sum in a high-
interest bank account.

This looks strange at first sight. After all, financial
intermediaries make their profit by, inter alia, charg-
ing more to borrowers than they pay to lenders. For
some people, many individuals for example, this differ-
ential or ‘spread’ is very large. Surely, one would
think, debtors with financial assets would be better
off if they disposed of the assets and used the funds
to reduce their indebtedness. However, this overlooks
the advantages that come from having access to ‘ready

1.2 LENDERS AND BORROWERS 9

money’. It ignores the advantages of liquidity. When we
discussed the desires of lenders, liquidity was specified
as one of the characteristics that lenders preferred in a
loan. But the advantages of liquidity apply to everyone,
not just to lenders. A net debtor who uses a savings
deposit to pay off part of the debt sacrifices the benefit
and convenience that liquidity confers — the ability to
meet unforeseen demands for payment or the ability to
make a purchase at an unforeseen bargain price. When
it comes to calculating costs and benefits we should
say that our debtor would certainly derive some benefit
by using the whole of the deposit to pay off part of
the loan. (The benefit would be a saving in interest
payments equal to the size of the deposit multiplied
by the differential between the borrowing and lending
rates.) But this benefit would be accompanied by some
cost — the loss of liquidity. The question for the rational
debtor is whether he or she values the liquidity services
flowing from his or her savings deposit at more or less
than the saving in interest payments being currently
forgone by holding the savings deposit. There are
two important points to draw from this discussion.
The first is that financial decisions typically depend
upon ‘spreads’ or differentials between interest rates.
However, we are used in economics to the idea that
people make decisions on the basis of relative prices,
so there is nothing new here. The second is that the
costs and benefits of financial assets and liabilities are
not fully captured by their pecuniary characteristics.
People hold zero-interest sight deposits because the
liquidity benefits outweigh the value of interest that
could be had from a time deposit.

Clearly, in making decisions to acquire financial
assets and liabilities, people are faced with a very com-
plex choice. The choice is not just about whether to
be a borrower or a lender but about the amount of
both borrowing and lending that they should under-
take. It also involves a choice about the best mix of
types of asset and liability for their particular circum-
stances. When they are making these decisions, people
are said to be exercising their portfolio choice. As we
have seen, exercising portfolio choice involves arrang-
ing the portfolio, the mixture of assets and liabilities,
in such a way that, for a given cost, the benefit derived
from each asset or liability is equal at the margin. When
this is the case, there is no incentive for further re-
arrangements and investors are said to be in portfolio
equilibrium. The study of the principles underlying port-
folio choice is known as the study of portfolio theory.
We shall look at these principles in the next chapter.
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m Financial institutions

Financial institutions come in lots of different forms
and offer a variety of services. Broadly speaking, we
may say that financial institutions specialize in one or
more of the following functions:

m providing a payments mechanism;
m providing a means of lending and borrowing;

m providing other services, such as foreign exchange,
insurance and so on.

Notice, however, that whatever their most obvious
function might be, they all have the effect that the
institution mediates between those who have a finan-
cial surplus and those who have a deficit. Whatever
their apparent purpose, they all share the character-
istic that they offer many different types of loans to
borrowers and create a wide range of assets for lenders.
‘Banks” which provide the payments mechanism, for
example, do this by accepting deposits which they
lend on to borrowers. Other institutions, for example,
offer insurance cover or benefits which are paid to the
saver conditional upon certain events taking place —
the ending of the savings contract or retirement. The
firm provides these benefits as a result of investing its
clients’ contributions in a variety of financial assets. We
shall see in Chapter 2 that when we discuss the finan-
cial institutions which (together with markets) make
up a financial system, we often divide such institutions
into two groups. The first is ‘banks’, or what in most
countries we might call ‘deposit takers’, and ‘other’ (or
non-deposit-taking) financial institutions. The former
are discussed in Chapter 12. Discussion of the latter
is distributed through the chapters devoted to each
country’s financial system in Part 2 of the book. This
is partly because banks in any financial system fulfil
broadly similar roles and operate in broadly similar
ways, while individual countries show wider variation
— reflecting their individual histories and development
— in non-bank institutions. The major reason for this
distinction, however, is that deposit-taking institutions
have one peculiar feature which distinguishes them from
other financial institutions, and economists regard the
distinction as potentially important. This is that their
liabilities are used as money. An expansion of bank busi-
ness, therefore, almost invariably involves an increase
in the money supply. We shall see in Section 1.5, and
in Chapters 12 and 13, that the creation of money may
have particular effects on the economy. This means that

banks tend to be subject to special regulation, since a
bank failure can have very damaging effects upon the
payments mechanism, and also that they are continu-
ally affected by the monetary policy that governments
choose to pursue. For the rest of this section, however,
what we say about financial institutions applies equally
to banks and non-deposit takers.

1.3.1 Financial institutions as firms

Financial institutions are firms and we can analyse their
behaviour in much the same way that economists would
analyse the behaviour of any firm. We can imagine them
taking various inputs — premises, labour, technology,
raw materials — and producing outputs of various kinds.
They do this with much the same objectives in mind as
any other firm and in the process costs and revenues
behave much as they do for other firms. We look at
each in turn, noting distinctive features of financial
firms where appropriate.

Like most firms, financial institutions hire labour
and own or rent specialist premises. In recent years,
particularly in the recession of the early 1990s, there
have been sharp increases in labour productivity as
market pressures have forced firms to cut costs. This
has been helped in large measure by technological
developments, particularly in computing. Technology
has also had its effects upon the ‘land’ element of
inputs. For many years it was accepted, particularly
by deposit-taking institutions, that a high street pres-
ence was essential to the attraction of customers. This
led to large-scale investment in expensive premises
located in prime sites. Indeed, the cost of premises for
retail financial institutions was a significant barrier
to entry. The past 10 years, however, have seen the
rapid growth of telephone banking and ‘direct line’
insurance companies providing services by telephone
and computer terminal and using the cost savings on
premises to offer competitive prices to customers.

Where inputs are concerned, the most distinctive
feature for non-deposit institutions is the funds that
savers wish to lend. These are invested with the institu-
tion in order to earn insurance or pension benefits, or
to accumulate shares in managed funds of securities.
The ‘cost’ of these inputs consists of the cost of admin-
istering the account together with the financial benefits
themselves which the institution has to pay out. For
deposit institutions the essential input is ‘reserves’.
We shall see in Chapter 12 how, provided a bank or



building society has adequate reserves of notes and
coin and its own deposits held usually with the central
bank, it has great freedom to create loans and deposits
at its own discretion. There is an organized market
for these reserves (the ‘interbank market’ which we
shall discuss in Chapter 15) and the cost is the rate of
interest prevailing in that market, a rate of interest
which is strongly influenced by the central bank.

As with other firms, we can distinguish between those
costs that are fixed over some range of output and those
that are variable. Also, quite conventionally, we can
assume that the marginal cost of production is rising
in the short run. Attracting more funds will normally
mean offering greater inducements in the form of
interest, or bonuses or other services, and so the unit
cost of such funds will increase with their volume.

On the face of it, the outputs of financial institutions
are ‘loans’ though these loans may take many different
forms and may not always be easy to identify as such.
In the case of banks and savings institutions the loans
that they make to clients are obvious and show in their
balance sheets as loans or ‘advances’ to customers. The
loan nature of outputs from non-deposit institutions
is not quite so obvious. Many of the funds received by
insurance and pension companies are used to hold a
diversified portfolio of securities purchased in financial
markets. Where these securities are newly issued, the
funds flow to the issuing firm and are, in effect, function-
ing as a loan. Many purchases, however, are purchases
of existing securities from existing holders. In this case,
financial institutions are in effect refinancing loans
originally made by some other person or organization.
We shall see in Section 1.4 that the existence of an
active market for ‘secondhand’ securities, that is, for
existing loans, is essential if new securities (new loans)
are to be acceptable to lenders at a reasonable price.

However, to say that outputs are loans, in some
form or other, is to tell less than half the story. Taken
as a group, financial institutions offer a wide variety
of services ranging from share dealing and share issues
to tax and other forms of financial advice to the
personal and corporate sectors. Indeed, in Part 2 we
shall see that in some financial systems these so-called
‘off-balance-sheet activities’ have grown rapidly in
recent years. Furthermore, in making funds available
to borrowers, either directly or indirectly, financial
institutions are making important changes to the nature
of those funds. This transformation process itself may
be said to be creating something and is often said to be
the basis for regarding financial institutions as financial
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intermediaries. We turn to this crucially important
transformation process in the next section.
Continuing our parallels with other types of firm,
financial institutions derive revenue from their outputs.
Most obviously, this revenue accrues from the interest
that borrowers pay on the loans made by financial
institutions. Where institutions are holding portfolios
of securities their revenue comes from the dividend and
interest payments on those securities. Where institu-
tions offer off-balance-sheet services to customers, they
charge fees. Like other firms, financial institutions will
maximize profits when the difference between total
revenue and total cost is at its greatest, that is, at the
point where marginal cost equals marginal revenue.
This is not to say that financial institutions are
necessarily profit maximizers. It is a characteristic of
financial activity that it is subject to economies of
scale for reasons we shall see in Section 1.3.2. Thus
most financial systems tend to be dominated by large
institutions. It is clear from their publicity, as well as
their behaviour, that other objectives, such as size,
growth and market share, are important to them.

1.3.2 Financial institutions as
‘intermediaries’

Right at the beginning of this chapter we saw that,
whatever specialist services an institution might pro-
vide, a major part of any financial institution’s activity
was to make loans to ultimate borrowers out of the
funds which ultimate lenders made available to them.
In doing this, we said that they were involved in a pro-
cess known as intermediation and that intermediation
had important characteristics and consequences.
What are these?

Rather obviously ‘intermediation’ means acting as
a go-between between two parties. The parties will
often be the ultimate lenders and borrowers but some-
times they will be other intermediaries. What are the
characteristics of intermediation? The first thing to say
is that intermediation involves a good deal more than
simply introducing or bringing together two parties.
One could imagine a firm offering a service whereby it
maintained a register of potential lenders and potential
borrowers and tried to match them up. This would
work rather like a computer dating agency and rather
like such agencies our firm would charge a commission
for successful introduction. But this is not intermedia-
tion. If such activity has a name it is best described as
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broking. The process of intermediation requires that
something be created by the transformation of inputs
into outputs. At its simplest we might say that what
intermediaries do is:

to create assets for lenders and liabilities for borrowers
which are more attractive to each than would be the
case if the parties had to deal with each other directly.

Essentially what this means is that intermediaries
transform funds which are made available to them
normally for short periods into loans which are made
available to ultimate borrowers for longer terms. This
is sometimes summed up by saying that intermediaries
‘borrow short and lend long’. What is being created
in this process is liquidity and we can see this most
clearly if we contrast the situation of direct lending
with lending via an intermediary.

Take the case of someone wishing to borrow
£130,000 to buy a house, intending to repay the loan,
say, over 25 years. Without the help of an intermedi-
ary our borrower has to find someone willing to lend
£130,000 for this same period and at a rate of interest
which is mutually agreeable. The borrower might just
possibly be successful. In that case the lender has an
asset (the interest-bearing loan) and the borrower has
a liability (the obligation to pay interest and eventu-
ally the obligation to repay the principal). In practice,
however, even if the would-be borrower employed a
broker, it seems unlikely that the search would be
successful. Not many people wish to lend £130,000 to
a comparative stranger and for a long period of time.
Even if a potential lender could be found, the scale of
risk involved (in lending to an unknown individual)
and the illiquidity of the loan (the funds cannot be
recovered at the lender’s discretion for 25 years) would
mean that the rate of interest demanded would be so
high that the borrower would decline the offer.

Suppose now that some sort of savings institution
were to emerge, and that it specializes in taking large
numbers of small deposits, which it pools and lends
as fewer larger loans and for long periods. It pays
interest on the deposits and charges a higher rate of
interest on the loans. Ultimate lenders and ultimate
borrowers both benefit and indeed benefit by so much
that they are prepared to lend and to borrow on such
terms that allow the intermediary to make a profit.
What are the benefits?

Firstly, provided that the institution keeps some
proportion of the funds it receives in liquid form, and
provided that depositors do not all wish to withdraw

deposits at once, depositors can have instant access
to their funds even though the vast majority of funds
have been lent for a long period. The corresponding
advantage to the borrower is the availability of long-
term loans, even though, perhaps, no one wishes to lend
for a long period. This is a process known as maturity
transformation.

Secondly, a benefit for lenders is that the institu-
tion can pool lots of small deposits which taken in
isolation would be unattractive to borrowers. These
deposits can then earn a rate of interest from being
lent which would not have been possible before. The
corresponding benefit to borrowers is that they can
borrow large sums even though lenders may not wish
to lend large sums.

Thirdly, by operating on a large scale, the savings
institution can reduce risk for both parties. Partly it
does this by employing staff, paid out of the interest-
spread between borrowing and lending rates, to assess
the risk attaching to the loans it makes. Although each
individual case is assessed on its merits, there are many
similarities between cases, so the staff become spe-
cialists and highly competent by virtue of experience.
Institutions also reduce risk by virtue of their ability
to diversify. They can diversify by lending to a wide
variety of people and organizations in such a way that
an adverse event is likely to affect only a small pro-
portion of loans. They can also diversify their sources
of funds, so that a difficulty in raising funds from one
source can be offset from elsewhere. Diversification is
one of the characteristics of financial intermediaries
that tends to benefit from economies of scale.

Lastly, the institution reduces search and trans-
action costs for both parties. Lenders know where
the institution is. They make their deposits and walk
away. Borrowers likewise know where the institu-
tion is. They telephone, write, or call in. Furthermore,
although each transaction is in some sense unique, each
can be fitted into a broad category — housing mortgage,
personal loan, business overdraft, etc. This means that
the terms on which funds are accepted and lent can
be standardized. There is a set of rules for each type
of deposit or other contribution and a set of rules for
each type of loan. Lenders and borrowers accept these
terms (or go elsewhere). This avoids the individual
negotiation and drawing up of contracts, with attend-
ant lawyers’ fees and so on, that would be necessary if
lenders and borrowers were to deal directly.

Clearly, this is quite a list of potential advantages.
But it serves to emphasize what we said above, namely
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Figure 1.3 The intermediation process

that intermediaries create something, they do not just
pass (unmodified) funds between two parties. If we
persist with the idea that something is created, the best
general term to use is liquidity. This does not quite
capture all of the advantages but from an economic
point of view it captures everything that matters. What
intermediaries are doing is making funds available
(to lenders and borrowers) cheaply, readily and with
a minimum of risk. We look now at why this matters
and then, in the rest of this section, we look at some
of the principles which underlie the behaviour of inter-
mediaries and which allow them to create liquidity in
this way. This is a complicated story and it may be
helpful to sketch it first with the help of Figure 1.3.

We shall explore firstly the general consequences
of financial intermediation. The first of these is the
creation of financial assets and liabilities that would
not otherwise exist. The second is the creation of
liquidity. We shall indicate that the latter is probably
more important from an economic point of view. It
is also a complex process. We shall suggest that the
creation of liquidity relies in turn on four processes:
maturity transformation, risk reduction, the reduc-
tion of search and transaction costs and monitoring.
Furthermore, we shall suggest that all four depend to
a significant extent upon economies of scale.

The first consequence of financial intermediation
is that in the presence of financial intermediaries there
will be more financial assets and liabilities than there
would be without. The growth of financial activity
relative to other forms of economic activity therefore
implies that financial assets are growing relative to
real assets. Box 1.1 provides a simple illustration of
this point.
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Box 1.1 The creation of assets and liabilities

(a) Direct lending

Lender Borrower
Liability Asset Liability Asset
130,000 130,000
Total 130,000 130,000
(b) via an intermediary
Lender(s) Intermediary Borrower
Liability Asset Liability ~ Asset Liability Asset
25,000 130,000 130,000 130,000
26,000
40,000
39,000

Total 130,000 (A) 130,000 (B) 130,000 (C) 130,000 (D)

Total assets (= A + C) = 260,000
Total liabilities (= B + D) = 260,000

In the direct lending case, our lender lends
£130,000 to a borrower. As a result of the transac-
tion, there is a financial asset of £130,000 (the loan
seen from the lender’s point of view) and a financial
liability of £130,000 (the debt seen from the borrow-
er’s point of view). Strictly speaking, there has been
no creation of anything. Prior to the loan the lender
had a financial asset of £130,000, presumably in
money form, so as far as the lender is concerned there
is only a change in the composition of financial assets.
Equally, there is no change in the total of borrowers’
liabilities. Our borrower has incurred the liability of
£130,000 in order presumably to buy a real asset, a
house perhaps. This asset has been transferred from a
previous owner and the funds have been used to pay
off the previous owner’s debts.

Suppose now that funds from several lenders equal
to £130,000 are placed with an intermediary which
then lends them out: additional assets and liabilities
have been created. The (ultimate) lenders still have
assets of £130,000 and the (ultimate) borrower has
the liability of £130,000. To that extent, things are as
they were in the direct lending case (except that we have
multiple lenders). But in between the end users, the
intermediary has also an asset (the loan) of £130,000
and liabilities (the deposits) of £130,000. Total finan-
cial assets and liabilities are now £260,000.

Whether the mere creation of additional financial
assets and liabilities matters to the rest of the economy
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depends upon whether people’s spending behaviour is
affected by the total quantity of assets and liabilities.
Remember that for every extra asset created there is
an extra liability. There is no increase in net wealth.
There is no straightforward answer to this question
and we shall return to it again briefly in Section 1.5.
What is much more likely to matter is the creation
of liquidity which has accompanied this creation of
assets and liabilities. Consider the position of the lenders
to the intermediary. They have interest-earning assets
which they can recover at short notice. Many eco-
nomists take the view that people spend more (as a
proportion of their income) when they know they have
liquid assets they could draw on in an emergency.
Certainly, our lenders in the second case seem to be
in a more enviable financial position than the lender in
the first, who could be in serious trouble if expend-
iture happened to exceed income. Furthermore, our
lenders may also benefit from intermediation by
having interest-earning assets which they would not
have had at all otherwise, if for example there were no
market for small loans. In the latter case, there would
be less lending and borrowing in total. Perhaps the
borrower in our example would have been unable to
find funds. His real expenditure would not then have
taken place, with possible repercussions on the rest
of the economy.

We turn now to the second consequence of inter-
mediation and to the question of how intermediaries
are able to create liquidity, to ‘borrow short and lend
long’. A liquid asset is one that can be turned into
money quickly, cheaply and for a known monetary
value. Thus the achievement of a financial intermediary
must be that lenders can recall their loan either (or
both) more quickly or with a greater certainty of its
capital value than would otherwise be the case. Notice
that liquidity has three dimensions: ‘time’ — the speed
with which an asset can be exchanged for money; ‘risk’
— the possibility that the asset may be realizable for
value different from that which is expected; and ‘cost’
— the pecuniary and other sacrifices that have to be
made in carrying out the exchange. At the same time,
an intermediary has to offer liabilities to borrowers
which are more attractive than direct lending and
this almost always means offering loans which are
larger and for longer periods than would otherwise
be the case. On the face of it, borrowers’ and lenders’
wants conflict (as we saw in Section 1.2.1). How
can they be reconciled and a profit drawn from their
reconciliation?

In Figure 1.3, we have suggested that the reconcilia-
tion involves four processes: maturity transformation,
risk reduction, search and transaction costs and mon-
itoring. We look now at each of these in turn. We shall
see that the processes overlap somewhat; nonetheless,
thinking in terms of four processes is still helpful.

Maturity transformation. Maturity transformation
means that intermediaries accept funds of a given
maturity, that is, funds which are liable for repayment
to lenders at a given date or with a given degree of
notice, and ‘transform’ them into loans of a longer
maturity. Any deposit-taking institution will provide
a dramatic illustration of this process. This is because
they accept deposits of a very short maturity, some
indeed repayable ‘at sight” or on demand, and yet they
simultaneously make loans which need not be repaid
for several years. In the UK, building societies trans-
form deposits into loans for periods up to 25 years.

The funds accepted by institutions appear as liabil-
ities in their balance sheets while the loans into which
they are transformed appear, with other items, on the
asset side. Table 1.2 shows the consolidated balance
sheet of German banks. Notice that liabilities are
dominated by deposits, the bulk of which are repay-
able at notice of less than three months, while assets
consist overwhelmingly of loans and advances, most
of which will be for periods much longer than three
months. These cannot be recalled without breaking
the contract with borrowers. In practice, it may also
be very difficult to demand repayment even of very
short-term loans and overdrafts. Where these have been
made to firms, a demand for repayment or a refusal
to renew may simply lead to bankruptcy, in which the
bank will have to compete with other creditors for
repayment from any remaining assets. Notice, however,
that while the majority of assets are therefore relat-
ively illiquid, some remaining assets are very liquid.
Banks can draw on their deposits at the central bank
without notice and can sell bills and other securities
for cash quite quickly. We shall see in a moment that
retaining a small pool of highly liquid assets is part of
the key to maturity transformation.

The ability of financial institutions to engage in
maturity transformation depends fundamentally upon
size. The advantages of scale come in two major forms.
Firstly, with large numbers of depositors or other types
of lender, intermediaries will have a steady inflow and
outflow of funds each day. There will be fluctuations.
On some days there will be net inflows and on some
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Table 1.2 German banks’ balance sheet (end December 2003)

Assets, € bn %

Cash in hand and balances at

central bank 54 0.8
Market loans 1,739 27.0
Bills 24 0.4
Bonds 1,013 15.6
Shares 336 5.2
Advances 3,021 46.6
Other 284 4.4
Total 6,471 100.0

Liabilities, € bn %
Sight and time deposits 1,719 26.6
Savings deposits 600 9.3
Savings bonds 90 1.4
Bonds and bills 1,496 23.0

Loan from other financial
institutions 1,813 28.0
Capital 252 3.9
Other 501 7.8
6,471 100.0

Source: Deutsche Bundesbank, Banken Statistik, February 2004, table 1.

days net outflows. The larger the numbers the more
stable these net flows will be. There will be variations
in the flows in response to external shocks. There may
be seasonal variations. There will certainly be variations
too in response to other firms’ behaviour. If com-
petitors raise interest rates, net inflows will decline.
But all these variations become more predictable as
the number of lenders increases. The significance of
this is that it is only net outflows against which inter-
mediaries need to hold liquid assets as reserves. The
reason that banks can hold so little cash in relation to
all their other assets is that even at their maximum,
net outflows on any particular day are extremely small
in relation to the total stock of assets and, crucially,
banks know this with virtual certainty.

Secondly, large size implies a large number of
borrowers or a large quantity of funds which can be
spread across a wide variety of assets. The larger the
volume of assets, be they loans, securities or anything
else, the greater the scope for arranging them in such
a way that a small fraction is always on the point of
maturing. This guarantees a steady stream of liquid
assets. At best, assets can be arranged so that they
mature so as to coincide with anticipated days of major
net outflows. In the limiting case, a perfect match
would mean that firms need hold no liquid assets.

Risk reduction. Financial intermediaries are able to
reduce risk through a number of devices. The two
principal ones are diversification and specialist man-
agement. The scale of operations is also relevant here.
As a general rule, the opportunities for risk reduction
increase with size.

It seems intuitively obvious that holding just one
asset is more likely to produce unexpected outcomes
than holding a collection or ‘portfolio’ of assets. This
is the basis on which small savers are recommended
to contribute to a managed fund, or to buy unit trusts.
The managers of the funds can collect contributions
from a large number of small savers and then dis-
tribute a comparatively large sum amongst many more
assets than an individual saver could possibly afford
to do, bearing in mind transaction costs. Precisely the
same process is at work in a deposit-taking institu-
tion. The intermediary accepts a large number of
small deposits, creates a large pool and then distributes
that pool between a number of borrowers who, the
intermediary can ensure, are borrowing to fund dif-
ferent, that is, diverse, types of activity. (The pool also
enables the intermediary to adjust the size of loan to
the needs of borrowers which will usually be much
larger than the size of the average deposit.) Clearly,
the larger the size of the institution the larger its
pool of funds. Since the cost of setting up a loan, or
buying securities, is more or less constant regardless
of size, large loans and large security purchases have
lower unit transaction costs than small ones. A large
institution has the advantage therefore that it can
diversify widely and cheaply even though it deals in
large investments.

Precisely how and why diversification leads to a
reduction in risk is a complex, technical question.
For the moment, we can probably agree that the
reason that common sense encourages us to diversify
has something to do with the fact that assets do not
all behave in the same way at the same time and that,
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Box 1.2 The gains from diversification

Imagine an investor faced with the opportunity to
invest in either or both of two shares, A and B, the
returns on which behave independently. Suppose that
both are expected to yield a return of 20 per cent in
‘good’ times and 10 per cent in ‘bad’ times. Assume,
furthermore, that there is a 50 per cent probability
of each share striking good and bad conditions.

Then it follows that investing wholly in A or wholly
in B produces the expected return:

R =0.5(20%) +0.5(10%) = 15%

Notice that although the expected return averaged
over a period of time will be 15 per cent per year,

in any one year there will a 50 per cent chance of
getting a high return and a 50 per cent chance of
getting a low return. There is absolutely no chance
whatsoever of getting the expected return! Risk,

in the sense in which we have been using it, is infinite.
Remember that this conclusion applies whether

we hold A or B.

Now consider the possible outcomes if one half of
the investor’s funds are allocated to each of A and B.
Since good and bad conditions can arise independently
for each of A and B, it follows that four outcomes are
possible, each of course with an equal probability of 25
per cent. The outcomes and the associated returns are:

Outcome A B Return
1 Good Good 20%
2 Good Bad 15%
3 Bad Good 15%
4 Bad Bad 10%

Over the years the expected return will be:

R =0.25(20%) + 0.25(15%) + 0.25(15%)
+0.25(10%) = 15%

The expected return is still 15 per cent, but in any one
year receiving the expected return is now the most likely
outcome!

therefore, if we hold enough different assets there will
be occasions when the behaviour of some tends to
offset the behaviour of others. The key certainly does
lie in the fact that there is less than perfect correlation
between movements in asset returns. What is harder
to understand is that by combining assets in a port-
folio, one can actually reduce the risk of the portfolio
below the average of the individual risk of the assets
contained within it. Box 1.2 gives an extreme illustra-
tion of how ‘diversifying’ from just one to two assets
reduces portfolio risk below the average for the two
individual assets.

In addition to being able to reduce investors’ risk
by diversification, intermediaries also offer the risk
reducing benefit of specialist expertise. It is extremely
difficult and costly for individuals to research the
status of would-be borrowers and their schemes. There
are newspapers and magazines which claim to offer
useful information about companies and their plans
and sometimes they go so far as to offer ‘tips’ to
would-be investors, but the quality of this informa-
tion is much less than that which can be obtained by
intermediaries recruiting and training ‘analysts’ who
specialize in assessing the risk and likely performance
of particular groups of potential borrowers. And here
again, scale is important. As more information and
experience is acquired it becomes easier to spot the

essential characteristics of borrowers and their pro-
jects which make them into low, medium or high risks
with high, medium or low potential returns.

Search and transaction costs. At one extreme, one can
imagine the costs, pecuniary and otherwise, of direct
lending where an individual lender has to search for,
contact and arrange for an individually negotiated,
legally binding contract to be drawn up. More real-
istically, one can also imagine the costs faced by small
savers trying to diversify their wealth across a range
of securities. On each of these a minimum commis-
sion has to be paid and, being fixed, this therefore
rises as a proportion of the value of the transaction
as the transaction gets smaller. Looking at it another
way, savers with small funds have to earn a bigger
gross return to offset their higher transaction costs.
A saver with less than £50,000 to invest and look-
ing for diversification across a minimum of, say, 15
securities is likely to find the charges made by unit
trusts and managed funds (typically 5 per cent of the
initial investment and 1 per cent annual management
charge) attractive. The lower costs available through
an intermediary result, of course, from the ability to
pool funds and to trade in large blocks of securities
where the dealing commission is very small as a pro-
portion of the value.



The same process is at work with deposit-taking
institutions. One standard contract covers each class
of deposit and each type of loan. The intermediaries’
search costs are incorporated in the cost of prime site
premises and in their advertising. The consequence
of such spending is that lenders and borrowers know
what services are available and where. Although
prime sites and advertising are very expensive, once
again the scale of operations almost certainly means
that these search costs, absorbed by intermediaries,
are less than the search costs that would be incurred
by lenders and borrowers if they had to deal with each
other directly.

We said at the beginning of this section that fin-
ancial intermediaries clearly offered some benefit to
borrowers and lenders since the latter were prepared to
deal via the intermediary on terms which allowed the
intermediary to make a profit (from a mixture of fees
and the ‘spread’ between rates charged to borrowers
and paid to lenders). Having seen what it is that inter-
mediaries do (and how they do it) we are now in a
position to see formally how benefits arise and why
they are worth paying for.

We denote a lender by L and a borrower by B and
we suppose that they have agreed to lend/borrow at
a rate of interest, i, in the absence of an intermediary.
Without an intermediary, however, both will be
involved in search and transaction costs and these will
eat into the return that the lender gets and will add to
the costs for the borrower. If we denote the costs to
the lender and borrower respectively as C, and C;
and imagine that they are expressed as a percentage of
the agreed loan then the #et return to the lender, i,
will be:

i-C =1, (1.2)
and the gross cost to the borrower, i will be:
i+Cp=1y (1.3)

Consequently, the difference between the actual cost to
the borrower and the actual return to the lender, that
is, having regard to their respective costs, is (i; —i;) and
is the sum of their combined search and transaction
costs:

Cy+Cp (1.4)

Our argument in the last few paragraphs of course has
been that financial intermediaries can reduce search
and transaction costs. Let us then suppose that by
dealing via an intermediary the costs for our borrower
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and lender would have been Cj; and C/ respectively,
where:

C,<Cyand C[ < C, (1.5)

However, in order to supply the services that enable
these cost reductions to take place, the intermediary
makes a charge, W. This is assumed again to be
expressed as a percentage of the loan. Indeed, it could
take the form of charging a higher explicit interest rate
to the borrower and paying a lower explicit rate to
the lender. Clearly, in these circumstances there is an
opportunity for profitable intermediation to be bene-
ficial to both borrowers and lenders provided that:

(WP+Cz+Cl)<Cy+C, (1.6)

Notice that the possibilities for profitable intermedia-
tion in (1.6) hinge solely upon intermediaries being able
to reduce costs for lenders and borrowers cheaply.
That is to say that the reduction in costs must be greater
than the charge made by the intermediary:

(Ce+C)-(C+C))>Y¥ (1.7)

We can see from our discussion above that this is a
condition that should be widely met. We have tried
throughout this section to argue that the costs faced
by lenders and borrowers dealing directly are very
considerable and that the savings available via inter-
mediaries are substantial.

This illustration shows nothing of the other advant-
ages of intermediation, those that arise from maturity
transformation and risk reduction, for example. To
incorporate these, we have to return to the agreed
rate of interest, i. This, it will be recalled, was agreed
between borrowers and lenders in the absence of an
intermediary which was later introduced in order to
reduce transaction and search costs, ceteris paribus. In
practice, of course, we would expect the presence of
intermediaries not just to reduce these costs but also
to make lending and borrowing much more attractive
in many respects. We could accommodate this in our
illustration by allowing the agreed rate of interest, i, in
(1.2) and (1.3) to tumble at the same time that costs
were being reduced, in (1.5). This would not alter
our illustration of profitable intermediation. It would
simply mean that the agreed rate of interest assumed
for the illustration would be much lower once inter-
mediaries were introduced. The benefits from the
cost-reducing aspects of intermediation would still
depend upon the condition in (1.7), whatever the level
of interest rates.
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Box 1.3 Financial intermediaries and transaction costs

Looking at Equations 1.2-1.7, we can illustrate financial intermediaries” ability to reduce costs to borrowers and
lenders while at the same time making a charge for their services which yields them a profit.

Suppose that B agrees to borrow £10,000 from L for one year at 20 per cent interest. (So, i = 0.2). Imagine now
that L reckons that drawing up a contract and checking on B’s creditworthiness is going to cost him £500. Similarly,
B calculates that he has spent £100 on advertising for a lender.

As a result, L calculates his net return as £2,000 — £500 = £1,500 (i, = 0.15),
while B calculates his gross cost as £2,000 + £100 = £2,100 (i; = 0.21)

The difference between the actual return and the actual cost is then £2,100 — £1,500 = £600, which is also the sum
of their combined transaction and search costs (£500 + £100).

Suppose now that both parties are confronted by the possibility of using an intermediary which reckons its search
costs at £30 and its transaction costs at £70 for a loan of this kind. On these costs it charges a 30 per cent mark-up for
overheads and profit. Ignoring interest, the total cost of using an intermediary compared with direct lending, will be:

(£30 + £70 + £30) against (£500 + £100)

The difference is £470, a considerable saving. Notice that this saving comes about as the result of the difference
between the costs of the private transaction (£600) and the costs of the intermediated transaction (£100) minus the
charge made for the intermediation (£30). As we say in the text, provided the difference between the two levels of
cost exceeds the intermediary’s charge, then B and L will gain from using the intermediary.

Clearly, then, it is not difficult to see why borrowers and lenders may be willing to pay an intermediary for
something which they could do them for themselves. An intermediary may just have lower total costs. But now
consider whether there might be further advantages in the form of a lower rate of interest. The 20 per cent was
agreed between the borrower and lender, having regard to the level of risk, the maturity preferences of the two
parties, alternative possibilities, etc. An intermediary, with all its resources for risk assessment, screening, etc., may
well think that 12 per cent is a reasonable rate to charge, while the lender, being able to lend to the bank at zero
risk, with the option to retrieve the funds at a moment’s notice, may well feel that 7 per cent is an acceptable return.

Monitoring. It is generally recognized that financial
decisions between two parties are often characterized
by asymmetric information. In particular, borrowers
are likely to be much better informed about the uses
to which they propose to put the funds than lenders
can be. This asymmetry is another of the many dis-
incentives to direct lending: the ultimate borrower
knows how he is going to use the funds and can form
a reasonable judgement of the likelihood of success and
the likely rate of return on the project. The borrower
may choose to share that information honestly and
openly with the ultimate lender or may prefer to con-
ceal it. But there is very little that the ultimate lender
can do to check the accuracy of the information.
This asymmetry can often be alleviated by finan-
cial markets. As we shall see in Chapters 16 and 17,
access to bond and equity markets usually requires that
borrowers make specified information publicly avail-
able on a regular basis and there are severe penalties
for firms that fail to do so or who produce informa-
tion that seeks to mislead. Given that this information

is available from all borrowers to all market particip-
ants, ‘the market’ can use its experience to develop its
own ‘rating’ system, classifying certain types of firms
and certain types of projects as more risky than others
and pricing the loans accordingly.

However, market solutions to the asymmetry are not
always available. Firstly, access to securities markets
is expensive. The very requirements that make the
information available impose costs on firms, and small
firms in particular will not feel it worthwhile to meet
the administrative costs of a stock exchange listing.
Furthermore, the issue costs associated with raising
new funds by selling new shares, for example, are
considerable and contain a large fixed cost element.
Again, small to medium size firms will not find new
security issues cost-efficient for the size of loan they
require. Secondly, for persons and unincorporated
businesses, markets are simply not appropriate.

The alternative solution is for intermediaries to take
on the monitoring task. This involves the develop-
ment of skills in discriminating between more and less



risky projects and firms. One way in which this is done,
of course, is to demand information as a condition of
the loan; another is to develop a long-term association
with successful clients so as to gain access to ‘inside’
information; yet another is to monitor carefully the ex
post outcome of projects in which they have invested
depositors’ funds. These activities have a high fixed
set-up cost but are subject to economies of scale with
the result that while individuals are excluded from doing
their own monitoring, the cost to each depositor when
the service is provided by the bank is quite small.

Notwithstanding the various monitoring mechan-
isms available to banks, some degree of asymmetry
is likely to remain. Banks can and do find themselves
exposed to bad risk loans. The imperfect nature of
the monitoring process gives rise to the conventional
bank-type loan where the borrower is required to
provide collateral for the loan and where the terms of
the loan sometimes give the bank the power to make
the borrower bankrupt.

m Financial markets

In economics a market is any organizational device
which brings together buyers and sellers. It does not
need to be a physical location — though many towns
and cities have ‘market squares’ and many of those
host periodic markets. Some financial markets exist
in specific locations but most use electronic trading
methods which allow dealers to be dispersed. For
example, markets for foreign exchange by necessity
‘bring together’ buyers and sellers located in countries
all over the world. The latest communication techno-
logy now permits financial institutions in the United
States to deal in shares in Tokyo as readily as they can
in New York. Until 1986, share dealing in the UK was
concentrated on the trading floor of the London Stock
Exchange. With the introduction of new technology,
however, dealers quickly dispersed to their companies’
offices.

1.4.1 Types of product

What is it that is traded in financial markets? The
answer clearly is some sort of financial asset or liabil-
ity. But briefer terms like ‘financial instruments’ or
‘financial claims’ are sometimes used.
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Table 1.3 A sample of financial instruments

Bond futures
Currency futures
Bond options
Currency options
Life assurance
Pensions
Currency swaps

Bank deposits

Certificates of deposit
Treasury bills

Central government bonds
Local government bonds
Eurocurrencies

Equities

Financial instruments come in a bewildering range
of types. Table 1.3 lists just a small sample of instru-
ments traded in financial markets. This is a very small
sample from the range of financial instruments for
which markets exist. Nonetheless, it is sufficient for us
to discuss and illustrate different systems of market
classification and thus to draw attention to similarities
and differences between the markets for certain types
of instrument.

First of all, one can distinguish between those
markets for instruments that can be traded directly
between holders and potential holders and those
that cannot. Markets for equities, bills and bonds
are obvious examples of the former. However, we
still talk of markets for pensions or life assurance and
even, for that matter, of markets for bank deposits.
Such instruments cannot be traded directly between
third parties. Holders of unwanted pension or life
assurance benefits can dispose of them only by “selling
them back’ to the issuers in exchange for money.
The same is the case with bank or savings deposits.
Nonetheless, for all these products there is a demand
and there is a supply, and the terms on which the
demand is satisfied will reflect supply and demand
conditions.

Alternatively, one can distinguish markets for
instruments that pay a fixed rate of interest from those
for instruments where the rate of interest (or the rate
of return) is variable. Government bonds probably
provide the largest class of fixed interest assets. Most
local government bonds and treasury bills are also fixed
rate instruments. In France, Italy, Spain and Germany
many housing mortgages carry a fixed rate of interest.
In the UK, by contrast, most carry a variable rate.
As a general rule, bank deposits pay variable interest
(though occasionally time deposits pay a fixed rate),
while equities, or company shares, pay dividends which
are highly variable.
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Another popular basis for distinguishing between
markets is the residual maturity of the instruments
traded in them. Some instruments — treasury and com-
mercial bills, interbank loans, certificates of deposit
— have a very short maturity when initially issued,
generally less than three months, and thus have on
average a much shorter residual maturity. Markets
for these instruments are often called ‘money markets’
— markets for short-term money. This contrasts with
‘capital markets’ — markets for long-term capital. These
include the market for company shares — instruments
with a theoretically infinite life. They also include the
market for government and corporate bonds which are
commonly issued with initial maturities of 10-235 years,
and the market for mortgages.

Finally, a distinction is often made between
‘primary’ and ‘secondary’ markets. This does not
lead to a distinction based on the trading of different
instruments but rather upon subsets of a given instru-
ment. A primary market is a market for a newly
issued instrument. (In a primary market an instru-
ment can only be traded once.) The primary market
for company shares, for example, consists of firms
issuing new shares, the underwriters of the issue and
those members of the general public willing to buy
new issues. Notice that it is only in the primary mar-
ket that firms actually raise (borrow) new funds. The
corresponding secondary market is the market for
existing instruments, in this example, for company
shares that were first issued sometime in the past. No
new funds are being raised. This does not, however,
make secondary markets unimportant. Firstly, the
existence of an active secondary market makes new
issues more liquid than they would otherwise be. The
fact that they can be easily sold on makes them more
attractive to buyers and thus new issues can be sold at
a higher price (and capital raised at lower cost) than
would otherwise be the case. Secondly, new issues
have to offer a combination of risk and return com-
parable with that available on issues being traded in
the secondary market. The secondary market, in other
words, is determining the cost of new capital. Thirdly,
since the trading in secondary markets amounts to
trading in claims on existing real assets, the secondary
market provides a mechanism whereby the ownership
and control of organizations can change hands. Many
would argue that this is essential if ‘good’ manage-
ment is to replace ‘bad’.

As financial innovation proceeds, so new instru-
ments emerge, and with them new markets. As a general

rule, new instruments tend to fill the gaps between
existing ones, often offering a combination of attrac-
tions currently available only in different instruments.
This process is said to be taking us towards a ‘complete’
set of markets, a situation which economists tend to
regard as desirable since it means that the facilities
exist to satisfy the needs of every borrower and lender.
As this happens, so it becomes more difficult to draw
demarcations between markets, a problem of which
regulators are only too well aware.

The behaviour of financial markets, like the beha-
viour of other markets, can be analysed using the
apparatus of conventional economics. In Part 5 of the
book we look at a variety of markets in detail.

The financial system and the
real economy

We have just seen that the function of a financial
system is broadly to facilitate lending and borrowing.
This enables people to arrange their expenditure over
time in a way which is to some degree independent
of their income. Lenders can store wealth for later
consumption; borrowers can buy in advance of their
income. As well as displacing expenditure through
time, this is also displacing the use of resources be-
tween people. Lenders temporarily surrender a claim
to goods and services while borrowers get the use of
those goods and services. When we talk about ‘the real
economy’, therefore, we mean that part of the economy
which produces the real goods and services to which
claims are being made as opposed to the financial part
of the economy whose job is to enable the claims to be
transferred on attractive terms. Clearly, the efficiency
with which the real economy functions is of para-
mount importance since it ultimately determines the
real standard of living. Countries which feel that their
real economy is failing to perform as it should (and
in rich economies this is usually judged by comparing
the rate of growth of output with that of other rich
economies) sometimes look to the financial system as
one of the possible causes: is it too large, too small,
inefficient, ‘short-termist’? In this section, we consider
three broad headings under which one can generalize
about the relationship between financial activity
and the real economy. These are: the composition of
aggregate demand, the level of aggregate demand, and
the allocation of resources.
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1.5.1 The composition of aggregate
demand

We are familiar now with the idea that one major
function of a financial system is to make it easier for
agents to borrow and to lend. In Section 1.3.2 we
placed great emphasis on the possibility that with-
out the help of intermediaries lenders and borrowers
would be unable to negotiate acceptable terms, or at
least that the rate of interest would be so high that
there would be very little lending and borrowing. If
we try now to formalize this a little we can say that
one consequence of financial intermediation is that, at
any given rate of interest, lenders will be more willing
to lend and borrowers will be more willing to borrow
than they would otherwise be. Much the same can be
said about financial markets. Efficient markets with low
transaction costs make it easy for holders of securities
to buy and sell. Securities become more attractive to
lenders than they would be if they had to buy and hold
the security until it matured. Consequently firms, and
others, can borrow more cheaply by issuing securities
at lower rates of interest than would otherwise need
to be the case. Figure 1.4a illustrates the effect using a
familiar diagram. On the vertical axis, we have the rate
of interest, 7, and on the horizontal axis, the flow of
funds lent and borrowed. The figure shows the supply
of funds under conditions of a developed financial
system, S, and the demand for them, again in a system
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which offers a range of choice of favourable condi-
tions to borrowers. The flow of funds is shown by F*
at a rate of interest 7*. If lenders were not able to lend
with security and for short periods, and if borrowers
could only find one or two lenders after intensive and
costly searching, the supply of funds would be much
less, shown by §’, and the demand for them also much
less, shown by D’. In these circumstances the flow of
lending and borrowing would be much less at F’, and
much more costly at i".

Figure 1.4b shows the effect upon real investment
expenditure. Firms are assumed to undertake all those
investment projects which yield an expected rate of
return at least equal to the cost of funds (here, the
rate of interest in Figure 1.4a). Marginal projects are
assumed to have diminishing expected yields. Thus,
for a given state of expectations regarding the rates
of return on investment projects we say the flow of
real investment spending is expected to be negatively
related to the cost of funds and we can draw an
explicit relationship, I in Figure 1.4b. Combining
two diagrams, we can see that in the more favourable
lending—borrowing conditions the cost of funds will
be i* and the flow of investment will be I*. Without
the advantages of a developed financial system, the cost
of funds would have been i” and investment spending
would be I’ only.

In conclusion, then, we may say that the existence
of a developed financial system offering a full range

(b)

Investment spending

Figure 1.4 Financial intermediation encourages saving and investment
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of instruments to match the needs of borrowers and
lenders is likely to facilitate higher levels of invest-
ment, relative to consumption, spending than would
otherwise occur. Indeed, in recent years it has become
fashionable to argue that the underdevelopment of the
financial system (the result of ‘financial repression’) in
many poorer economies has led to their poor growth
performance.

1.5.2 The level of aggregate demand

In addition to affecting the composition of aggregate
demand, there is the possibility that financial develop-
ment may affect the level of aggregate demand and
thus either the level of output, or the level of prices, or
both. There are two channels through which such a
connection may come about and both can be explored
using the ‘equation of exchange’:

MV =PT (1.8)

where M stands for the stock of money, P for the
average level of prices and T for the total volume of
transactions in the economy. V is then a magnitude
(usually referred to as velocity) which expresses the
fact that the total value of expenditure, P x T, is
usually some multiple of the total quantity of money
in existence. This, in turn, is possible because the
stock of money circulates. The same pound, peseta or
Deutschmark can be used to make several purchases
in the course of a year.

A common variation on Equation 1.8 is to replace
T with Y, standing for the total volume of output
of goods and services, or real GDP. PY then becomes
spending on nominal income, or simply nominal
GDP, rather than fotal spending which would include
spending on secondhand assets, intermediate goods,
and so on.

Suppose now that we put some restrictions on V.
Suppose we say that it is likely to change only slowly
and predictably.’ Clearly, if, for example, we took
an extreme position and assumed V to be constant,
then any change in M must be reflected by a change in
PY, that is, in either the general price or the volume
of goods and services produced. We shall ignore the
complications of the split between the effect on P and

Y for the time being. We can assume that it depends
on how close the economy is to full employment.

For our purposes, what is important is that we have
a connection between M and aggregate demand. In
developed economies, money consists overwhelmingly
of bank deposits, that is to say that it consists of the
liabilities of banks. Clearly, therefore, any development
in the financial system which causes an expansion
of banks’ balance sheets simultaneously increases the
money stock and, on the assumption that velocity is
stable (it does not have to be fixed), then we should
expect an increase in aggregate demand, with what-
ever consequence may follow from that. This is the
first, and perhaps the more obvious, of the two routes
through which financial activity may affect the level
of demand.

The second channel requires us to focus upon
V. This we said is the ratio of PY to M (V = PY/M).
What it is telling us is how much expenditure is being
carried out, measured usually over a year, with a
given level of money stock. If we think of this at the
personal level, it reflects the total amount of spend-
ing that a household does over a year as a multiple
of its average holding of money over the year. We
said above that this obviously depends, inter alia, on
how often the household receives its income. (If the
chief income earner is paid monthly, a larger aver-
age money balance would be held than if s/he were
paid weekly.) Conditions like this obviously change
very slowly and, as we said above, the assumption has
often been made that velocity changes very slowly and
infrequently. But think again about our hypothetical
family. In deciding on the average money balance
to hold, the family obviously has to bear in mind their
total expenditure, the timing of that expenditure and
any possible variability in the timing of that spend-
ing. That is, part of their decision must involve a
‘precautionary’ motive. Consider now the decision
they will make if money is the only liquid asset avail-
able to them. They have to hold sufficient money at all
times not just to meet planned expenditure but also
any unplanned spending in a given period. Contrast
this with a situation where many liquid assets exist,
assets which are not themselves money (are not accept-
able in exchange) but which can be turned quickly
and cheaply into money. In these circumstances, a

3

The traditional argument was that what determined the speed at which money could circulate was determined by ‘institutional factors’

— the intervals at which people were paid, the ease of switching between money and other assets — and that these changed very slowly.
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shortage of money caused by the need for unplanned
spending is much less serious. Money can be obtained
quickly. If these ‘near money’ assets are attractive
in themselves — for example, they may pay a better
rate of interest — then our household will obviously
be tempted to hold lower money balances, taking the
risk that it may have occasionally to exchange some
savings certificates for money. In these circumstances,
then, it is prepared to hold less money in relation to
spending. Let us now translate this into the aggregate
(‘less money is needed in order to finance the current
level of aggregate demand’) and then reverse it. We
can now say that the existing money stock can finance
a higher level of aggregate demand. PY can increase
relative to M and velocity has increased.

Notice that the second channel does not con-
centrate upon banks. Any development in financial
markets, intermediaries or products which creates
attractive substitutes for money as a liquid store of
wealth will enable people to economize on holdings of
money, allow money to ‘work harder’ and cause velo-
city to rise. This is the version of the second channel
of influence that most economists would recognize.
It is just another way of stating the argument that
we met earlier in connection with the consequences
of intermediation. Intermediaries create liquidity and
people’s spending decisions will be influenced by their
access to liquidity as well as by having money itself.
This is a point of view which was famously advanced
in the UK by the Radcliffe Committee in 1959 and
would still be adopted by economists of a Keynesian
persuasion.

1.5.3 The financial system and
resource allocation

In a perfect world, the funds that savers are prepared
to make available should flow to their socially most
beneficial use, and should do so in the cheapest and
most efficient way. In principle, one could imagine
a system that achieved this. Whether we were deal-
ing with lending via markets or via intermediaries,
savers’ funds would need to flow to projects offering
the highest returns for a given level of risk. The mar-
kets and intermediaries themselves would be subject
to perfect competition and operating at minimum
average cost. We should then need to be sure that the
rate of return on the real capital employed represented
society’s valuation of the benefits flowing from its

use. There must be no externalities, for example, and
no monopoly returns. For a given level of risk, there
would be a uniform rate of return on projects and
on the funds used to finance them and this would
represent society’s willingness to trade consumption
now for consumption in the future. Most importantly,
a project offering above average returns would be
producing above average benefits. It would also have
access to unlimited funds. With no monopoly condi-
tions, such projects could be undertaken in larger
numbers (adding more to aggregate benefits) until the
returns on the project and on the funds equalled those
available on other projects.

Introducing firms into the picture leads us to some
other notable conclusions. Since, in theory, a firm is
nothing but an administrative device for organizing real
capital projects, the returns available to the owners of
firms are simply the returns available from its capital
projects. So long as the returns on the projects are
greater than the returns required by the owners, more
funds can be raised and the firm will expand (raising
the general level of welfare all the time, remember)
until the returns on capital just equal the cost of funds
required by the owners. The owners, of course, are
the shareholders. Their shares have a market value
and if shareholders are happy that the firm’s projects
yield just the rate of return that they require, there
will be no buying or selling and the share price will
be in equilibrium. This is the price at which the firm
has to issue new shares if it wishes to expand. The
price reflects, again, the cost of funds. If the price
were higher, funds would be cheaper; if the price were
lower, funds would be dearer.

We have come a long way in a short distance, but
what all this amounts to is a summary of the condi-
tions that would have to prevail for us to be sure that
funds were always going to those uses that produced
the maximum benefit for society. It is not difficult to
imagine circumstances in which this happy result will
not be achieved.

Firstly, there are conditions relating to the opera-
tion of firms. The production of real goods and services
is sometimes associated with negative externalities
which means that the price people pay overestimates
the real gain to society. Such goods and services are
overproduced. Some industries are monopolistic. Their
projects earn above average returns and it is not pos-
sible for such returns to be eliminated by additional
production. Such goods and services are underproduced
from a social point of view.



24 CHAPTER 1 THE ROLE OF A FINANCIAL SYSTEM

But there are in practice some defects in the
operation of most financial systems as well. Financial
activity is often segmented. That is to say that funds
flow from particular sources to particular destina-
tions. They are not free to flow to the most socially
productive use. The reasons for this are sometimes
informal or historical — households with surplus funds
think first of accumulating interest-bearing deposits
because securities have been seen as assets for the
rich. Sometimes there are legal reasons — institutions
that take small savings are obliged to channel a large
proportion into government debt because it is seen as
‘safe’. Sometimes the reasons are institutional — the
minimum denominations of treasury and commercial
bills are far too large for private savers, or minimum
commissions are too large. The desire to break down
such segmentation, and the argument behind it that
this would make the system more efficient, has been a
major driving force in policies of financial deregula-
tion in recent years.

Another reason why an optimum allocation of
funds may not occur lies in either the poverty or
asymmetry of information. Acquiring information
about the best returns available takes time and thus
has a cost attached to it. Many people will think
such costs not worth incurring. For many years, most
European governments have been able to borrow
from households more cheaply than from any other
source and this may be as much the result of house-
holds’ reluctance to search for better returns as it
is the result of a desire for high security. This gives,
in effect, a subsidy to public sector borrowing and
investment.

Part of the return for holding some assets comes
as a result of an appreciation of the asset’s value —
a capital gain. Clearly, such gains are expected as
a ‘natural’ result of holding company shares over a
long period and may be as important to investors as
the periodic dividend payments. Provided the price
goes up, investors make a gain. We may know that the
market price should only reflect the productivity of
the underlying assets but investors would be foolish,
acting against their own self-interest, if they failed to
buy (or to hold) shares whose prices they were sure
would rise. Profitable investment is not only, there-
fore, a question of buying shares of firms that are
about to enjoy large profits; it is about buying the
shares of firms that other people think are going to
enjoy good times. You may even get rich by buying
shares in firms that other people think are about to

do well. Indeed, maybe the firm’s profitability has
nothing to do with it at all — you only need to be able
to spot those shares that other people are about to
buy (for whatever reason). This behaviour gives rise
to what are sometimes known as ‘fads’ or speculative
bubbles. Asset prices begin to rise, perhaps for good
economic reasons. But once people think that the
rise is going to continue there will be some who buy
just because they believe the price is going to rise,
not because they believe there is any fundamental
reason why it should. And if enough buyers join in,
the price will rise. At least, for a while. But we have to
remember that while gambling on asset price move-
ments may seem like harmless fun, or at least some-
thing that can only harm the gambler, a change in an
asset’s price is a change in the cost at which funds can
be raised. A rise in the price of shares, for example,
makes raising capital cheaper; it encourages expansion;
it makes it easier for the firm to take over ownership
of its rivals. This is fine if there are sound underlying
reasons — the firm may be more productive and better
managed than its competitors. But it is a serious fail-
ing of the market if it happens for no reason other
than a ‘fad’.

We return to ‘fads’ in Section 11.5 while the general
question of financial market efficiency is one to which
we return in Chapter 26.

m Summary

The primary function of a financial system is to
reconcile the diverging interests of end users, lenders
and borrowers. The system itself consists of a group
of institutions and markets, both of which help
people to lend and to borrow. Financial institutions
are often described as ‘intermediaries’ because of their
particular ability to create the liquidity that lenders
and borrowers want. This ability relies upon the
transformation of maturity and risk and the reduction
of costs. These processes are facilitated by the size of
intermediaries.

The effects of a financial system are to make lending
and borrowing cheaper and to increase liquidity. This
in turn encourages investment and may also increase
the overall level of spending in the economy. The
efficiency with which the financial system channels
funds from lenders to borrowers is also important for
resource allocation.



Key concepts in this chapter

Surplus units
Ultimate lenders
Direct lending

1 Distinguish between surplus and deficit units.

2 Discuss the advantage to deficit and surplus units
of using financial intermediaries and organized
markets.

3 Suppose you wished to save for your retire-
ment, in an economy with no financial system.
What assets would you accumulate and why?
What advantages would you have if you were
able to contribute to a conventional pension

fund?

Real investment
Financial surplus
Financial deficit
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End users Borrowing Portfolio theory
Ultimate borrowers Risk Portfolio equilibrium
Deficit units Return Intermediation

Maturity transformation
Search costs
Transaction costs

Organized markets Liquidity Monitoring

Saving Financial stocks Velocity

Lending Financial flows Market segmentation
Hoarding Portfolio choice Market efficiency

Questions and problems

4 With which financial institutions do you deal?
Identify those with which you deal as a deficit
unit and those with which you deal as a surplus
unit. Which of them are deposit-taking institu-
tions? Which of them are not?

5 Distinguish between broking and intermediation.
6 Why do people hold financial assets and liabilities
simultaneously?

7 How are financial intermediaries able to engage
in maturity transformation?
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m Introduction

At the beginning of this book, we defined a financial
system as consisting of a set of financial markets and
institutions and the people who use them — the ultim-
ate lenders and borrowers. Under global pressures,
the free movement of capital is an obvious example,
national financial systems are coming to look more
and more alike. However, it is not yet quite true that
all financial systems are the same. The differences lie
mainly in the institutions and in approaches to the
regulation of financial activity.

By contrast, financial markets and the instru-
ments traded in those markets are remarkably similar
from one country to another. The instruments — bills,
bonds, equities and so on - fulfil a common purpose
wherever they are traded and inevitably, therefore,
they are priced according to the same principles in all
countries. Indeed, most of the instruments are inter-
nationally traded with the result, for example, that
US equities are close substitutes for German equities
in the portfolio of a French investor. The few differ-
ences that exist between markets in different countries
amount to differences in size and differences in institu-
tional arrangements for the trading of instruments.
These differences are neither large nor very important,
but we have picked out the main details in each of the
market chapters in Part 5 of this book.

In this part of the book we concentrate upon the
institutions which make up the financial systems of
Germany, France, UK, Scandinavia, USA and Italy.
To begin with, though, we look at different ways of
classifying financial systems, an issue that has become
complicated in recent years, and then we provide a
summary of different types of financial institutions,
their functions and the principles which underlie their
activities.

Table 2.1 Classifying financial systems
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m Classification of financial systems

In the existing literature, financial systems are widely
interpreted as lying somewhere along a continuum with
‘market-based’ systems at one end and ‘bank-based’
systems at the other. However, the position on this con-
tinuum tends to be associated with other, important,
characteristics so an effective classification system
requires additional dimensions. For example, if financial
markets play a large part in corporate financing and
those markets are particularly active, then takeovers,
often hostile, will likely be commonplace in disciplin-
ing firms (and managements) which underachieve. It
has even been argued that market-based systems tend
to encourage a degree of ‘short-termism’ in the deci-
sions of managers who are conscious of the need con-
tinuously to maximize shareholder returns. There are
implications in other words, for corporate governance.
Conversely, if markets play a small role, firms will be
more dependent upon banks for finance. Banks will
therefore have to take a close interest in firm behaviour,
suggesting an alternative form of corporate discipline,
and they may have to be structured differently from
banks which operate in a ‘market-based’ system. So,
if we wish to classify financial systems in this way, we
need to think not just about the role of markets but
also about the nature of the banking system and the
style of corporate governance. Table 2.1 is adapted
from Allen and Gale (2000) and shows the relative
standing of the major financial nations with respect to
the dimensions we have just discussed.

We turn our attention now to each of these three
dimensions, but before we do so it is worth noting that
each is defined by its role in the process of corporate
financing. This reflects a particular model of financial
activity which sees its fundamental role as channel-
ling surplus funds from households to firms wishing

USA UK Japan France Germany
Markets Very important  Very important  Important Fairly unimportant  Unimportant
Banks Competitive Concentrated Concentrated Concentrated Concentrated
External corporate discipline Takeovers Takeovers Banks Banks/takeovers  ‘Hausbanken’




to invest. We have already seen that financial systems
do a good deal more than this and, at the end of this
section, we shall see that even if one focuses solely
on the ‘channelling of funds’ function it is by no
means obvious that the household — firm route is the
only, or even main, one that financial systems are con-
cerned with today. Nonetheless, where characterizing
systems is concerned, the criteria are dominated by
the corporate financing process.

The original idea that financial systems could be
placed along a ‘bank-based/market-based’ continuum
was based upon the quantitative importance of sources
of funds. In practice, what this means is that banks
provide a markedly larger share of corporate funds in
bank-based systems than do markets. But we need to be
careful not to exaggerate the role of banks and markets
in each system. In the bank-based systems (France,
Germany and Japan) banks provide typically something
approaching 20 per cent of net corporate financing,
while markets provide only 3—4 per cent. In the so-called
market-based systems (UK and USA) it is true that
banks provide very little financing (virtually no long-
term financing) but at the same time the issue of new
equity and bonds accounts for only 10-15 per cent,
while banks provide virtually nothing. In neither system
does external finance, bank and market-based com-
bined, contribute more than 20 per cent of the total.
The fact is that the bulk of corporate finance comes
from internally generated funds, in all systems.

When it comes to the nature of banking systems,
different countries have very different histories. In the
USA the banking system is characterized by a large
number of independent, competitive banks. This stems
partly from a deep-seated, historical, dislike of the
centralization of economic power (particularly if this
meant its concentration in a few northeastern states).
Regulations therefore restricted banks to operating
within their home state and prevented the develop-
ment of a nationwide system of branch banking. In
1933 the Glass—Steagall Act prevented banks from
helping firms to make new issues of securities (a legacy
ultimately of the 1929 Wall Street crash). Although
these restrictions were progressively lifted (in the 1980s)
their effect has been to limit banking activity to short-
term lending to firms and to consumer credit and
home loans.

By contrast, banking in the other main countries
is highly centralized. In the UK it is dominated by the
big four: Barclays, Lloyds-TSB, RBS-NatWest and
HSBC. In Germany it is dominated by the big three. In
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Japan and France the situation is similar. Even so, there
are differences. In Germany and France there is a large
mutual/cooperative banking sector which had its origins
in providing (cheap) credit for particular trades and
activities. In France, the dominant commercial banks
have often been owned by the state, although since
1982 they have been privatized. In Germany, the major
banks are ‘universal’ banks — providing a full range
of financial services to firms and households. In the
UK and in France, the tradition was one of specializa-
tion (hence the terms ‘retail banks’ contrasting with
‘wholesale’ or ‘investment’ banks) but these too are
moving in the German direction.

When it comes to distinguishing between ‘market-
based’ and ‘bank-based’ financial systems, it may well
be that the main distinction lies in the implications for
corporate governance rather than in crude measures
of the proportions of funds raised. In all five of the
countries we have so far mentioned (and in most
others) the boards of directors of large corporations
are legally responsible to shareholders for their conduct
of the firm. However, it is only in the UK and USA
that boards of directors accept that the maximizing of
shareholder value is the main day-to-day objective. At
the other extreme, Japanese companies have tradi-
tionally tried to maintain stable conditions of employ-
ment for their employees and this has been accepted
by shareholders, at least until recently. There is now
pressure for change, being exercised ironically through
the financial markets. In between these two extremes,
the situation in Germany is much more complex in
practice than the legal supremacy of shareholders would
suggest. In Germany a system of ‘co-determination’
means that workers are represented on the supervisory
boards of companies and therefore have some stake
in managements’ decisions. In France, the situation is
similar though there workers’ representatives have only
rights of consultation. In all three bank-based systems,
complex patterns of shareholdings exist between
firms and holding companies and cross-holdings are
commonplace. Furthermore, in Germany and Japan it
is commonplace for a firm to have a long-term relation-
ship with one major bank (the ‘Hausbank’ in Germany)
which provides long-term loans to the firm as well
as corporate advice. The bank may also be a major
shareholder in the firm. In Germany, the majority share-
holding in many large firms still remains in the hands
of the founding family and its descendants. For all these
reasons, takeovers, especially hostile takeovers, while
legally possible in bank-based systems, are extremely
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rare. External pressure on managements comes, there-
fore, primarily from banks. The magnitude of this differ-
ence, seen from the point of view of a major German
bank, and the strength of feeling against the USA/UK
system, can be seen in the following observation:

If today you restrict or forbid stakeholding for
German banks, the Federal Republic will become
a sports arena for foreign banks, then you have
Jimmy Goldsmith and other people here, and
they will demonstrate to you how to buy, sell and
strip industrial stakes in a market economy on the
American model. (Siepp [Chairman of Commerz
Bank], quoted in Story, 1995)

The relative importance of banks and markets has
other implications, which will occasionally emerge
in the following chapters. If firms are less reliant on
equity capital and if such capital as there is is held
largely by banks and founding families, then it follows
that equities must form a relatively small part of the
savings of the vast majority of households. Typic-
ally, households will hold a higher proportion of
their wealth in fixed-interest securities or in deposits.
Furthermore, there may be implications for the fund-
ing of pensions. If equity markets are smaller, then
pension funds may also be driven to hold a higher
proportion of fixed-interest securities, the income
from which may not deliver adequate incomes to
people in retirement. Indeed, it may be that the state
has to accept a larger role in pension provision in
bank-based systems. If the population structure is
ageing (generally the case in Europe) this then raises
questions about the acceptable level of taxation and
the effects on incentives.

Finally, before we leave the question of how we
should characterize financial systems, recall once more
that the characteristics we have focused on all relate to
the way in which a financial system meets the require-
ments of corporate finance. This, we said, is based upon
a model in which households save in order to lend to
firms which invest. This is a model with a long history
and no doubt was an appropriate description of the
role of a financial system for many years. However, it
is a feature of all developed financial systems in recent
years that more and more activity, particularly lend-
ing activity, has been devoted to meeting the needs
of the personal or household sector. In the UK, as we
shall see later, households borrow more from banks
than do industrial and commercial companies and non-
bank financial firms combined. Even if there remains

net lending from households to firms, it may be small
because firms rely so heavily upon retained funds. This
intersectoral lending may then easily be dwarfed by
lending between deficit and surplus units within the
same sector. Households lending to households may
be much more important.

Banks and other deposit-taking
institutions

Banks and other deposit-taking institutions are
financial intermediaries whose assets consist over-
whelmingly of loans to a wide variety of borrowers
and whose liabilities consist overwhelmingly of
deposits. We shall refer to such institutions henceforth
as DTIs for short. The deposits of many such institu-
tions are included in national definitions of the money
supply and this inevitably means that many DTIs are
involved in the payments mechanism. The European
Central Bank has a convenient label for this subset
of DTIs. It calls them MFIs or ‘monetary financial
institutions’. For reasons we come to later, DTTs offer
an increasing range of financial services in addition to
lending, deposit-holding and payments.

In spite of these common themes, there remains
room for differentiation. Major banks in France,
Germany and Japan offer a comprehensive range of
financial services to a comprehensive range of clients
— households and firms. These include retail or
commercial banking. This is the traditional banking
business of holding deposits, bundling them together
as loans, operating the payments mechanism etc.
Corporate banking provides similar services, albeit
restricted to large firms. Corporate banks also offer a
range of advice and consultancy services of particular
relevance to the finance and operation of large firms.
Investment banking is similar to corporate banking,
in that clients are firms rather than households, but
here the emphasis is upon the flotation and under-
writing of new securities issues. Investment banks
also act as intermediaries between publicly quoted
firms and their stockholders. In addition, investment
banks may also be involved in making markets for
company securities (see Chapter 17) and here their
activities shade into those of asset management. Asset
management has least contact with the traditional
banking business of deposit-taking and loan-making.
It involves primarily the administration of pension



2.3 BANKS AND OTHER DEPOSIT-TAKING INSTITUTIONS 33

funds, institutional assets and mutual funds, sometimes
combined with market-making. In Germany, Japan and
France, it is commonplace for a single banking com-
pany to be involved in all these activities, though for
organizational purposes they may be allocated to
separate ‘divisions’ of the firm. This reflects a tradi-
tion of ‘universal’ banking, one firm offering all types
of banking service, in these countries.

Banks in the UK have made much progress along
a similar road (see Figure 3.1). Banks in the USA are
more numerous, geographically restricted and are
still to some degree restricted in the services they can
offer, though like banks in the UK, the trend is toward
universal banking. The degree of progress can be
represented by the degree of autonomy between the
corporate divisions. Banks that wish to act as market-
makers in securities in the USA can do so, but only
by setting up separately capitalized subsidiaries, and
elaborate ‘firewalls’ are required between different
branches of a bank’s activities. Alongside the major
banks, most countries have a range of smaller DTIs
whose sources and uses of funds are restricted by law
or, increasingly, only by custom and choice. These
include the UK building societies and the US savings
and loan societies (S&Ls or ‘thrifts’). In France and
Germany there are large mutual and cooperative
banking sectors with institutions that are limited to
particular geographical areas or to providing services
for particular groups or professions. The French
Crédit Agricole is a classic example of a bank which
began in this way.

Unfortunately for students of money and bank-
ing, the full range of ‘banking’ services we have just
described represent quite different types of activity.
Corporate banking is clearly related to retail bank-
ing, distinguished by the differing needs of firms and
households, but investment banking and asset man-
agement have little to do with deposit-taking or the
payments mechanism. When talking about ‘banks’,
therefore, it is often important to distinguish between
banks whose clients are mainly persons, households
and small firms (‘retail’ banks) and those which offer
specialized services to large firms. The question is,
what level of differentiation serves best? In the next
few chapters we have chosen generally to distinguish
between retail banks (offering services mainly to
households and small firms) and ‘the rest’ which offer
a range of specialist services largely to firms. We
refer to these as ‘wholesale’ banks, but it should be
remembered that this term embraces activities ranging

from deposit-taking and lending to firms through to
asset management. When it matters, we make the dis-
tinction again.

We turn now to the traditional business of bank-
ing, in which all banks (except the asset managers)
are active to some degree. This is usually described
as bundling together a large number of small, short-
term deposits in order to create a smaller number
of larger loans, of longer maturity. This description
needs to be viewed carefully. It is perfectly true that if
we look at the balance sheet of any bank we shall see
that deposits which can be withdrawn at short notice
dominate the liability side, while loans (or ‘advances’)
with a longer maturity dominate the asset side. It is
also true that there are many more deposits than
loans. There certainly is a mismatch of maturity and
size and so banks are engaged in both maturity and
size transformation. However, the description must
not be read as implying causality. It is not the case
that banks receive large numbers of small short-
term deposits which they then convert into loans of a
different scale and maturity. Deposits do not cause
loans. A moment’s reflection makes this perfectly clear.
When banks respond to a demand from clients it is a
demand for loans to which they respond. Customers
simply do not go into a bank ‘demanding’ deposits.
An individual customer can add to his or her deposit
by paying in cash, but that cash must have been
received from someone else who drew cash from his
or her deposit. Equally, a customer may find his or
her deposit increased because s/he has been paid by
his or her employer, but that payment is a transfer of
a deposit from another bank account. Cash comes
into the hands of the public by being obtained from
a bank. It is just not true that there is a vast pool of
unwanted cash outside banks as a whole waiting to be
paid in, in order to increase deposits.

By contrast, clients certainly do ask for loans,
and banks, being commercial organizations, do what
they can to accommodate all credit-worthy demands.
Consider now what happens when a successful
applicant makes use of the loan. S/he can do so only
by making payment to someone else. The likelihood
is that the single loan will be used to finance a series
of smaller payments. Throughout the system a num-
ber of payees receive an addition to their deposits.
Hence the appearance of the balance sheet: many
small short-term deposits matching fewer, larger long-
term loans. But deposits do not cause the loans, rather
loans create deposits.
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A major difference between retail and wholesale
banks, as we implied above, is that making loans and
holding deposits forms a larger part of retail bank
business than it does for wholesale banks. Further dif-
ferences of detail arising from loan/deposit activity
are fourfold. Firstly, deposits are particularly small
and numerous for retail banks. Secondly, retail clients
have insisted upon access to banking services via
extensive branch networks; these are expensive and
banks are trying to change this behaviour. Thirdly, a
high proportion of retail deposits are sight deposits,
used for payment and therefore retail banks are
central to the payments system. Fourthly, retail bank
deposits are mainly in the domestic currency while the
majority of deposits for wholesale banks are often
held in foreign currency.

Given the presence of sight deposits amongst
their liabilities, it follows that banks are engaged in a
high degree of maturity transformation. Even if we
include all time deposits in the denominator, the aver-
age maturity of assets is much longer than liabilities.
This is particularly true for retail banks, but it is
true only in lesser degree also for wholesale banks.
The risks faced by banks are of three broad types.
The first, ‘asset risk’, is a potential problem for all
financial intermediaries; the same is true of the
second, ‘liquidity risk’, though the deposit nature
of bank liabilities means that banks are particularly
exposed; the third, ‘payment risk’, is almost unique to
banks. We look at each in turn and at the action(s)
which banks may take to protect themselves. We con-
clude with some remarks about the regulation of
banking activity.

Asset risk. As the term suggests, asset risk refers to
the statistical probability that the market value
of assets may at some point differ from the value
recorded in a bank’s balance sheet. Problems arise,
naturally enough, when the market value falls below
book value. Sudden changes in value can be caused
by a wide variety of events. For example, borrowers
may default — either on payment of interest or even
on the repayment of the loan. Interest rates may
rise, causing a fall in the present value of all assets.
Occasionally, banks may be forced to sell assets in
order to meet demands for withdrawal by their
depositors. If this happens on a significant scale across
the system, then the sudden excess supply of certain
types of asset will force down the price and banks
go ‘bankrupt’.

More from the web
What banks do

Banks today are amongst the largest financial
institutions in Europe, with branches and
subsidiaries throughout the world. Furthermore, they
offer a range of services which goes well beyond the
traditional banking functions of making loans and
holding deposits. Most have websites where the
structure and history of the bank can be seen,
together with a list of its products and services.

Try the three examples below:

www.Commerzbank.com
Commerzbank is one of the big three German
universal banks.

www.creditagricole.fr/legroupe/uk
This is one of France’s largest banks.

In both cases click on “The Group’ to see the
structure of the bank and the range of products and
services, and on ‘History’ to see how they have come
to their dominant position after starting out as
lenders and deposit-holders.

Commerzbank and Crédit Agricole are both
‘universal’ banks offering a full range of banking
services. Goldman Sachs, by contrast, is an
international investment bank. To see the range
of services offered by an investment bank, go to
www.goldmansachs.com and click on ‘Client
Services’. How much reference do you see to
deposit-taking and lending? On what you see of
Goldman Sachs, what are the main activities of an
investment bank?

Protection against asset risk comes broadly in three
forms. Firstly, banks are naturally protected to some
degree against default by the diversification of their
loans across a wide range of borrowers. This is one
reason why stability tends to increase with size. The
more clients there are, the easier it is to diversify lend-
ing across a wide range of different types of borrower
with different types of project. Except in a major
economic upheaval, it is unlikely that all borrowers
of different kinds will simultaneously be unable to
service a debt. More typically, a small number of
borrowers may be in difficulty at any time, but these
poorly performing loans will be insignificant amongst
the majority which are performing normally. (We look
at the relationship between risk and diversification
in Section 8.3.) But banks can, and do, go further.
Secondly, they can screen loan applicants — by asking
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for information about the purposes of the loan and by
checking the credit record of the potential borrower.
If the loan is a large one, it may even pay the bank to
monitor the performance of the project which it is
financing. This is unlikely to happen frequently in
the case of retail banks lending to households, but
wholesale banks will typically include some clause
about their monitoring rights into contracts for large
loans made to large firms. Thirdly, they can protect
themselves against interest and forced sale risk by
holding short-term assets. This has two advantages.
If the pool of short-term assets is carefully arranged,
a bank can ensure that it has a continuous stream of
assets maturing in the normal way and at normal
prices. In the event of a sudden need for funds, it
can simply not reinvest. Even if this does not meet
the crisis, more assets will be maturing in the very
near future and the crisis might be averted until this
happens. There is also a technical advantage in hold-
ing short-term assets when interest rates are volatile.
Short-term assets are less price-sensitive to interest
rate changes than are long-term assets. The reasons
for this are explained later when we look at the riski-
ness of fixed interest bonds (in Section 16.4). For the
moment, we can simply imagine an asset with only six
months to maturity. This period can, at most, include
only one interest payment, followed by maturity at
a specified price. Whatever happens to interest rates
on other assets, that can have little effect on the value
of our asset, since interest is a very small part of the
payments which the asset will shortly deliver.

Liquidity risk. Liquidity risk refers to the possibility that
a bank may not have the funds with which to meet the
demand for payment when it falls due. Notice that this
is not necessarily a question of solvency. Assets may
well match liabilities but payment on demand requires
liqguid assets to be available in sufficient quantity.
This is a question rather of the composition of assets
and liabilities and relates obviously to the process of
maturity transformation in which all financial inter-
mediaries are to some degree engaged. It is particularly
acute for banks, since their liabilities will normally
include sight deposits, which must be convertible into
notes and coin on demand. Furthermore, it must be
possible for clients to instruct their banks to make
immediate payments to clients of other banks.

Notice that while we are all exposed to liquidity
risk, the degree of exposure and above all the potential
consequences for banks puts them in a unique position

as a result of the ‘convertibility’ promise that attaches
to sight deposits. Households can suffer a liquidity
crisis when, for example, a utility bill arrives earlier than
expected or is for an amount that is unexpectedly large
and it has inadequate funds immediately available with
which to pay the bill. But the “crisis’ is usually manage-
able. As a general rule, the household has 14 days in
which to raise the necessary funds, which it can do by
withdrawing funds from a savings account or selling
some assets or borrowing. If this is not long enough,
payment can usually be delayed for a further period
before the utility company terminates the electricity
or gas. The situation is similar for firms: payment can
usually be delayed for long enough to allow funds to
be raised. Even with non-DTIs, a request for repay-
ment by investors does not usually have to be acted
on immediately. A period of notice is usually required.
But for banks it is completely different. A request to
convert sight deposits to cash must be met on demand.
Any failure to do so, or even a rumour that the bank
might have difficulty in so doing, will be enough to close
the bank, however solvent it may be. This is because
the rumour will result in everyone trying to withdraw
cash at once and no bank can meet that demand. As
we shall see now, the process of banking depends
fundamentally on the inability to meet any demand
for cash beyond a small fraction of outstanding sight
deposits.

One obvious solution would be to hold liquid assets
exactly equal to these demand liabilities (a 100 per cent
‘reserve ratio’). In practice, this would mean holding
a matching quantity of notes and coin, or notes and
coin combined with deposits at the central bank which
banks can exchange for notes and coin instantly. The
problem with this solution is that such liquid assets
(even including deposits at the central bank) yield no
interest. These are non-earning assets and as such act
as a tax on banking activity. As a general rule, taxes
on the production of any good or service are better
avoided since they increase the cost and reduce the
quantity of what is produced. Furthermore, in the case
of banks there is a question of distortion. If a high
reserve requirement is placed upon a bank then it
is immediately placed at a competitive disadvantage
against other financial intermediaries. Experience has
shown that this encourages a cat-and-mouse type game
between banks and the authorities where banks try to
reconstruct themselves or set up subsidiaries in such a
way that they fall just outside the definition of a bank
for the purposes of the regulation.
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Fortunately, what experience has also shown is
that the probability of all sight deposits being with-
drawn at a moment’s notice in an established banking
system is infinitesimal. On any particular day, some
deposits will be withdrawn (as cash or transferred to
another bank as payment) but by the same token,
deposits from other banks will flow in. All that is
required is sufficient funds to meet the net payments
plus a margin for unexpected events. Once again, size
helps. The larger the client base, i.e. the greater the
number of flows, (a) the smaller are the net flows
relative to the total stock of deposits and (b) the more
predictable the flows. The latter is an example of the
Law of Large Numbers, which we explore in more
detail in Section 2.4.1, and it means that net flows can
be calculated with greater accuracy. These mean that
banks can, in practice, operate with very small reserve
ratios. These can be specified by a central monetary
authority (‘mandatory’ ratios) or they may be left to
banks’ discretion, normally with a requirement that
the central bank be notified of any planned change
(‘prudential’ ratios). In the early years of banking, when
banks were small and confidence in the convertibility
of deposits into cash was less well established than it
is today, it was found necessary for the system to have
a ‘lender of last resort’ — a role assumed by the central
bank. This meant that if the system were faced with
an unexpected demand for convertibility, banks which
had insufficient reserves but were otherwise solvent
and well managed, would be guaranteed adequate
liquidity by being able to borrow from the central bank.
Such a role is rarely required today. Central banks are
occasionally required to give leadership in a financial
crisis but this is more frequently connected with finan-
cial markets than the liquidity of the banking system.
Where banks are concerned, the central bank’s role
has undergone a subtle change. Instead of helping
banks in occasional crises, central banks now typically
provide liquidity on a day-to-day basis in order to
smooth out fluctuations in bank reserves which arise
from payments between public and private sectors,
and to ensure that banks always have funds available
to meet the demand for loans which grows with the
level of economic activity. This gives rise to the joke
that central banks are now lenders of first resort but,
more seriously it enables banks to operate with even
lower reserve ratios (and a lower ‘tax’) but it gives the
central bank immense power over the banking sys-
tem from another direction — the setting of short-term
interest rates.

Holding sufficient notes and coin and other assets,
like deposits at the central bank which are virtually cash
assets, is an obvious way of dealing with the liquidity
risk that arises from the possibility that holders of
sight deposits may demand instant withdrawal. It does
not, though, avoid the penalty that these assets do
not earn interest. Hence there is always commercial
pressure to restrict these to a minimum level (with the
help of the central bank these days) and hold assets
which may be slightly less liquid but do nonetheless earn
some positive return. This is why, compared to other
intermediaries, banks tend to hold a large quantity of
short-term money market assets like bills and short-
dated government bonds. As we saw earlier in this
section, these can be quickly sold, with little risk to
their value in the event of a liquidity shortage and yet
they still yield a positive return. In most countries, recent
years have seen the rapid growth of the ‘interbank’
market as one of the wider group of money markets.
The interbank market allows banks with surplus funds
to deposit them with other banks, at interest, for very
short periods — often overnight. This is another source
of liquidity which banks short of reserves can tap.
It reduces their need to hold surplus reserves against
possibly unforeseen events. In doing this, the interbank
market spreads the existing stock of liquidity across
the system as a whole more closely according to need.
Banks with a surplus of reserves can lend to banks
who are short and would otherwise be constrained
in their lending/deposit-taking. This in turn helps the
system as a whole to create a quantity of loans and
deposits closer to the limits set by the availability of
aggregate reserves.

Payment risk. Payment risk arises specifically from
banks’ role in the payments mechanism. When the client
of bank A makes payment to a client of bank B, this
initiates an instruction from bank B to bank A to remit
funds to bank B (assuming bank A’s client has funds
available). This transfer takes place between the two
banks’ deposit accounts with the central bank, described
above. Clearly, this takes time. Traditionally, the
instructions have taken the written form of a cheque.
After the payee pays this into his account (at bank B)
the cheque has to find its way (through a clearing
mechanism) to the payer’s bank, A. It has then to be
verified and instructions given to the central bank to
credit bank B. If bank B makes funds available to its
client as soon as the cheque is paid in, it runs the risk
that funds may not be available in the drawer’s account.
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It has then paid out funds which it will not receive. As
we all know, the banks’ solution to this particular risk
is to delay payment on a cheque until the cheque has
been ‘cleared’ and funds received, a process which can
take several days. The same risk (and the same solution)
applies with automated debits and credits — standing
orders, direct debits, electronic salary payments etc. —
though here the delay is usually rather shorter.

It is easy to understand that cheque clearing takes
time — pieces of paper are being sent through the post
after all — and that banks could be at risk of premature
payment. It is less obvious that they run the same
risk with electronic transfers or with systems that
are deliberately designed to allow same-day clearing.
In the UK, interbank payments are handled by three
companies dealing with (roughly) cheques and other
paper-based instructions, electronic payments, and
same-day-large-value payments. The latter are handled
by the Clearing House Automated Payments Com-
pany (CHAPS for short). The system is used mainly by
financial institutions. (The Bank of England recently
estimated that 60 per cent of CHAPS transactions
involved foreign exchange.) The nearest that the per-
sonal sector comes to using it is in the process of house
purchase when funds may go through the CHAPS
system within minutes, in exchange for the door key.
Until recently, the CHAPS system itself gave rise to
a high degree of payments risk even though settle-
ment took place within the same day. This arose
because the UK banking system worked on the basis
of ‘deferred net settlement’ for all transactions. This
meant that all interbank transfers were accumulated
until the end of the trading day, when transfers would
be ‘netted out’. Payments from bank A to bank B,
for example, would be offset against payment instruc-
tions from B to A and only the balance would actually
be paid. Provided that the banks imposed a payment
delay of the kind we described above, no risk was
involved. But the CHAPS system gave the payee the
right to draw funds the moment that the payment
instruction was accepted by the payer’s bank. This
could be early in the morning, in which case the pay-
ee’s bank would obviously be exposed to the risk of
default by the payer’s bank until funds were received
at the end of the day. This may sound like a rather
theoretical risk, but the sums involved are huge. The
paper and electronic systems together cleared pay-
ments totalling approximately £3,600bn during 2002.
In the same year, CHAPS handled c. £82,300bn in the
same period.

More from the web
The payments system and payment risk

The payments system in the UK is operated by
three separate companies. Fortunately, they all
make returns to the Association for Payment
Clearing System, APACS, which has a very good
wesbite at www.apacs.org.uk

At the APACS website you can find information
about the different types of payment instruments
handled by the three companies as well as statistical
information about the value and volume of payments
made by each of these instruments. If you click on
‘Payment Facts’ and then on ‘Cheques’ you will see
a detailed explanation of the procedures involved in
paying by cheque and why it takes cheques several
days to pass through the clearing process. The length
of time it takes shows why a bank would be exposed
to payment risk if it paid out as soon as the cheque
was presented.

An excellent discussion of the general principles
involved in designing a payments and settlement
system is provided by the Bank of England. At the
Bank’s homepage, www.bankofengland.co.uk,
click on the link to the Centre for Central Banking
Studies and then on ‘handbooks’. The one you want
is no. 8 by David Sheppard.

The average size of a CHAPS transaction in 2002
was ¢. £2.7m but many were over £100m. Some of
these payments exceeded the total value of the capital
invested in the bank involved in the transaction. In
other words, the failure of one of these large trans-
actions could have wiped out the entire net worth of
a bank, leaving its shareholders with nothing and
very likely having to organize a panic sale of assets
which then leaves it unable to meet its other liabilities
(we come back to the role of shareholders’ funds in
a moment). The bank is quite literally ‘bankrupt’.
Remember too that if a bank fails there is always the
risk of contagion as depositors try to recover what
is not just part of their wealth but crucially also their
means of payment. No wonder the Bank of England
was alarmed at the risks some banks were taking
through the CHAPS system.

The only solution to this is for the appropriate funds
to accompany each individual payment instruction. If
a customer of bank A pays £1m to a customer of bank
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B at 09.30 in the morning, bank A must remit £1m at the
time of the instruction, regardless of what the balance
of its transactions with bank B might be at the end
of the day. Such a system is known as ‘real-time gross
settlement’ (RTGS) and has been adopted for CHAPS
payments since 1997. This brings CHAPS into line with
the European Monetary Union payments system (known
as TARGET). The plan is for all interbank payments in
the UK to be made on a RTGS basis in the near future.

Regulation. As we have just seen, banks provide a
readily accessible home for clients’ savings. We also
noted, however, that some bank deposits (probably
most sight deposits) perform an additional function as
a means of payment. This is particularly true for retail
banks. Hence we can see that if a bank should fail, its
clients would not only lose part of their wealth: they
also lose their means of buying goods and services. A
loss of wealth is naturally enough distressing for any-
one but losing that part of wealth which functions as
money can have dire consequences. For example, a
loss of (non-money) financial wealth need involve no
instant secondary effects. Victims may look for some-
one to sue, and they may increase their savings rate in
future to restore the lost wealth, but this is not likely
to cause disruption to the rest of the economic or
financial systems. A loss of the means of payment, how-
ever, requires urgent action since bills still have to be
paid and some of those bills (eating, travel to work etc.)
will fall due immediately. The danger with any bank
failure, therefore, is that those affected will immediately
withdraw deposits which they may hold with other
deposit-taking institutions (triggering liquidity risk for
all DTIs). Furthermore it is immediately followed by
the distress selling of financial assets as people try to
raise money in near-panic circumstances. This pushes
down asset prices (triggering asset risk for all financial
institutions). For this reason, a bank failure may easily
be ‘contagious’. Other institutions which are perfectly
solvent and liquid in normal circumstances may also
fail through liquidity and/or asset risk. This reminds us
why a ‘lender of last resort” was so important in the early
stages of banking development. It also explains why
banks tend to be subject to a high degree of regulation
and supervision, of a quantity and a kind which is
unusual for NDTIs.

We have already met one obvious form of regulation
— the mandatory reserve requirement. By specifying
that banks should hold a minimum ratio of notes and
coin plus bankers’ balances at the central bank to their

outstanding deposit liabilities, monetary authorities
(usually the central bank itself) could try to eliminate
liquidity risk. However, we have also seen that this
can be considered as the equivalent of imposing a
tax on banks and encourages business to divert to
alternative institutions. The trend is to allow banks to
set their own reserve requirements and to rely upon
the central bank as a source of liquidity in the event
of a shortage. Furthermore, liquidity risk is only one
form of risk faced by banks and so reserve ratios are
only a partial antidote to bank risk.

In the last 25 years or so, regulation has become
much more sophisticated, concentrating upon the full
range of bank risk and seeking to impose some degree
of consistency across systems so that banks can com-
pete internationally on a reasonably level playing field.
The organization mainly responsible for the design (but
not the enforcement) of the regulations is the Bank for
International Settlements, based in Basel. The ‘Basel
Committee’s’ approach has been to switch attention
from bank liabilities to bank assets and from liquid
reserves to a bank’s capital. Furthermore, in both cases,
they focus not just upon total quantities but also upon
composition. The critical test, however, remains a
bank’s ability to meet a specified ratio — of risk-
adjusted total assets to bank capital. The basic prin-
ciple behind such a ratio is that the risks of carrying
on a banking business should be borne by the share-
holders rather than the bank’s clients, and that the
bank’s capital should be sufficient to absorb any losses
that could not be met out of current profits.

In order to understand the role of a bank’s capital
in limiting clients’ exposure to risk, we need to under-
stand the structure of a firm’s balance sheet and the
relation between assets and liabilities. A glance at
Box 2.1, which shows a simplified version of the bal-
ance sheet of a typical bank, may help. Throughout
this book we shall often refer to the ‘balance sheet
identity’ meaning that assets must always be matched
by a combination of liabilities and ‘equity’ or capital.
(In short A = L + E where E stands for ‘equity’). A
balance sheet must always balance and this is clearly
true for XYZ. But for readers unfamiliar with the
structure of financial statements this must seem a
strange idea. After all, many of the items shown as
assets and liabilities on the XYZ’s balance sheet are
securities which are traded in volatile markets. Their
value must fluctuate from day to day. Equally with non-
traded assets, customer loans, for example, the value
can fluctuate. After all, the value of a loan which goes
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Box 2.1 XYZ bank, consolidated balance sheet (€Emn)
Assets

Cash and balances at the central bank 5,000
Money-market loans 210,000
Loans and advances 222,000
Securities 105,000
Insurance company investments 64,500
Accrued income and other assets 155,500
Total 762,000

Liabilities

Sight deposits 109,000
Time deposits 110,500
Savings deposits 86,500
Repos 35,000
CDs, bonds and securities 83,400
Reserves of insurance companies 54,750
Loans from other MFls 22,100
Accrued expenses etc 184,750
Other liabilities 25,000
Shareholders’ funds, reserves etc 51,000
Total 762,000

into default is probably zero. How can it be therefore
that, whatever it does, a firm is guaranteed to find that
its assets match its liabilities plus equity? The answer lies
in the behaviour of the E part of our identity. Another
way of approaching this is to think of E as express-
ing the ‘net worth’ of the company or the difference
between its assets and liabilities. For a thriving firm, E
will be positive, so yet another way of thinking about
equity is to think of it as the excess of assets over
liabilities. On the other hand, where E is negative, a
firm has negative net worth, its assets are insufficient
to match its liabilities and it is technically insolvent.

In practice a firm’s liabilities are given. (Indeed the
term ‘liability’ has a legal meaning signifying that it
is an obligation to someone that must be honoured.)
Fluctuations in a bank’s net worth, therefore, are usu-
ally the outcome of shocks to the value of its assets as
we saw above with a fall in security prices or defaults
on its loans. In normal circumstances, such events will
result in a reduction in its equity and thus in effect in
the value of the firm to its shareholders. This happens
because the equity consists of:

m the value of the funds originally committed to the
firm (when it was first incorporated);

B plus any funds committed later by subsequent share
issues;

m plus the accumulated earnings retained from each
year’s profit;

m plus this year’s retained earnings.

Although the first two items alone strictly make up
‘shareholders’ funds’ — the funds that shareholders
have committed to the firm — the whole of this equity
(the firm’s net worth) belongs to shareholders and is
one component in the value of the shares they own.
Imagine now the case where a borrower with a large
loan defaults. If there is absolutely no chance of the
bank recovering any part of the loan, the loan’s value
as an asset falls to zero. In the simplest case, a bank will
‘write-off’ the value of this loan in the year of default. In
effect, it is deducted from any profit the firm may have
earned. The retained earnings for the year in question
are reduced and the equity will be less than it would
otherwise have been. In an extreme case, the default
could be so large that it exceeds the whole of the value
of the equity. Then the firm has negative net worth and
will not have sufficient assets to meet its liabilities.
In these circumstances it is insolvent and, since we
are talking about a bank, will not be able to repay all
customers’ deposits. We noted the consequences of such
a failure in connection with payment risk above. Given
that payment and asset risks are all risks that banks
must face — however good their asset management — it
is clearly important that banks have sufficiently large
equity or capital that they can meet all reasonably
conceivable shocks without experiencing negative net
worth and threatening the wealth of depositors who
have dealt with the bank in all good faith and are in no
way responsible for the problem. This is why the Basel
Committee decided many years ago to specify minimum
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levels of capital that a bank must have in relation to the
risks that it faced. If something goes seriously wrong
with the bank, there should be sufficient equity to ensure
that the shock is borne entirely by shareholders and
not by (innocent) clients of the bank.

Under the Basel Committee’s 1988 proposals
(‘Basel I’; adopted by most industrial countries in
1993) assets are divided into five groups or classes,
each with its own risk-weighting, lower weights being
given to less risky assets. Thus, cash has a weight of 0,
loans to the discount market are weighted at 0.1, local
authority bonds 0.2, mortgage loans 0.5, while com-
mercial loans have the full weight of 1. The method
of assessment, broadly speaking, is to multiply the
market value of each asset by its risk factor and then
to aggregate the risk-adjusted value. This is then com-
pared with the bank’s capital base.

Capital, in turn, has a two-tier classification. Tier
I or core capital consists essentially of shareholders’
equity, disclosed reserves and the current year’s retained
profits, which are readily available to cushion losses —
these must be verified by the bank’s auditors. Tier II or
supplementary capital comprises funds available but
not fully owned or controlled by the institution such as
‘general’ provisions that the bank had set aside against
unidentified future losses and medium- or long-term
subordinated debt issued by the bank.

When it comes to the ratios, tier II elements are
not permitted to make up more than 50 per cent of an
institution’s own funds. More fundamentally, the Basel
Committee recommended a lower limit of 8 per cent for
the ratio of total capital to risk-adjusted assets, though
national bank supervisors had some discretion in
applying this to different types of bank. Monitoring
and enforcement of these requirements lies with national
bodies. In the UK until 1998 this was the Bank of
England but is now the Financial Services Authority.
Subject to enforcing the Basel Committee’s capital
requirements, national regulators may impose further
restrictions. The UK FSA, for example, recognizes a
‘tier III” level of capital.

Notice that these requirements, just like a simple
reserve ratio, are built upon the weighing and com-
paring of items in a balance sheet. Indeed, it is difficult
to see how else regulators could proceed. To show that
rules are being observed or breached there has to be
documentary evidence and the obvious documentary
evidence must be a firm’s accounts. Basing regulation
upon the composition of balance sheets has, how-
ever, had an interesting though perhaps predictable

consequence. It has encouraged banks that wish to
expand, but find the capital requirements constrain-
ing, to develop ‘off-balance-sheet activities’. These are
activities which generate revenue (and ultimately
profit) without requiring a corresponding entry in the
balance sheet. An early example is provided by the
so-called “bill leak’ in the UK during the 1970s. For
most of the 1970s UK banks were restricted (by the
‘supplementary special deposit scheme’) to allowing
their eligible liabilities (roughly deposits) to grow only
at a maximum specified rate. This restricted banks’
ability to lend and both loan and deposit growth could
be checked from banks’ accounts. Corporate clients
took to issuing commercial bills (see Section 15.2) in
order to borrow directly in the money markets. Firms
and banks then quickly realized that both could benefit
if banks were to ‘accept’ or guarantee the bills at the
time of issue. The guarantee made the bills more secure
from the markets’ point of view and so firms were
charged a lower rate of interest; at the same time banks
charged a fee for the guarantee, thus replacing some
of the profit they were forgoing by having their normal
lending business restricted. A more widespread practice
today is the practice of ‘securitization’. A bank which
finds the capital requirements constraining, typically
establishes a subsidiary which then ‘buys’ loans from
the parent bank. In order to do this, it sells bonds
(i.e. securities) to the market. The bank passes the
loan interest to the subsidiary which then passes it on,
less a premium for expenses and profit, to the bond-
holders. So far as the originating bank is concerned,
the loans have disappeared ‘off-balance-sheet’. The

More from the web
More on the ‘Basel Accord’ and bank risk

At the time of writing, the Basel capital requirements
described on this page are still under review — a
process which has been going on for some years.

The work of the Basel Committee, and the
progress of the revisions, is described on the website
of the Bank for International Settlements:
www.bis.org

At the BIS homepage, click on ‘Basel Committee’.

The firm of BarrettWells also hosts a website
which deals with ‘risk’ in a broad financial context
and at a much more sophisticated level than we can
do here. Material specifically related to bank risk can
be found at: www.barrettwells.co.uk/bank_risk.htm
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capital:asset ratio is increased and expansion can
resume. Finding ways of measuring and controlling
the risk of these so-called ‘contingent liabilities’ is the
next big test for regulators.

Non-deposit-taking institutions —
insurance companies and
pension funds

In the preceding section, we looked in some detail at
deposit-taking institutions and in particular at banks.
As we saw there, deposits are a unique kind of liability:
individuals who hold deposits can require the financial
institutions whose liabilities they are to pay them their
value in money on demand (‘at sight’) or at short notice
—in other words, more or less at the holders’ discretion.
In contrast, a non-deposit-taking institution (NDTT) is
under no obligation to provide clients with anything
like ready access to the funds they have placed with it.
What is more, clients are often bound by contract to
make payments ¢o the NDTI. For example, an endow-
ment policy commits the policyholder to making regular
payments (premiums) to an insurance company over
many years.

NDTIs are often collectively referred to as the
‘institutional investors’. This is because of their role in
taking in savings from households and firms and pool-
ing them before investing in securities of many differ-
ent kinds. As we shall see, investing institutions have
the advantage of being able to buy and sell in large
quantities and thus to enjoy low unit transaction costs.
They also offer the benefits of professional analysts who
should have an information advantage (over private
investors) when it comes to asset selection. The term
‘institutional investor’ covers pension funds, insurance
companies and mutual funds. By size, the first two are
by far the largest and we look at the main principles
under which they operate in the rest of this section.
Mutual funds are the subject of Section 2.5.

Differences in the size and role of the institutional
investors provide the main differences between financial
systems around the world, but especially in Europe.

For example, the assets of institutional investors in
the G7 countries amount to approximately the same
value as the combined G7 GDP. But there are very
big differences between countries. In the UK and US,
their assets are nearer twice the size of corresponding
GDP while in continental Europe the figure is nearer
50 per cent. It follows from this that the markets for
institutional investment (the range of products offered,
for example) are much nearer to maturity in the Anglo-
Saxon countries than in continental Europe. From this,
it is a reasonable guess that much of the evolution in
continental financial systems is likely to come via the
investing institutions, rather than through markets.
Historically, the reasons for this continental/Anglo-
Saxon split lie with supply side factors like deregula-
tion and enhanced competition and demand side
factors like higher wealth and demographic factors
which led, some years ago, to a concern that indi-
viduals should take a much larger responsibility for
their own pensions by accumulating an equity-based
investment fund. Much of continental Europe is still
dominated by ‘pay-as-you-go’ social security systems,
raising the same demographic issues. How to pay
for pensions, and the implications that this has for
financial institutions and other firms, is a recurrent
theme through these next few chapters.

Insurance companies

The endowment and other policies that life insurers
(often referred to as life offices) issue are, as we have
just noted, long-term contracts. The maturity date
of a policy of this kind is almost invariably at least
10 years from its inception date and often much longer.
Policyholders pay regular premiums in return for the
prospect of a payout, on death or at maturity, that
will, they hope, represent a worthwhile return on these
premiums. In most cases, policyholders take out life
insurance primarily as a means of building up savings.

General insurers (otherwise known as non-life
offices) offer cover against day-to-day risks, of which
the most important categories are home, marine,
vehicle and liability to third parties.' In contrast to
life insurance, non-life policies are generally issued
and renewed on an annual basis.

1

Third-party liability insurance involves the insurer in covering the insured against the risk of having to pay compensation for some act or

omission as a result of which a third party suffers damage or loss. For example, a failure by an employer to provide safe working conditions
could lead to claims for damages from workers who have suffered illness or injury as a result. Employer liability insurance exists to protect
the employer against the risk of such claims. In the next section of this chapter, we refer to the dramatic case of the massive accumula-
tion of insurance claims that resulted from employer liability for the contraction by employees of asbestosis and related diseases.
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Reinsurance represents a third major area of
insurance activity. Reinsurance enables one insurer to
‘lay off” risks it considers excessive on business it has
‘written’.? It does so by itself buying insurance from
another office.

Pension funds

Occupational pensions are paid to retired people who
have been members of pension schemes run by their
employers during their working lives. Many schemes
require both employees and the employer to make
regular contributions into a fund - the pension fund —
which is invested in stock market securities and other
assets. If the fund is to remain continuously solvent,
contributions received, supplemented by the returns
earned on them, need to be sufficient to meet liabilities
to pay pensions out of the fund, as these fall due.
The administration of the scheme and/or the invest-
ment of the fund may be entrusted to a life insurance
company.

2.4.1 Some principles of insurance

The Law of Large Numbers: from dice
throws to insurance

The outcome of a particular event may be very difficult
to predict. However, in many situations, the average
outcome of a large number of similar events is, in con-
trast, highly predictable. The Law of Large Numbers
(LLN) is based on this fact. It is true to say that insur-
ance would not be possible if the LLN did not ‘work’.
For that reason, we need to examine it in some detail.

Even though the connection between dice throws
and insurance may not seem immediately obvious,
thinking about patterns of scores that emerge when
one or more dice are thrown repeatedly turns out to
be a useful way of gaining an insight into how the
LLN operates in insurance. First we consider a single

die. Then we look at average scores from simultaneous
throws of a pair of dice.

In the terminology of statistical theory, the score
on one throw of a single die represents one member
of an infinite ‘population’ of possible ‘observations’.
What is the population? It consists of the scores on all
the throws of the die in question that there have been
in the past and all those that there might potentially
be in the future. Suppose the die is unbiased, that is,
any one score is equally as likely as any other. Each
observation, in other words, the score on any one
throw, must be a whole number between 1 and 6, and
the probability of it being any one of these numbers is
1/6. It follows that:

m the population mean, U, the mean of scores of the
whole (infinite) population of possible throws of
that die, equals:

1/6(1) + 1/6(2) +. ..+ 1/6(6) = 3.5 (2.1)
and that

m the standard deviation® of the whole population of
possible scores, o, is equal to

| %(1 -3.5)+ %(2 =357 +...+4(6-3.5?%|=171

(2.2)

Now we can say that any one throw of the die
represents one sample, of size 1, from this population.
As only one die is thrown, the average score for the
sample is the score shown on the die.* We can call
the average score on any sample, whatever its size, the
sample average. Obviously, the value of the sample
average will vary between one sample and the next.
It follows that the sample average is itself a variable
which has its own mean’ and standard deviation.
In this one-die case, sample averages, being identical
to the scores on different throws, will be distributed

2 That is, on policies it has issued to its own clients.

If you need to revise the meaning and calculation of a standard deviation, go to Section 8.2.

4

In general terms, average = total + number of observations. When only one die is thrown the number of observations is 1, the average
equals the total, so the average score is simply the score itself. It may therefore seem strange that we differentiate between the average
and the total in this case. However, there is a good reason for doing so, and this should become clear shortly when we consider the case
of two dice thrown simultaneously.

5 It may seem odd to talk in terms of the ‘mean’ of an ‘average’, but a moment’s thought will show that doing so makes sense. Suppose
we take repeated samples of some type or other (e.g., samples of 10 students’ weights) and then record the average weight in these
samples. The average of each individual sample (of 10) will be a member of the whole population of averages of samples (of 10), and this
population must have a mean.
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around their population mean in an identical way to
these scores. Thus we can say that the sample aver-
age of single throws of a die will have p = 3.5 and
o=1.71.

Table 2.2 depicts the distribution of sample aver-
ages for single throws of an unbiased die. Note that
the distribution is uniform, that is, it is flat and does
not peak around any particular value.

Suppose, now, a pair of dice are thrown at the same
time. The score on each die will again be a number
between 1 and 6. Consequently, one throw of a pair of
dice could produce any of 36 different outcomes, from
a[1,1], (i.e., a 1 on the first and a 1 on the second die)
to [1,2], (a 1 on the first and a 2 on the second), and
so on through to [6,6]. All 36 possible outcomes are
shown in Table 2.3.

Throwing a pair of dice together produces samples
of size 2. The total and average score in each sample
will now be different, and we have to divide the total
by 2 to obtain its average. By throwing the pair of dice
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again and again, we would obtain repeated samples
and thus a series of sample averages. Just as in the
one-die case, the value of the sample average can vary
between 1 and 6, but this time with gradations of 0.5.
These are shown in the bottom row of Table 2.3. The
probability of the sample average taking any particular
value can be read off along the vertical axis.

What happens to the mean and the standard
deviation of the sample average when we increase the
number of dice thrown from one to two? Outcomes
remain distributed symmetrically around the value 3.5,
leaving the mean unaffected, i.e., L remains equal to
3.5. But note the effect on the way sample averages
are distributed around this mean. Comparing Table 2.3
with Table 2.2, we can see that this ceases to be uniform
once the sample size is increased to 2. Rather, when
a pair of dice are thrown at the same time, a sample
average that is close to the mean is more likely than
one that is much higher or lower than it.°® In other
words, when the sample size increases, the dispersion

Table 2.2
Probability = 1/6 1/6 1/6 1/6 1/6 1/6
Value 1 2 3 4 5 6
Table 2.3
Prob
6/36 4,3
5/36 3.3 3,4 4,4
4/36 3,2 4,2 5,2 5.8 5,4
3/36 2,2 2,3 2,4 2,5 88 4.5 5,5
2/36 2,1 3,1 4,1 5,1 6,1 6,2 6,3 6,4 6,5
1/36 1,1 1,2 1,3 1,4 1,5 1,6 2,6 3,6 4,6 5,6 6,6
2-dice total 2 8 4 5 6 7 8 9 10 11 12
Sample average 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6

6

For example, Table 2.3 tells us that, when a pair of dice are thrown, the probability of an average score lying between 2.5 and 3.5 is

8/36 or, in other words, more than 44 per cent. In contrast, the chance of an average score of 2 or less or, on the other hand, 5 or more

is, in either case, ®/3s or less than 17 per cent.
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Exercise 2.1

We could increase the number of dice thrown
together to 3, 5, 10 or more and work out the
sample average each time we throw any specific
number of dice.

(a) What will happen to | and &, the mean and
standard deviation of the sample average, as
we increase the number of dice thrown?

(b) What will happen to ¢ as the number of dice
thrown increases towards infinity?

(Answers appear in the text below.)

of sample averages around their mean is reduced. This
is illustrated by the fact that, when the number of dice
thrown rises from 1 to 2, the standard deviation of
sample averages, 0, can be shown to fall from 1.71 to
1.21. Now think about the questions in Exercise 2.1.

These questions illustrate the operation of the
LLN. As the size of the sample we take increases,
the variability of sample averages around the mean
of the population of samples diminishes. Indeed, as
the sample size grows towards infinity, the standard
deviation of the sample averages diminishes towards
zero. Thus, the more we increase the size of the
sample, the less chance there is that the averages of
samples we take will differ significantly from the
mean and therefore from one another.

Applying the Law of Large Numbers to
insurance

We are now in a position to move on from talking
about dice to discussing the application of the LLN
to insurance. Consider an imaginary insurance com-
pany that offers households cover against burglary.
Suppose policies are renewed annually. Each house-
hold covered in each year represents a single observa-
tion (with two possible outcomes: loss or #0 loss). The
population consists of all the possible observations
of all the possible households in all the possible years
in which these households might exist — an infinite
population.

Suppose that every household faces a 1 in 100
chance that it will be burgled in any one year and that,
if a burglary occurs, it will suffer a loss of £2,500.”
We can write: E(loss) = 0.99(0) + 0.01(2500) = £25,
where E(loss) denotes the (statistically) expected loss
per household. Note straightaway that:

®m ecach household will either lose £2,500 or nothing
at all in any year;

E no household will incur the ‘expected’ loss of £25;
and

m the outcome for each household is highly variable
— either no loss or ‘big’ loss.

From the point of view of the company insuring
these households, the ‘experience’ of insuring any
one of them in any year will be either ‘no claim’ or
£2,500 claim’. Suppose the company insures 100,000
households in any year. Its overall claims experience
in each year can be thought of as a sample compris-
ing 100,000 such individual claims experiences. Each
year will represent a different sample.

Now the number of households that suffer burg-
lary in any one year’s sample will vary. However, the
mean number of households burgled in any one year
will be 1,000. It follows that the mean household
loss through burglary, taking one year with the next,
will be £2.5m/100,000 = £25. Thanks to the LLN,
our insurer can expect the number of households
suffering a burglary in any year to be close to the
mean of 1,000.® It follows that the insurer can be
fairly confident that:

® its average loss per household insured (its sample
average) in any year will be close to £2.5m/100,000
= £25,

and therefore that,

m if it charges each householder a premium of £235, it
will be able to meet total claims for loss out of the
premium income it will receive.

You should now be able to answer the question in
Exercise 2.2.

" Assume, for simplicity, that no household is burgled more than once in any year.
8 We consider some qualifications to this statement in the next section.
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Exercise 2.2

Insurance does not prevent losses from happening.
How then is it possible that insurers are able to cover
individual policyholders financially against the risk
of loss?

(The first paragraph of the next section of this
chapter contains an answer to this question.)

2.4.2 Insurers’ residual risks and
other limits to the insurance
principle

Insurance reduces neither the frequency with which
events that result in loss occur nor the amounts lost
when they do. Rather, as far as policyholders are
concerned, it eliminates the risks associated with the
possibility of loss. For, by taking out insurance cover,
an individual converts the chance of a large loss into
the certainty of a very small one: if the event insured
against occurs, the insured loses no more than the pre-
mium paid; if it does not, he or she loses no less than
this amount. Thanks to the LLN, an insurance com-
pany can in this way eliminate risk faced by its clients
without at the same time being obliged to take on an
equivalent amount of risk itself. This is because the
LLN will make the total value of claims for loss that
the company will be called upon to meet each year a
reasonably predictable sum. As a result, insurance
reduces the overall amount of risk faced by society as
a whole. Nevertheless, we need to recognize that the
LLN does not entirely eliminate the risks the insurance
company faces. It merely reduces them to manageable
proportions. This is because, however well the LLN
operates, three sources of residual risk remain to con-
front the insurer. We give them the names:

®m random fluctuation;
B mis-estimation;
B parameter change.

We look next at each in turn and then at a list of
other conditions which must apply in order for the
LLN to operate effectively.

(1) Random fluctuation

In the example we used to illustrate the LLN, the mean
of average annual burglary losses per household, taking

one year with the next, was £25. However, the average
loss itself will differ from year to year, because each
year represents a different sample and, as we know,
sample averages vary randomly around their mean. As
a result, the insurer will sometimes come up against
‘bad years’ in which the average household loss through
burglary turns out to be above and, on occasions, con-
siderably above, the mean of £25. If, as suggested in the
preceding section, premiums are set equal to this mean,
the insurer will face a financial shortfall in such years, as
the cost of settling claims will exceed premium income,
possibly by a large margin.

For the purposes of illustration, let us assume that
the average annual burglary loss per household is
normally distributed around its mean of £25, as shown
in Figure 2.1. Then in some years (‘bad’ years), the
outcome will be at the lower tail of the distribution.
Although the probability of a ‘bad’ year (represented by
the shaded area in Figure 2.1) may be small, the point
to remember is that the risk of ‘bad’ years cannot be
entirely eliminated. It is part and parcel of the way the
LLN operates. That said, an insurance company can
protect itself in a number of ways.

Firstly, so long as the average losses per household
in different years are distributed randomly around
their mean, years in which shortfalls are recorded
will tend to be matched by years in which the cost
of settling claims turns out to be lower than premium
income and the insurer’s accounts consequently show
a surplus. The company can, of course, add surpluses
to its financial reserves, drawing on them to preserve
its solvency in years in which shortfalls occur. It has
to be recognized, however, that the insurer still faces
the risk of a total volume of claims so high in some
years that previously accumulated surpluses will prove
insufficient to cover current shortfalls in premium
income. Even though this risk may seem a remote one,

Probability
density
‘bad years’
1
(=) 25 0
Figure 2.1
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it represents a threat to the company’s solvency and
therefore to its ability to offer policyholders what they
are ultimately looking for from an insurer — peace of
mind. One prudent course of action the company can
take is to add what is known as loading to the pre-
miums it charges, that is, to set premiums above the
mean level of average annual claims per household.
The purpose would be to enable it to enlarge the size
of its financial reserve, giving itself a better chance of
withstanding highly adverse claims experiences.’

Secondly, the insurer could try to expand the scale
of its operations. If it can increase the amount of busi-
ness it does (that is, increase the volume and value of
the policies it writes), it should be able to extend the
effect of the LLN and thereby reduce further the vari-
ability of its average claims experience around the mean
annual loss and with it the possibility of an unmanage-
ably high claims level in any particular year.

Thirdly, it could try to diversify its business port-
folio further. The more diverse the range of risks for
which it provides cover, the more likely it is that high
levels of claims in some classes of business in any
given year will be offset by low claims levels in others.
Once again, the effect will be to reduce the variability
of its annual financial outturn.

A final option open to insurers wishing to mitigate
the risks inherent in random fluctuations in their claims
experience is to obtain reinsurance. By ‘laying off’ some
risk in this way, the company will earn lower surpluses
in good years but limit the net cost to itself of settling
claims even in bad ones.

(2) Mis-estimation
So far, it has been convenient to simplify our discussion
of insurer’s risk by assuming that our insurer knows
the size of the true population mean loss through
burglary of the households it insures. However, if we
think about it, we will quickly realize that this assump-
tion cannot be realistic. For the population of burglary
experiences is infinite and the value of the mean loss
resulting from such experiences cannot therefore be
known for certain by insurers or anyone else.
Nevertheless, insurers will wish to relate the
premiums they charge to their clients’ likely average
experience of loss. In practice, therefore, they will have
no alternative but to make estimates of the value of
the mean losses incurred by policyholders. They will

do so by using their own past experience of providing
cover for clients or obtain data on claims experiences
elsewhere in the wider insurance industry.

To illustrate the problems inherent in having to
rely on an estimate of the mean loss, suppose that
the insurance company in our example computes the
average burglary losses per household in each year of
the last 10 and then uses the average of these averages
as its estimate of the mean loss. Now, this estimate is
the average of a sample 10, and we know that, even if
samples are not biased in any way, their averages will
vary randomly from the true population mean. As a
result, the company faces the risk that any estimate it
makes will be a mis-estimate of the mean loss.

Mis-estimation could take the form either of an
under- or an overestimation. Either way, inaccuracy in
the company’s estimate will increase its risk of insolv-
ency. Consider underestimation first. If the company
bases the premiums it charges on an underestimate of the
mean loss, premiums will be set at an unduly low level
and, as a result, there are likely to be an unduly high
number of years in which premium income is insuffici-
ent to cover total claims. The danger is all the more
likely because the company’s low rates of premium
are likely to attract business towards it and away from
competitors. Note that because this business increases
the risk of financial shortfalls it is in fact unprofitable
at the rates of premium the company charges.

If, on the other hand, the company overestimates
the mean loss, this could well lead it to set its pre-
miums at an unduly high level. As a result, it will be in
danger of losing business to competitors, business that
would have been on average profitable even at lower
rates of premium. As a result, the volume of business
it will write will be smaller than otherwise and it will
derive less benefit from the LLN. This means that the
variability of its annual financial results will be higher
than otherwise. It should be clear that the security
of its position is thereby reduced. The problem of mis-
estimation is illustrated in Figure 2.2. Suppose that
curve A depicts the #rue distribution of annual average
losses through burglary. If the insurer had some way
of knowing where this true distribution lay, it could
base its premiums on the true mean average loss figure
(£a). Unfortunately, it can only try to estimate the
position of curve A by using sample data based on its
own or other companies’ claims experience. Because

9

State regulation of insurance companies aims to guard against this risk. The regulatory system in the UK is discussed in Chapter 25.
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sample averages vary around the true mean, it may
wrongly come to believe that the distribution of annual
average losses is represented by curve B. In that case,
it will base its premiums on a figure of £b, an under-
estimate of the mean average loss. On the other hand
the data it has available may lead the company to
believe, just as wrongly, that curve C depicts the dis-
tribution of annual average losses. It might then base
premiums on an overestimate of the mean average
loss, believing it to be as high as £c.

What can an insurance company do to protect itself
against the risk of mis-estimation of the mean loss?
Obviously, reinsurance will allow a company to limit
the adverse consequence to itself of mis-estimating the
mean policyholder loss. Secondly, adding a loading to
premiums in recognition of this risk in order to build
up a company’s financial reserve will be useful in that
it will help carry it through years of financial shortfall
produced either by the unduly low premium levels that
would result from an underestimation of the mean
loss, or the unduly high one that would result from
an overestimation. Eventually any mis-estimation will
become apparent from experience, and the company
can then adjust premium levels appropriately — pro-
vided it can survive that long. Building up its reserve
will increase its chances of doing so.

Both under- and overestimation of the mean loss
will, as we have noted, result in financial problems for
an insurer. Hence, in the case of mis-estimation, errors
in one direction will not offset errors in the other. It
follows that diversification of a company’s range of
business will do nothing to mitigate the risk of mis-
estimation. The other side of this particular coin is that
this risk is a reason for insurers to take diversification
gradually. For, as we have also just noted, the risk of
mis-estimation diminishes over time, as an insurance
company accumulates experience of an emerging
pattern of claims within a particular class of business.

A core of established business will therefore tend to
add to the stability of the financial results a com-
pany achieves. This core can in turn offer it a financial
cushion enabling it to withstand the potential adverse
financial consequences of taking on new classes of
business, with the inherent risk of mis-estimation that
entails. However, a major proviso here is that the scale
of the new business taken on at any one time must not
be too large.

(3) Parameter change

Actuaries seek to provide a rational basis for an
insurer’s pricing structure by estimating risks of losses
across the various classes of business as reliably as
possible from the data to hand as a basis for deter-
mining premiums. Mis-estimation is one example of
actuarial error. As the preceding discussion has shown,
it results from random variation in sample averages,
and the possibility of such sampling error cannot be
eliminated even if the characteristics (or parameters)
of the population from which samples are drawn are
stable over time. The scope for actuarial error is, how-
ever, very much broadened by the fact that stability
in these parameters cannot by any means be counted
on. On the contrary, they are dependent on social,
environmental, technological and other factors and
will change as the latter do. It follows that the past is
not necessarily a good guide to the future however
well we have learned to analyse the former.

To illustrate this point, consider Figure 2.3. Suppose
that initially actuaries have accurately estimated the
position of the distribution of annual average burglary
losses (curve 1). Relying on their advice, the insurance
company, basing its premiums on an estimated mean
average loss of £25, encounters no difficulty in meeting
claims out of premium income. As time passes, how-
ever, social conditions change, causing the incidence
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of burglary to rise and as a result changing the para-
meters of the annual average loss distribution so that
its position is now represented by curve 2. The mean
average annual loss is now £35. However, because
they have no choice but to rely on past data, actuaries
take some time to identify this parameter shift. In
the meantime, if the insurance company continues to
base its premiums on the now unduly low estimate of
annual average losses of £235, it could find its solvency
under threat.

The scale of asbestos-related losses suffered by
Lloyds ‘names’ in recent decades is perhaps the most
spectacular illustration of the potentially devastating
consequences of parameter change for insurers to have
emerged in the last 30 years. In the 1950s and 1960s,
before the health hazards associated with asbestos
were properly understood, Lloyds names underwrote
large numbers of health and safety insurance policies
in the USA. Asbestos was then very widely used as
a fireproofing material. Awareness of the causes of
asbestosis and related conditions, however, developed
in the 1970s, and asbestos-related insurance claims
submitted to Lloyds reached 6,000 per annum by the
early 1980s and 24,000 per annum ten years later. By
the early 1990s, names had settled asbestos-related
claims totalling £8bn. In all, some 34,000 individual
underwriters lost money as a result of these claims.
Many were forced to sell their houses and businesses
to meet their debts. Recriminations over the crisis
continued. In November 2000, after a high-profile
hearing lasting several months, a judge in the High
Court in London finally dismissed a massive claim
for compensation against Lloyds mounted by more
than 230 names who had lost money as a result of
asbestos-related claims.'

Clearly, building an adequate level of reserves can
go some way towards helping an insurance company
limit the threat to its solvency that parameter change
poses, as indeed can reinsurance. Diversification, too,
may help, so long as cases of beneficial and adverse
parameter change tend to cancel one another out and
insurers as a whole tend to err in the same direction
at the same time. In that case, if one company fails
to anticipate beneficial parameter changes and as a
result charges unnecessarily high premiums on a par-
ticular class of business, others will tend to have done

the same. As a result, an underwriting surplus will be
generated for the sector as a whole which will be avail-
able to cover losses as a result of failures to anticipate
negative parameter changes affecting other classes of
business.

Other limits to the insurance principle

Insurance works on the principle that it is possible
for an intermediary — the insurer — to organize a
financially solvent risk-pooling arrangement which
removes the exposure to some risk that a group of
individuals would otherwise face. In the discussion
so far we have shown how this principle relies on the
Law of Large Numbers. At the same time we have
made it clear that, however well the LLN operates,
insurers remain exposed to certain residual risks.

In fact, for the LLN to operate effectively, a num-
ber of other conditions must also be satisfied. The
most important of these can easily be stated. They are
that the exposures an insurer is called upon to cover
must be:

large in number;

part of a known phenomenon;
statistically independent of one another;
homogeneous in character;

unaffected by the fact of insurance;

borne by individuals who can afford to insure
themselves.

Exercise 2.3

State, with reasons, which of the following
is an example of (i) random fluctuation;
(ii) mis-estimation; (iii) parameter change:

(a) Company X, which has charged relatively low
premiums to a particular class of policyholders for
a long time, finds that in a significant proportion
of years this class of business proves unprofitable.

(b) Exceptionally cold weather leads to a high level
of claims for loss due to burst water pipes.

(c) Subsidence claims have proved particularly
expensive for insurers in recent years.

10 See ‘Lloyds names “fleeced in £4bn fraud”’, The Guardian, 7 March 2000 and ‘How the names lost their shirts’, The Guardian,

4 November 2000.
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Quite commonly, one or more of these conditions
will not be met. As a result, the applicability of the
insurance principle will very often be severely limited
— as this section explains.

(1) Small numbers of exposures

Some perils are specific to relatively few individual
cases, with the result that there may only be a small
number of exposures to them extant at any one point
in time. For example, injury to a virtuoso concert
pianist’s hands would mean a massive loss of earning
capacity for the performer concerned. But how many
truly virtuoso pianists are there?

An insurance company which offered cover to a
small number of clients facing an uncommon risk
would be likely to find that its year-to-year claims
experience in relation to this risk was highly variable.
Consequently, the risk to the company that claims
levels could turn out to be considerably higher than
premium income would be significant in every single
year that it wrote such business. As we know from
our earlier discussion, an insurer operating in such
conditions would be highly exposed to the risk of
insolvency. For this reason, insurers will tend to be
reluctant to cover classes of risk characterized by
small total numbers of exposures and, in these circum-
stances, the risks in question could prove to be more
or less uninsurable."!

Now, to take just one example, there is a multitude
of highly specific risks in the field of the performing
arts and entertainment alone, not only risks to pianists’
hands but risks to tenors’ voices, to ballet dancers’
legs and to various parts of other celebrities’ bodies
which we leave to the reader to imagine. One way in
which insurers seek to meet the demand for cover
despite the threats to them posed by small numbers
of exposures is to respond to this multiplicity of risks
by organizing multiple underwriting syndicates, each
of which underwrites one specific risk. Within each
syndicate, any one insurer takes on only a small pro-
portion of the overall risk, and each insurer may
participate in a number of different syndicates. There
is then a good chance that the risks concerned will
become more readily insurable because:

(a) each individual insurance company will be able
to limit the loss to itself that would arise from a
high level of claims in respect of any one risk in
any year;

(b) provided there was not a strong positive correla-
tion between the different risks covered, the total
of claims any insurer would be likely to be called
upon to meet in any year as a result of involve-
ment in various syndicates should also lie within
acceptable bounds.

The formation of such syndicates enables insurers
to create underwriting portfolios. The discussion in
Section 8.3 shows how holding a portfolio of stock
market securities can reduce an investor’s risk. It should
be clear that underwriting portfolios offer insurers
similar benefits in terms of risk reduction.

(2) Unknown phenomena

We have seen that insurers try to set premiums by refer-
ence to estimates of average expected claims levels on
policies of different types. These estimates are based
on past claims history and other indicators such as
officially published statistics on crime, mortality and
morbidity rates. What, however, if the risk clients wish
to be insured against is a hitherto unknown one? In
a fast changing world, novel risk situations arise con-
tinuously. Obvious topical examples relate to the spread
of new information technologies. For example, in the
latter part of the 1990s there was widespread interna-
tional concern that the arrival of the new millennium
would be marked by computer failure on a monumental
scale. But nothing comparable to this danger had
ever arisen before and therefore there was nothing in
insurers’ combined past underwriting experience that
they could have used to guide them in setting premiums
for covering millennium-bug-related risks. Similarly,
the risk of cyber-vandalism (such as the spreading of
computer viruses) is becoming an increasingly serious
one for organizations worldwide and one against
which it would be natural for many to wish to insure
themselves. However, until society gains much more
familiarity with this phenomenon, premium setting
will be little more than guesswork.

11

A risk can be said to be uninsurable when no insurer is prepared to offer cover against it or, on a less strict definition, when cover is

only available at prohibitively high rates. For example, suppose £500 was the lowest annual premium quoted for insurance of an item worth
£1,000. Unless there was a very high probability that it would be lost or damaged in any year, the owner of the item would be likely to
regard insurance as too expensive to contemplate and the item would for all intents and purposes be uninsurable.
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When the risk is a new one, insurers could quite
easily underestimate claims levels by a substantial
margin and, as a result, set premiums at much too low
a level to cover them. Furthermore, the problem could
be compounded by small numbers of exposures: if a
risk is novel, the numbers of individuals confronted by
it may not be large. The risks to an insurer inherent
in offering cover against novel kinds of loss exposure
could threaten to make some of them uninsurable.
Here again, though, the formation of underwriting
syndicates may offer individual insurers sufficient pro-
tection of their own positions to persuade them that
writing some business of this kind is viable.

(3) Positively correlated risks

Returning yet again to the burglary example used
earlier to illustrate the LLN, suppose now that the
incidence of burglary in a particular neighbourhood
varies from year to year. In particular, suppose that
there is either a crime wave and many houses in the
same vicinity are broken into over the same period,
or the whole area is relatively crime free for that
length of time. In these circumstances, it is clear that
the chances of burglary facing any two houses in the
neighbourhood will not be statistically independent.
If one house has been burgled recently, the chances
will be relatively high that neighbouring properties
will shortly suffer the same fate. On the other hand,
if there have been no attempts to break into any one
house in the locality recently, nearby properties will
be relatively safe for the time being.

We are here describing a situation in which indi-
vidual risks are positively correlated with one another.
In Box 8.2 we show how diversifying our holdings of
risky assets usually reduces risk. This is because the
returns on two assets are usually less than perfectly
correlated. Technically speaking, the correlation co-
efficient of returns between assets x and y, p,, is
less than +1. But note that the risk reduction effect is
at its maximum when p, = -1 and diminishes as the
value of p,, approaches +1. The same is true of any
set of random variables, including sample averages.
The point to emphasize is that the presence of positive
correlation between individual exposures to a given
risk diminishes the variance-reducing effects of the LLN
and, as a result, makes insurers’ claims experiences
more variable. In some years this will work to the

insurer’s advantage since it will result in a low level of
claims. However, if it is true that losses tend to occur
together, there will be other years in which claims may
well far exceed premium income. To protect themselves
against positive correlation between risks, insurers
may raise premiums, possibly to prohibitive levels, or
even refuse cover entirely.

Another way in which insurers try to limit their
exposure to highly correlated risks is by inserting
exclusion clauses into policies which offer cover against
loss from a range of causes. An important current
example in the UK is subsidence of the land on which
buildings stand, which is now widely the subject of
exclusion clauses in property insurance policies. Sub-
sidence became an increasing problem when extremely
low rainfall in some years in the early and mid-1990s
significantly depleted amounts of water contained in
the ground under buildings in many localities, leading
to shrinkage and shifting of the subsoil and movement
in foundations (with consequent structural damage to
buildings). Insurers have responded to this experience
by redrafting the terms of policies in ways which sig-
nificantly restrict their liability to pay compensation
when subsidence occurs.

The likelihood that adequate insurance will not be
available to protect people against catastrophe risk'?
suggests that, as a device for protecting members of
society against the consequences of adverse events,
insurance has some major limitations. For risks are no
less serious for being highly correlated. On the contrary,
highly correlated risks are arguably often the most seri-
ous kind, since they can inflict massive losses on whole
communities at the same time — witness the effects of

Exercise 2.4

Read the article in Box 2.2. Insurers give the name
‘catastrophe risk’ to some situations in which there
is a high positive correlation between claims
experiences on different exposures.

Can you explain, in terms of catastrophe risk,
why insurers are responding to the increasing risk
of flood in the way the article describes?

Why might damage caused by such events as war,
riot, civil commotion also be subject to exclusion
clauses in household policies?

12 A concept explored in Exercise 2.4.
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Box 2.2 Insurers threaten flood cover

Paul Brown, environment correspondent

deteriorating defences.

flooding.
Source: The Guardian, 20 April 2004.

British insurers are threatening they will withdraw flooding cover from about 220,000 homes if the government cuts
the spending on flood defences as part of Treasury economies.

Britain is unique in Europe in offering universal flood insurance but companies, having paid out £5bn in the last
five years — twice as much as in the previous five — believe it may be no longer be viable to do so.

Following the disastrous floods of 2000, the worst event in 300 years, spending on defences was stepped up
by the government to cope with decades of neglect. Many of those affected were new houses built on flood plains
without adequate defences which would be rendered unsaleable by withdrawal of insurance. Without insurance,
most banks and building societies will not agree a mortgage, so only cash buyers would be able to purchase.

After the 2000 floods the insurance industry agreed with the government that it would continue to insure
all properties for at least two years until the long-term intentions of the government on repairing and creating new
flood defences became apparent. The government solved the problem by stepping up expenditure but is threatening
to cut it again, now that there have been no serious floods for 18 months.

Jane Milne, head of household and property insurance for the Association of British Insurers (ABI) said ‘The
average home in Britain spends £295 on household insurance including flooding. The average cost of a flooding claim
is between £15,000 and £30,000. You do not need many flooding claims to eat up a lot of insurance premiums.’

The insurance companies believe that properties should by protected to the extent that flooding could be
expected to return not more often than one in 75 years, in order to make insuring them a viable risk.

In a submission to Gordon Brown, the chancellor, the ABI says that despite the increased expenditure one
in 10 of the 1.8m properties threatened by flooding will be in greater danger than the one in 75 year risk that
companies have set. The association has told Mr Brown that it is prepared to continue covering those properties
after that date if the Treasury continues its level of spending on defences, which will be £564 million in 2006.

The expenditure is enough to protect an extra 80,000 properties a year, so it will still take at least three years
to improve the barriers of the most vulnerable properties, without any money being spent on repairing existing

Ms Milne said ‘It is not a threat to withdraw cover so much as a sound business decision that we cannot afford
to take these risks. In the light of climate change we have to keep the risk of flooding under constant review.’

The submission to the Treasury comes just before the government’s Office of Science and Technology foresight
programme this week releases its scenarios for the next 100 years on how Britain will cope with climate change and

major natural disasters like hurricanes. Yet those who
suffer in such circumstances will often be denied the
benefit of insurance precisely because of the cata-
strophic nature of the risk to which they are exposed.

Recently, a term has been coined to describe a
situation in which economic or social conditions deny
particular social groups benefits that the financial sys-
tem offers: financial exclusion. The kind of exclusion
that may arise when risks are catastrophic in nature
creates a case for the socialization of some such risks,
that is, for the government to take responsibility for
providing compensation to victims out of public funds
when losses reach high enough levels."® Such outlays

could be viewed as being financed by a kind of enforced
premium charged to the community at large. How-
ever, note the key difference that, if compensation for
loss is paid out of the public purse, the cost falls on
individual members of society in proportion to their
liability to pay tax, not according to their degree of
exposure to risk of loss. This is at odds with normal
insurance principles, according to which those who
are most exposed to risk are required to pay most (in
premiums). However, catastrophe risk is the problem
it is precisely because normal insurance principles do not
apply. Furthermore, it is by no means obviously fair
that those members of society who are less fortunate

13

private sector.

Or, as suggested in the article in Box 2.2, for the government to bear the cost of reducing the risk of loss to levels acceptable to the
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than most (i.e., those most exposed to risk of loss)
should be expected to pay the most.

There is an international dimension to catastrophe
risk. Evidence is mounting that the world faces greater
exposure to natural disasters, such as floods, as a result
of global warming. There is evidence, too, that the
homes of the poorest within a given country’s popula-
tion are often concentrated in the areas that are most
exposed to such risks. Normal insurance arrangements
cannot be made to protect such people for reasons
which should be clear. If they are not to be left to cope
as best they can when disasters occur, socialization of
risk, whether through governmental or charitable aid
agencies, has a role to play.

(4) Non-homogeneous client groups

In our earlier illustration of the LLN, we implicitly
assumed that the risk of burglary was identical for all
policyholders. In other words, we treated the insurer’s
client group as if it were homogeneous. This was useful
in that it helped to simplify the analysis in a way that
enabled us to focus on essentials. But it overlooked
the major problems that arise when homogeneity is
not the case. As we now make clear, the nature of the
problem produced by non-homogenous client groups
depends critically on whether the insurer is or is not
able to identify the material differences between clients
that do exist.

We begin by looking at identifiable non-
homogeneous client groups. It is unfortunately true
that young drivers are particularly accident-prone.
Any insurance company that did not differentiate pre-
miums according to driver’s age would soon find itself
undercut in the market for mature drivers’ business
by other companies which offered this group lower
premiums to reflect their lower risk. Insurers will
therefore use their claims experience to divide a given
class of clients into as many subgroups as possible.
They will always be alert to new ways of doing so. For
example, insurers increasingly exploit the opportu-
nities inherent in the fact that addresses in the UK are
differentiated by postcode,'* something which in effect
subdivides the population into tiny, readily identifiable,
geographical subgroups.

The ability of insurers to differentiate between sub-
groups within a class of policyholders can be something
of a mixed blessing. On the one hand, it enables insurers
to match premiums more closely to an individual’s
liability to incur loss. On the other hand, it can seri-
ously limit the social usefulness of insurance in some
circumstances. Consider the position of the chronic-
ally sick and disabled, who are particularly exposed to
health-related risks, or of inner city communities, who
face particularly high crime-related risks. Both sub-
groups are readily identifiable by insurance companies,
which, when requested to provide cover to members of
them, will quote higher-than-normal premiums (which
may make them prohibitively expensive) or even refuse
cover altogether.

Financial exclusion of this kind was one of the
factors which gave rise to the system of National
Insurance that has existed in Britain over many decades.
It offers some protection against the adverse financial
consequences of unemployment, sickness and old age
but is not strictly speaking insurance since contribu-
tions are uniform or income-dependent and not related
to risk.

In the future, genetic testing looks set to become an
unprecedentedly powerful prognostic tool, making it
possible to examine an individual’s DNA structure to
determine his or her degree of predisposition to a wide
range of diseases, conceivably even at birth or in the
womb. The scope for differentiating between high- and
low-risk clients that genetic testing potentially offers
insurers could have some profound and surprising con-
sequences. A moratorium on the use of genetic tests
results is in operation until 2006. However, as genetic
testing becomes more sophisticated in the future, the
temptation on insurers to make it compulsory will
grow. Some individuals could then in effect be born
uninsurable across a wide range of health risks. That
could in turn lead to a demand for some kind of social
insurance provision, which would be the only viable
option for such individuals.

In fact, genetic testing might eventually allow
insurers to differentiate so finely between subgroups
amongst their prospective clients that business in
some classes of private health insurance could become
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Where the first half, and first digit of the second half, of the postcode of a group of UK addresses are the same, the addresses con-

cerned are said to be in the same postal sector. There are some 9,200 of these in the country as a whole. Insurers have sought to differ-
entiate clients by postal sector for many years. However, advances in IT are making it increasingly possible for insurers to analyse their
claims experiences in a far more detailed way by using the whole postcode. There are more than 1*/2 million different postcodes, each con-

taining about 15 addresses.
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Box 2.3 Discrimination and adverse selection in insurance

(a) Discrimination in insurance policies

Consider these two statements. As men are more
dangerous drivers than women, they should pay more
for motor insurance. Someone who is found to be
genetically predisposed to a certain illness should not
pay a higher premium for life insurance. Seemingly
inconsistent, they reflect the status quo in Britain. The
policies are also right but have recently been questioned.

In Brussels, Anna Diamantopoulou, the European
Union’s employment and social affairs commissioner, has
produced draft legislation banning sex discrimination in
insurance. And the Department of Health yesterday
published a white paper on genetics, which mused about
genetic testing and insurance. While the white paper
judiciously recognised the inherent, difficult trade-off
between outlawing discrimination and ensuring a viable
insurance industry, the draft legislation from Brussels
did not.

The underlying principles are the same. Sexual
discrimination is ethically repugnant and has been
outlawed in many areas. The government also accepted
that ‘a core ethical principle . . . is that no one should
be unfairly discriminated against on the basis of his or
her genetic characteristics’.

But in applying the principle of non-discrimination
to insurance markets, public policy must have regard to
the importance of asymmetric information. If customers
choose insurance on the basis of private information,
the market will be distorted and, in the extreme, can
cease to exist. To avoid this problem of adverse
selection — that only the worst risks want to buy
insurance at the price offered — insurance companies
segment the market into broad risk groups.

For gender, this is simple. A person’s gender is rarely
in doubt and the broad risks are well known. Women
are safer drivers so pay less for motor insurance, but live
longer so receive lower retirement annuities. Society
would lose if insurance companies were forced to be
blind to gender.

With genetic testing, things are much more difficult.
First, genetic tests have the potential to identify the risk
of a specific individual’s developing a particular disease
— which could make him or her uninsurable. People
could be excluded from getting a mortgage or protecting
their family against their death. Second, forced
disclosure of test results could inhibit some people from
taking the tests, to the detriment of public health. Third,
the relevance of genetic tests remains difficult to
interpret for insurance purposes.

The current voluntary insurance industry moratorium
on using genetic test results for life assurance policies up

to £500,000 is therefore sensible. Some time after 2006,
it may be the case that the combination of risk pooling
and widespread genetic testing becomes incompatible.
That point has already been reached as regards gender.
Sex-neutral insurance policies would create great
adverse selection, would not deal properly with
discrimination and must not be introduced.

Source: Financial Times, 25 June 2003.

(b) Where ignorance is bliss
A genome is not a horoscope. Destiny is not DNA.
With the exception of a few, very rare diseases, causes
of death are not genetically determined and neither are
courses of life. Everything else the genome tells us is a
matter of probabilities. But our knowledge of these
probabilities is improving all the time, thanks to the
knowledge and technologies brought about by the
human genome project. Tests are becoming widely
available which will make it possible to distinguish
much more finely which probabilities apply to
individuals. This is information which could be worth a
great deal not just to the people directly concerned, but
also to their insurers, their employers, those who pay
their pension funds, and even the general public.

So why has the Human Genetics Commission proposed
a law that would in principle ban discrimination on the
grounds of genetic makeup and why is this such a good
thing? One answer lies in a paradox. Insurance benefits
from knowledge, but it depends also on ignorance. If
we had complete knowledge of outcomes, life insurance
would be impossible. Those whose genetic constitution
promised long life would not buy it, and no one would
sell to those who really needed it. Something like that is
already happening in America, where health insurance is
increasingly a privilege of those who do not need it. So
there is a clear benefit to society in ensuring that insurance
is available to everyone, especially in a society like ours,
where the ability to own a house is dependent on getting
an insurance policy along with your mortgage.

Another reason is that the knowledge gained from
genetic testing will be multiplied the more people
are tested, precisely because it is a knowledge of
probabilities and statistical effect. So nothing must be
done that might make people fear the consequences of
being tested. But the most important reason is a moral
one. What the commission proposes is a statement of a
human right, one to which everyone should be entitled
by virtue of being human. That is why it should be
incorporated into legislation.

Source: The Guardian, 18 May 2004.
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impossible. For, with the results of such tests routinely
available to insurers and applicants, the former would,
as just noted, be reluctant to offer cover to those of
the latter who would most strongly desire it, i.e., those
whom tests showed to be at high risk. On the other
hand, the clients insurers would most like to have
— those shown to face low health risks — would have
little reason to seek insurance! In such circumstances,
insurers would only be able to obtain business they did
not want and they might well find that their techno-
logically advanced techniques had caused the business
they did want more or less to dry up.

This futuristic scenario would constitute a case of
what insurers call adverse selection.” To explore this
important concept more fully, we refer once again to
our burglary example and show that, when differences
exist within insurers’ client groups that insurers are
unable to identify, the problem of adverse selection is
particularly serious. Note that we are dealing here with
non-identifiable non-homogeneous client groups.

In our earlier example, the reader will recall, burglary
on average affected 1 house per 100 each year and each
burglary resulted in a loss amounting to £2,500, so
that E(loss) =0.99(0) + 0.01(2,500) = £25. Our insurer
had 100,000 clients. Suppose now that half of these
households were in a high-risk category (with a 3 in
200 chance of suffering a burglary in any year), while
the other half were at low risk (only 1 chance in 200
of loss). Notice that the expected loss of a household
will now depend on whether it is in the high- or the
low-risk group. For the high-risk group, expected loss
equals 0.015(2,500) = £37.50, whereas for low-risk
households E(loss) = 0.005(2,500) = £12.50.

If we assume for simplicity that the burglary risks
faced by different households are uncorrelated, what
premium will the insurer need to charge to cover
expected claims, assuming all households pay the same
premium? Clearly, the premium required will need to be
equal to the average expected loss of high- and low-
risk groups combined, i.e., '/2(37.50) + '/2(12.50) = £25.
Now the example has been designed to produce a
figure that is the same as if all households faced the
same degree of risk. However, when clients fall into
high- and low-risk groups, charging all policyholders
a standard premium that reflects the average degree of
risk may be fraught with difficulties for the insurer.

For example, suppose that differences in lifestyle deter-
mine whether a household is in the low- or the high-risk
group. Some families, for example, rarely leave their
homes unoccupied and some are very careful about
locking up when they go out or go to bed. Others
are rarely at home and some are extremely careless
about their domestic security arrangements. In all
these respects, individual behaviour will influence the
level of burglary risk a household will face. However,
the situation may well represent one of asymmetric
information. Householders will, of course, be aware
of their own lifestyles and therefore be in little doubt
themselves as to whether they are in the high- or the
low-risk category. But it might be very difficult for
insurers to obtain reliable information on the habits
of different households.

Without a reliable way of differentiating between
policyholders, our insurance company may be tempted
to charge a uniform £25 premium. High-risk house-
holders would be likely to regard this rate as a bargain
and flock to insure themselves: after all, they know
that their expected loss if uninsured is as high as £37.50.
However, a household in the low-risk group may
take a very different view. Knowing that its expected
uninsured loss is only £12.50, it may consider a pre-
mium of £25 as exorbitantly high and, even if it is
risk-averse, it could well decide not to take insurance.
As a result, charging a standard premium could leave
the insurance company dangerously exposed to adverse
selection — plenty of high-risk customers and relatively
few low-risk ones. With this imbalance in its clientele,
it will be likely to experience average claim levels higher
— possibly a lot higher — than £25, and its solvency
will be threatened.

There are a number of ways in which insurers may
be able to protect themselves against adverse selec-
tion. For example, companies will engage actively in
risk screening, that is, using past experience to iden-
tify as accurately as possible characteristics (e.g., age,
occupation) which will add to or diminish the likeli-
hood that a policyholder covered against a given risk
will incur losses and make claims. Individual applic-
ants will then be charged a premium appropriate to
the category to which the insurer believes they belong.
However, past claims experience must be accumu-
lated before risk screening can become possible. Until

15 As the two contrasting articles in Box 2.3 illustrate, developments in genetics are leading to calls for discrimination on grounds of
genetic make-up to be banned, which have in turn prompted concern that such a ban would expose insurers to adverse selection of a closely

related kind.
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then, the insurer would be unable to identify good and
bad risk characteristics and could remain exposed to
adverse selection.

The same kind of difficulty arises when insurers
offer reduced premiums in the form of no-claims dis-
counts to policyholders who have rarely, if ever, made
claims in the past and who are, on that basis, regarded
as being of low future risk. No-claims discounts would
be most effective if the insurer could carry on doing
business with the same clients year after year. How-
ever, all existing policyholders eventually ‘pass on’
and the company will need a flow of new applicants to
take their places. If accepted, some new clients will,
of course, turn out to be good risks. However, with no
past record to go on at the point of initial applica-
tion, the company may have no way of telling which
applicants are in this category and therefore no reli-
able method of attracting them with offers of reduced
premium rates.

By sharing information, insurers can in practice
reduce the need to accumulate past experience of their
own and as a result make more extensive use of risk-
screening and no-claims discounts. For example, British
insurers have access to CUE (the Claims and Under-
writing Exchange), a computer database of general
insurance claims and individuals’ claims profiles.

Some other devices for discouraging or reducing
the cost of adverse selection do not rely so critically on
the accumulation of past data. For example, policies
of many kinds contain restrictive clauses which exempt
the insurer from liability when the policyholders’
behaviour may have been a significant factor leading
to loss. Thus, some home protection policies will not
compensate householders for burglary losses in the
absence of evidence of forced entry (which would
indicate that the householder concerned had not
taken the reasonable precaution of locking all doors
and windows). Similarly, standard holiday insurance
policies do not cover ‘hazardous pursuits’ such as
skiing and mountaineering.

As well as responding negatively to the threat
of adverse selection in these kinds of ways, insurers
can also respond positively by trying to promote
behaviour that will reduce the incidence of loss. For
example, property insurance policies frequently offer

discounts on the standard premium to policyholders
who have fitted specified security devices.'®

Insurers sometimes also impose ‘excesses’, that is,
they insist that the policyholder meets the first £x of
any claim him- or herself. The existence of an excess is
in itself a negative response to the problem of adverse
selection, for it is a device for making high-risk clients
bear more risk themselves. However, excesses become
a more positive kind of response if they are voluntary
and accompanied by the offer of reduced premium
rates to policyholders willing to accept them. For they
then turn into a technique by which an insurance com-
pany can hope to make its policies more attractive to
a low-risk clientele and to promote loss-reducing beha-
viour amongst policyholders. Once again, voluntary
excesses will ‘work’ for an insurance company even
if it does know which clients are low risk and which
high risk.

(5) The effects of insurance on the
behaviour of the insured

Suppose an insurance company gathers information
about the experience of burglary among uninsured
people and discovers that, as in our earlier example,
the risk of burglary in any one year is 1 chance in 100,
with an average loss of £2,500 if burglary does occur.
Suppose it then begins to provide cover against burg-
lary, charging a premium equal to expected loss of
uninsured households, i.e., £25 per annum.

Now a company which, like this one, based pre-
miums on the record of loss among uninsured people
may find that these are insufficient to meet claims as a
result of the phenomenon of moral hazard. This prob-
lem arises because once individuals are insured they
may take less care to avoid loss, simply because they
know that, should a loss be incurred, the insurance
company will ultimately bear the cost. Even worse,
they may do things which increase the size of their
exposure. For example, they may acquire more valu-
able possessions, comforted by the knowledge that
they will receive compensation in the event of loss.

It follows that, in practice, insurers will need to set
premiums at above the average uninsured loss level or
find ways of reducing the problem of moral hazard, or
both. Fortunately, techniques available to help insurers
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It would be enormously expensive for an insurance company to check that all policyholders who claimed to have fitted the devices in

question were telling the truth — part of the problem of asymmetric information. However, it would not really need to do so. It could instead
simply make checks only when policyholders made claims and then refuse to pay out when these revealed that false information had been

provided.
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cope with adverse selection, risk screening, no-claims
discounts, restrictive clauses, discounts for loss-reducing
behaviour, excesses and so on, will also tend to be
useful in helping them deal with moral hazard. The
reader should make sure he or she understands why.

Finally, we must consider the question: is insurance
affordable? An obvious but important fact about
insurance is that it is only useful to the extent that
potential users can pay for it. This is often not the
case, a point touched on earlier in our discussion of
natural disasters. We have noted also that some social
groups in this country, for example, the irregularly
employed and the chronically sick, are in particular
need of the protection afforded by some types of
insurance but will in many instances find it difficult
to obtain cover. The problem for such people is often
compounded by the fact that, even if cover is avail-
able, their situation means that they are on low
incomes and therefore cannot afford its cost — double
financial exclusion.

A case in point is the healthcare system of the USA,
which is based predominantly on private insurance and
from which tens of millions of citizens are excluded by
their low incomes or employment situation. Indeed,
the existence of the National Health Service in the UK
can be understood in part as a response to this limit of
the insurance principle, namely that insurance works
only if those who face the risks can afford to pay for
cover.

2.4.3 Pension systems: what are they
and why have them?

We now turn our attention to pension funds, the other
major class of NDTI identified earlier. These institu-
tions operate as part of a pension system, and in order
to begin to understand the principles governing their
operation, we need first to say something about what
a pension system is and why (if indeed at all) it might
benefit society to have such a system.

What is a pension system?

A pension system may be briefly defined as a framework
of arrangements, based on statute or private contract
or both, under which individuals gain specified entitle-
ments to a regular income in retirement (a pension) in
return for the payment of specified sums (contributions)
made by themselves or their employers during their
working lives.

Notice that the system could, at one extreme, be
an entirely voluntary one, in which individuals freely
entered into contracts committing themselves to
making payments to intermediaries and the latter, in
turn, committed themselves to financing the payment
of pensions on specified terms when the individuals
eventually retired.

At the other extreme, a pension system might be
compulsory and government-operated: workers and
perhaps employers too might be legally obliged to make
payments to the state (such as national insurance
contributions in the UK) and the state might commit
itself to paying pensions directly to retired individuals
according to rules laid down in statute.

Systems representing all kinds of intermediate
positions between these two extremes are possible.
For example, the law might require employees and
employers to enter into pension contracts with fin-
ancial intermediaries whose terms were specified by
statute. Workers and firms might be allowed to con-
tract with any intermediary approved by the govern-
ment, i.e., they might be given a choice between
intermediaries. However, they would be obliged by
law to enter into a contract of the prescribed kind
with one such organization or another. Such a system
would thus be based on compulsion even though no
money passed through the government’s hands at any
stage. Alternatively, the system might be such that
employers voluntarily entered into contracts with
financial intermediaries (or made internal financial
arrangements) with a view to providing pensions
for their employees on retirement, but obliged their
workers to accept such arrangements, including
making contributions from salary, as part of the con-
tract of employment.

Why pensions?

Now that we have defined what we mean by a pension
system it should be apparent that it is not something
that will necessarily exist in all countries at all times.
For, in the absence of a pension system, individuals
could still provide for their old age by accumulating
savings during their working lives and then financing
their needs during retirement by spending the income
(dividends, interest etc.) generated by their capital, by
gradually drawing on it (‘dissaving’) or both. Given
that this is possible, is there any reason why a pension
system should be needed at all? We can perhaps use-
fully subdivide this question into two:
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1 Does a pension system of a purely voluntary kind
offer any advantages to individuals who wish to
provide for their old age?

2 Is there any case for state intervention in relation to
the financial provision made for the elderly?

Considering the first of these sub-questions, we
should immediately note that trying to plan for one’s
retirement in the self-sufficient kind of way just
described poses a serious financial problem. For, if 1
wish to fund my old age by spending the returns my
capital generates and by gradually drawing it down, I
must plan to have the right amount of savings at the
point of retirement to allow me to do so. But to plan
that, I must accurately forecast my lifespan. Now, to
stay alive on this Earth as long as possible is a more or
less universal human desire, but what if I live longer
than I had forecast when I formulated my life savings
plan? Put bluntly, my funds may come to an end
before I do! We are referring here to the problem of
longevity risk, namely the risk that I may live longer
than expected(!) and may therefore have run down
my capital so far while still alive that it does not
afford me a satisfactory standard of living throughout
my lifetime.

An obvious advantage of a pension system, even
one based purely on voluntary contracts, is that it may
help to overcome this problem. Suppose that, instead
of accumulating capital on my own account, I enter
into a contract with an intermediary under the terms of
which I make payments before retirement and in return
am guaranteed a regular income throughout my life-
time, however long that turns out to be. Such a contract
would effectively eliminate my longevity risk.

How could such a contract be financially viable from
the point of view of the intermediary? The answer is that,
if it can persuade a large group of individuals to enter
into contracts of this kind, it can hope to exploit the
LLN to ensure that the longevity risk thereby removed
from the shoulders of individuals concerned is not
simply transferred onto itself. For, given reliable enough
data on life expectancy and suitable actuarial skills, it
can set the payments it requires an individual to make
at the right level to ensure that they will be sufficient
to finance the pension payouts made to a person who
lives an average lifespan. Now, of course, some indi-
viduals to whom the intermediary is contracted will

live longer than others. But, with a large enough client
base, it can expect that the long stream of payments it
will have to make to individuals who live to a ripe old
age will be offset by the much smaller total payouts
made to those who are not so fortunate. One arguably
distasteful but nevertheless essential feature of pension
schemes financed by contributions is that those who
die young subsidize those who live on!

Even if I could forecast my lifespan accurately,
trying to finance my retirement in a self-sufficient way
by accumulating my own savings would also expose
me to investment risk. For in deciding how hard I
would need to save during my working life in order
to ensure the standard of living I desired in old age, I
would need to forecast the rate of return my savings
would earn as they accumulated before I retired as well
as the rate of return my capital would earn afterwards.
If, as things turned out, I had overestimated either my
pre- or my post-retirement returns, I would discover —
too late to do anything about it — that T had not saved
hard enough!

I may be able to reduce or even eliminate this invest-
ment risk by entering into a pension contract with
an intermediary of the kind already described. Once
again, any reduction in risk that arises will be due to
the scale of the intermediary’s operations, which will
enable it to hold a more diversified asset portfolio
than any individual will be able to achieve and to
cover the costs of more expert fund management than
an individual is likely to be able to afford."”

Longevity and investment risk suggest reasons why
individuals might choose to participate in a pension
system of a purely voluntary kind. They do not in them-
selves, however, justify the involvement of the state
in financial provision for the elderly. We now turn to
consideration of a range of other factors which, in the
view of many observers, do suggest grounds for govern-
ment intervention of one form or another in this area.

Adverse selection

One way in which I could act individually to avoid
longevity risk is by buying what is known as a retire-
ment annuity. This would involve me in using some or
all of my savings to make a lump sum payment to an
annuity provider at the point of retirement. In return
the latter would agree to pay me a regular pension
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In some circumstances a pension scheme will be capable of transferring risk away from the individual at the point of retirement. See

the discussion of defined benefit versus defined contribution pension schemes in Section 2.4.4 below.
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Exercise 2.5

(a) If someone purchases a lifetime annuity on
retirement, does longevity risk disappear or
is it transferred? Explain your answer.

(b) Who would be more likely to purchase such an
annuity: Mr X, whose life expectancy is short
because of a medical condition he has developed,
or Ms Y, whose family tends to live to a ripe
old age? Why?

(Answers: Part (a), see end of book; part (b), this page.)

(the annuity) for the rest of my life. Exercise 2.5, to
which the reader should now turn, is intended to high-
light a major drawback of a voluntary arrangement of
this kind.

Because of his medical condition, Mr X could expect
to receive only a short stream of pension payments
if he purchased the annuity. To put the same point a
little more technically, the annuity would represent
poor value for him because his longevity risk is low.
The standard of living he could expect to enjoy over
his expected short life would be likely to be higher if
he invested his money on his own account for the time
being, rather than paying it over to the annuity pro-
vider, and subsequently spent it as he wished. Exactly
the opposite is true for Ms Y, however. Her longevity
risk is high and the annuity for her would be likely to
be an extremely good buy.

It should be clear from our comparison of the posi-
tions of Mr X and Ms Y that an annuity-providing
intermediary in a voluntary system would face a major
adverse selection problem. It would welcome clients like
Mr X since the lump sum payments it would receive
from them would be likely to be large in relation to
liabilities it would incur in return. But the intermediary
will find it difficult to attract the likes of Mr X. On
the other hand, clients like Ms Y would be distinctly
unattractive to the annuity provider, since they would
bring formidable liabilities with them relative to the
lump sums they would pay. However, conscious of the
high levels of longevity risk they faced, they would be
the first people at the intermediary’s door demanding
to be allowed to buy a pension.'®

It follows that a purely voluntary pension system
might never get off the ground, since, as a result of
adverse selection, intermediaries might not find it finan-
cially viable to offer pension annuities. As a result there
would be market failure: the financial system would
be incapable of fulfilling the function of helping indi-
viduals overcome the longevity risk that they would
face if left entirely to their own devices in the matter
of providing for old age. The possibility of market
failure of this kind suggests a first argument for state
involvement in pension provision. Only if the state
obliged people to purchase pension annuities might it
be financially viable for intermediaries to provide them.
If that is true, an element of state compulsion might
be viewed as desirable as the only practical means
of ensuring that protection against longevity risk was
made available.

Financial ‘myopia’/improvidence

The future is uncertain, and each of us only gets old
once (if at all). Providing for old age is therefore not
something we can learn to do from personal experience,
particularly since we will not have a chance to learn
from our mistakes. It follows that individuals left to
their own devices may fail to save sufficiently before
they retire. They may not be far-sighted enough to see
a need to do so. Or they may just be plain improvid-
ent: they may decide to enjoy the present and to let
the future take care of itself. Whether myopic or
improvident, by the time the individuals concerned
have discovered the error of their ways (which may
not be until old age has arrived) it may be too late.

If it is accepted that a civilized society cannot
simply allow individuals who have been ‘feckless’ in
their younger days to live in destitution in their old age,
then some state-initiated system to provide pensions
for them is required. In fairness the benefits of such a
system would probably have to be extended to every-
body else. The costs of the system could conceivably be
met out of taxation, which would immediately intro-
duce an element of compulsion. Furthermore, it is likely
that some people will save less for themselves if they
believe the state will provide for their financial needs
in retirement. If it is thought desirable that society
should be protected against this form of moral hazard,
compulsion of a more direct kind will be necessary:
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Notice the contrast with life insurance. Life insurers welcome long-lived individuals and are chary about providing cover to people with

known medical conditions that may shorten their lives. For pension providers, everything is reversed!
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future beneficiaries will have to be required to make
contributions towards the cost of the pensions they
will in due course receive. At the same time, even if the
principle is accepted that citizens should be made to
pay in a direct way for the pensions they will receive,
it is not necessary for the state to have any involve-
ment in the actual financing of pensions. Individuals
could pay their contributions to private sector inter-
mediaries during their working lives and the latter
could in turn pay the former their pensions after
retirement. The state’s role would then be restricted to
using its power to require citizens to enter into these
financial arrangements and to providing a regulatory
framework for them.

Poverty alleviation/redistribution

Even though they may be neither ‘myopic’ nor im-
provident, people in some social groups may not save
enough for their old age because they simply have not
been able to afford to do so. For example, they may
have experienced a lifetime of poorly paid or casual
jobs or else their careers may have been interrupted
significantly by sickness, family responsibilities or
unemployment. If all sections of society are to enjoy
an adequate retirement income, deliberate provision
will need to be made for people in this (possibly) large
category. Such arrangements are also likely to result
in a redistribution of income and wealth towards the
poor, something that will be regarded as desirable if it
is felt that market economies tend to produce unfair
and random economic inequalities.

To the extent that the purpose of a pension sys-
tem is poverty alleviation or redistribution, it would
obviously be inappropriate for its beneficiaries to be
expected to meet the costs of the pensions they are
intended to have. Since that is so, designing a pension
system with objectives of these kinds but based on
financial contracts between individuals and private-
sector intermediaries is likely to prove problematic.
This points to one of the dilemmas surrounding the
so-called ‘stakeholder’ pensions recently introduced by
the UK government."” These are intended to enhance
the living standards in retirement of poorer sections
of the community who have not hitherto enjoyed the
benefit of occupational pensions. Yet the stakeholder
pension is an essentially private arrangement by which
a portion of a worker’s salary is deducted at source
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and paid into a pension fund that will ultimately have
the responsibility of paying a pension reflecting the size
and quantity of the contributions he or she has made.
So the stakeholder pension does not shift the burden
of providing for old age from the poor or relatively
poor intended beneficiaries — unless employers also
contribute to workers’ pension funds.

Social solidarity

A further related justification for having a pension
system derives from the motive of social solidarity. As
members of the same society, we will have a concern
for one another’s wellbeing and will also recognize the
latter stages of life as a period when individuals are
particularly vulnerable. We may therefore feel it right to
offer one another collectively some kind of assurance
that, regardless of financial circumstances or choices
made earlier in life, old age, should we reach it, will be
a time of financial security. In that case, our feelings of
social solidarity are likely to lead us to wish to ensure
that a pension system exists capable of guaranteeing
everyone an acceptable standard of living in retirement.
Note that a pension system motivated by social
solidarity could take many forms. It might be state-
operated and financed out of taxation. Equally, how-
ever, it could be based on a legal framework which
ensures a level of contribution to private-sector pension
schemes that enables the intermediaries responsible
for their operation to offer a standard of pension pro-
vision high enough to meet society’s expectations.
Clearly, pension systems can differ widely in their
design and characteristics. In the next section, we
examine some key differences and consider their
implications for pension funds in particular.

2.4.4 Characteristics of pension
systems

Pension systems can be distinguished according to the
principles on which they:

m are financed, that is, how benefits are paid for;

m determine the entitlement to benefit of different

individuals.

These differences and their implications form the focus
of the discussion for the remainder of this chapter.

19 Stakeholder pensions are discussed further in Section 3.5 below.
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Financing pensions: ‘pay-as-you-go’ and
‘funded’ schemes

The UK state pension scheme is financed on a PAYG
(‘pay-as-you-go’) basis: national insurance contribu-
tions received from foday’s generation of workers go
to pay the pensions of foday’s retired generation. In a
significant way, this arrangement reflects underlying
economic reality. Suppose I want to ensure that I have
bread to eat after I retire. During my working life I
could, for example, build an oven in which the bread
I will eat after retirement will be baked. This would be
a real equivalent of saving for my retirement. However,
even though I can provide myself with real capital for
my old age in this way, I can only eat as a pensioner if
the next generation of workers does the work needed at
that future time to bake the bread I will eat and grow
the wheat from which it will be made. In other words,
since the current labour of others is always needed to
support the generation of pensioners that is alive at
any point in time, it is true to say that the latter are in
a real sense maintained economically on a pay-as-you-
go basis by the current working population, however
their living costs are paid for.

Notwithstanding these considerations, PAYG is an
unsuitable basis for financing the occupational pension
schemes®® operated by individual firms in the private
sector for two main reasons:

1 if the workforce of a private firm diminishes over
time (e.g., because the business is declining), its
pensioners could outnumber its current workforce
so greatly that current contributions into the firm’s
pension fund do not cover its current liabilities to
pay pensions;

2 the firm may cease trading, leaving pensioners (and
employees hoping for a pension in the future too)
unprovided for.

State-financed schemes, whether operated to provide
pensions for public sector employees or the general
population, do not face these particular problems and,
in any case, the state could in principle always levy taxes
(or ‘print’ money) to make good any funding short-
fall. However, state provision is under threat in the
UK and many other relatively rich countries because

of the twin demographic implications of (i) rising life
expectancy, which implies an expanding pension
population, and (ii) stagnant or declining numbers of
people of working age to provide for their own and
everybody else’s needs.

These two developments together mean a rising
dependency ratio, defined as the ratio of economic-
ally dependent people to those who support them.?!
This, it is widely feared, could mean steep increases in
taxation for the working population that could impact
badly on the living standards of workers and their
families, especially if economic growth is weak, and
produce disincentive effects that could have adverse
effects on economic growth.

Set against this it should be recognized, however,
that in increasingly wealthy communities there is scope
for increasing the level of taxation without actually
reducing living standards. In other words, even if some
of the benefit of economic growth is taken away from
today’s producers in extra taxation, they may still be
left with sufficient gains to enjoy a gradually rising
standard of living. Secondly, it should be noted that
the spending capability pensions offer to the retired
community may help to stimulate aggregate demand
and, in particular, demand for labour-intensive services
(personal care, for example). This could be genuinely
beneficial in an era when technological advances
are causing labour to be shed in many sectors of the
economy.

For the reasons outlined above, UK law requires
private occupational pension schemes to be fully funded.
The underlying principle of a funded scheme is that each
generation of workers finances itself. But the current
generation of workers belonging to any scheme is still
in the process of making contributions and will only
draw pensions in some future period. How can we
tell whether it is truly succeeding in financing its own
future pension provision? The answer is that we have
to compare the current asset and liability positions
of the pension fund in question, something which is
complicated by the long time spans involved.

The contributions already made by workers who
have yet to retire will give them rights to future pension
payments as determined by the rules of the scheme.
These, together with the obligations to pay pensions

20

above.
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Recall that occupational pensions and the role of pension funds in providing them are briefly outlined at the beginning of Section 2.4

The elderly are a major economically dependent group but not the only one. The very young (those below working age) are also eco-

nomically dependent, as are those who are unable to work through severe illness or disability.
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to former workers already in retirement, represent the
currently accrued liabilities of the fund. Note that they
are liabilities to make payments at a succession of dates
stretching into the (fairly) remote future. Note also
that if the scheme’s estimate of its own future liabilities
is to be reliable, it needs to forecast accurately the aver-
age longevity of its current and future retired scheme
members.

On the other hand, the present assets of the fund
equate to the sum of all contributions received to date
plus all returns gained as a result of investing these
minus all monies so far paid out in pensions. These
are available to meet future pension payouts and, in
the meantime, to invest with a view to acquiring addi-
tional assets in the future that will also be available to
finance the payment of pensions.

For a scheme to be fully funded, the total of its
present assets must be sufficient, given projected rates
of return on future investment of these monies, to
ensure that all liabilities that have so far accrued to
pay pensions in the future can be met as they fall due.
The scheme’s actuaries will be concerned particularly
with the validity of assumptions made about longevity
rates and projected rates of return on the future invest-
ment of funds held by the scheme. If they are satisfied
with the reasonableness of these assumptions then
the fund can be said to be actuarily sound. Clearly
actuarial soundness is a key requirement for a fully
funded scheme.

Factors such as those identified in Exercise 2.6
could present a risk that an occupational scheme might
at some point in time become underfunded. That
would cast doubt over its ability to pay the full rate of
pension due to its retired members, present or future.
So long as there is a chance that a scheme could
become underfunded, its members thus face what is
in effect an investment risk. The reader should recall
that the reduction of investment risk was one of the
justifications put forward earlier for the existence of
a pension system.

If a scheme appears underfunded, the pressure will
be on the employing firm, in the first instance, to step
up its contribution rate so as to remedy the situation.
If the degree of underfunding is so great that the
additional need for contributions from the employer
would be excessive, the current generation of workers
might also be required to make higher contributions.
Either way, the current generation of pensioners is com-
pletely protected against this investment risk. Currently
working members are also fairly well protected, since

Exercise 2.6

Suppose the pension scheme of a given firm is fully
funded at the present time. How, if at all, will the
following changes affect the financial state of the fund?

(a) an increase in the rate of benefit paid to retired
members;

(b) a decrease in the contribution rate paid by
workers or by the employer;

(c) an increase in the life expectancy of retired
members;

(d) a decrease in the profitability of the fund’s
investments;

(e) an increase in labour turnover within the firm;

(f) a round of redundancies before retirement within
the firm;

(g) an increase in the rate of inflation.

they will not have the primary responsibility for making
good any funding shortfall.

The real threat to the financial security of both
actual and prospective pensioners arises from the
possibility that, at the point in time at which a state
of underfunding has developed, the firm has ceased
to trade. Now, in order that accrued liabilities can be
met, a firm’s pension fund is designed to carry on even
if the firm itself closes down. However, suppose that
after the firm’s closure a significant fall in the pro-
jected rate of return on the fund’s investments occurs.
In such circumstances there would be no source of
finance from which to top up the fund’s assets and its
trustees would find themselves with no option but to
reduce the level of pensions members receive.

Determining benefits

Having considered funding aspects, we now go on
to examine the benefits side of pension provision.
Essentially, schemes divide into two major classes in
terms of the way in which benefits to be paid to
members are determined: these are ‘defined benefit’
and ‘defined contribution’ (sometimes called ‘money
purchase’) schemes.

Defined benefit schemes set down precise rules
governing how much each individual will receive in
pension payments. For example, the size of an indi-
vidual’s UK state pension depends on how complete
his or her contribution record is.
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Many occupational schemes are defined benefit
schemes in which the individual’s pension right is deter-
mined on a final salary basis. The pensioner receives:

B an annual pension equal to a specified fraction of
his/her final salary (e.g., 1/80) for every year s/he
has worked

and generally also

B a lump sum on retirement equal to a fraction (e.g.,
3/80) of final salary for every year worked.

If I am a member of a defined benefit scheme, I can at
any time make a reasonably reliable forecast of my pen-
sion income by working out how many years of service
I will have achieved by the time I retire and estimating
what my final salary will be. The characteristics of a
defined benefit scheme, coupled with safeguards against
underfunding already discussed, offer members of such
schemes a high degree of security. The employer bears
the brunt of any investment risk. It is true that, if bene-
fits are defined in nominal (money) terms, the value of
the pension can be undermined by inflation. However,
in many schemes pensions are index-linked, so that
the inflation risk too is borne by the employer.

These risk transfers obviously represent a disadvant-
age of defined benefit schemes as far as employers are
concerned. However, they also possess a number of
other limitations which should not be overlooked.

Without doubt, defined benefit schemes offer real
security in old age to individuals who expect to clock
up a long period of service with an employer and to
be earning a reasonable final salary by the time they
retire. However, many people will not be in continu-
ous, reasonably well-paid employment. For example,
some will suffer illness or unemployment, and many
will have to interrupt their careers to care for children
or elderly relatives. For people in these categories, the
defining of benefits will not in itself be sufficient to
ensure a reasonable level of pension entitlement.

Furthermore, although making pension entitle-
ment dependent on length of service and final salary

Exercise 2.7

Carl has worked for 23 years in a firm whose
pension scheme is designed on an ‘eightieths’ basis.
His salary in the year preceding his retirement was
£26,400. What will his annual pension be and what
lump sum will he receive on retirement?

Exercise 2.8

Stuart and Barbara have both recently retired on the
same pension from the company for which they have
worked. This is because both received the same final
salary and both had the same length of service with
the company.

However, Stuart spent most of his working life
on a lower salary grade and was promoted to the
same salary level as Barbara only 18 months before
retirement. Barbara, on the other hand, had worked
at this higher grade for most of her career.

Is it fair that both should receive the same pension?

(Answer: this question raises a matter of personal
judgement but, in thinking about it, the reader
should bear in mind that over her career Barbara
will have made much larger contributions to the
company’s pension fund than Stuart will have done.)

is intended to achieve fairness between members of
a scheme, inequities such as that illustrated in Exer-
cise 2.8 can arise.

Another issue of equity that arises out of the nature
of defined benefit schemes is that people who change
jobs frequently may lose out:

®m There may be a minimum period of service before the
individual’s right to a pension becomes ‘vested’. If he
or she leaves the job before the end of that period
he or she will have accrued no pension entitlement.

m Even if the right is vested, it will be frozen until the
individual retires. If pension entitlement is fixed in
money terms it is not protected against inflation.
Even if it is index-linked, the individual remains at
a disadvantage as it is likely that the Retail Price
Index will rise more slowly than the salary he or
she would have earned by staying in the company
and to which the pension would have been tied.

®m The individual loses the opportunity to enhance the
value of his or her early contributions by achieving
promotion at a late stage (consider Stuart’s case in
Exercise 2.8).

The economy looks set to be characterized by high
job insecurity for the foreseeable future. Many people
could therefore be disadvantaged by these features of
defined benefit schemes.

The features of defined benefit schemes which give
rise to these equity considerations may also have
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implications for economic efficiency. Because they create
a financial incentive for workers to stay with the same
employer, they will tend to discourage labour mobility.
As a result, staff turnover may be reduced and this may
in some ways benefit firms and through them the wider
economy. By the same token, however, defined benefit
schemes will reduce labour market flexibility. This will
tend to make it more difficult for growing firms, per-
haps the most dynamic enterprises in the economy, to
attract labour that they can use effectively. Economic
growth could suffer as a result.

In view of the risk burden defined benefit schemes
place on employers as well as the equity and the
efficiency issues they raise, some commentators have
suggested that it might be useful if they were widely
replaced by defined contribution (otherwise known
as money purchase) schemes. An example of the latter
kind of scheme is the UK ‘personal pension’. Here the
individual pays in contributions over his or her work-
ing life which are invested to produce a fund that is
used when the person retires to buy an annuity payable
for the rest of his or her life. The size of the eventual
pension received therefore depends on:

m the value of contributions paid in — the individual
may have some discretion over this;

m the returns earned on these contributions;

m the market rate for annuities at the time of retirement.

Note that, under a money-purchase arrangement, the

worker will not know the size of his or her pension

until the day he or she retires. Other aspects of defined
contribution schemes are explored in Exercise 2.9.

Exercise 2.9

1 Under a defined contribution scheme:

(a) who bears (i) investment risk, (ii) inflation
risk, the employer or the employee?

(b) would the obstacles to labour market
flexibility referred to above disappear?

(c) would adequate pensions be ensured for
those in low-paid or irregular employment?

2 Should the government encourage a shift from
defined benefit to defined contribution schemes?

Non-deposit-taking institutions —
mutual funds

Mutual funds are, strictly speaking, any funds in which
investors’ savings are pooled, on an equal basis, for
investment purposes. In this sense, the insurance com-
panies and pension funds that we have just been discuss-
ing could be regarded as mutual funds. However, the
pooling of funds for investment purposes comes about
as a side-effect of their main objective, which is to pro-
vide a particular kind of financial product. Thus the term
‘mutual fund’ is more commonly restricted to organiza-
tions for whom the pooling of investment funds is their
primary business. The phrase is thus used to describe
a fund of savings collected in order to exploit the
economies of scale that exist in the transactions costs
associated with trading in securities — equities, bonds or
money-market instruments.” In a mutual fund, small
savings are placed with a fund manager who uses them
to buy, hold and sell securities with a view to achiev-
ing the objectives of the fund, which may be ‘growth’,
‘income’ or ‘balanced’ (a mixture of the two). Alternat-
ively, the fund may concentrate upon particular sectors
of the securities market (‘technology’, ‘special situations’,
‘smaller companies’) or upon particular geographical
regions (‘Pacific’, ‘SE Asia’, ‘North America’). If the
objective of the fund is primarily to generate income,
it may invest exclusively in bonds or in money-market
instruments (a ‘money-market mutual fund’).

In order to meet the costs of trading in the securities,
the fund will make a small annual charge to investors
and there may also be a charge for entering and leaving
the fund. The benefits to investors, however, are that
these charges are much smaller than they themselves
would face if they tried to buy a similar portfolio of
securities as individuals. This is because of consider-
able economies of scale in transaction costs — it costs no
more to process a very large deal than it does to handle
a small one — and this is reflected in brokers’ fees and
commissions. Thus an individual buying, say £10,000-
worth of shares in a company might find that s/he was
paying, say, 3 per cent in fees, while a fund manager
buying, say, £10m-worth might pay only 0.5 per cent.
This in turn means that an individual would find it very
expensive to build up a diversified portfolio, whereas,
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The term ‘mutual’ is also used to describe a particular form of ownership of a financial organization, one where ownership rests with

the savers and borrowers. Amongst many examples are building societies in the UK (Chapter 3) and some banks in Germany (Chapter 5).

This is quite different from the meaning of mutual here.
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as a member of a mutual fund s/he can have a small
share in say, 100 companies. Finally, there may be an
advantage to unsophisticated investors with little know-
ledge and little time to increase it, in putting their
funds with a professional manager and his or her team
of analysts (though evidence discussed in Section 26.4
does not strongly support this).

As we said above, the term ‘mutual fund’ has come to
mean a fund which pools savings in order to buy, hold
and sell securities. A glance at the financial press in
any developed country will reveal hundreds of funds
available to savers, all offering the advantages of relat-
ively cheap diversification. (Section 8.3 discusses these
advantages.) Similar as all these funds are in their object-
ives, the structures which are used in order to achieve
those objectives vary in detail between countries.
However, there are two fundamentally distinct types
of mutual fund and most countries offer both. Mutual
funds can be either ‘open-ended’ or ‘closed-ended’.

An open-ended fund is one in which the size of
the invested fund varies in response to two things.
Firstly, the size of the fund varies with fluctuations in
the value of the assets held by the fund. This is true to
a greater or lesser extent of all mutual funds. What
is special about open-ended funds, however, is that
the flow of savers’ contributions to the fund will also
cause a change in fund size. An inflow of savings
causes the fund to expand while an outflow causes it
to shrink. In the UK, such funds are known as ‘unit
trusts’ or ‘open-ended investment companies’ (OEIC).
There are differences in structure and in pricing prac-
tice (see Section 3.6) but neither of these concern us
here. To understand how an open-ended fund works
we need to understand the concept of a ‘unit’, since
the inflow (or outflow) of funds causes a change in the
number of units in existence but not their price.

Imagine an open-ended fund which is being created
from new. The management advertises its intention
to open a fund with specific objectives, let us say
capital growth from shares in mainly US companies.
They invite savers to invest as much as they wish
(though this will usually be subject to some minimum
amount, say £500) by a specified date. Let us assume
that subscriptions amount to £100m. This is immedi-
ately invested in US shares with a small amount, say
5 per cent, retained as bank deposits. The fund is then
divided into units with an arbitrarily chosen price.
In the UK, an opening price of 50p is quite common.
Fixing the price obviously fixes the number of units.
In our example, the price of 50p means that 200m

units are created. These units are then allocated to
savers in a quantity which matches the amount that
they originally subscribed to the fund. The result is
that the company has a portfolio of shares and ‘cash’
equal in value to the funds subscribed by savers and
savers have a claim on this portfolio, represented by a
number of units of 50p, which just matches what they
subscribed. Now suppose that no additional funds
are subscribed and no savers cash in their units. The
value of the fund will vary directly and only with the
value of the underlying shares. If the price rises such
that the whole portfolio becomes worth £150m,
then it follows that the value of each unit will have
increased to £150m + 200, or 75p.

Imagine now that new savers wish to join the fund
and others wish to leave. On any particular day, units
will have a price, calculated as we have just seen. New
savers can buy units at this price while existing savers
who wish to withdraw from the fund can sell units
at the same price. Let us assume that, on balance, an
additional £7.5m flows into the fund. The managers
will create an extra 10m units credited to the new
savers and invest the new savings in more US shares.
The effect of the inflow has been to expand the size of
the fund (by 10m units = £7.5m). The reverse would
have happened in the case of withdrawals. Meanwhile,
the value of the units will vary if, and only if, the value
of the fund’s investments changes. In an open-ended
fund, therefore, inflows and outflows from savers affect
its size, not its value. Its value depends solely upon the
value of the underlying assets.

By contrast, a closed-end fund is one whose size is
unaffected by its popularity with savers. ‘Inflows” and
‘outflows” have no effect at all on the size of the fund
and this is because strictly there can be no inflows
or outflows to the fund itself. A closed-end fund is one
where the fund is established by the savings originally
subscribed and then the doors are closed. As with an
open-ended fund, subscribers’ contributions are used
to buy assets which reflect the objectives of the fund
(‘income’, ‘growth’ etc.) and subscribers are once again
given shares in the fund at a price which determines
the number of shares in issue. What distinguishes the
two types of fund is what happens next. Suppose that
additional savers wish to join the fund, attracted per-
haps by its objectives and the assets that it owns. Since
the fund is closed, their savings cannot be added to the
fund. If they wish to acquire a share in the fund, they
have to buy existing shares, already held by other savers.
With a closed-end fund, additional savings cannot
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increase its size, they can only increase its value. Equ-
ally, people ‘leaving’ the fund cannot diminish the size
of the fund - they cannot withdraw their savings from
the fund itself. This structural difference gives rise to
two further distinguishing features.

The first relates to the pricing of units or shares
in the fund. We have seen that the value of units in an
open-ended fund changes only when there is a change
in the value of fund assets. By contrast, since joining
and leaving a closed-end fund means buying or selling
its shares, attempts to join and leave will affect the
price of the existing shares. This means, therefore, that
the value of shares in a closed-end fund can change for
two reasons. First of all, the value of the shares will
bear some relation to the value of the underlying assets.
If the assets in which it is invested rise dramatically
in price, for example, then the fund is more valuable
and, other things being equal, the shares in the fund
will also be more valuable. But for closed-end funds,
other things may not be equal. The value of the shares
in the fund will only rise if people see them as more
valuable and wish to buy them at the price which
reflects the value of the underlying assets. As a rule, we

may expect this to be the case but it zeed not happen,
or it may not happen with precision. In fact, it is quite
common for the value of shares in a closed-end fund to
stand at a discount to the value of the assets in which
the fund is invested. (We look at why this might be the
case in Box 2.4). So, the second fundamental differ-
ence between an open-end and closed-end fund is that
while the price of shares (units) in an open-end fund
is determined exclusively by the value of the assets in
the fund, the price of shares in a closed-end fund is
determined by demand for the shares. The value of the
underlying assets is relevant only in so far as it affects
this demand. During the equity market recovery of
2003-04, the price of shares in most investment trusts
lagged behind the general rise in the level of share prices
and the discounts to net asset values widened.

The second difference between the two types of fund
means that closed-end funds are, as a rule, cheaper
to operate. This follows from the fact that savers’
decisions to buy or sell the shares have very little
impact on the fund’s managers. Their job is to invest
the funds originally subscribed when the fund was
first established. If the fund becomes popular (and the

employees of the fund.

Box 2.4 Why do investment trusts trade at a discount?

Because the price of shares in investment trusts is determined by the demand for them, their price can deviate
from the value of the underlying assets. One might expect such deviations to be short term and equally distributed
between discounts and premiums. However, discounts are much more common and can go on for years (though
varying in size). At first sight, this bias is curious and difficult to explain. Consider what it means. If an investment
company owns shares whose current market value is £500m and the market value of its own shares is £450m, the
discount is 10 per cent. A large investor, interested in the underlying shares then has a choice. He can either buy
the shares in the open market for £500m or he can buy all the shares in the investment company for £450m, close
the firm and keep the underlying shares, saving himself £50m. This looks like an anomaly which ought not to exist in
a competitive, well-informed, market. The fact that the discounts persist suggests that shares held by an investment
company are less attractive to would-be purchasers than the same shares bought in the open market.

There are several factors which explain the paradox. The first is that if a single buyer tried to buy up the shares
of the investment company, it is very likely that the share price would rise and the discount would be eliminated,
certainly once it became clear that a takeover was planned. The second is that the rate of return on shares owned
by an investment company are bound to be less than they would be if held directly since the investment company
has operating costs which have to be met from the return on the portfolio before the company’s shareholders can
benefit. This is acceptable to ‘small’ investors because the charges are less than the costs they would have to face
if they tried to create the same portfolio on a small scale. The same would apply to anyone who bought up all
the company’s shares — its operating costs would still have to be met. However, any potential buyer of the
investment company is likely to be another financial institution, or at least another company. Such a buyer would
not be interested in paying for the management of the fund. The buyer would wish to sack the management
and employees and hold the underlying portfolio directly. This eliminates the future management charges, but
winding up the company would involve costs which would include paying compensation to the management and
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share price rises) that is of no direct consequence to
the managers. In an open-ended fund, however, this
popularity would mean an inflow of funds which would
have to be invested. Likewise, with sales. If savers

‘leave’ a closed-end fund they merely sell their shares
(whose price may fall). The fund itself is unaffected. In
the case of an open-end fund, however, the managers
will have to sell underlying assets in order to repay

Box 2.5 Hedge funds

In 1998, ‘Long Term Capital Management’, a US-based mutual fund in which many financial institutions and
wealthy individuals had invested, nearly collapsed. It sent shivers through world financial markets, such was its
size, and caused the Federal Reserve to cut interest rates, leading to the allegation that the Fed was developing a
new role — of lender of last resort to financial markets — to complement its traditional role of lender of last resort to
the banking system. LTCM was widely referred to as a ‘hedge fund’. The term hedge fund has since been applied
to many other mutual investment projects, not all of which strictly merit the term.

The basic principles of a hedge fund were established by Alfred Winslow Jones, an Australian by birth but
later a US citizen with a colourful and varied career, in 1949. A conventional mutual fund buys assets which it
expects to give a good rate of return in some combination of income and capital gain. If the managers think that
the assets are likely to produce a poor or negative return, their defence is limited to selling the assets and holding
money instead. A hedge fund does the same but, crucially, it does four other things. Firstly, it simultaneously
engages in ‘short-selling’, that is it sells shares it does not own but has only borrowed, in the expectation that
it will be able to buy them later, when their price has fallen. Secondly, it borrows funds in order to buy assets
in excess of the subscriptions that it has received from fund members. In other words, it employs ‘gearing’ or
‘leverage’. Thirdly, there should be no explicit charge to members of the fund because the managers are paid a
percentage of realized profits. Thus their remuneration has a strong incentive element. Finally, hedge funds are
usually unregulated and are therefore free to deal in derivative instruments (see Chapter 20) giving them another
source of gearing.

The basic idea behind a hedge fund, therefore, is to eliminate market risk (the fund’s long holdings benefit when
the market rises and the short sales show a profit if the market falls) and to make a profit by buying and selling the
right stocks. We shall see, when we have studied Chapter 8, that the theory behind this is quite different from the
theory that drives most conventional mutual funds. The conventional argument, used to justify the latter, is that one
does not have enough information consistently to buy (sell) individual assets just before their price rises (falls) so
that ‘stockpicking’ is highly risky and is unlikely to give a return which is better than holding a diversified portfolio.
However, the added advantage of investing in a mutual fund is that it gives a high degree of diversification which
eliminates the specific risk associated with individual assets, since good returns will offset poor returns. With
sufficient diversification, the level of risk can be driven down to approximate ‘market risk’, the risk that the whole
market may rise or fall. This level of risk is regarded as unavoidable. But a hedge fund is constructed in such a way
that market risk is eliminated while the managers concentrate upon spotting ‘undervalued’ shares (which they buy)
and ‘overvalued’ shares which they borrow and sell short. The icing on the cake is then to magnify the profits by
gearing.

Following these principles, Jones died a rich man in 1989, but the secret had been revealed as early as 1966 and
inevitably spawned many imitators. To begin with, hedge funds sought to attract only very large subscriptions so
they were accessible only to institutions and the extremely wealthy. However, with stock markets generally falling
during 2000 and 2001, retail fund management groups found it impossible to sell units in conventional funds. The
idea that it might be possible to make a profit whichever way the market was moving thus became very attractive
as a marketing device. These groups then began to offer ‘hedge funds’ scaled down for people to invest as little as
£5,000. At the same time, it became apparent that the term ‘hedge fund’ was being misused in a number of these
cases and regulators became worried that unsophisticated investors were being drawn into funds which they did not
fully understand. The biggest worry is that some of these so-called hedge funds lack the short-selling element. This
leaves them as highly geared conventional investment funds. They borrow money in order to buy and hold shares
which they think will rise. Gearing increases the possible returns but it also increases the risk. It remains to be seen
whether retail investors fully understand this risk and how they will react when it turns out that some of these
funds are not fully hedged.




savers who wish to quit. An open-ended fund entails
much more buying and selling and therefore higher
operating costs. As a result, while a closed-end fund
might charge investors around 0.5 per cent (of the
value of the fund) per annum, charges for a unit trust
or OEIC might be around 1.5 per cent.

It should be clear from this description that a
closed-end fund has many of the characteristics of a
publicly quoted company. One cannot put funds into
the company itself, but, if one wishes to benefit from
the skills of the managers, one can buy shares in the
company. And this is effectively what closed-end funds
are — listed companies whose job happens to be invest-
ing in other companies’ shares (or other securities)
rather than the production of goods and services. This
is why the details of shares in closed-end funds are usu-
ally listed along with the details of shares in all other
publicly quoted firms in the financial press. In the UK,
such funds are called ‘investment trusts’ and their
details are quoted on the ‘London Share Service’ pages
of the Financial Times, along with all other quoted
companies. (The word ‘trust’ is thus misleading but
has survived from the nineteenth century when these
funds were first established as genuine trusts.) Like
other companies, they can issue various types of shares
to shareholders and they can borrow. The latter is
useful when markets are rising, since the interest on
the loans will usually be less than the return from the
additional assets which can be bought with the loan.

We noted earlier that one of many differences
between DTIs and NDTIs is that the latter tend to
experience flows of funds which are ‘contractual’.
People make regular payments into pension funds and
insurance policies and these buy them an agreement
that the pension fund or insurance company will make
payments to them in the event of some specified con-
tingency, accident, illness, retirement, death etc. Both of
these conditions make the flows of funds experienced
by NDTIs relatively stable and predictable, especially
when contrasted with funds entering and leaving DTIs.
These tend to be ‘discretionary’. People hold additional
deposits after they have made all their other expenditure
decisions. When they reach a certain threshold, they may
be withdrawn and converted to something else. The
position for mutual funds is somewhere in between.
Most funds operate regular savings schemes, where the
saver contributes a fixed monthly amount. This has
the advantage to the fund that its inflows have some
degree of predictability. On the other hand, they also
accept ‘lump-sum’ investments and these may be quite

2.6 SUMMARY 67

volatile. In countries (like the UK) where there are
tax advantages relating to investment in each tax year,
mutual fund inflows may tend to bunch toward the end
of the tax year as people make last minute decisions
not to pass the tax-saving opportunity. More gener-
ally, mutual fund inflows and outflows are likely to be
strongly affected by the performance of markets in
which they invest. Stock market slumps, for example,
will reduce net investment in mutual funds and could,
in the worst case, cause net withdrawals.

m Summary

The defining characteristics of financial systems lie
more in the nature of the institutions that make up
those systems than they do in the markets. We shall
see some of the differences in the next few chapters.

In this chapter we have divided financial institu-
tions into deposit-taking and non-deposit-taking
institutions, noted their main features and explained
some of the principles on which they work. Deposit-
taking institutions, for example, are institutions
whose liabilities act as a country’s principal means
of payment and form the largest part of its money
supply. For both reasons, such institutions tend to
be highly regulated and to have access to a ‘lender of
last resort’ which can provide liquidity if the deposit
takers are threatened with illiquidity. Illiquidity risk
is one of the main risks faced by such institutions and
comes about fundamentally because deposit liabilities
have a shorter maturity than the loans which are
DTIs” main assets, but is exacerbated by deposits’ use
as means of payment and the fact that decisions to
hold deposits, as opposed to other forms of financial
wealth, are discretionary rather than contractual.
These two circumstances give deposit inflows and out-
flows a degree of volatility which is not experienced
by NDTIs.

By contrast, the main NDTIs, insurance companies,
pension funds and (to a lesser extent) mutual fund
organizations, have inflows and outflows which are
contractual and/or can be estimated with some degree
of reliability. The fact that inflows and outflows can
be estimated depends to a large extent upon the ‘law
of large numbers’ and this enables all financial institu-
tions to engage in some degree of maturity trans-
formation — holding liabilities which are of shorter
maturity than assets.
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Bank-based
Market-based
Short-termism
Universal banking
Retail banking
Investment banking
Corporate banking
Asset management
Wholesale banking
Asset risk

Liquidity risk
Payment risk
Maturity transformation

Key concepts in this chapter

General insurers

Reinsurance

Law of Large Numbers

Mean

Standard deviation

Loading

Mis-estimation

Parameter change

Correlation coefficient of
returns

Catastrophe risk

Adverse selection

Moral hazard

Pay-as-you-go pension
scheme

Funded pension scheme

Dependency ratio

Defined benefit

Money purchase

Open-ended mutual fund

Closed-end mutual fund

Unit trust

Investment trust

Hedge fund

Pension system

Life offices

Retirement annuity

Questions and problems

1

Distinguish between ‘asset risk’, ‘payment risk’
and ‘liquidity risk’ as faced by banks.

Explain why ‘liquidity risk’ is a particular
problem for banks (when compared with non-
deposit-taking institutions). How can banks
protect themselves against liquidity risk?

‘Provided an insurance company bases the pre-
miums it charges on the claims resulting from
a large sample of homogeneous and statistic-
ally independent past exposures, its premium
income will always be sufficient to meet
claims.” Do you agree? Why or why not?

Why should it matter to an insurance com-
pany whether or not the exposures it is called
upon to cover are:

) large in number?

) part of a known phenomenon?

) statistically independent of one another?
) homogeneous in character?

e) unaffected by the fact of insurance?

a0 o

(
(
(
(
(

Explain how limits to the applicability of the
insurance principle can lead to financial
exclusion.

6

10

11

How much truth is there in the accusation some-
times levelled against insurance companies that
they are in business to provide cover for people
who do not need it?

Do insurers face a dilemma between trying to
differentiate as finely as possible between sub-
groups within a given class of business and seek-
ing to reduce risk by making use of the LLN?

Is it reasonable to argue that provision for old
age should be left as a matter for individual
choice? If your answer is ‘no’, what do you
consider to be the strongest argument against
doing so and why?

Distinguish between (i) PAYG and funded
pension schemes and (ii) defined benefit and
defined contribution schemes. In both cases,
identify the main advantages and disadvant-
ages of each member of the pair.

Distinguish between ‘closed-end” and ‘open-end’
mutual funds. Why are management charges in
the former generally lower than in the latter?

Why do the shares in investment trusts often
trade at a discount to the value of the under-
lying assets in the fund?
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m Introduction

In this chapter, we look at the main characteristics of
the UK financial system. As we said in the last chapter,
the distinctive characteristics of a financial system lie
largely in the institutions which comprise the system and
the way(s) in which they are regulated. Accordingly,
the chapter proceeds by examining in turn each of the
groups of intermediaries briefly described in Chapter 2.
Under each heading we indicate the scale of activity
and the sources and uses of funds. We also outline the
main features of the relevant regulatory regime.

There are various ways in which data can be used
to compare the size and behaviour of financial inter-
mediaries. Firstly, one can look at the use which is made
each year of funds received from savers. For this, we
require data on the net acquisition of assets. These are
assets purchased during a period of time, less assets
sold. This does not of course measure the flow of new
lending to ultimate borrowers, since many of the assets
purchased will be assets already in existence; these are
assets created by earlier lending, the institutions taking
over the loan from a previous holder. Neither does it
measure the total scale of trading in assets by any par-
ticular institution. In the course of a year an insurance
company, for example, will buy and sell many assets of
any given type. Its total sales and purchases of a given
asset constitute the turnover in that asset while the net
acquisition, as we said, is the difference between sales
and purchases. Finally, we could compare stocks of
assets currently held. This would involve looking at
balance sheet data and that data would show the sum
of net acquisitions cumulated over previous years.
Comparisons made in this way would obviously be
strongly affected by decisions made in the past.

For banks and building societies Tables 3.1 and 3.2
(respectively) give data on both stocks of assets and
also changes in those assets in the most recent year for
which data is available. Thus one can judge the size
of banks and building societies either in terms of their
accumulated wealth or in terms of the flows of funds
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which they are directing into new assets. One can also
see the direction of those funds.

Our comparison of other (non-deposit-taking) fin-
ancial intermediaries is based around Table 3.4 which
shows data for net acquisitions and thus enables us to
compare the scale of funds available for disposal by
each institution and the way in which those funds were
used in the most recent period for which data is avail-
able, and around Table 3.5 which shows stocks of
assets. Using all four tables, comparisons can obviously
be made between each type of intermediary. For non-
deposit-taking institutions we then include a further
table (3.6) which shows the part played by each type
of institution in the turnover of selected securities.

m Banks in the UK

The UK banking sector has traditionally been highly
segmented. Until the last 20 years or so, it was possible
to read about the activities of ‘retail banks’, ‘accepting
houses’, ‘discount houses’ and so on. And these divi-
sions were maintained in the official statistics. Until the
mid-1990s, for example, the Bank of England Quarterly
Bulletin used to publish a list of institutions to whom
the Bank of England had granted a banking licence. The
list ran to more than 450 institutions and these were
allocated to one of seven sections, reflecting their func-
tion. The distinctions were maintained in the published
statistics so that it was possible to compare the balance
sheets of ‘retail banks’ with, for example, those of
‘British merchant banks’. This no longer makes much
sense. As we explained in Section 2.3, what we think of
as ‘a bank’ is often just one division (usually the retail
division) of a much larger banking group. The group as
a whole will offer a full range of banking functions and
even a variety of financial services, like asset manage-
ment, which we would not usually think of as part of
banking at all. Barclays plc is a name which most people
in the UK would immediately recognize as a major
retail bank, but as Figure 3.1 shows, Barclays is a large

Corporate centre

Retail financial services Corporate banking

Figure 3.1 The Barclays Group

Investment banking  Asset management
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conglomerate which operates a retail banking division
alongside corporate and investment banking and asset
management functions.

In these circumstances, we can still distinguish be-
tween different types of banking function or activity
(retail banking is different from investment banking)
but we should not think about these activities being
the sole activity of a particular firm. There are some
investment banks in the UK which specialize only in
that activity but most banks, and certainly all retail
banks, are parts of a much larger group which offers
everything. The Bank of England now publishes the list
of banking licence holders in its Annual Abstract of
Statistics. In the current list, banks are classified by their
‘nationality’ — the location of their headquarters.

Table 3.1 shows the assets and liabilities of UK
banks at the beginning of 2004, distinguishing between
sterling and foreign currency items. Bearing in mind
our discussion in Section 2.3 about liquidity risk, the
first thing to notice is the very small ratio of instantly

available ‘liquid reserves’ to the rest of the balance sheet.
For example, if we add ‘notes and coin’ and ‘Balances
at the Bank of England’ we have a figure of £9,582m.
But this figure does not strictly correspond to ‘reserves’
since the figure for ‘Balances at the Bank of England’
includes ‘cash ratio’ deposits. These are deposits which
banks must maintain at the Bank of England, up to
0.15 per cent of their assets, in order to generate income
for the Bank. ‘Operational deposits’ are only a subset
of the figure in Table 3.1, amounting in January 2004
to about £63m. If we add these to notes and coin to
calculate a ‘reserve ratio’ (reserves/deposits) it amounts
to just 0.53 per cent if we use only sterling deposits and
to about half that, 0.27 per cent, if we include foreign
currency deposits. In the UK this ratio is a ‘prudential
ratio’, that is it is chosen by banks themselves in the
light of what experience tells them is a safe minimum.
There is a requirement, however, that any bank that
intends to change this ratio should give prior notice
to the Bank of England so that the Bank is always in a

Table 3.1 Foreign currency liabilities (inc. euro): Sight and time deposits

Sterling assets

Notes and coin 7,910
Balances at the Bank of England 1,671
Market loans 455,064
Advances 1,113,281
Bills 18,983
Claims under sale and repurchase

agreements 141,632
Investments 140,398
Other 75,272
Total 1,954,211
Foreign currency assets (including euro)
Market loans and advances 1,057,912
Claims under sale and repurchase

agreements 787,583
Bills 32,412
Investments 368,080
Other 183,976
Total 2,429,964
TOTAL ASSETS 4,384,175

Sterling liabilities

Sight deposits 683,385
Time deposits 657,272
CDs and other paper 158,746
Liabilities under sale and repurchase

agreements 151,660
Sterling capital 220,959
Other 56,573
Total 1,928,595
Foreign currency liabilities (including euro)
Sight and time deposits 1,284,820
Liabilities under sale and repurchase

agreements 267,693
CDs and other paper 666,655
FC capital 59,746
Other 176,670
Total 2,455,586
TOTAL LIABILITIES 4,384,181

Source: www.bankofengland.co.uk/mfsd/iadb.
Note: totals/subtotals do not balance/sum owing to rounding.



position to form a view about the likely availability of
liquid assets relative to banks’ requirements. Table 3.1
aggregates all banks and the ratio we have just calcu-
lated is a broad average. If we could break the table
down to show different types of banking functions
we would find that this ratio would be higher for
retail banking divisions, probably around 1 per cent,
and lower for non-retail banking. Such a very low
reserve ratio makes the availability of ‘second tier’
liquidity very important. In the UK this is provided
by ‘market loans’, ‘repurchase agreements’ and ‘bills’.
Market loans are loans to the interbank and other
money markets, many of them for very short periods
or even overnight. The latter can be liquidated on
demand or ‘at call’. Repurchase agreements (when
listed under ‘assets’) are loans that have been made,
again usually to other banks or other financial institu-
tions, by ‘buying’ assets (usually government bonds)
from the borrowing firm on the strict condition that
the borrower will repurchase them within 14 days
at a higher price. Bills are short-term money market
securities with an original maturity usually of three
months. By holding a range of ‘repos’ and bills, banks
can ensure that they have a continually maturing
stock of interest-earning assets which provide them
with a constant flow of funds. In a real emergency,
a fraction of these assets can be easily liquidated at
a moment’s notice. (Details of these money market
instruments are given in Chapter 15.)

The bulk of banks’ earning assets are held in the form
of loans or ‘advances’ to the ‘non-bank, non-building
society private sector’ (‘M4PS’ for short!). ‘Investments’
refers primarily to securities and most of these are
short-dated government bonds.

Table 3.1 suggests that sterling business and foreign
currency business account for about 44 per cent and
66 per cent of the total, respectively. But this is true only
for the banking system as a whole. In retail banking,
foreign currency deposits make up less than 25 per cent
of the total, while wholesale banking foreign currency
business accounts for about 70 per cent. What the
table also conceals between different types of bank is
the importance of ‘sight’ or ‘demand’ deposits against
‘time” deposits (including CDs). Retail banks are central
to the payments mechanism. For this reason virtually
everyone needs a bank sight deposit account and sight
deposits make up about 50 per cent of retail bank
deposits. But for wholesale banks, deposits are much
more likely to be time deposits. Consequently the degree
of ‘maturity transformation’ undertaken by wholesale
banks is less than it is for retail banks and this partly
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explains why wholesale banks can operate with smaller
reserve ratios than retail banks.

Until 1998, supervision of the UK banking system
rested with the Bank of England, under the terms of the
Banking Act, 1987, which required the Bank of England
to exercise the following powers:

m licensing of all deposit-taking institutions (except
building societies);

B ensuring that institutions have adequate capital,
liquidity and controls;

B ensuring that they make adequate provision for bad

debts;

m checking that directors of banking institutions are
‘fit and proper persons’.

In 1997, however, the Bank of England was given
‘instrument independence’ for the conduct of monetary
policy. The thinking behind this, a desire to free the
Bank of political constraints on its actions, is discussed
in Sections 14.5 and 14.6. But political pressure is only
one source of potential interference with a central bank’s
conduct of monetary policy. A central bank might, for
example, be reluctant to raise interest rates if it happens
to know that some commercial banks are facing a high
level of bad debts which is likely to rise further if interest
rates go up. So long as it is responsible for supervising
the banking system and maintaining stability, a central
bank is likely to delay raising interest rates if it knows
that one consequence might be bank failures.

To avoid this conflict of interest, therefore, the
supervisory powers listed above were transferred
from the Bank of England by the Bank of England Act
in June 1998 to a newly established Financial Services
Authority (FSA) which will eventually be responsible
for the supervision of all financial intermediaries.

Banking, like most forms of financial intermedia-
tion, is increasingly an international activity. Banks with
headquarters in one country, for example, may operate
subsidiaries in many others. This poses a problem for
supervisors partly because differences between national
rules may lead to distortions in the pattern of banking
activity whereby banks concentrate certain types of busi-
ness in those countries where regulation is lightest and
partly because there is a danger that foreign subsidiaries
‘fall between the cracks’ when it comes to supervision:
the home authority cannot exercise supervision in the
host country, while the host country supervisor may
not feel a responsibility for foreign banks. Thus much
effort in recent years has gone into the international
coordination of banking supervision. For example,
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the capital tests imposed by the FSA are enshrined in
the EC Capital Adequacy Directive, 1996. These in
turn are based upon recommendations of the so-called
‘Basel Committee’ in 1998 and involve calculating a
‘risk-adjusted’ measure of bank assets. The details are
discussed in Chapter 25, but essentially the calcula-
tion involves attaching ‘weights’ (=1 for commercial
loans, 0.5 for mortgage loans, 0 for cash, for example)
to each category of assets. The value of assets when
adjusted for risk is clearly less than the unadjusted
value, but unlike the unadjusted value it will change
if assets of the same value, but different risk weights,
are substituted for each other. Having calculated a
risk-adjusted value for assets, the next step involves
calculating the bank’s total capital (subject to certain
definitions and rules about proportions) and comparing
this with risk-adjusted assets. The recommendation,
widely accepted in industrial countries in 1993, was
that the ratio of capital to risk-adjusted assets should
not be less than 8 per cent.

Devising a regulatory system where nothing falls
between the cracks requires not only an international
set of rules, but some agreement about supervisory re-
sponsibilities where firms’ activities cross international
boundaries, as they usually do. The EC Second Banking
Coordination Directive, 1993, places the responsibil-
ity for supervision of overseas branches on the home
supervisor but lays down rules to ensure cooperation
between home and host authorities. Thus branches of
banks with headquarters in other EU states are per-
mitted to operate in the UK on the strength of the licence
issued in the home country, while the FSA is responsible
for the supervision of branches of UK banks operating
in other EU countries on the strength of the licence
issued in the UK by the FSA.

Banks in the UK are subject to pressures for change
which affect banks throughout the western economies
although the results have not always been the same as
in other countries. The most noticeable trends in recent
years have been the increasing automation of banking
services (surely a worldwide phenomenon), the con-
centration of the industry through merger and acquisi-
tion (certainly a European and North American trend),
the closure of branches (a rather more peculiarly British
development involving mainly retail banks) and the
increasing use of securitization. Such trends are not
independent of one another but we can only discuss

each in turn, pointing out the connections. When it
comes to mergers, we shall also point to an interesting
pattern which these have taken, which is perhaps
rather different from what one might expect.

Like most industries, banking has been dramatic-
ally affected by technological developments in the last
quarter-century. Many of these are linked to improve-
ments in communication and thence to the revolution
in information technology. Two of these, which have
had far-reaching consequences, have changed dramat-
ically the provision of the core banking activities of
deposit-taking and payments.

The first is the development of automated teller
machines (‘ATMS’) or ‘cash dispensers’ as they are often
called. The latter is an interesting misnomer. It is true
that when the first machines were introduced in 1967
they did little more than give the customer access to cash
in a fixed amount. In 1977 there were about 1,300
machines, which by then offered customers a choice
of withdrawal amounts together with a statement of
current balance. By 2002 there were 41,000 machines.
About 25,000 are sited on bank premises but the growth
in these locations is now very slow. The remainder are
sited in ‘remote’ locations like supermarkets, railway
stations, filling stations etc. and growth is much more
rapid in these sites, new machines being opened at the
rate of about 1,000 a year. Although still primarily
used for access to cash (there were 2.3bn withdrawals
averaging £60 in 2002) these machines now offer a
wide range of services from the ordering of statements
and cheque books to changing PIN numbers The size
of withdrawals can now be user-specified across a wide
range and developments in communication techno-
logy now make it possible to use a card in virtually
any machine, including machines located overseas for
the withdrawal of foreign currency. Although not yet
in use in the UK, machines exist which can scan a
cheque and credit specified amounts across a number
of accounts. In some branches, machines with touch-
sensitive screens provide on-screen links to a variety
of product descriptions, take customers through a
series of questions and answers before recommending
a product or providing a quotation and can create a
video-conferencing link with staff at a central location
to deal with more complex enquiries.'

At least as important to banks, though of lower
profile than ATM development, is the progressive

1 The figures in this paragraph are taken from APACS (2003).



Box 3.1 Recent trends in UK payment methods
(millions)

1992 2002 annual
%

change
CHAPS 9,079 30,845 12
Cheque 3,332 2,393 -4
Automated 1,962 3,929 +7
Credit card 794 1,687 8
Debit card 522 2,994 19
Cash at ATMs 1,837 2,268 2
Cash payments > £1* 15,100 13,000 -1

*estimate

Source: APACS, Handbook of Payment Statistics, 2003,
table 8.1.

automation of the payments mechanism. Box 3.1 shows
clearly the trend away from cheque and other paper-
based methods of payment (and away from cash) and
toward electronic-based methods.

Though strictly dependent upon cost structures,
merger and consolidation is a feature of most maturing
industries and it has been a characteristic of banking
since the earliest days. This partly reflects the economies
of scale that are present in most financial activity, but it
is also partly a product of the benefits of diversification
and, until the early twentieth century, it also reflected
the increasing integration of the national economy
in the UK. When trade was local and then regional, a
regional banking system was perfectly adequate. But
when markets became national and trade and payments
went from one end of the country to the other, a national
network of banks had obvious attractions. Hence the
history of the current big four (Barclays, HSBC, RBoS-
NatWest and Lloyds-TSB) is a continuous history of
absorption of the smaller by the larger.

However, the economic need for a national bank-
ing system in the UK was met some years ago. With
the top four banking groups holding 60 per cent of
UK sight deposits, the question confronting further
mergers is whether the process has gone too far when
it comes to competition and consumer choice. In 2000,
the merger between the Royal Bank of Scotland and
NatWest was accepted by the competition authorities,
but of the two further mergers proposed in 2001
(Halifax with Bank of Scotland and Lloyds-TSB with
Abbey National) only the former was allowed.
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On the face of it, therefore, the integration of the
national economy can hardly be called on to justify
the continuing trend to consolidation and we maybe
have to look to economies of scale and diversification
as the driving forces. But before doing so, it is worth
considering whether the demands that originally flowed
from national integration might be replaced by those
that flow from international integration. As we shall
see in Chapter 21, the European Union has been striving
for years to create a European single financial market
by reducing national barriers of all kinds. Furthermore,
a large part of the EU is about to move to the final stage
of a single currency. If patterns of trade once made it
important to develop a banking system comprising a
few large firms with national coverage, one might well
ask whether the further integration of a European-wide
economy might have the same effect. And if so, does
this suggest that future bank mergers (within the EU)
might be across national boundaries? There is a limited
parallel in the case of the USA where, until 1984, banks
were forbidden to operate across state boundaries.
Since the lifting of the restriction about half of all bank
mergers have involved crossing state boundaries.

But so far the European experience has been very
different. The three mergers we referred to above
all involved UK banks. In 1999 merger negotiations
between Deutsche and Dresdner banks reached an
advanced stage before being broken off while dis-
cussions between two French banks, Banque National
de Paris and Paribas, succeeded. In Europe there does
seem to be a preference for intra-national mergers:
in 1995, of 32 bank mergers within the EU, just eight
involved cross-border consolidation; in 1997 when
the total more than doubled to 67, only seven involved
mergers between banks from different countries
(Danthine et al., 1999).

It is not entirely clear why this should be the case.
Clearly, cross-border mergers in the EU raise issues of
culture and language which are largely absent in the
USA. The outcry raised against the manner of Marks
and Spencer’s withdrawal from French retailing in 2001
shows just how different management and worker
attitudes to employment protection are across Europe
and one can imagine that while there may be advant-
ages of economies of scale and diversification to be had
from national mergers, banks may prefer this route
until forced to look across borders. These preferences
will be further strengthened if bank clienteles differ
between countries. (The German and British attitudes
to credit would hardly encourage Anglo-German bank
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Box 3.2 Slow benefits of mergers

BANKING

Merger savings come slowly for Agricole

By Martin Arnold in Paris

Crédit Agricole, France’s biggest bank
by assets, was yesterday forced to
admit that its integration with Crédit
Lyonnais was proving tougher than
expected as it warned it would
achieve less than half its €574m
($707m) planned synergies from the
merger this year.

The warning came as the bank
reported an 8.5 per cent decline in
full-year consolidated net profits to
€1.14bn, below analysts’ expecta-
tions, because of €1bn of exceptional
charges and goodwill write-downs to
cover the cost of integration.

The mutual bank, which bought
Lyonnais for €19.5bn last year,
blamed the slower realisation of
synergies on delays to closing the
deal caused by legal challenges from
rival banks, which dragged it out
until June.

Agricole said it would only achieve
€275m of the €574m synergies it had
planned for this year. It also said

synergies would reach €620m in
2005, instead of €738m, before
hitting €760m in 2006.

Investors seemed to have already
taken the more gradual timing of
synergies into account, as Agricole
shares closed up 7.3 per cent at a new
52-week high of €21.51.

To account for the costs of integ-
rating Lyonnais, which Agricole
said had involved some 25,000 staff
worldwide, the bank recorded a
€513m restructuring charge against
income and €532m of synergy-related
costs against shareholders’ equity.

It recorded a €203m exceptional
goodwill write-down for its stake in
Rue Impériale, the investment com-
pany merging with the private equity
group Eurazeo.

Excluding the effect of exceptional
costs and goodwill amortisation, Agri-
cole said net profits rose by 28.5 per
cent to €2.4bn, giving it an annualised
return on equity of 10.6 per cent.

Source: Financial Times, 11 March 2004.

René Carron, chairman, said 2003
was an ‘outstanding year’ for the
group. ‘Net banking income came
back to a positive trend and the cost
of risk returned close to more normal
levels,” he said.

Gross operating income in the

fourth quarter rose 49 per cent to
€1.14bn, boosted by consumer fin-
ance operations, the Lyonnais retail
banking network and its asset
management, insurance and private
banking.
M Agricole is to be fined $13m by the
US Federal Reserve and the banking
department of New York for break-
ing banking regulations in New York,
according to the Fed, reports AFX
News in New York.

The move follows accusations that
the bank failed to respect an agree-
ment dating back to 2000 with the
regulatory authorities for shortfalls
in its accounting system and for fail-
ing to provide certain documents.

mergers.) Shareholders, too, have to be persuaded of the
merits of a merger and if they perceive sharp cultural
and institutional differences, even if the perception
overstates the reality, this will discourage firms.

It may be that what we are witnessing is something of
a ‘pecking-order’ approach wherein the easiest mergers
are carried out first and these are domestic mergers.
However, when the degree of domestic concentration
begins to raise competition questions (when two or
three banks have 30 per cent shares of the market,
for example) banks will then be forced to look across
national borders to find new partners. There is a little
evidence for this in that such cross-border mergers that
have occurred have been concentrated in Scandinavia
and the Benelux group of countries. Individual country

markets here were small and had the highest degrees
of concentration by the mid-1990s. Further mergers
were not possible without crossing national bound-
aries. It is interesting too that both groups of countries
have a degree of cultural, if not linguistic, homogeneity
that is absent across the EU as a whole. One thing is
for certain and that is that the prospect of economies
of scale (especially with the automation of banking
services) and the risk-reduction of diversification
(greater surely across national boundaries than within
them) will continue to push the banking system toward
ever greater concentration.

When Barclays plc announced that it was going to
close 171 branches on a single day in April 2000, this
caused an outcry amongst customers and consumer



pressure groups. However, Barclays was far from alone
in its policy of branch closure and may not even have
been in the forefront. The NatWest bank reduced
branch numbers from over 3,000 in 1988 to about
1,700 in 2000; HSBC reduced the numbers from 2,000
to 1,600 over the same period. The total number of
UK branches fell from over 20,000 in 1989 to 17,000
in 1994 and to below 15,000 by 2000.

The reasons for such closures are twofold though
both are closely connected with the increasing auto-
mation of basic banking services that we referred to
above. Firstly, it is now possible for clients to carry
out many of their banking operations by telephone and
by internet. In April 2000, for example, Barclays was
quoted as having 1.2m telephone banking customers
and 800,000 ‘online’ accounts. The latter had grown at
a staggering rate from just 20,000 a year earlier. There
is therefore some truth in banks’ assertion that the
decline of branch banking is demand-led, by customer
preference.

However, it is interesting to note what is happening
in branches that have remained open and in particular
in those into which banks have put most investment.
This suggests that there may be other advantages — to
banks and their shareholders — and that banks may not
be simply following customer preferences. (The fact that
some banks offer ‘internet tuition’ at selected sites itself
suggests that they have some interest in ‘encouraging’
consumer preferences.) The branches into which banks
have put most development effort are in major centres
of population. No doubt this reflects the familiar bank-
ing economies of scale again. But it also means that
these branches are open to a large potential market
for a whole range of financial products and services.
A careful examination of any of these branches con-
firms that traditional banking functions (deposits and
cash withdrawals) occupy a minority of space in large
banking halls which were originally designed for a very
labour-intensive operation. The reduction in cashiers
and counter space has been facilitated by the develop-
ment of ATMs which will also be found inside the
banking hall, offering the full range of services we
referred to above. The remaining space, typically half
the floor area, will be devoted to the marketing of a
range of products and services, some of which (foreign
exchange, personal loans, trustee and executorship)
are traditional activities, while some (insurance, mort-
gages, pensions, mutual funds) most decidedly are not
but represent the movement towards universal bank-
ing that we discussed at the outset.

3.2 BANKS IN THE UK 77

‘People, paper (work) and premises’ are expensive.
This is especially true for banks where traditionally
there has been little scope for employing unskilled
labour and where premises have had to be located
in prime business sites. Technology has lifted some
of this burden. It enables the closure of peripheral
sites and the concentration of activity in fewer larger
premises. By automating many traditional banking
functions it raises productivity (partly by shifting the
work of keying instructions onto customers them-
selves). Fewer, and less skilled, staff are required for
these functions while others can be redeployed to the
more profitable task of selling (non-bank) financial
services and products. The downside of all this is the
restricted access to banking services for those who
live away from major centres and do not have access
to internet facilities through choice or, more usually,
for reasons of income and education. This, together
with banks’ understandable desire to target their pro-
ducts and services at their most affluent customers (see
Case Study 4), has led to public concern that sections
of the community (typically the poor and the elderly)
are in danger of suffering ‘financial exclusion’ (see
Case Study 5). Not only is it more convenient in many
cases to make payment by direct debit or other elec-
tronic means, we have seen that it also is cheaper for
everyone. This is sometimes reflected in discounts to
people who pay bills by these methods. Those with-
out a bank account are denied these benefits. A more
immediately pressing issue has been the plan by UK
government to pay social security benefits directly to
bank accounts (rather than in cash over a Post Office
counter). Notice that the cost savings from replacing
the physical handling of paper and coin by automatic/
electronic payment have once again proved irresistible
(this time to government). This clearly raises the ques-
tion of how the ‘non-banked’ public is to receive these
payments, as well as a question about the future pro-
fitability of smaller Post Offices for which this work
was a valuable source of income. In April 2001 the
major retail banking groups announced that they would
establish a ‘basic’ bank account, with limited facilities
and no direct costs, for anyone who wanted one and that
they would arrange for these facilities to be available
via Post Offices. In addition, they agreed to pay £180m
spread over five years to help set up a ‘Universal Bank’
to be run by the Post Office. The centrepiece would
again be an account with very limited facilities (no
borrowing, for example). The numbers of the poten-
tially excluded are not trivial. When these agreements
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were announced it was estimated that between two
and four million people might benefit.

The closure of bank branches has been a trend
largely confined to retail banks, which traditionally
relied upon branches as the ‘gateway’ through which
customers accessed banking services. It is of little
relevance to wholesale banks. A final trend which has
affected all banks to some degree has been the increas-
ing development of off-balance-sheet activities and,
within this broad category, of ‘securitization’ in par-
ticular. ‘Off-balance-sheet activity’ refers quite simply
to any income-generating activity which does not create
a corresponding balance sheet entry. It is worth noting
immediately that it is only the very distinctive nature of
banking business that makes off-balance-sheet activity
remotely interesting. Consider, for example, the case
of a firm manufacturing washing machines. Its balance
sheet shows its assets and liabilities at a particular
moment. Its liabilities will be largely determined by its
capital structure (bonds, equity and so on) while its
assets will consist largely of its premises and other pro-
ductive equipment. The number of washing machines
that it manufactures in any particular week is quite
remote from the balance sheet. Conceivably the out-
put decision could have some effect upon short-term
assets (‘amounts due’) and upon the size of its bank
overdraft, but even this supposes quite a large variation
in output. The firm might even be able to add or remove
new models from its range without having much notice-
able effect upon the balance sheet. Traditional banking
activity is quite different. Taking a single additional
deposit or making a single additional loan changes the
balance sheet immediately. The ‘inputs’ and ‘outputs’
of banking business are themselves balance sheet items.
Hence, the idea that banks might engage in off-balance-
sheet activity is a curiosity, something which is untrue
for any other type of firm.

Given this definition, it is clear that many of the
activities which banks are promoting through their
changing use of branches falls into this category. If
a bank sells an insurance policy, it earns a commis-
sion which appears ultimately in its profit and loss
account. There is no change to its balance sheet (though
the insurance company has an additional liability).
Similarly, if customers buy into a unit trust, the fund
management company pays a fee to the bank and takes
the additional liability and asset on to its own balance
sheet. The guaranteeing (or ‘accepting’) of commercial
bills which used to be the staple activity of British
merchant banks is another example. The bank earns

a fee in return for the guarantee. The bill, however,
remains the liability of its issuer. It only becomes a
liability for the bank if some other event happens first
(the bankruptcy, or at least the inability to pay, of
the firm when the bill falls due for payment). Because
something else has to happen first, guaranteeing is some-
times said to create a ‘contingent liability’, a liability
contingent on something else happening. ‘Securitization’
refers to the creation of a tradable asset out of a non-
tradable one. If a bank lends to a firm by buying its
bonds, for example, those bonds can subsequently be
traded (sold, for example, if the bank needs liquidity).
If it lends by granting a conventional loan, that loan
remains on its books until repaid by the borrower. It
cannot be disposed of to a third party. In recent years,
however, banks have found it convenient to set up
separate companies (‘special purpose vehicles’) for the
specific purpose of ‘buying’ the loans from the bank,
using bonds which it issues to the general public. On
the bank’s balance sheet, ‘loans’ are replaced with
‘money’, the deposits with which the public bought
bonds from the special purpose vehicle.

Clearly, in most cases the rationale for off-balance-
sheet activity is that it is more profitable than tradi-
tional banking activity. However, as we shall see in
Section 24.3, where we discuss securitization in more
detail, it can also be driven by regulation. We noticed
earlier that banks are required to maintain an 8 per cent
ratio of capital to risk-adjusted assets. Commercial
loans have a risk weighting of ‘1’ while money (‘cash’)
has a weighting of ‘0. Without changing the size of the
balance sheet, securitization can have a dramatic effect
upon the quantity of risk-adjusted assets.

m Building societies in the UK

As we shall see in a moment, the history, function and
regulation of building societies distinguishes them quite
clearly from banks. They are, however, deposit-taking
institutions and since 1989, when M4 replaced M3 as
the official measure of broad money in the UK, their
deposits have been unambiguously ‘money’. Together
with UK banks they form what the ECB refers to as
the UK’s ‘Monetary Financial Institutions’ (MFIs).
‘Unambiguously’ is worth stressing. For most of the
1980s, the treatment of building society deposits was
something of a problem. Undoubtedly depositors them-
selves saw the deposits as money. They could go into a



building society branch and draw cash on demand. For
larger purchases they could obtain, also on demand, a
cheque signed by the manager payable to whomsoever
they nominated. In the first case, though, it was the
cash that was money while in the second case careful
examination of the cheque would show that it was
drawn on the building society’s bank. It was the build-
ing society’s bank deposit that was functioning as
money, not a deposit with the society itself. As we shall
see in the next section, competition between banks and
building societies drove their products closer and closer
together during the 1980s. Eventually, the Building
Societies’ Act, 1986, removed some of the formal dis-
tinctions. Most importantly it allowed building societies
to issue cheque guarantee cards (so their own deposits
became instantly acceptable as means of payment), and
it provided for societies to ‘incorporate’ themselves
as banks. At the time, building society deposits were
included in a measure of ‘liquidity’, ‘PSL2’, but not
in M3. After the 1986 Act this differential treatment
of building society deposits became very difficult to
sustain. A change was finally forced by the decision of
the Abbey National Building Society, at the time the
second largest society, to convert to banking status
in 1989. This would have meant an overnight increase
in M3 of about 11 per cent. This large break in the
series persuaded the Bank of England to discontinue
publication of the M3 measure and to treat M4, first
published in 1987, as a replacement for PSL2, as the
official measure of broad money. (A brief history of
UK monetary aggregates is provided in Chapter 12.)
Thus, from a monetary point of view, the societies
have become indistinguishable from banks.

Building societies began in the eighteenth century
as friendly or mutual societies, often with a local focus,
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into which members made periodic payments in order
to finance the building of houses. Unlike banks, there-
fore, a society has no shareholders; its members are the
‘owners’ and they lend to the society by, technically
speaking, buying shares, though these shares are, in
effect, deposits. In the early days, it was quite common
for building societies to be dissolved once their specific
house building programme was completed. Some,
however, became ‘permanent’ societies, adopting a
continuous programme of housing construction and
finance and it is these that have survived to today.

The history of the societies is important because
it explains why, although in many respects it seems
natural to treat them as a form of bank, they have
been able to behave rather differently from banks
and have been subject to different regulatory regimes.
Because they were mutual societies, their regulation
was for many years the responsibility of the Registrar
of Friendly Societies. Because they were not com-
panies their trade association, the Building Societies
Association, was able for many years to operate a
system of ‘recommended’ deposit and mortgage
(interest) rates without contravening restrictive prac-
tices legislation. These were usually below market-
clearing rates and thus provided comparatively cheap
funds for house purchase but also created queues for
mortgages and led to non-price rationing. The interest
rate cartel broke up in 1983 following the entry of
retail banks into the mortgage market.

Table 3.2 shows the distribution of UK building
society assets and liabilities at the beginning of 2004.
Comparing Tables 3.1 and 3.2, it is immediately
obvious that the building society movement is only
a fraction of the size of the banking system. Just like
bank deposits, building society deposits are used as

Table 3.2 UK building societies, assets and liabilities, end January 2004 (£m)

Assets

Notes and coin 380
Bank and building society deposits, inc. CDs 16,592
Public sector securities 1,010
Other liquid assets 23,871
Commercial assets 175,574
Other 2,608
Total assets 220,035

Liabilities

Retail shares and deposits 147,858
Wholesale deposits and CDs 37,954
Bonds 15,704
Reserves 17,183
Other 1,336
Total liabilities 220,035

Source: www.bankofengland.co.uk, Bankstats, table B1.3.
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means of payment so that building societies must be
ready to meet demand for convertibility to cash and
for transfer. It will be recalled that banks do this
by holding cash and very small balances at the Bank
of England. By contrast, building societies rely much
more on deposits, but these deposits are held with the
banking system rather than with the Bank of England
and are generally interest-bearing. In spite of the
freedoms conferred under the Building Societies” Act,
1986, the bulk of assets remain mortgages secured on
residential property (about £139bn out of commer-
cial assets of £175bn). Much of the rest is secured on
land or other property and only £763m is unsecured
lending to members.

Deregulation has had slightly more impact on
societies’ sources of funds. Liabilities remain over-
whelmingly members’ deposits but some £37bn consist
of wholesale funds, if we assume that building society
bonds are largely held by other financial institutions.

During the 1980s, building societies found them-
selves under increasing competitive pressure. There was
competition within the industry following the ending of
the interest rate cartel in 1983. But there was growing
competition too from retail banks. Societies responded
with a number of innovations. They introduced new
types of deposits which paid premium rates of interest
for regular contributions and for minimum balances.
They introduced cheque book facilities and auto-
mated cash dispensers. Nonetheless, it was felt, firstly
by the societies, but eventually by government, that
the existing rules, dating from the eighteenth century,
put societies at a disadvantage when compared with
banks, and created an artificial segmentation of the
loan/deposit market which inhibited competition.
For example, the existing rules restricted societies
to lending only on houses or similar property. They
could not make unsecured loans and thus could not
permit overdrafts. This in turn meant that thay could

not issue cheque guarantee cards (since they would
have been breaking the law if they had honoured the
cheque of any customer who went overdrawn) and
so their cheque book facilities were of limited use.
The first change came in 1983 when the Finance Act
enabled societies to pay interest gross on CDs and time
deposits over £50,000. This, at last, meant societies
could attract ‘wholesale’ deposits from firms, since
firms were responsible for paying tax at whatever rate
applied to their particular circumstance. Eurobond
issues were permitted from 1985.

But the biggest changes came with the Building
Societies Act, 1986. This broadened the assets in which
societies were allowed to invest to include commercial
assets and, crucially, allowed them to make unsecured
loans, though both were limited to small fractions of
total assets. Since unsecured lending, even in small
amounts, meant that they could now provide cheque
guarantee cards, building societies were able to offer
means of payment facilities on an equal footing with
banks. In Chapter 24, we shall see that this broadening
of the competitive front between banks and building
societies had important implications for a variety of
financial developments.

The 1986 Act also gave the societies powers to
seek ‘incorporation’, subject to their giving adequate
notice of this intention and subject to a vote by their
members. Incorporation meant that they would
become limited liability joint stock companies with
shareholders rather than members. It would also mean
that an incorporating society would become a bank,
subject to banking rather than building society regula-
tions. As we saw above, the Abbey National Building
Society was the first to take this step in 1989. Against
expectations, there was no immediate rush to follow,
but, as Table 3.3 shows, conversions were common-
place from the mid-1990s, giving rise to a new category
of UK bank - ‘the mortgage bank’ — so-called because

Table 3.3 Conversions of building societies to plc (‘bank’) status

Abbey National BS incorporated as bank July 1989
Cheltenham and Gloucester BS joined Lloyds Bank Group July 1995
National and Provincial BS joined Abbey National Bank plc August 1996
Alliance and Leicester BS incorporated as bank April 1997
Halifax BS incorporated as bank June 1997
Woolwich BS incorporated as bank July 1997
Bristol and West BS joined Bank of Ireland Group July 1997
Birmingham Midshires BS joined Halifax Bank plc April 1999




of the continued importance of mortgage business. The
reason usually given for wanting to do so was that
incorporation as a public company would enable the
‘society’ to raise large quantities of capital which would
enable them to offer a wider range of services, at more
competitive prices. These arguments were not always
persuasive to building society members, some of whom
protested vigorously by forming pressure groups. How-
ever, after the Abbey National flotation, other societies
found that promising shares on generous terms to
existing members would guarantee that formal votes
would always go in favour of incorporation. The rush
to incorporate coincided (in 1996-97) with research
from a variety of consumer bodies suggesting that retail
customers were generally better served by mutual soci-
eties than by plcs, receiving marginally higher interest
payments on deposits and being charged less on loans.
It remains to be seen whether this evidence will slow
the rate of transition or perhaps lead to a more vivid
demarcation between mutual deposit takers and banks
as the former try to exploit this goodwill.

The 1986 Act placed the regulation of societies in
the hands of a newly created Building Societies Com-
mission. Amongst other things, the Commission was
required to ensure that the conduct of a society’s busi-
ness met the intentions of the 1986 Act. In particular,
the Commission was required to check that societies
observed the restrictions on their sources and uses
of funds (liberalized further by a 1997 Act) and that
societies were led by fit and proper persons. In prin-
ciple, the Commission’s powers were considerable,
allowing it in the extreme case to withdraw a society’s
authorization to accept deposits. In 2000, the Com-
mission’s powers passed to the Financial Services
Authority. Details can be found at www.fsa.gov.uk.

m Insurance companies

People take out insurance because they prefer to incur
a small, certain loss (the amount of the premium paid
to the insurer) in order to be protected against the risk
of a much larger, and possibly catastrophic, loss result-
ing from adverse ‘events’ such as fire, theft, accident or
ill-health. This principle unites all types of insurance
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contract. The importance of insurance in Britain today
can be gauged from the fact that the value of premiums
paid to insurance companies in the UK was equal to
more than 12 per cent of GDP in 2002.> However, there
are major distinctions in the kinds of policy offered by
insurance companies and in the types of risk covered.
The distinction is so sharp that, although some of the
larger firms deal in both, many specialize in one or the
other. The distinction that is usually drawn is between
long-term or life insurance, and general insurance. As
an indication of the relative significance of the two
sectors, we may note that the premium income gener-
ated by UK long-term business in 2002 was £97bn
while that for general business, at £28.5bn, was less
than a third of this amount.’

On 1 January 1999, the Financial Services Authority
(FSA) assumed responsibility for regulating companies
whose activities come within the purview of the 1982
Act. The FSA, a quango, which describes itself as
‘an independent, non-governmental body’,* became
the single statutory regulator for all financial business
with the passing of the Financial Services and Markets
Act, 2000.

The 1982 Act defines general insurance and divides
it into 17 classes, and long-term insurance, divided
into seven classes. The former includes accident and
damage to property, vehicles, goods in transit, personal
liability and so on. Classes of long-term insurance
include life and annuity, permanent health, marriage
and birth. An additional class of long-term business
is pension fund management, which, as we make clear
in the next section, is now a more important part of
the activities of the long-term insurance sector than
specific insurance business itself.

As we said earlier, long-term insurance contracts
enable people to insure against such events as death or
permanent illness or disablement. For obvious reasons,
life- (that is, death-) related contracts dominate.
These may be of various forms. A person can insure
against death within a specified period, the policy
paying nothing if the insured survives. This is known
as term insurance. Alternatively, a whole of life policy
insures against death at any time. An endowment
policy pays a capital sum to the insured at a specified
time in the future, or on death if earlier. This sum may
be a guaranteed absolute amount, in which case the

Source: Association of British Insurers.

Source: Association of British Insurers.
4

See the FSA’s Information Guide, downloadable from www.fsa.gov.uk.
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insured has a policy ‘without profits’, or there may be
a guaranteed minimum plus an entitlement to share
in the company’s annual profits. On this ‘with profits’
type of policy, the share in the profits accumulates
as a series of annual bonuses which are paid, with the
guaranteed minimum, on termination of the contract.
Increasingly, the proceeds from endowment policies are
linked to the value of units in a unit trust which may
or may not be run by the insurance company itself.
Only an authorized insurance company is allowed to
provide an annuity, the payment to an individual of
a regular income from a specified date until death in
return for a lump sum paid by the individual to the
company, usually at the point when he or she retires.
As with other financial products, new types of insur-
ance product are continually evolving, so this should
not be treated as an exhaustive list.

It should be clear by now that the motivation behind
many long-term ‘insurance’ contracts is essentially a
desire to save for the future, either for one’s own benefit
or for the benefit of dependants. This means, of course,
that while the products are distinct by virtue of their
insurance element, life insurance contracts are in com-
petition with a whole range of other products as a
home for long-term saving.

The nature of these policies determines the risks
to which long-term funds are exposed. Actuarial pre-
dictions of a country’s mortality record are now very
reliable and it is unlikely that a sudden change would
find insurance companies struggling to meet their obliga-
tions on life policies. More probable is that changes
in the products offered by competitors might cause an
increase in terminations or ‘early surrender’ of policies.
The most serious risk faced by long-term insurance
companies, however, is that changes in economic and
financial conditions cause the yield on the asset port-
folio to fall below expectations. This would be serious
for the companies, since investment income amounts
to about one-third of total (investment plus premium)
income, and for investors, who would share in reduced
profits. In recent years, yields have been lower than
those insurers have grown accustomed to. One reason
is that inflation has been lower than it was in the 1970s,
1980s or even the 1990s. A second is that the climb in
stock market indexes has been reversed. A third reason
is that the rate of return on government securities has
been low. This is a problem for some savers who had

taken out with-profits or unit-linked life policies of
a given projected value as a means of repaying their
mortgage at some point in the future. It also means that
the value of the annuities individuals are now gener-
ally being offered when their pension plans mature is
much lower than they had hoped for or expected.

Among the classes of business carried out by the
general insurance sector, motor insurance is the
most important, accounting for a third of written pre-
miums in 2002. Property insurance (buildings and
contents), which generated more than a quarter of the
sector’s premium income in the same year, came a
close second.’

The payment of premiums creates a pool of funds
at the companies’ disposal. Eventually most or all of it
will be used to meet claims. However, provided suf-
ficient funds are available or can be quickly recovered
to make claims payouts as they fall due, the remainder
can be placed in earning assets by the companies and
thereby provide a further source of income. It follows
that investment opportunities arise for general as well
as long-term insurance companies. However, to say
this does not fully capture the importance of invest-
ment for the viability of general insurance business.
To illustrate, consider the fact that the UK motor and
property sectors operated at an overall underwriting
loss of £0.2bn in 2002.° In other words, premiums
received by companies failed to cover the cost of claims
met by them. The ability of companies to satisfy fully
their obligations to clients who had incurred insured
losses was due to the returns they were able to earn
by investing monies paid by these same clients in pre-
miums. In fact, competitive pressures within the gen-
eral insurance sector sometimes drive premiums down
so low in relation to likely claims levels that companies
have been known to plan for underwriting losses to be
made good by investment income — a practice known
as cash flow underwriting.

While the investment function is thus no minor
matter for general insurers, it is obviously absolutely
central to long-term insurers, many of whose products
are primarily savings vehicles, as we have already noted.
This contrast explains the difference in asset growth
between the long-term and general insurance sectors
apparent in Table 3.4, which indicates that the funds
available for the former to invest were some 12 times
larger than those available to the latter in 2002. (In fact,

Source: Association of British Insurers.

& Source: Association of British Insurers.
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Table 3.4 UK non-deposit-taking financial institutions — net acquisition of selected assets, 2002 (£m)
PF LTI Gl ut IT
Short-term assets -7,816 -5,733 5,407 556 231
British government securities 52 5,322 -651 771 367
UK company securities —7,050 17,637 580 8,020 -1,300
Overseas securities 12,240 12,495 -1,001 5,433 -1,384
Other 7,180 5,229 -1,478 679 202
TOTAL 4,606 34,950 2,857 15,459 -1,884

Source: From ONS (2004), Financial Statistics, January, table 5.3c. Crown copyright material is reproduced with the permission of

the Controller of HMSO and the Queen’s Printer for Scotland.

a broadly similar picture emerges from balance sheet
data in Table 3.5. Long-term insurance companies
had net assets worth £854bn at the end of 2002, com-
pared with £97bn for general companies.) Compared
with all other types of financial institution, long-term
Insurance companies were major investors in securities
of all kinds, especially company shares, and their total
asset acquisitions of £34.9bn in 2002 dwarfed all other
institutions.

We noted earlier that the major legislation affect-
ing insurance companies dates from the 1982 Act. This
makes it an offence for anyone to conduct insurance
business without authorization and resulted from con-
cern following the collapse of a number of (general)
insurance companies in the 1970s. The power of
authorization lies with the FSA and is granted to each
company with respect to particular classes of insur-
ance business. In addition to providing authorization,
the FSA subsequently monitors the performance of
companies, particularly with respect to solvency mar-
gins, and has the power to intervene in a number of
ways. It may require a change in investment strategy,
prevent the renewal of existing policies or the issuing
of new ones. In the event that a company should fail
in spite of this scrutiny, policyholders have some degree
of protection under the Policyholders’ Protection
Act, 1975. The 1982 Act also imposes regulations on
advertising and promotion of insurance products and
provides for a ‘cooling-off’ period. The fact that so
many insurance products involve a savings element
brings them also within the scope of the Financial
Services Act, 1986.

m Pension funds

In Section 2.4.3, we discussed pension systems in
general terms and outlined the major different forms
such systems could take. There, we emphasized the
possibility that a system could comprise compulsory or
voluntary elements or a mixture of both, the former
being based on statute and the latter on private con-
tracts. The UK pension system, at least as it has existed
since the post-Second World War period, has contained
elements of both types. In this section we examine the
way this system has developed and consider the impact
the major developments that have occurred have had
on the role of pension funds.

The central compulsory element in the UK pension
system is the “first tier’ or basic state pension scheme
introduced in 1948. This places a statutory obliga-
tion to pay National Insurance Contributions (NICs)
on employees whose pay exceeds what is termed the
‘lower earnings limit’” as well as on their employers.
Financed in this way by the current working genera-
tion’s NICs (but also out of general taxation), the
state pension is a PAYG, defined benefit® scheme, with
entitlement to pension dependent on the individual’s
contribution record. Since inception, the state scheme
has been coupled with a succession of means-tested
arrangements providing additional types of financial
support to the elderly. In the sense that such support
is paid for out of taxation, it can be thought of as in
many ways the economic equivalent of a compulsory,
PAYG pension arrangement.

7
8

With the exception of married women, who could opt out until 1978.
‘PAYG’, ‘defined benefit’ and the other pensions terms used in this section are explained above in Section 2.4.3.
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From 1948 until the 1970s, the UK pensions frame-
work could probably best be described as comprising
two co-existing but unrelated systems. For, separate
to, and in parallel with, state provision, a system of
company occupational pension schemes operated and,
in fact, expanded rapidly.” Such schemes were fully
funded and, in the vast majority of cases, they were
defined-benefit arrangements. They were also voluntary,
at least on the part of employers, and existed to enable
the latter to offer more attractive total remuneration
packages to current and prospective employees.

The Social Security Pensions Act, 1975, created
an economic linkage between these two systems. This
statute established the State Earnings-Related Pension
Scheme (SERPS). It thereby extended the compulsory
element in UK pension provision, since membership of
SERPS was made obligatory for employees in design-
ated earnings categories and membership carried an
obligation on employees and their employers to pay
higher NICs. However, the Act allowed approved
company occupational schemes to be ‘contracted out’
and employees in contracted-out schemes and their
employing firms paid NICs at a correspondingly lower
rate. Thus the Act introduced a new financial incentive
encouraging the creation and continuation of company
occupational schemes.

The next major milestone in the development of
the current UK pension was the Social Security Act
of 1986. This piece of legislation significantly altered
the nature of the financial incentives created under the
1975 Act. That Act had permitted only defined-benefit
schemes offering what it defined as a ‘guaranteed
minimum pension’ to be contracted out of SERPS.
The 1986 Act allowed defined-contribution schemes
also to be contracted out and to attract a correspond-
ing NIC rebate. In so doing, it accelerated the trend,
already observable in the more difficult labour mar-
ket conditions that had existed since the mid-1970s,
for companies, especially newly established ones, to
offer defined-contribution rather than defined-benefit
schemes.

Even more significantly, the 1986 Act allowed
employees to opt out of company schemes altogether.
This paved the way for the emergence of the personal
pension, a defined-contribution, contractual arrange-
ment made between an individual, employed or self-
employed, and an authorized intermediary (generally

an insurance company or a bank). Here the former’s
contributions are invested by the latter to build up a
personal fund on the individual’s behalf that becomes
available for the purchase of a pension annuity when he
or she retires. The NIC rebate that personal pensions
attracted was set at a higher level than that available
to occupational pension schemes. As we shall see, the
expansion of personal pension provision has been per-
haps the most notable — some might say, notorious —
development in the UK pension field to have occurred
since the late 1980s.

Some employers had traditionally made provision
for employees to ‘top up’ the pensions they would
receive under their company’s occupational scheme
with AVCs, additional voluntary contributions. An
AVC is a money-purchase arrangement by which em-
ployees can supplement the pension benefits accruing
to them under occupational schemes. Since the 1988/89
tax year all occupational schemes have been required
to provide facilities for employees to make AVCs.
Usually this necessitates a contractual arrangement
between the employer and an outside pension pro-
vider, an authorized intermediary who receives and
invests the additional contributions employees make.
The preceding year, 1987, saw a further new develop-
ment, the introduction of FSAVCs (free-standing AVCs).
Like company-organized AVCs, these are money-
purchase arrangements. However, under an FSAVC,
the employee enters into a direct contractual arrange-
ment with a pension-providing intermediary: the
employer is not involved at all.

A further chapter in the development of Britain’s
current pension system was marked by the Welfare
Reform and Pensions Act, 1999, which created the
framework for the stakeholder pension, a new defined-
contribution device introduced in the 2001/02 tax year.
This Act placed an obligation on employers to provide
access to a stakeholder pension scheme for employees
who did not qualify for membership of an occupational
scheme — for example, because membership of their
company’s scheme was restricted to certain grades of
staff or because no company scheme existed. The Act
sets limits to the charges a stakeholder pension scheme
can levy on members’ funds and facilitates transfer
into and out of such schemes. Its underlying aim was
to increase the take-up of funded pension provision
outside the ambit of the state scheme among groups

9

The proportion of employees covered by company schemes rose from 28 per cent in 1953 to 53 per cent in 1967 (Dilnot et al., 1994).



in society that had been relatively excluded from such
provision in the past.

A further point to note is that occupational schemes
as well as personal and stakeholder pensions, AVCs
and FSAVCs carry tax advantages for the contributing
employee. While membership of occupational schemes
was compulsory, before 1988, such advantages were
probably of little economic significance. However, since
that date, employees have had the right to opt out of
any pension provision offered by employers, and tax
benefits have therefore represented an inducement for
employees to join or stay in company schemes or else
to pay into personal pensions. Even more clearly, they
are an incentive for employees to take the more active
step of making voluntary contributions towards their
future pensions, whether AVCs or FSAVCs.

The outline of the evolution of policy we have
provided above suggests that the state has exerted an
influence in three main ways: firstly, it has increased the
legislative pressure on employers to provide funded
pension facilities of one kind or another; secondly, it
has extended the scope for individuals to enter into
independent contractual arrangements with pension-
providing intermediaries; thirdly, it has widened finan-
cial incentives likely to encourage the growth of funded
provision.

Obviously, government policy in the area of pensions
has been motivated by a desire to enhance the finan-
cial security of the elderly, currently and in the future.
However, policymakers’ concern in the last quarter
of the twentieth century to reconcile this goal with the
objective of restraining the growth of public expend-
iture is also evident in the character of successive pieces
of legislation. It is clear too that the prevailing ideo-
logical climate, with its emphasis on individual choice
and its preference for private over state provision, has
had a fundamental impact on policy choice.

Stakeholder pensions represent an attempt to reflect
all these concerns simultaneously. Moreover, con-
flicting policy goals and influences came to the fore
in the mis-selling scandal that erupted over personal
pensions in the mid-1990s and subsequently merged
with a number of other incidents which called into
question the merits of long-term savings products, as
we shall see below.

In the fiscal year 2002/03, 51 per cent of the income
of the average British pensioner household came from

3.5 PENSION FUNDS 85

state pension and other state benefits. Income from
occupational pensions accounted for a further 27 per
cent. These figures illustrate the continuing import-
ance extending into the twenty-first century of the
twin elements of the post-Second World War pensions
framework: on the one hand the compulsory, PAYG,
basic state pension plus supplementary means-tested
state provision and, on the other, the network of funded,
employer-organized, occupational schemes.

As we have shown, the UK pensions system has,
since the post-war period, evolved in directions that
have considerably enhanced the role of pension funds
of all kinds. In 1997 the government committed itself to
reinforcing this trend when it set a long-term target of
60 per cent as the proportion of overall pension saving
to be achieved through private schemes. The sale of
840,000 stakeholder plans in the first 12 months of the
existence of stakeholder pensions (the year to April
2002) seemed to be evidence of early success in moving
towards this goal.'” However, both on the stakeholder
front and in relation to occupational pensions more
generally, the more recent picture has been distinctly
less satisfactory as far as the government’s self-imposed
‘60 per cent’ pensions target is concerned.

Considering stakeholder pensions first, take-up
appears to have stalled since 2002, the Association
of British Insurers reporting that total sales of per-
sonal pensions, including stakeholder pensions, had
dipped below pre-stakeholder days by late 2003.
Furthermore, even though nearly two-thirds of even
the smallest firms were, by 2003, making some kind
of pension provision for their employees, four out of
five stakeholder schemes were found to be ‘empty
shells’ — schemes which existed on paper but had no
contributing members at all. There are concerns, too,
that the level of contributions being paid into stake-
holder schemes will prove too low in many cases to
assure participants of decent pensions in the future.
In this context it is worth noting that only 13 per cent
of employers make contributions of their own to the
stakeholder schemes they have set up.

In Section 2.4.3 we noted that investment risk in a
defined-contribution (DC) scheme falls squarely on the
employee, whereas in a defined-benefit (DB) scheme it
is borne by the employer, at least in the first instance.
With the end of the long stock market boom and the
sharp decline in stock market indexes following the

10
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advent of the new millennium, investment risk has
materialized in no uncertain terms for employers operat-
ing DB schemes. Faced with the prospect of having to
raise their own contribution levels substantially in order
to maintain the actuarial soundness of schemes, many
have opted for more radical measures in addition." The
most common action taken has been to close schemes
to new employees, a development that has been so
rapid and far-reaching that only one in five DB schemes
is now open to new entrants according to recent figures.
Overall, whereas 24 per cent of employees of large
companies were covered by DB schemes as recently as
2000, this figure had fallen to 16 per cent by 2003.
Because the alternative for excluded workers is at best
membership of DC schemes, which characteristically
set lower contribution levels,'> and because the pro-
portion of excluded workers will continue to grow
over time, this is clearly a worrying development for
the government with its 60 per cent target.

The opening years of the new century have also
been marked by some major new initiatives in state
pension provision: the introduction of the State Second
Pension (S2P) in 2002, the arrival of the Pension Credit
in 2003 and the proposal before Parliament at the
time of writing (May 2004) for a state-funded Pension
Protection Fund (PPF). All three developments have
been encouraged to a greater or lesser extent by the
adverse features of the private pensions climate dis-
cussed in this section.

S2P, aimed at low and moderate income earners, has
replaced SERPS as a contributions-based, government-
run, supplement to the basic state pension.'* Although
S2P could be regarded as in some senses a competitor
to the stakeholder pension, the two are in practice often
complementary, many workers choosing to remain
‘contracted in’ to S2P even while contributing to their
stakeholder pensions. In contrast, the Pension Credit
is tax-financed and in no way contribution-dependent.
Replacing the Minimum Income Guarantee (MIG),
it is a means-tested benefit designed to ensure that the
level of income of all members of the elderly population
is brought up to a defined minimum. A novel feature
of the Pension Credit is its savings credit component.

This rewards moderate levels of prior saving by offering
additional benefit to eligible individuals. Finally, the
proposed PPF will, if it passes into law, provide com-
pensation to workers who lose their pension rights when
closure of their employing firm results in the winding-
up of the firm’s occupational scheme. The PPF would
be financed by a levy on pension funds in general.
Whether it is conviction or the pressure of circum-
stances that is the driving force behind these measures,
their thrust arguably runs counter to the government’s
stated goal of increasing reliance on private pension
provision, though to say this is by no means to question
the desirability of the measures in themselves. S2P may
prove in the longer run to be more of a substitute for,
than a complement to, private provision. The means-
tested Pension Credit may act as a disincentive to
private saving despite the existence of the savings
credit component. Finally, while the PPF may make a
contribution to repairing damaged public confidence
in the private pensions industry (an issue to which we
return later in this section), the levy which supports it
could well prove damaging to the financial health of
pension funds in general. We now look more closely
at the functioning of pension funds within the UK
pension system whose evolution we have traced.
Turning first to occupational pension schemes, we
may note that the trustees of any scheme must make two
basic organizational choices. Firstly, they must decide
who is going to administer the scheme, that is keep the
records, collect the contributions, pay the pensions and
so on. Either they will opt to keep these tasks under
their own direct control, in which case the scheme will
be self-administered, or they will pass them over to an
external body, almost always a long-term insurance
company. In that case the scheme is said to be insurance-
administered. Secondly, the trustees have to decide who
is going to manage the assets of the fund and in par-
ticular to determine its investment policy. Here again
the choice is between managing the fund themselves,
that is, operating a self-invested scheme, or allowing an
insurance company to act as fund manager. An insured
scheme is one where both administration and fund
management is delegated to an insurance company.
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In a few highly publicized cases companies have chosen to disband their DB schemes altogether rather than meet the costs of making

good the decline in the value of pension fund assets. We return to this issue below.
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A recent survey of small companies still operating DB schemes open to new members suggests that total employee and employer con-

tributions in such schemes average 21 per cent of salary. The equivalent figure for DC schemes is only 8.6 per cent.
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Unlike SERPS, S2P extends opportunities to accrue benefits to individuals prevented from making contributions by caring responsibilities,



3.5 PENSION FUNDS

Box 3.3 More to come after black week for insurers

Deborah Hargreaves

It has not been a good week for in-
surers. First the Penrose report into
the debacle at Equitable Life cast a
shadow over the industry, raising
further questions about mutual struc-
tures. Next, MPs issued a damning
report on insurers’ flawed selling of
endowment mortgages in the 1980s
and 1990s.

Disappointing results from Royal
& Sun Alliance further spooked the
market, its shares falling 15 per cent
on Thursday. Also weighing on the
sector was the announcement this
week that Countrywide Assured, the
estate agents chain, would demerge
its life assurance arm. The move was
an additional vote of no-confidence
in the with-profits business.

While this week’s reports were
uncomfortable for the large insurers,
their impact on investors is less clear.
Shares in life assurers have outper-
formed the wider market since the
eight-year low last March. But the
public’s crisis of confidence in their
products and savings in general
should make it harder for them to
generate new business in future.

The decline of the once-venerable
Equitable Life has seen many savers

penalised for their sensible decision
to put aside money for retirement.
Many have now lost part of their
pension savings and the government
is resisting calls for compensation.

At the same time, 5m people
are facing shortfalls on endowment
mortgages, with the average hole at
£5,500. MPs have roundly criticised
insurers for failing to flag the potential
problems with these stock-market-
related products, where the total short-
fall is projected to be anything from
£30bn—£100bn.

Endowments could still prove a
financial headache for the large life
offices that appear to have made few
provisions for compensation. Norwich
Union, which is part of Aviva, and
Standard Life, the mutual, are most
exposed since they have promised to
make up part of any shortfall experi-
enced by mortgage holders.

The promises are couched in care-
ful language and their impact is
difficult to assess, but under new
regulations, the companies will have
to show reserves put aside to deal with
them. Thus far, fewer than 6 per cent
of endowment policyholders have
claimed compensation, but 50-60 per

Source: Financial Times, 13/14 March 2004.

cent believe they were missold, accord-
ing to the Treasury select committee.

MPs have attacked the industry’s
record on keeping policyholders in-
formed of changes that might affect
their savings. The industry had focused
on ‘short-term sales with insufficient
appreciation of its long-term duty of
care to its customers’, they said.

Certainly, insurers have been extra-
ordinarily complacent about their
captive customer base. With-profits
funds lock in savings for long periods
with penalties for early withdrawal
—a good business model maybe, but
disastrous for individual savers whose
circumstances change.

These products have now been
so discredited it is hard to see who
will buy them. As savers realise that
insurers’ so-called smoothing tech-
nique was not enough to insulate
them from a stock market downturn,
they may prefer to take a more direct
risk through a diversified investment
fund.

Insurers have, in the past, used
their massive with-profits funds to
back up new business in less lucra-
tive areas. But regulatory changes
now make this more difficult.

Self-administered, self-invested schemes are pre-
dominantly large, often with many thousands of
members and large enough to enable the economies
of scale that would justify internal management to
be achieved. In contrast, insured schemes are over-
whelmingly small schemes with less than 1,000 mem-
bers. Hence the role of insurance companies in the
management of occupational schemes is a relatively
minor one. With the advent of personal pensions,
insurance companies have been able to expand their

activities in the pension field, particularly since only
authorized insurance companies are allowed to pro-
vide the annuities which personal pension funds will
eventually be used to purchase.' It is noteworthy that,
in 2002, 60 per cent of the total premium income of
the UK long-term insurance market was derived from
pensions business (occupational and personal).”

As we noted in Section 2.4.3 projected rates of
return on a pension fund’s assets need to be sufficient
to ensure that the scheme is at all times fully funded. In
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This is because annuities are regarded as long-term insurance business. In contrast, the management of pension funds is regarded as

investment business under current regulations, which banks and building societies as well as insurers are allowed to carry on.

15 Source: Association of British Insurers.
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Table 3.5 UK non-deposit-taking financial institutions — holdings of selected assets, end 2002 (£m)

PF LTI Gl uT IT

Short-term assets 20,794 44,958 2,899 8,041 0
British government securities 84,461 131,305 18,390 7,078 471
UK company securities 216,887 378,268 13,677 103,853 20,421
Overseas securities

company 115,778 110,738 7,394 69,067 15,130

government 16,031 19,762 7,156 4,230 800
Unit trust units 36,530 65,267 1,685 0 47
Land, property etc. 31,658 52,658 805 0 532
Other 88,302 51,389 45,166 5,767 565
TOTAL 610,441 854,345 97,172 198,036 37,966

Source: From ONS (2004), Financial Statistics, January, tables 5.1b, 5.1a, 5.2a, 5.2d, 5.2c. Crown copyright material is
reproduced with the permission of the Controller of HMSO and the Queen’s Printer for Scotland.

the case of defined-benefit schemes, the responsibility to
make good any shortfall rests in the first instance with
the employer. Trustees of such schemes and, in par-
ticular, employer representatives amongst them, will
therefore be concerned to ensure that the fund achieves
healthy long-term returns. A decline in projected rates of
return does not bring with it the same kind of threat of
underfunding as a defined-contribution scheme. How-
ever, it does pose a threat to the value of the pension
that currently contributing members will receive. The
achievement of healthy long-term returns is therefore
just as important an objective for defined-contribution
schemes. In contrast, the flow of monies into and out of
pension funds is, in the short run, regular and highly
predictable. It follows that liquidity is not a significant
factor in pension fund management.

These twin considerations go a long way towards
explaining the composition of the asset portfolios of
the pension fund (PF) and long-term insurance (LTI)
sectors at the end of 2002 that are set out in Table 3.5.
(Recall that, as we noted just a couple of paragraphs
above, rather more than half of the business of the
LTIs is in the pensions field.)

In both the PF and the LTI sector, short-term assets
amounted to ¢. 5 per cent of the total at the end of
2002. This is hardly surprising, for such assets offer
liquidity but generally low rates of return to their
holders. On the other hand, more than half of the assets
of both sectors consisted of UK company securities.

Again this is easily explained given that, in recent
decades, high dividend growth and significant capital
appreciation have combined to produce high levels
of average yields on UK company stocks. Holdings of
overseas securities accounted for more than 14 per
cent of LTI assets and nearly 18 per cent of the assets
of the PF sector. Once again, the pursuit of higher
returns is part of the explanation here. However, fund
managers have also invested abroad to achieve greater
stability in returns through diversification. For while
stock market indexes in different financial centres
tend to move broadly in line with one another, the
correlation is less than perfect.'®

By the opening years of this century, it was widely
recognized that long-term contractual saving in the
UK, largely the province of life assurance and pension
funds, was in serious trouble. At the core of the
problem was the failure of many people to make the
necessary arrangements to provide themselves with
an adequate income in old age. The rule of thumb
adopted by the pensions industry is that people should
aim for a net pension of approximately two-thirds their
net pre-retirement income, though one should note
that given the way the UK tax system affects retired
people, this would be achieved with a gross pension
equal to about one-half of gross earnings. The extent
of the long-term savings problem, together with some
recommendations for tackling it, were the subject of
the ‘Sandler Report’ in 2002.
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See Section 8.3 for an explanation of why diversification of asset portfolios can reduce risk even where returns are positively correlated,



Looking at the causes of the problem, we can iden-
tify four factors, each of which played a specific role,
but we should always remember the background that
we explored in Section 2.4.3, where we commented on
the tendency of many people to focus on the present
at the expense of the future — “financial myopia’ as we
called it — with the result that they would probably
undersave.

The first problem originated with the government’s
decision in 1988 to encourage people to opt out of the
State Earnings-Related Pension Scheme (SERPS), and
out of employers’ schemes if they so wished, and to
make payments into a personal pension scheme. This
was to be achieved largely by opening up pension pro-
vision to a wide range of financial intermediaries. The
arguments in favour of increasing private provision
were twofold. The first derived from demographic
changes. With falling birth rates and increasing long-
evity, the dependency ratio would rise in the twenty-
first century to a point where, it was argued, PAYG
schemes would pose an unacceptably high burden on
taxpayers. The second was an argument about eco-
nomic efficiency. The way in which most employers’
occupational schemes functioned discouraged worker
mobility because it was difficult to transfer pension
rights from one firm to another.

The end result of the government’s action was an
outbreak of high-pressure selling of private pension
schemes which persuaded many workers to quit their
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occupational pensions. For many people this turned
out to be a mistake, principally because in an occupa-
tional scheme the employer would make a contribution
on behalf of each employee. By 1996 it was estimated
that some 500,000 people had been sold personal
pensions which put them in a worse position than if
they had remained in their occupational scheme. The
then regulatory body, the Securities and Investments
Board (SIB), ordered that the victims must be found
and compensated. But in February 2001 the Financial
Services Authority, the new regulatory body, estimated
that only 200,000 had actually received compensation
(amounting to £2.2bn). Progress continues but is very
slow and it is quite likely that the difficulties in getting
compensation have done more to reduce investors’
confidence in the financial services industry generally
than the original mis-selling.

The trouble that began with PAYG schemes in the
1980s spread to funded schemes at the end of the 1990s.
We have seen that the difference between a defined-
benefit (DB) scheme and a defined-contribution (DC)
scheme is that in the former the employer is committed
to paying the specified benefits whatever that may cost.
During the 1990s, with rising stock markets, pension
funds often built up a ‘surplus’ of funds over and above
what was likely to be needed to pay the defined bene-
fits in the foreseeable future. In these circumstances
some firms gave themselves a ‘pensions holiday’ by
suspending payments into the fund. With the sharp fall

By Alexander Jolliffe

Pensions mis-selling left thousands of investors losing
valuable old age savings and the insurance industry
picking up £14bn bill, writes Alexander Jolliffe.

The scandal arose after the Conservative government
introduced personal pensions in 1988, presenting them
as a flexible alternative to occupational pension
schemes. Life assurers saw a sales opportunity and their
salesforces — who received big commissions — sold
pensions to more than 1m people, including many
nurses, miners and teachers.

Philip Skottowe, an actuary at New Bridge Street
Consultants, says investors bought the pensions because
they believed salesmen who said the new investments
were more flexible than occupational schemes. Also,
ministers ran TV adverts backing the pensions:

‘There was government endorsement’, he says.

Box 3.4 FT Money - Mis-selling: Scandal dates back to Conservative era

In many cases the pension sales were cases of mis-selling
— bad financial advice which led to losses. By leaving
occupational pension schemes or not joining them,
employees lost employers’ contributions and the security
of final salary funds.

When the mis-selling emerged the City regulator
launched a review of personal pension sales in December
1993. It examined 1.6m cases and 1.1m investors
received compensation worth a total of £10bn.

In addition, the regulator examined mis-selling of
top-up pensions known as free-standing additional
voluntary contributions. It looked at 100,000 cases
and more than 85,000 people received £250m-worth
of redress.

Source: Financial Times, 20 September 2003.
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in share prices in 2001 and 2002, however, the picture
changed dramatically and some firms found that they
faced pension funds deficits. This was made worse by
a new accounting procedure (FRS17) that required
the deficit/surplus to appear on a firm’s balance sheet.
The result, as we noted above, was that firms began
to close their DB schemes to new employees, offering
them only DC arrangements. This was bad enough
for new employees but what attracted public attention
was the decision by a few firms (the shipping firm
Maersk was the first) to impose the switch on workers
already contributing to a DB scheme. This was widely
seen by the general public as a breach of faith (even
though it was not actually illegal). Once again, the
term ‘pension’ had got itself attached to some very
negative publicity.

The end of the long stock market boom in 2000 lay
behind yet another problem: it coincided with what
now looks like an era of low inflation with corres-
pondingly low interest rates. The combined result has
been that investment funds which had grown at average
rates of c¢.15 per cent from the mid-1980s suddenly
ceased to grow or grew only very slowly. Consequently,
many savers who had taken out long-term savings
schemes with a view to achieving a target level of
wealth by a specified date found that they would be
disappointed. Of course, one might argue that savers
who felt disappointed were suffering from ‘money
illusion’. Their nominal wealth had grown more slowly
but their real wealth had benefited from the slow rise
in prices.

The problem which could not be cured by remov-
ing money illusion arose in those cases where people
were saving in order to repay their mortgage loan on
a specified date. These ‘interest-only’ mortgages were
designed to be repaid from the proceeds of an endow-
ment life-assurance policy. Contributions (fixed for the
life of the policy) were set by the insurance company
at the beginning of the contract and were set in line
with the past experience of nominal investment returns
so as to achieve a target value when it terminated on
a set date. The way in which many of these endow-
ment policies were structured (‘with profits’) required
the insurer to add a fraction of its investment returns
to the value of the policy each year. This was then
supplemented by an additional or ‘terminal’ bonus
paid on maturity. This meant that a 25-year endow-
ment policy, maturing in 2002, for example, would have
the benefits of many years of good annual bonuses.
Nonetheless, terminal bonuses played such a large

part in the final payout that a policy maturing in 2002
would have paid only about two-thirds the amount of
a similar policy maturing before the crash, in 1999.

The consequence was that even savers with endow-
ment policies nearing maturity in the early twenty-first
century suddenly discovered that their fund would
not be sufficient to settle their mortgage debt when
the obligation fell due. For those savers without the
benefit of many years of high returns, the situation was
even more bleak. The problems became public when
the FSA required life companies to begin sending out
warning letters after 2001. Many savers claimed that
they had no idea that their endowment policies exposed
them to stock market risk. If true, this amounts to
another case of mis-selling. But true or false, coming
on top of the earlier issues, the ‘with-profit endow-
ment’ problem further undermined the reputation of
the long-term savings industry. As the Financial Times
extract in Box 3.3 reported, in March 2004 only 6 per
cent of endowment policyholders had actually claimed
compensation, but 50-60 per cent felt they had a
justified grievance.

Finally, at least at the time of writing, there was the
case of the Equitable Life Assurance Society. Equit-
able Life was a very old and highly regarded mutual
life assurance company. Its products were regarded as
some of the best in the business, producing returns
which put the company always near the head of the
league tables. Over the years it had built up a clientele
which was skewed towards the professional classes and
many in public life, including members of parliament
and the judiciary, owned pension or other long-term
savings products with Equitable Life. In his report,
which finally appeared in 2004, Lord Penrose dated the
origin of Equitable’s problems to policies adopted by
its management in the 1980s to pay out the maximum
bonuses consistent with what were thought at the
time to be the minimum safe level of reserves. What
first alerted the public to a problem with the society,
however, was the outcome of a decision in the 1970s
to offer a guaranteed minimum income from annuity
policies. This guarantee was given when, as we have
seen, nominal returns were good (comfortably above
the guaranteed level) and neither the company nor
its clients gave much thought to the possibility that
the guarantee would ever be called on. But during
the 1990s, with signs that inflation and interest rates
were falling around the world, the society had to
face the risk that at some time in future the company
would not be able to meet the guarantees. Its solution



(decided in 1995 but not made public until 1998) was
to cut the bonuses that it paid to those savers who
had a guaranteed annuity policy so that, although the
guaranteed rate would be paid, it would be paid on
a smaller sum than would be available to those with-
out the guarantee. As a result all clients would get the
same returns and Equitable would be safe.

Unfortunately, after a series of legal actions, the
House of Lords ruled this practice illegal in 2000.
This forced the company to close to new investors, to
switch its investment portfolio largely into safe but low-
yielding bonds and to impose penalties on investors
who decided to terminate their policies early rather than
accept the future poor returns. Even these measures
were not sufficient to ensure the survival of the society
and, in March 2004 when Penrose reported, the out-
look was very uncertain.

Given the professional nature of Equitable’s client
base, it is not surprising that a number of action groups
were formed with a view to trying to get compensation
for investors. This ensured that the plight of Equitable
Life remained in the headlines in the following years.
Then, when Lord Penrose’s report drew attention to
the very poor record of supervision by a succession of
regulatory bodies (they had known, he said, about the
guarantee problem since 1993 but had done nothing
to check on how the society was going to deal with it),
savers once again got the message that long-term
saving, even with one of the most venerable financial
firms in the UK, was a highly risky business.

m Unit trusts

As we said in Chapter 2, unit trusts are examples of
‘open-ended’ trusts, in the sense that net investment
into the trust means that the managers can create more
‘units’, buy additional assets and thus enlarge the size
of the underlying fund.

The first unit trusts appeared in the UK during the
1930s. By the outbreak of war in 1939 there were about
90 trusts managed by 15 companies. The number of
trusts (and management companies) grew slowly until
the 1960s when it expanded very rapidly, falling back
again in the 1970s and taking off again in the 1980s.
These growth rates broadly coincided with trends in
UK stock prices. In the mid-1980s the value of funds
was about £20bn. By 2000 this figure had increased
elevenfold to about £220bn.
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The attractions to investors are several. Firstly, a
‘small’ saver is able to reduce risk by investing quite
cheaply in a much wider portfolio of assets than would
be the case by buying securities directly. The unit trust
company, in other words, is exploiting the market
imperfection which is the economy of scale available in
securities trading. Secondly, holdings can be liquidated
very quickly. In Chapter 17 we note that securities
trading in the UK is divided into fortnightly account
periods and accounts are settled only after the end of
each period. By contrast, the holder of units in a trust
can sell the units back to the managers and receive
payment, normally within 10 days. Notice that units
can only be traded between the investor and the trust
manager. There is no secondary market.

Each trust is always the responsibility of two com-
panies. Firstly, there is the company responsible for
day-to-day management of the trust (the trust manager).
This may be a specialist unit trust management com-
pany or it may be part of some larger financial grouping.
We saw in Section 3.2, for example, that retail banks
have their own unit trust management companies.
The management company makes the detailed invest-
ment decisions, issues certificates of ownership, pays
income to investors and so forth.

In addition, each trust has a trustee. These are
mainly specialist subsidiaries of major banks. The job
of the trustee is to see that the fund is managed within
the terms of its trustee deed. This deed specifies the
objective of the trust and lays down broad conditions
governing the management of the funds. The trustee
company is acting to some degree as guardian of the
investors’ interest.

There are of course expenses involved in the
running of unit trusts: the management company and
the trustees are entitled to reward for their services.
For the management company, income derives from
two sources. Firstly, there is the ‘spread’, the differ-
ence between the bid (the trust’s buying) and offer
(the trust’s selling) prices. Unit trusts are permitted
to operate a spread as wide as 15 per cent of the
fund’s net asset value. On a central value of £1, for
example, the bid price could be as low as 93p while
the offer price could be 107p. However, competition
between management companies keeps the spread
closer to 6-7 per cent (97-103p). In addition, the
management company is entitled to charge an annual
management fee of 0.5-1 per cent of net asset value.
This is normally deducted from the fund’s investment
income before deciding upon the distribution to be
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made to unit holders. The trust company receives an
annual fee, normally calculated as a very small pro-
portion of the trust’s net asset value.

Box 3.5 shows data for the group of unit trusts
managed by Scottish Investment Fund Managers
Ltd. The data was taken from the Financial Times of
13 March 2004. Reading from the top, it shows the
name of the management company and its address
and telephone number. It also shows, in the expres-
sion ‘(1200)F, the time of day at which the units are
revalued and indicates that the managers will norm-
ally deal at ‘forward prices’ (F), that is to say at the
prices which prevail at the next valuation after the
receipt of buy/sell instructions. The first column gives
the abbreviated name of each trust, which tells
investors something about the objective of the trust
or the geographical area in which it invests. The first
column of figures shows the management company’s
initial charge (the spread in percentage terms). The
next two columns show the latest bid-offer prices
and the next column shows the change in value of the
units since the previous day’s valuation. The final
column shows the gross yield (the dividend (or
coupon) divided by price).

In recent years, many unit trusts have converted
to ‘OEICs’. OFEIC stands for ‘open-ended investment
company’. This is a variation on the unit trust type
of fund management in the sense that it preserves
the fundamental feature of unit trusts, namely that
they are open-ended. The main difference is that an

Box 3.5
(UK)
0141 248 6321

Scottish Mutual Inv Mngrs Ltd (1200)F
301 St Vincent St, Glasgow G2 5HN
Authorised Inv Funds

UK Equity InC ................ 5% 3575 379.9 +0.10 1.82
Do Accum ......coevennenen 5% 533.6 567.1 +0.10 1.82
UK Smllr Cos Eq Inc. ....5%  242.1 257.5 —-0.50 1.31
Do Accum .....ccoevenenen 327.0 3478 -0.50 1.31
European In¢ ......cccoeu. 565.6xd 598.6 —-2.40 1.25
Do Accum .....cecevenene 686.4 726.5 —-3.00 1.25
Far Eastern Inc 135.2xd 143.8 -1.00 1.04
Do AcCum ....ccoeeveerinen 170.3 181.1 -1.20 1.04
Japanese Inc .. 43.32xd 45.98 -0.59 0.00
Do Accum .....ccceveinen 45.41 48.19 -0.61 0.00

Source: Financial Times, 13 March 2004.

OFEIC is structured as a company, rather than a trust,
and ‘units’ are replaced by ‘shares’. It is doubtful that
savers are aware of these differences and many unit
trusts have converted to OEICs since 1997 with no
impact at all on their savers. The noticeable difference
is that the pricing of OEICs allows only one price to
be quoted: the buying and selling prices are the same
and this simplification for savers is usually given as
the main reason for conversion from unit trust to
OEIC. Given the single price, it follows that managers
cannot draw income from the bid-offer spread and
have to take it from the income of the fund. OEICs
themselves are not a novelty; they have been the stand-
ard form of open-ended mutual fund in continental
Europe for many years.

Table 3.5 shows just how strongly, in relation to
their total investible funds, unit trusts are concentrated
in equities. This explains what we said at the begin-
ning of this section, namely that the growth in unit
trusts (both asset values and numbers of clients) varies
with stock market performance. Thus the creation
of new units virtually ceased after the crash of 1987,
but began again within a year. Growth in the 1990s
averaged about 18 per cent per annum, though this
included a year of negative growth in 1994. Total assets
at the end of 1995 were £112bn, so that Table 3.5
shows that their assets nearly doubled in value in the
seven years to 2002.

One of the reasons for the rapid growth of unit trusts
as a form of saving during the 1990s was the encour-
agement offered to ‘small’ savers by UK governments.
This began with Conservative governments offering
savers relief from both income and capital gains tax
on equities and unit trusts held in a Personal Equity
Plan. One such plan could be taken out in each tax
year and the amount that could be invested in it was
£5,000. The Labour government which took office in
1997 replaced ‘PEPs’ with ‘ISAs’ or Individual Savings
Plans. These managed to combine increased flexibility
with additional complexity, but the principle remained
the same: up to a fixed annual amount (£7,000) per
year, savers could protect their investments from both
income and capital gains tax.

The intermediary role of unit trusts is, strictly speak-
ing, limited to their purchase of newly issued equities
(or bonds). This is always the case where tradable assets
are concerned. Whether the assets are being bought
by an individual or an organization, the only act that
transfers funds from a lender to a borrower is the
purchase from the borrower of his or her newly issued



Table 3.6 UK non-deposit-taking financial institutions

Turnover of selected securities, 2002 (£m)
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PF
Listed UK ordinary shares 169,597
Other listed UK company securities 31,263
Overseas ordinary shares 163,573
Other overseas company securities and
government securities 61,632

LTI Gl ut IT
122,450 9,485 98,633 21,290
124,892 8,642 22,522 645

90,580 1,168 122,365 21,264
103,865 19,718 20,406 2,276

Source: From ONS (2004), Financial Statistics, January, tables 5.3a. Crown copyright material is reproduced with the permission of

the Controller of HMSO and the Queen’s Printer for Scotland.

liabilities. All other transactions simply involve the
reassignment of previous loans. Unit trusts are import-
ant actors in the primary markets but their purchases
of newly issued UK company shares (for example)
is dwarfed by both their total net acquisitions of UK
equities (newly issued plus existing) and by their total
turnover (total sales and purchases) of equities. As
Table 3.4 shows, unit trusts made net purchases of
UK equities amounting to about £8bn in 2002 against
a background (Table 3.6) of total buying and selling
of UK equities amounting to about £120bn or 60 per
cent of their total portfolio.

We noted in the last chapter that open-ended funds
are generally more expensive to run than closed-ended
funds. This is inevitable, since savers’ desire for more
investment in unit trusts means that managers have
to buy additional securities while a desire for units
means that funds are withdrawn from the fund and
the managers have to respond by selling assets. This
is why, in the mid-1990s, unit trust management com-
panies started looking for ways of reducing costs in a
sufficiently dramatic way that ‘low cost’ could be made
part of their marketing. It coincided also with a more
analytical approach to the assessment of mutual fund
performance in the popular financial media. What
this analysis showed, again and again, was that most
managed funds failed to beat the returns that would
have been available to savers if they themselves had
simply constructed a miniature portfolio replicating one
or other broadly based share index. Holding a replica
of the FTSE-100 index (i.e. a portfolio of the largest
firms), or the FTSE-350 or the ‘All-share’, would have
given better returns than holding units in many pro-
fessionally managed funds. This discovery is entirely
consistent with the efficient market hypothesis which
broadly says that share prices incorporate all relevant

information so rapidly that no-one has an information
advantage which enables them to sniff out bargains.
Attempts to do so simply add to costs. Indeed, exam-
ining the performance of mutual funds is one common
way of testing the EMH and these tests have shown
repeatedly that there is rarely any advantage to pro-
fessional management (see Section 26.4).

When eventually the financial press caught up
with this and suggested that investors might do better
to ‘hold the index’, some management companies
responded by creating funds which did precisely this.
Thus emerged the so-called ‘tracker funds’ whose
purpose was simply to earn the return that would be
earned by a portfolio constructed to replicate a specific
index. Such a fund, in theory at least, could not do
worse than the index on which it was based and, since
performance against the index was a popular measur-
ing rod in the financial media, the managers would be
spared the humiliation of failing to beat the index.

Furthermore, there was the advantage that ‘tracker’
funds would be relatively cheap to run. They could not
remove the fundamental disadvantage of open-ended
funds, that inflows and outflows required asset pur-
chases and sales, but they did remove any need for
expensive research and analysis about which assets to
buy and sell. The index dictated what shares should
be in the fund and in what proportions: the manager
had simply to buy and sell across the whole fund in
order to keep its constituents in line with the index. A
computer could do it, and in many cases did.

Tracker funds turned out to be one of the most
popular innovations of the mutual fund industry dur-
ing the 1990s by giving retail investors who wanted a
diversified exposure to equity returns a rate of return
which matched that of the stock market as a whole
at lower cost (and no less success) than had been
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previously possible, at least from unit trusts. Just how
safe it was, of course, depended upon the degree of
diversification. Tracking the FTSE-100 index meant
holding a portfolio of shares in the one hundred largest
UK companies. Conventional wisdom has always
suggested that most of the risk-reducing benefits
of diversification can be obtained by holding about
20 different assets, provided that they are genuinely
diversified (see Section 8.3). A potential problem with
tracking an index was illustrated in 2000. This was
the year of the ‘dotcom’ boom when the market value
of many technology companies gave them a capitaliza-
tion that put them (temporarily) amongst the UK’s
largest one hundred firms. Thus they were included
in the FTSE-100 index which became rather heavily
skewed towards technology companies and was con-
sequently rather undiversified. When the technology
mania ended in the summer of 2000 and the FTSE-
100 fell quite sharply as a result, investors in funds
which tracked a broader based index, like the FTSE-
350 or All-share, had reasons to be thankful.

8 Investment trusts

Investment trusts differ from all the other institu-
tions we have discussed in this chapter in a number
of significant ways. The chief of these is that while all
previous intermediaries are ‘open-ended’, investment
trusts are ‘closed’. By open-ended we mean that any
number of savers can lend any volume of funds to the
intermediary at any time. Any increase in the demand
for the liabilities of open-ended intermediaries means
that more funds are potentially available to ultimate
users.

In the case of investment trusts, however, what
savers buy is shares in a trust which is, in effect, a firm
whose business it is to own stocks and shares. At any
moment, the number of shares in the trust is fixed. Thus
new savers can buy shares only from existing share-
holders and so when we speak of a flow of funds into
investment trusts we must recognize that extra funds
do not go into the trust at all. There is no increase in
lending by the trust to ultimate lenders. All that happens
is that the market price of the shares rises.

The fact that an increase in the demand for an
investment trust’s shares does not mean that more
funds are made available to ultimate borrowers raises
the question of whether investment trusts should be

considered as intermediaries at all. Intermediation, the
transfer of funds between ultimate lenders and ultim-
ate borrowers, requires that two conditions are met.
The first is that funds flow from savers into the trust;
savers’ decisions must make a change to the funds avail-
able to the trust. The second is that the trust passes
these additional funds to a borrower; in practice, the
trust must use the funds to buy liabilities newly issued
by borrowers (this is the same condition that we met
with unit trusts in the last section). These two condi-
tions could in principle be met. It could be the case that
the investment trust company makes a new issue of its
own equities (or bonds) and uses the additional funds
to buy equities (or bonds) newly issued by another
firm. The point is, however, that this coincidence is far
from the norm. Investment trust companies will some-
times make new issues to expand their capital base
and they will sometimes buy securities newly issued
by borrowers. But most of the time the first link fails
in the sense that a decision to switch savings ‘into’
an investment trust means simply buying its existing
shares (no new funds are made available to the trust)
while the second link fails because most of the time
the IT company itself buys existing securities (no new
funds are passed on to borrowers).

Investment trusts’ claim to intermediary status rests
primarily upon the fact that (like unit trusts) they are
active in the primary market. When firms raise new
capital, investment trusts are among the institutions
who will subscribe. However, while Tables 3.4 and
3.5 show that equity holdings are very important to
investment trusts, they also show that the investment
trust sector is very small when compared with the
other financial institutions.

While ‘channelling funds’ is the obvious sense in
which any institution can claim intermediary status,
we should never lose sight of the fact that activity in
the secondary market makes a subsidiary but import-
ant contribution to the lending/borrowing process. An
active secondary market for existing securities gives
such securities a liquidity which makes them more
attractive to investors and thus lowers the dividends
that issuers have to pay in order to induce lenders to
buy them. The more liquid the market, ceteris paribus,
the lower the cost of capital to firms.

As we have already said, investment trusts are
not trusts at all in the strict sense of the word. They
are simply firms whose business happens to be the
trading of securities. This is reflected in both the way
that investment trust companies are regulated and the



way in which their share prices are quoted. Like other
publicly quoted firms they are subject to the full range
of Companies Acts and to the regulations that the
London Stock Exchange imposes upon firms wanting
a stock exchange listing. Finally, the Inland Revenue
‘approves’ investment trusts for purposes of tax treat-
ment (principally their exemption from capital gains
tax on their sales of securities).

The history of investment trusts predates that of
unit trusts by quite a long way. The first to be estab-
lished was the Foreign and Colonial Government Trust
in 1868. As the name implies, the purpose of this par-
ticular trust was to enable UK investors to get access
to the returns from overseas government bonds which
generally paid higher rates than were available on UK
government bonds. In fact, the higher returns avail-
able from overseas investment, especially in the period
before 1914, was a major driving force behind the
early growth of investment trusts and it remains true
even today that investment trusts tend to be more out-
ward looking than unit trusts. In spite of this early
start, it is clear from our tables that the investment
trust sector has grown much more slowly than the
unit trust movement, in spite of their cost advantage.
The reasons for this are not entirely clear. One reason
may be the fact that investment trust share prices need
not be a precise reflection of the value of the under-
lying assets. As we saw in Chapter 2, the value of one’s
holding in an investment trust company depends imme-
diately upon the demand for its shares and this is only
indirectly linked to the value of the underlying assets.
In fact, Box 2.4 shows that investment trust shares
are often priced at a discount and this may create
an unfortunate impression amongst retail investors,
though in fact it means that the underlying assets
can be purchased more cheaply through an invest-
ment trust than if they were bought directly. And
what really matters to the investor’s return is whether
the discount changes. For a constant rate of discount,
investment trust shares will move directly with the
value of the underlying assets.

The fact that investing in investment trusts involves
buying company shares may also have played a part
in limiting their retail appeal. The advantage of buy-
ing unit trusts is that one deals with the managers
directly, by picking up the phone or filling in a coupon
in a newspaper. Until recently buying investment trust
shares meant dealing through a stockbroker which
many savers would have found off-putting. In the
last few years, investment trusts have worked hard at
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marketing their shares to small savers, with television
and newspaper campaigns, and now offer their shares
directly to the public.

Since investment trusts are simply limited public
companies whose job is to hold and trade firm and
government securities, it is hardly surprising that their
share prices are listed in the same way as those of
any other quoted company. In the Financial Times,
for example, they appear with all other shares, on
the ‘London Share Service’ pages in a category headed
‘investment companies’. A minor difference from other
share prices is that the ‘yield” and ‘P/E’ columns (see
Section 17.5) are replaced, for investment trust shares,
by ‘NAV’, standing for ‘net asset value’, and ‘dis or
pm’. NAV shows what the share price should be if it
were to match the value of the underlying assets and
‘dis/pm’ calculates the difference between the actual
share price and NAV as a percentage of NAV. From
what we have said above, it will be appreciated that
most investment trust shares show a negative figure
(for discount) in this column.

m Summary

A financial system consists of a set of markets, institu-
tions and their ultimate users. As a result of competi-
tion, improving communications technology and a
general movement towards deregulation of economic
and financial activity, systems are becoming increas-
ingly homogeneous. However, some differences still
remain and these are reflected rather more in institu-
tions than in markets.

A common practice is to divide institutions into those
that take deposits (often included in official measures
of ‘money’) and those that do not. In the UK, we need
further to divide deposit-taking institutions into banks
and building societies. In their main activities, there
are considerable similarities between retail banks and
building societies, though the former have greater free-
dom in both sources and uses of funds. Partly for this
reason, some larger building societies are considering
converting to banks and becoming subject to banking
rather than building society regulation.

Bank (and building society) assets consist over-
whelmingly of non-marketable loans supplemented
by a small proportion of short-dated, highly liquid
government securities. The bulk of company securities,
and of longer-dated government bonds, are held by
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non-deposit-taking (or ‘other’) financial institutions.
This is because (with the exception of general insur-
ance companies) their liabilities are held largely as
long-term savings products by the public who want

1

Key concepts in this chapter

Net acquisitions

General insurance

Questions and problems

Explain how deposit-taking institutions differ
from other financial institutions in their sources
and uses of funds.

Distinguish between a ‘mutual’ and a ‘joint stock’
(plc) enterprise. List some of the advantages of
conversion from mutual to plc status.

What are the major differences between UK
general and long-term insurance companies and
why do they exist?

Identify the major legislative changes that have
had an impact on pension provision in the UK
since 1948. Comment on their objectives and
major effects.

protection from inflation and a share in the real growth
of the economy. For this they are prepared to accept
some degree of risk that their savings will fluctuate in

value over time.

Long-term insurance

5

6

Trust manager

Turnover Term insurance Trustee

Stocks held Annuity Open-ended fund
Off-balance-sheet activities Endowment Closed-ended fund
Mutual society Fully funded

‘Pay as you go’

Explain carefully the composition of the asset
portfolios of the UK pension fund and long-term
insurance sectors by reference to the objectives
and problems of pension fund management.

Distinguish between a ‘funded’ and a ‘pay-as-
you-go’ pension scheme. How would you expect
the market for ordinary company shares to be
affected by a general switch from PAYG to
funded schemes?

Distinguish between the ‘net acquisition of assets’,
‘turnover in assets’ and ‘holdings of assets at end
of period’. What might you expect about their
likely size relative to each other?
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i The US financial system




m Introduction

The US financial system is often grouped with that of
the UK as a market-based system, indicating that the
finance of firms comes largely from the issue of secur-
ities, and thus via markets. In fact, in some periods,
the net contribution of bond and equity issues to
corporate finance has not been particularly high and
has certainly been lower than that in the UK. None-
theless, it remains true that Wall Street (the location
of the New York Stock Exchange) is central to the US
financial system both psychologically and in terms of
its influence on economic policy.

The psychological importance of Wall Street
stemmed in part from the role of securities markets in
the financing of firms during the period of the USA’s
most rapid growth; but in part also from the image that
the USA had of itself as a young, confident, risk-taking
nation in which almost anyone could become rich
overnight. The stock market became the focus of one
element of the American dream. The sharp price rises
on Wall Street in the 1920s and the crash in 1929 are
widely accepted as indicators of the economic boom
and the subsequent worldwide depression of the 1930s.
Commodities markets first developed in the USA, as
did trading in futures, financial futures and options. US
markets in these instruments remain the world’s largest.
The ‘get rich’ aspect of financial markets has remained
important as shown, for instance, by the junk bonds
scam of the 1980s (discussed in Box 4.4).

Although the role of securities markets in provid-
ing finance to industry has declined, the importance of
the stock exchange in the lives of average Americans
has increased since the 1970s with the growth of
mutual funds and the development of pension funds.
This was caused partly by the limitations imposed
by law on the US banking system and partly by the
increased volatility of inflation and interest rates in
the world economy in the 1970s. Banking laws and
the attitudes that gave rise to them have thus played
an important role in the development of the system as
a whole and, like all national financial systems, that
of the USA is highly individual. Comparisons can, of
course, be drawn and there are ways in which the US
system has more in common with that of the UK than
with that of, say, Germany. One example of this is the
strength of securities houses which concentrate on busi-
ness lending and investment activity. However, there
are many ways in which the US system is dramatically
different from that of the UK.
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The importance of the US financial system to eco-
nomic policy is not recent. For example, it is widely
held that the contractionary policies of the US Federal
Reserve System in 1928 contributed significantly to
the onset of the Great Depression. These contraction-
ary policies were introduced specifically to curb stock
market speculation. There was an echo of this same
concern in the early months of 1997 when the Governor
of the Board of the Federal Reserve, Alan Greenspan,
commented unfavourably on speculative activities
in financial markets, prompting fears among market
practitioners of increases in interest rates. Greenspan
was again very critical of the apparent speculative
excesses in the short-lived boom in high tech and
dotcom companies in the first half of 2000.

The size of the US economy and the continued domin-
ance of the dollar in international transactions has
meant that the US financial system has become central
not only to the US economy but also to the global
economy. Financial markets in all countries pay great
attention to the ups and downs of the Dow Jones
Industrial Average index and to the NASDAQ index.

The US banking system has a number of character-
istics that distinguish it from those of other countries.
Firstly, there are a very large number of banking organ-
izations. Although the number of banks has fallen
sharply in recent years, particularly through mergers
and acquisitions, there remained at the end of 2003
a total of 7,769 commercial banks. Secondly, until
recently, legislation limited the growth of US banks
and their ability to expand from their home states
to other states within the country. The restriction on
expansion within the USA was one of a number of
reasons for large banks from the financial centre,
New York, choosing from the 1960s on to establish
branches offshore, and playing a major part in the
development of the Eurocurrency markets. Thirdly,
there is a dual system of licensing, with banks being
chartered by both the federal government and indi-
vidual states. Fourthly, for a significant part of the
twentieth century, other restrictions on the operation
of banks were in force, limiting interest payments
on deposits and providing for a strict separation of
investment banks from commercial banks. Finally, a
central bank was not established until 1913 - although

Deposit-taking institutions
in the USA
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there had been two much earlier attempts to do so.
The central bank that was then established was not a
single institution but a system of 12 Federal Reserve
Banks overseen by a Board in Washington DC.

Most of these characteristics can be explained by
two major fears within the USA - the fear of central-
ized authority and the fear of domination by moneyed
interests. These fears reflect the origins of the US nation
state — settlement from Europe had been by separate,
relatively small groups often fleeing from religious or
political domination. The first significant united action
by settlers was the struggle against the distant authority
of Britain. The two fears combined to produce a
determination to prevent the financial system being
controlled either by large institutions in the financial
centre of New York or by political forces concentrated
in Washington. This led to severe geographical restric-
tions on the development of US banking, to the extent
that banks were not permitted to have branch offices.
The result of this was the continued existence of a very
large number of banks, most of them small. It was
only in the 1970s and particularly the 1980s and 1990s
that this structure began to change.

The limitations on the development of banks,
together with a general distrust in the population of
financial institutions, left the system vulnerable to bank
runs on individual banks. These frequently developed
into multi-bank panics. Fourteen such panics have been
identified in the years between 1800 and 1933, 11 of
which led to widespread restriction of convertibility
of deposits into currency. This strongly influenced the
nature of bank legislation and this, in turn, had a marked
impact on the way in which the system developed.
Laws passed during the 1930s sought to restrict what
was seen as damaging competition among banks, to
prevent firms from engaging in a mixture of banking
and non-banking business, and to provide a system of
insurance of bank deposits. Ironically, the system that
had been developed to limit the number of bank failures
and to provide greater security for depositors was held
by many to be largely responsible for a new wave of
failures in the 1980s and early 1990s.

4.2.1 The classification of US
depository institutions

Classification of the US banking system is complicated
by a number of the system’s features. Firstly, there is
the dual nature of the chartering system with banks

being granted licences to operate either by individual
states (state-chartered banks) or by an agency of the
federal government (national banks). States used their
power to charter banks to restrict the ability of banks
to open branches even within their own states and
virtually to prevent cross-border activities of banks
by not allowing those chartered in other states to open
within their borders. National banks were prevented
from opening branches until the McFadden—Pepper
Act of 1927 when they became subject to the banking
restrictions that applied to state-chartered banks in
the state in which they were operating.

A second distinction arises because of the deposit
insurance provisions of banking law. Although the
first insurance fund to protect depositors was set
up by New York State as early as 1829, the present,
nationwide system of deposit insurance was estab-
lished by The Banking Act, 1933 (widely known as
the Glass—Steagall Act). In reaction to three banking
panics between 1930 and 1933, the Glass—Steagall
Act set up the Federal Deposit Insurance Corporation
(FDIC) to implement the federal insurance of deposits.
Participation in the scheme was mandatory for all
Federal Reserve member banks. Other banks could
participate if approved by the FDIC. A very high per-
centage of banks currently participate in the scheme
although there remain some small uninsured credit
unions and a few uninsured banks.

The Glass—Steagall Act was also responsible for a
third distinction through the restrictions it placed on the
operations of insured banks. These included the strict
separation between investment and commercial banks.
Commercial banks are deposit-accepting institutions
(depository institutions), which were, in effect, prohi-
bited by the Glass—Steagall Act from originating, trading
or holding securities other than those of the federal
government or general obligations of state and local
governments. Other securities business was restricted
to investment banks, which are non-depository institu-
tions. The Glass—Steagall Act was repealed in 1999.

A fourth distinction is that between independent
banks and banking organizations or bank holding
companies (BHCs) — companies that have controlling
interests in one or more US banks. The ability to form
a bank holding company has existed for more than a
century but it became a popular form of organization
only after World War II. Forming a bank holding com-
pany provided a way around some of the restrictions
imposed on banks by legislation. This was particularly
true of restrictions on the formation of bank branches



both within and between states since a bank holding
company could form separate banking subsidiaries
in other parts of its home state or in other states. Up
until 1956, bank holding companies could also have
controlling interests in companies engaged in activities
other than banking. This led to fears that bank assets
would be used to finance the losses of non-banking
subsidiaries, increasing the riskiness of banks. Thus,
the Bank Holding Company Act, 1956 prevented
multi-bank holding companies from engaging in non-
banking activities that were not, in the judgement of
the Federal Reserve, closely related to banking. Multi-
bank holding companies were also limited to owning
banking subsidiaries in their home states, unless other
states expressly permitted their entry. Since no state
permitted such entry prior to 19735, the 1956 act ruled
out the possibility of multi-bank holding companies
engaging in interstate banking. In 1970 the law was
extended to cover the activities of one-bank holding
companies. We discuss recent changes to the Bank
Holding Company Act in Section 4.2.2.

Fifthly, there is the classification of depository
institutions into commercial banks (consisting of banks
owned by bank holding companies and independent
banks), thrift institutions and credit unions. Thrifts are
subdivided into savings and loan associations (S&Ls)
and savings banks. Thrifts have longer-term assets and
liabilities than commercial banks. Their assets princip-
ally consist of long-term bonds or house mortgages.
Until the early 1980s, mortgage advances were required
to be fixed-interest loans. Their liabilities are almost
exclusively savings and time deposits.

S&Ls are primarily involved in real estate and
housing finance. They can be traced back to the early
1830s when they began to be set up as credit cooper-
atives to provide housing finance and to act as a safe
repository for small savers. They became the second
largest type of financial institution in the USA, behind
only commercial banks, but have declined both in
number and asset size following the savings and loans
crisis of the 1980s (discussed in Box 4.1). Most S&Ls
were organized as mutual associations (owned by
their members rather than by stock-holders). Indeed,
in the majority of states they were required by law
to be mutual associations. Their very rapid growth in
the nineteenth and early twentieth centuries can be
seen as a reflection of the fear of ‘moneyed interests’
mentioned above. The collapse of house prices in the
Great Depression of the early 1930s led to the failure
of nearly 2,000 S&Ls (out of a total of just under
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13,000) and to two important pieces of legislation —
the establishment of the Federal Home Loan Bank
system (1932), which provided a central credit facility
to lend to troubled institutions, and the introduction
of deposit insurance with the establishment of the
Federal Savings and Loan Insurance Corporation
(FSLIC) in 1934. This was similar to that provided for
commercial banks by the FDIC. Problems began to
arise, however, in the late 1960s and 1970s.

Savings banks were first set up in the early nineteenth
century as mutual philanthropic institutions aimed to
encourage the poor to save. They grew rapidly through-
out the century, although they remained heavily con-
centrated in the northeast and middle Atlantic regions
of the country. They, too, engaged in mortgage lend-
ing while also holding large quantities of government
and corporate bonds. Savings banks have always been
safer than other depository institutions. During the
Depression only eight of the 598 savings banks failed
and they also performed much better than S&Ls during
the 1980s crisis. This was partly because they responded
more flexibly to the changing economic and financial
circumstances than did S&Ls and, from the late 1960s
on, began diversifying their assets away from mortgages
towards securities. Recently, a number of surviving
S&Ls have converted to savings banks to escape the
S&L name. Regulatory changes since the Second World
War have, however, eroded the boundaries between
savings banks and other financial intermediaries. All
savings banks are now federally insured and many of
the larger banks have shed their mutual status, although
a higher proportion of savings banks have remained
mutuals than has been the case with S&Ls. By May
2001, under 40 per cent of thrifts remained mutual.

Credit unions deal primarily in small, fixed-term,
personal loans. Their funds come entirely from persons
(and individual deposits are very small). As Table 4.2
shows, at the end of 2003, credit union assets totalled

More from the web

If you want to be really up-to-date with the number
of US banks, try the FDIC website: www.fdic.gov.
On the home page, click on ‘go’ for quick links for
bankers in the top right-hand corner of the screen.
Then, under the heading ‘Industry Analysis’, click
on ‘Institution Directory’. You will find some very
recent statistics and many well explained and useful
links to various parts of the site.
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for deposits.

cut in the number of examiners of thrifts.

began to rise and S&Ls to fail.

Box 4.1 The Savings and Loans crisis of the 1980s and 1990s

The 1933 Banking Act had introduced federal deposit insurance through the FDIC. This was extended to S&Ls by
the setting up of the Federal Savings and Loan Insurance Corporation (FSLIC) in 1934. The schemes required the
payment by members of flat-rate premiums unrelated to the riskiness of assets. The Act also prohibited interest
payments to owners of FDIC-insured demand deposits and authorized the Federal Reserve System (the Fed) and
the FDIC to set limits for rates paid on insured savings deposits of various maturities. This was implemented by
the Fed under Regulation Q. Although these interest rate ceilings were not extended to thrifts until 1966, their
imposition on banks allowed thrifts also to raise funds at low cost without fear of competition for deposits from
the banks. S&Ls flourished during the 1950s and 1960s as housing became a national priority. Mortgage lending
tripled in the 1950s and in the 1960s the assets of S&Ls again doubled.

However, commercial banks began to find their way around the limitations through the use of Certificates
of Deposit, placing increased pressure on S&Ls. The Fed responded by using powers granted to them in
1966 to allow S&Ls to offer interest rates on deposits half-a-point higher than the limit on banks. But in the
1970s inflation rates became more volatile and the Fed met increased inflationary pressure by tight monetary policy
which forced market interest rates well above Regulation Q ceilings. Money market mutual funds developed in the
mid-1970s to offer savers higher rates of return, putting both banks and thrifts under severe competitive pressure

In 1980, interest rate ceilings were removed, allowing banks and thrifts to compete for deposits, but the problem
continued until 1982 when they were allowed to offer an unregulated deposit account directly competitive with the
money market mutual funds. But the higher interest rates sharply increased costs and, since S&Ls were still largely
invested in much lower yielding fixed rate mortgages, most thrifts lost money. Net worth declined to what would
have been crisis levels in the absence of federal deposit insurance.

No action was taken since it was assumed that the problem would disappear when interest rates again fell.
Indeed, S&Ls were encouraged to expand and their capital requirements were lowered from 5 to 3 per cent of assets.
Informally, the standards were lowered even further by the introduction of less stringent accounting principles and a

Variable rate mortgages were allowed in 1981 but there was considerable consumer resistance to them. Congress
expanded the lending activities permitted to thrifts to allow them to diversify their portfolios but this only made
things worse as S&Ls sought to return to profit by engaging in very risky activities, including the purchase of junk
bonds (see Box 4.4), secure in the knowledge that they were covered by the FSLIC. The number of loan defaults

Problems during the period were intensified by poor management of S&Ls and by fraud which was uncovered in
many of the loans when institutions were taken over by FSLIC. The resources of FSLIC came under great pressure as
it sought to dispose of the assets and liabilities of failed S&Ls. The FSLIC became insolvent and in 1989 its duties
were transferred to the new Savings Association Insurance Fund (SAIF) at the FDIC.

$629.1bn compared with $7,602.5bn for commercial
banks and $1,474.3bn for savings institutions (thrifts).
That is, credit union assets were only 8.3 per cent of
commercial bank assets. Not only is the credit union
sector much smaller in total than those of commercial
banks and saving institutions but also the average
size of credit unions in terms of assets is small in com-
parison with both banks and savings institutions. The
average size of the three types of depository institution
at the end of 2003 was:

® commercial banks $978.6m
B savings institutions $1,043.4m
m credit unions $64.8m

Table 4.1, which shows the distribution of consumer
savings in the USA, shows a small gain in market share
for credit unions in 2003. However, the gains are
made at the expense of money market mutual funds
and reflect a movement towards the holding of cash
following the poor performance of stock markets in
previous years.

Credit unions too were established as mutuals.
Under the Federal Credit Union Act, their member-
ship was limited to groups having a common bond of
occupation or association. They were thus essentially
local in nature. Although, unlike commercial banks
and other thrifts, they were not legally prohibited
from operating across state lines, the common bond



Table 4.1 Distribution of Consumer Savings* ($ bn)

31 December 2003
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Outstanding Mkt share %
Commercial banks 3,307.5 56.7
Savings institutions 799.7 13.7
Money mkt mutual fnds 980.7 16.8
Credit unions 545.5 €&
US savings securities 203.9 3.5
Total 5,837.2

31 December 2002
Outstanding Mkt share % Change 2002 to 2003%
3,061.1 54.6 246.4 8.1
744.9 13.3 54.8 7.4
1,106.5 19.7 -125.8 -11.4
500.1 8.9 45.4 9.1
194.9 3.5 9.0 4.6
5,607.5 229.7

*From Credit Union Call Reports and Fed Reserve H5 release.

Source: Credit Union National Association (CUNA), Annual Report, 2003, p. 9.

requirement restricted the interstate activities of credit
unions to a few large institutions serving the armed
forces or large multinational corporations. However,
in 1982, the regulator of federally chartered credit
unions, the National Credit Union Administration
(NCUA), ruled that in some cases a single credit union
could serve more than one unrelated group, each
of which shared a common bond. Much freer inter-
pretations of the term ‘common bond’ have followed,
resulting in credit union mergers. In 1991, the NCUA
also allowed credit unions to share branches, giving
them an inexpensive way of expanding geographically.
Table 4.2 provides a comparison of the numbers of
different types of federally insured depository institu-
tions at the ends of 1984, 1994, 2000 and 2003.

Finally, there is the relationship between banks and
the Federal Reserve System (widely known as the
Fed). Under the Federal Reserve Act, 1913, all national
banks were required to become members of the Federal
Reserve but membership was optional for state-
chartered banks. Membership gave access to Federal
Reserve services but imposed obligations such as reserve
requirements designed to guarantee the liquidity of
banks. The Depository Institutions and Monetary
Control Act, 1980 extended the Fed’s benefits and
obligations to all depository institutions but state banks
may still be classified as member or non-member banks
of the Federal Reserve System. At the end of 2003,
there were 2,001 nationally chartered commercial banks
(25.8 per cent of the total) and 815 federally chartered
savings institutions (57.6 per cent of the total). Only
16.2 per cent of state-chartered commercial banks are
Fed members (935 out of 5,768).

4.2.2 Changes in the structure of
depository institutions

As Table 4.2 shows, in the 19 years between 1984 and
2003, the total number of FDIC-insured depository
institutions fell by nearly 50 per cent to 9,182. The
number of credit unions also declined by 36 per cent
in this period.

Among banks, numbers of savings institutions
declined most rapidly (by 59 per cent) between 1984
and 2003. This partly reflected the number of failed
Savings and Loan Associations in the 1980s and 1990s
(discussed in Box 4.1). However, commercial bank
numbers also fell by 46 per cent. In addition, there was
a considerable shift away from independent banks to
bank holding companies. By the end of 2003, the 2,133
bank holding companies controlled 97 per cent of US
commercial bank assets.

Amel (1996) identifies five reasons for the consider-
able structural changes within depository institutions:

mergers and acquisitions;

legislative changes affecting interstate expansion;

[

|

B legislative changes affecting expansion by branching;
® changes in credit union membership regulations;

|

failures of depository institutions.

Merger activity among healthy banks rose to record
levels during the 1980s as banks sought to reduce
costs, partly as a result of increased competition from
non-depository institutions. This was spurred by
technological change which broadened access to the
commercial paper market and reduced the role of
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Table 4.2 Changes in number of FDIC-insured banks 1984-2003

Number Assets ($m)

1984 1994 2000 2003 End 2003

Commercial Banks 14,381 10,359 8,315 7,769 7,602,489
Savings Institutions 3,414 2,058 1,590 1,413 1,474,288
Credit Unions 15,126 11,927 10,684 9,709 629,134
Total 32,921 24,344 20,589 18,891 9,705,911

Sources: Federal Deposit Insurance Corporation (FDIC), Statistics on Banking, Tables 101 and RC; Credit Union National

Association (CUNA), Annual Reports.

commercial banks in lending to large corporations.
Technological change also probably reduced costs for
large firms relative to small firms. From an average of
about 200 in the years between 1970 and 1980, the
number of bank acquisitions jumped to a total of nearly
8,000 between 1980 and 1998. Whereas acquisitions
in the 1970s were principally of small banks, banks
merged or taken over in the 1980s included larger
institutions. The mergers that took place between
1980 and 1998 involved $2,400bn in acquired assets
—equal to 55 per cent of all banking assets in existence
in 1980. Some of the mergers that took place, par-
ticularly between 1995 and 1998, were among the
largest in US banking history. Table 4.3 shows a break-
down of the number and size of mergers in sub-periods
between 1980 and 1998 and compares the number
of acquisitions with the number of bank failures in
the same period. It can be seen from the table that the
number of mergers reached a peak during the mid-
to late 1980s, a period when industry profit rates and
share prices were very low. Rhoades (2000, p. 31)
suggests that this is a little surprising because mergers
are thought to be more likely during periods of high

Table 4.3 Bank mergers and failures in USA, 1980-98

share prices and profits. However, as Table 4.3 shows,
the mid- to late 1980s was also a period of many
bank failures and there may have been good buying
opportunities for banks that were performing relat-
ively well. In terms of assets acquired, the peak period
was in the second half of the 1990s.

The large decrease in the number of US banks
led to a considerable increase in the nationwide con-
centration of bank deposits in the largest banks.

It is noteworthy that despite the reduction in the
number of banks and the explosion in the number of
ATMs during the same period, there were continuing
increases in the number of banking offices and in the
number of cheques cleared. The growth in the number
of banking offices suggests that the restrictions on the
development of branch networks had in the past limited
the number of banking offices. It further suggests that
local markets continue to be relevant geographic mar-
kets and that ATMs and other forms of retail electronic
banking are not yet substitutes for banking offices
although that may still happen in the future.

A major element in the increased number of acquisi-
tions was the changed attitude of the US government

Period Number of mergers Assets acquired ($bn) Large mergers® Number of failures
1980-84 1,838 204.989 15 172
1985-89 2,515 415.914 56 858
1990-94 1,993 574.111 76 412
1995-98 1,639 1,249.507 101 15
Total 7,985 2,444.522 248 1,457

* Mergers involving more than $1bn of assets are classified as large.

Source: Rhoades (2000).



and of federal agencies towards mergers in the finance
industry. Under US law, any bank wishing to acquire
another bank must obtain approval from the appro-
priate federal bank regulator and from the Department
of Justice, which is the primary authority for adminis-
tering US competition laws. From 1980 onwards, the
administration of President Reagan spoke out strongly
in favour of bank mergers in general and found few
that it believed should be challenged.

These changed attitudes were also reflected in
legislation and in the interpretation of legislation.
Many individual states liberalized their banking laws to
allow greater geographic expansion within their borders
and interstate banking began to get under way as an
increasing number of states passed laws allowing entry
by banks from some or all other states. The first step
towards allowing out-of-state bank holding companies
to own banks was taken by Maine in 1975, although this
only applied to banks from other states which granted
similar rights to Maine bank holding companies. By
1983, however, all of the New England states had
enacted similar reciprocal laws and by the end of 1994
every state but Hawaii had introduced laws allowing
some degree of interstate banking. On 29 September
1995, bank holding companies were given the right
to purchase banks throughout the USA for the first
time since the passage of the Bank Holding Company
Act, 1956. The Riegle—Neal Interstate Banking and
Branching Efficiency Act, 1994, which permitted the
expansion also from 30 September 1997, allowed
banks to branch across state lines. This overrode all
remaining restrictions on bank holding company
expansion, including the state laws in Hawaii.

Legal interpretations by federal agencies led to the
reduction of restrictions on state-chartered banks. In
many states, the laws restricting intra-state branching
had not applied to thrift institutions. The Office of the
Comptroller of the Currency (OCC) argued that national
banks were in competition with state-chartered thrifts
and thus ruled that national banks could branch to
the same extent as thrifts. This would have put state-
chartered banking organizations at a disadvantage
relative to national banks, and states responded by
relaxing their restrictions on intra-state branching by
state-chartered banks.

The OCC also took advantage of a long-standing
rule which allowed national banks to move their head
offices up to 30 miles and retain the previous head offices
as branches. In 1985, the OCC ruled that a national
bank that had an office within 30 miles of a state line
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could make that its head office and then branch into
the adjacent state. The ruling had little effect until
1994 when it began to be used by bank holding com-
panies for branching across state lines against state
laws. A few bank holding companies merged banks in
more than two states by repeatedly moving their head
offices near a state border, then across the border,
then across the new ‘home state’ to within 30 miles of
another state border and so on. This practice encour-
aged some states to allow interstate branching by state
banks before the 1997 date set by the Riegle-Neal Act
so that state-chartered banks were not at a disadvant-
age to national banks that branched interstate. Both
the OCC rulings mentioned here survived a number of
court challenges.

Federal agency interpretation was also important
in breaking down the separation of securities and
banking business. The Banking Act of 1933 (Glass—
Steagall) had allowed banks to carry out securities
business through separate subsidiaries provided they
were not engaged principally in such non-banking
activities. From the early 1980s on, the Fed and the
OCC began to interpret this provision more liberally,
allowing banks to expand in a small way into new
markets — first commercial paper, then mortgage-
backed bonds, corporate debt and equities. In 1982,
the OCC authorized several national banks to conduct
discount brokerage businesses through subsidiaries
and in 1983 the Fed permitted the then second largest
US bank holding company to acquire the largest US
discount brokerage company. In 1986, the Fed ruled
that a bank holding company subsidiary, until then
doing only a discount brokerage business, could pro-
vide customers with investment advice. The OCC then
authorized brokerage subsidiaries of national banks
to provide investment advice. After 1986, some bank
holding companies were able to extend their under-
writing activities considerably.

The final factor in the consolidation of US deposit-
ory institutions was the large number of failures in
depository institutions in the 1980s and early 1990s.
Between 1984 and 1994, 1,276 banks, 1,129 thrifts
(predominantly S&Ls) and 987 credit unions failed.
The crisis had an impact on interstate expansion by
thrift institutions as the federal regulators sought to
sell the failing firms at least cost to the thrift deposit
insurance fund. In 1986, the Federal Home Loan Bank
Board proposed that buyers of failing thrift institutions
be allowed to branch into any three states of their
choice. In 1990, a federal appeals court upheld the
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right of the organization set up specially to dispose of
failing thrifts' to allow purchasing banks to convert
failed thrifts into branches, even if this violated state
branching laws. In May 1992, the Office of Thrift Super-
vision, the successor agency to the Federal Home Loan
Bank Board, acted to allow nationwide branching by
all thrift institutions.

In November 1999, the Gramm-Leach-Bliley
Financial Services Modernization Act (GLBA) was
passed. This repealed the Glass—Steagall Act of 1933
and greatly amended the Bank Holding Company Act
of 1956. It allowed bank holding companies to become
a new entity called a financial holding company, which
may make minority or controlling investments in any
company, including non-bank financial companies such
as securities and insurance firms. Some restrictions still
remain as banks may not ‘routinely manage or operate’
their portfolio companies. This gave bank holding com-
panies a much freer hand in merchant banking and
generated a number of cross-industry mergers.

By the end of 2003, 451 domestic and 12 foreign-
owned bank holding companies had qualified as finan-
cial holding companies. These, in addition to their bank
assets of $7,316bn had assets associated with non-
banking activities of over $2,000bn divided as follows:

B insurance $411.9bn
B securities $636.9bn
m thrift institutions $133.1bn
m other non-bank institutions $876.5bn

The US banking system has changed rapidly in a short
time.

m The Federal Reserve System

The Federal Reserve System (the Fed) was created by
the Federal Reserve Act, 1913. Unlike most central
banks in Europe, the Fed had not evolved into a central
bank from an ordinary bank of discount, deposit and
note issue. The Fed was a compromise between two
central banking traditions — that of the corporate
central bank, chartered by the state but owned wholly
or in great part by private investors, and that of having
the government’s fiscal authority (the US Treasury)
act also as the central bank. The first was tried with

the First Bank of the United States (1791-1811) and
the Second Bank of the United States (1816-36) but
both were strongly opposed on the grounds that a large
and privileged corporation with a monopoly of the
federal government’s banking business was incom-
patible with America’s democratic ideals. Neither
charter was renewed. In 1840-41 and from 1846 to
1914, the federal government acted as its own banker,
establishing a number of sub-treasuries in major cities.
Treasury officials gradually realized that funds might
be added to or withdrawn from the private sector on
a discretionary basis to prevent financial panics and as
an element of macroeconomic policy. However, this
led to a widespread fear of political control of money
and finance, particularly that the Treasury would have
a long-run bias towards ‘easy money’ and inflation and
that it would favour some financial, geographic and
economic interests over others. A financial panic in
1907 led to the setting up of a commission of enquiry
and its report led to the 1913 Federal Reserve Act.
This gave both bankers and the Treasury a voice
in central bank policy formulation but aimed to pre-
vent control of policy by either New York bankers or
Washington politicians. The system consists of 12 re-
gional Federal Reserve Banks, each having authority
in a specific geographical area, and a coordinating
Federal Reserve Board in Washington DC. The capital
stock of each of the regional Reserve Banks was sub-
scribed by the member banks in its district. Member
banks received a fixed dividend on their capital con-
tribution with any profits in excess of these dividends
going to the Treasury. They also received the right
to participate in electing six of the nine directors of
their Federal Reserve Bank. The other three directors

More from the web

The websites of the 12 regional Federal Reserve
Banks provide a great deal of information and
interest. Go to www.federalreserveonline.org and
you will find links to an explanation of the Federal
Reserve System and links to all 12 regional reserve
banks. If you would like to play some games, try
Boston and then click on ‘On-line Learning’. Several
other regional Reserve Bank sites have educational
resources as does the Fed itself — click on ‘Economic
Education’ on the right-hand side.

1 The Resolution Trust Corporation (RTC).



of each Bank were appointed by the Federal Reserve
Board in Washington. The regional Reserve Banks
were given a monopoly (originally only partial) of the
nation’s note issue, became fiscal agents of the govern-
ment, banks of rediscount and reserve for member
banks, and lenders of last resort in their districts. Each
Bank set its own discount rate and engaged in its own
open market operations. It was hoped that this decen-
tralized structure would ensure a sufficient supply of
credit in each region.

Member banks held legally prescribed reserves as
deposits in their Reserve Banks and in return were
entitled to rediscount their eligible commercial paper at
the Banks when in need of temporary liquidity. They
were also able to use the Fed clearing facilities includ-
ing electronic funds transfers and the currency and
information services of the Banks. The original Federal
Reserve Board comprised five members appointed to
staggered 10-year terms by the US President, and the
Secretary of the Treasury and the Comptroller of the
Currency as ex-officio members. The Fed was intended
to be independent of:

(a) private financial business interests;

(b) duly constituted government authorities (executive
and legislature); and

(c) partisan political interests.

The job of the Federal Reserve Board was to oversee
and supervise the operations of the Reserve Banks, co-
ordinate their activities, handle the system’s relations
with the federal government, bring about a uniform
banking and monetary policy in the USA, and parti-
cipate in the regulation and supervision of the banking
system. It was given little authority to initiate policies.
Its late appearance meant that the Fed had to share
regulatory and supervisory duties with already estab-
lished federal agencies and state banking authorities.
Under the present division of responsibilities, the Fed
oversees bank holding companies, foreign banks and
state-chartered banks which belong to the Federal
Reserve System. The FDIC monitors other state banks
at the federal level and runs the fund guaranteeing
depositors in the event of failure.

The Office of the Comptroller of the Currency (OCC)
oversees nationally chartered banks while the Office
of Thrift Supervision oversees S&L institutions. (See
Box 4.2 for a summary of the supervisory authorities.)

The Fed’s responsibility for all bank holding com-
panies has meant that, as bank holding companies have
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become more popular, it has come to be the primary
federal overseer of banks, now holding about 90 per
cent of the nation’s deposits.

It is widely held that the Fed performed badly in
the Depression. Friedman and Schwartz (1963), for
example, blame it for not suspending convertibility
until it was too late. Part of the blame was placed on
the decentralized structure of the system since during
the Depression serious disagreements had arisen over
monetary policy both among the Federal Reserve Banks
and between the Banks and the Board. The Federal
Reserve Bank of New York and, somewhat later, the
Board, favoured policies to stimulate the economy,
but several other regional banks had sufficient power
to resist such policies.

In the Glass-Steagall Act of 1933 but particularly in
the Banking Act of 1935, Congress moved to centralize
authority in the renamed Board of Governors of the
Federal Reserve System, led by a Chairman with en-
hanced powers. All seven members of the new Board
were directly appointed by the President with the advice
and consent of the Senate. The Federal Open Market
Committee (FOMC) was set up and the Board was given
the authority to adjust reserve requirements of its mem-
ber banks. The FOMC comprised the seven members of
the Board of Governors, the president of the Federal
Reserve Board of New York and four other Reserve
Bank presidents, serving on a rotating basis. This gave
the Board members a permanent majority on the Com-
mittee and ensured a unified monetary policy.

The form of the Federal Reserve System established
by the 1935 Act remains in place today. As the Bank
of England did until its reform in 1997, the US central
bank carries out all possible functions of a central
bank, being:

the bank to the banking system;
the bank to the US government;
the body responsible for monetary policy;

the operator of the payments system;

a major part of the system of supervision and regula-
tion of depository institutions.

It also has a responsibility for the protection of con-
sumers’ rights in dealing with banks and for promoting
community development and reinvestment.

In the 1935 reforms, the regional Reserve Banks
lost their power to determine interest rates but they
continue to have many functions. The modern role of
the 12 regional Reserve Banks is set out in Box 4.3.
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Box 4.2 US banks supervisory authorities

Board of Governors of the Federal Reserve System
(FRB)

The US central bank. It supervises those state-
chartered banks that are members of the Federal
Reserve System as well as bank holding companies
and non-bank subsidiaries owned or controlled by
bank holding companies. Non-bank subsidiaries of
holding companies include institutions such as
mortgage banking companies, finance companies,
securities brokers and dealers, investment or
merchant banks, and trust companies. The FRB
also has overall responsibility for all foreign banks
operating in the USA but directly regulates only the
agencies and branches of those foreign banks with
state licences. Finally, the FRB also licenses and
supervises some special purpose institutions,
known as Edge or Agreement corporations, which
are generally authorized to finance international
transactions.

Federal Deposit Insurance Corporation (FDIC)

An independent agency that supervises those
state-chartered banks which are not members of the
Federal Reserve System as well as insuring the deposits
of banks and thrifts through two funds, the Bank
Insurance Fund (BIF) and the Savings Association
Insurance Fund (SAIF). The FDIC also regulates the
small number of branches of foreign banks that are
permitted to accept deposits.

Office of the Comptroller of the Currency (OCC)

An independent bureau of the Department of the
Treasury, the OCC was established in 1863 to supervise
all banks charterd by the Federal government. These
banks all have the word ‘national’ in their names or
carry the abbreviations ‘NA’ or ‘NS&T’). The OCC
also regulates the agencies and branches of foreign
banks that have a federal licence (these cannot be
identified as having a federal licence from their names).

Office of Thrift Supervision (OTS)

The primary regulator of all Savings and Loan
Associations (S&Ls), whether federally chartered or
state chartered. The OTS was established as a bureau of
the Department of the Treasury on 9 August 1989.

National Credit Union Administration (NCUA)
Supervises all credit unions and insures credit union
deposits.

Federal Financial Institutions Examinations Council
(FFIEC)

Established on 10 March 1979, the FFIEC is a formal
interagency body empowered to prescribe uniform
principles, standards and report forms for the federal
examination of financial institutions by the FRB, the
FDIC, the NCUA, the OCC and the OTS and to make
recommendations to promote uniformity in the
supervision of financial institutions.

Although monetary policy has, since 1935, been
centralized and rests with the Board of Governors of the
Federal Reserve System, the 12 district Federal Reserve
Banks continue to play a number of important roles.

B They provide 5 of the 12 members of the Federal
Open Market Committee (FOMC) and have the
specific task of helping the Committee stay in touch
with the economic conditions in all parts of the
country.

B They supervise banks and bank and financial holding
companies, helping to maintain the stability of the
financial system.

B They provide financial services to depository
institutions.

Box 4.3 The Functions of the 12 district Federal Reserve Banks

B They market and redeem government securities and
savings bonds and conduct nationwide auctions of
Treasury securities as well as maintaining the
Treasury’s funds account.

B They provide payments services — the safe and
efficient transfer of funds and securities throughout
the financial system.

B They distribute coins and currency.

B They are heavily involved in research and have an
educational role.

B The Federal Reserve Bank of New York carries out
open market operations and intervenes in foreign
exchange markets on behalf of the Board of
Governors.




4.4 NON-DEPOSITORY INSTITUTIONS IN THE USA

The Chairman of the Board of the Federal Reserve
is now widely regarded as one of the most powerful
economic policymakers in the world. Nonetheless, a
potent distrust of the Fed remains in American society.
This is strongly reflected in Greider (1987) who sees
the Fed as a non-elected body with an anti-inflationary
bias that restrains economic growth in order to pre-
serve the value of financial assets, most of which are
owned by wealthy people.

Non-depository institutions in the USA consist of
securities firms, insurance companies, mutual funds,
pension funds and finance companies.

Non-depository Institutions
in the USA

4.4.1 Securities firms

Securities firms engage in a variety of activities, most
of which can be classified as investment banking or
brokerage. The securities industry is overseen by the
Securities and Exchange Commission (SEC) which regu-
lates the issue of securities, and the various securities
exchanges. There is also self-regulation of the industry
through the National Association of Securities Dealers
(NASD) and the Federal Reserve Board has some regu-
latory influence through determining the credit limits
or margin requirements in securities markets. There are
around 5,000 securities firms in the USA. In recent years
the large US securities firms have spread throughout the
world. At the same time, although foreign banks have
not made major inroads into US retail banking, foreign-
owned institutions, notably the very large Japanese
banks, have entered strongly into wholesale banking
and the securities industry in the USA.

Securities firms come to the attention of the public
principally when there is a major collapse or court case.
For example, in the 1980s, the US securities industry
was perhaps best known in relation to the issue of junk
bonds. This is dealt with in Box 4.4. Other well-known
cases include that of Kidder Peabody, where the head of
bond trading was fired in 1994 for allegedly creating
$350m of fictitious profits. This led to the demise of
the firm. In 1991, Salomon Brothers had to pay several
hundred million dollars in fines and compensation
after its head of bond trading was found to have faked
customer bids in Treasury auctions. New management
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had to write off an additional several hundred million
dollars early in 1995 for past bookkeeping errors. The
US problems of Daiwa are discussed in Section 20.8.

The false description of client firms by Merrill
Lynch, which came to light in the spring of 2002 is
dealt with in Case Study 1.

4.4.2 Insurance Companies

There are over 2,000 life insurance companies and more
than 3,000 general insurers in the USA. In the 1970s
and 1980s, life insurance companies ran into the same
disintermediation difficulties as the S&Ls. At the begin-
ning of the 1970s the assets of life insurance companies
were long-term fixed interest (usually acquired years
before when interest rates were low). Liabilities were
very largely whole life policies. As market interest
rates rose in the 1970s and as money market mutual
funds developed offering much higher returns than
were available on life policies, the competitiveness of
the life insurance industry was much reduced.

Life insurance policies in fact consist of two ele-
ments — the insurance element and one of saving and
accumulation. Policyholders found that they could
unbundle their policies by taking out short-term life
policies and undertaking the accumulation element
in other ways. Between 1970 and 1984, premiums on
life policies fell from 3.12 per cent to 1.99 per cent of
disposable income while whole of life policies declined
from 82 per cent to 22 per cent of new policies written.
Lapses and surrenders of both old and new policies
doubled to 12 per cent of all policies in force in 1984.
Attempts by US companies to follow the UK practice
of acquiring claims to real streams of goods and services
(such as the earnings of industrial and commercial enter-
prises or holdings of real estate and property) were
restricted by state regulations covering the types of
assets life offices could hold. Nonetheless, they diver-
sified as much as possible, often into riskier products
with higher rates of return including junk bonds and
doubtful commercial real estate loans. The sharp down-
turn in the junk bond market in 1989 caused problems
for a number of, mainly small, life insurance companies.
Forty-three companies failed in 1989, another 30 in
1990 and more in 1991, including some rather larger
companies. The industry self-regulation authority, the
National Association of Insurance Commissioners
(NAIC), promoted nationwide standards for capital
adequacy and for state guarantee funds.
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Box 4.4 The growth of junk bonds

Junk bonds are corporate debt instruments that the credit-rating agencies regard as ‘below investment grade’
because they judge that the issuing companies might not be able to meet interest or principal payments. In the

late 1970s the market consisted largely of debt securities of companies that had been successful in the past but had
run into difficulties (‘fallen angels’). However, from 1984 onwards, Michael Milken, of the securities firm Drexel
Burnham Lambert, transformed the market by selling high-yield bonds as a means of raising finance for corporate
raiders and shell companies without earnings or assets to undertake leveraged buyouts. The bonds yielded an
average of 350-450 basis points more than Treasury bonds of similar maturities, but with a very wide range. For
instance, bonds issued by a steel company, LTV, which sought legal protection from its creditors in 1986, yielded
around 35 per cent. Milken found a ready home for the bonds among insurance companies and thrift institutions
which were seeking to diversify away from fixed-interest lending and were willing to take risks to maintain returns,
pension plans, the mutual funds and even the public directly. In 1980 there had been 46 issues of junk bonds for a
total of $1.38bn. By 1986 this had grown to 210 issues for a total of $29.83bn.

Drexel charged very high commissions to the issuing firms (up to three or four per cent of the principal) and
paid very high bonuses to their traders. In 1987 Milken received $550m for his services. However, in 1989 Drexel
was heavily fined for mail and securities fraud and the following year Milken was heavily fined and later jailed for
securities violations which included cheating some customers and helping others to break securities law. The value
of most junk bonds declined sharply in late 1989 and S&Ls were required under the Financial Institutions Reform,
Recovery and Enforcement Act of 1989 to sell their junk bond holdings. Drexel Burnham Lambert went bankrupt

in February 1990.

Insurance companies also responded to the pressure
on their profits in the 1970s and 1980s by seeking to
market more flexible types of policies and to enter new
product markets. Some companies began to offer certifi-
cates of deposit or cash management accounts in direct
competition with commercial banks while others which
have merged with brokerage firms have begun to offer
a wide range of securities-related services. Insurance
companies have also begun to offer mutual funds to
investors. The Gramm-Leach-Bliley Act, 1999, which
removed the long-lived restriction on mergers between
commercial banks and securities and insurance firms,
paved the way for cross-industry mergers, particularly
involving bank holding and insurance companies.

4.4.3 Mutual Funds

Mutual funds (open-end funds that are the equivalent
of unit trusts in the UK) are investment companies that
invest pools of money into a number of investment
options. They have been in existence since the 1920s and
are regulated by the Securities and Exchange Commis-
sion (SEC) under the Investment Company Act, 1940.
The Act sets fiduciary standards as well as reporting
and disclosure requirements. Funds usually specialize in
particular types of investment, including growth stocks,
income-producing stocks, small-firm stocks, short- or

long-term bonds, tax-exempt bonds, precious metals
or international stocks. We have seen that the develop-
ment of money market mutual funds (MMMFs) from
1975 onwards had a profound effect on banks, thrifts
and insurance companies. They specialize in high-grade,
short-term securities that offer market returns on cash
equivalents, and permit cheque-writing privileges. Thus
they were able to offer rates of return that reflected
the higher rates of short-term interest produced in the
late 1970s by world economic events and the Fed’s
response to them. Between the beginning of 1979 and
the end of 1982, the assets of money market mutual
funds jumped from $12bn to $230bn.

Mutual funds continued to grow rapidly after 1982.
The share of household assets held in these funds
roughly doubled between 1990 and 1999 (Engen et al.,
2000), and by the end of this period nearly 20 per cent
of household assets were held in them. Half of all
US households owned shares in a mutual fund. There
was particularly rapid growth in equity mutual funds,
with the assets mutual funds invest in equities having
expanded nearly twentyfold in this period. About
60 per cent of this growth reflected the rise in equity
prices in the stock market boom of the late 1990s,
the other 40 per cent coming from net new cash flow
into the funds. As we saw in Table 4.1, the poor
performance of stock markets in 2001 and 2002 led
to a loss of market share for the mutual funds. By the



end of 2003, the share of money market mutual funds
in consumer savings had fallen back to 16.8%.

At the end of August 2000, the assets of mutual
funds totalled $7,500bn. Equity mutual funds had
assets of $4,500bn of this (more than 60 per cent
of the total). Money market funds had assets of
$2,000bn. Bond and hybrid funds combined had
assets of $1,000bn. Overall mutual funds had more
assets under management than commercial banks.
Much of the growth in mutual funds was through
pension plans and other investment accounts, espe-
cially Individual Retirement Accounts (IRAs), which
benefited from changes in taxation rules.

In 1999, 81 per cent of mutual fund assets were
held by households. They held over 90 per cent of the
assets of the equity mutual funds since institutional
investors are more likely to invest in money market
funds than in the longer-term equity, bond and hybrid
funds. At the time of the Asian financial crisis and the
Russian debt default in 1998, there was a flight from
equity funds to the lower-risk money market and
short-term bond funds, but this was soon reversed
and in the first eight months of 1999 the net flow
into equity mutual funds was at a record level. This
seemed to reflect in part a movement of households
away from the direct ownership of equities to indirect
ownership of them through the mutual funds.

4.4.4 Other non-depository institutions

Other non-depository institutions include finance
companies and pension funds. Finance companies
specialize in the provision of short- and medium-term
credit to firms and households. Some are subsidiaries
of bank holding companies or insurance companies or
themselves have subsidiaries which offer banking or
commercial services. Funds are raised mainly through
bank loans or the issue of commercial paper or bonds,
although some states allow finance companies to seek
customer deposits under particular circumstances.
Finance companies are for the most part regulated by
the states and regulations vary between states. There
are generally, however, limits placed on the size and
the maturity of loans finance companies can make and
on the interest rates they can charge.

Pension funds have developed in much the same
way as in the UK. The performance of their portfolios
is very susceptible to market conditions. Criticisms of
the operation of pension funds led to the Employee
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Retirement Income Security Act, 1974 (revised in
1989) which introduced rules regarding the length
of membership of the fund needed before a pension
would be paid and about transfers from one fund to
another. It also stipulated that contributions should
be invested in a prudent manner. Pension funds are
also subject to state regulation.

m Summary

The US financial system is highly individual, having
developed to reflect two major concerns present since
the early days of the country — the fear of moneyed
interests and the fear of being controlled either by
large institutions in the financial centre of New York
or by political forces concentrated in Washington.

This led to a complicated dual system of regulation
and to state and federal laws limiting the ability of
banks to open branches and to engage in interstate
banking. This ensured that there would be a large
number of small banks and that, in turn, contributed
to the tendency of the system to suffer from bank runs
and multi-bank panics.

This led to legislation that aimed to restrict the
activities of banks and to insure their deposits. The
result was a large reduction in the number of bank
failures from the 1940s to the 1970s. However, with
changes in the international economic environment
in the 1970s, problems arose and the 1980s saw a
new burst of bank failures especially among Savings
and Loan Associations. This, together with the effects
of technological change and a number of legislative
changes at both federal and state levels, has produced
a major consolidation of the US banking system which
seems bound to continue. In recent years, banks have
become increasingly free to open branches and to
engage in interstate banking. In addition, the barrier
erected between commercial and investment banking
in the 1930s has begun to be eroded.

The US central bank (the Federal Reserve System)
is also quite different from other central banks and
the form it has taken also owes much to long-lived
attitudes and to historical developments. There have
also been a number of important developments among
non-depository financial institutions, not least with
the establishment of Money Market Mutual Funds in
the 1970s and the very rapid growth of equity mutual
funds in the 1990s.



112

CHAPTER 4 THE US FINANCIAL SYSTEM

Key concepts in this chapter

Bank runs

State-chartered banks

The Glass—Steagall Act
Savings and Loan Associations
Savings banks

Federal Reserve banks

Questions and problems

1 Why are US financial markets so important to
the rest of the world?

2 Consider the relationship between US bank
legislation and the structure of the banking
industry in the USA.

3 Discuss the advantages and disadvantages of a
banking system with large numbers of small,
independent banks.

4 Why was investment banking separated from
commercial banking in the USA? Do the argu-

Further reading

Multi-bank panics
National banks

Bank holding companies
Thrifts

Federal Reserve System
Mutual Funds

ments which were used for doing this in the
1930s still apply today?

5 Are there advantages in having a regionally
based central bank? Compare the structure of
the Federal Reserve System with that of the
Bundesbank.

6 What did S&Ls and insurance companies have
in common in the 1970s? Why did that cause
them problems?
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m Introduction

Between 1960 and 2000, the German economy emerged
as the strongest in Europe and its financial system
acquired an outstanding reputation for stability. For
example, in Chapter 21 we note that other countries
tried, from time to time, to link their currencies to the
Deutschmark in order to acquire some of the reputa-
tion that it enjoyed as a currency with a low risk of
depreciation.

The strength of the Deutschmark was often said
to be the result of certain institutional features of the
German financial system, in particular the independ-
ence of its central bank, the Bundesbank. This is not
the whole story, as we shall see in the next section.
A more fundamental explanation takes us back to
Germany’s economic and financial history. More than
any other European country in the twentieth century,
Germany has suffered the effects of violent currency
fluctuations.

The first and most spectacular of these had its origins
in the financing of Germany’s 1914-18 war efforts,
when the Reichsbank, the central bank, had provided
finance to the government by accepting large quantities
of treasury bills. This is as close as it is possible to
get to financing a budget deficit by ‘printing money’
in a modern financial system. The government issues
its own treasury bills and the central bank credits
the government account with corresponding deposits.
As government deposits were spent, the broad money
supply increased by a corresponding amount and,
naturally enough, notes and coin increased in step
as some of the deposits were converted to cash. An
indication of the rate of expansion is given by the fact
that notes and coin in circulation increased by 50—
60 per cent per year, 1917-21. After 1920, punitive
reparations payments imposed by the allies made
matters worse. The payments had to be made in US
dollars and the only means of paying for these dollars,
given the state of the German economy, was to buy
them with Marks created by selling treasury bills to
the Reichsbank. While war finance was the cause of
the emergency, the Reichsbank occasionally protested
at the unorthodox methods of finance but once the
cause of the deficits was seen to be ‘unfair’ reparations
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imposed by the allies, the Reichsbank gave up and
agreed that ‘it would continue to take into its reserves
all the treasury bills the government wished to issue’
(Marsh, 1992, p. 99). Predictably, the Mark fell rapidly
in value against other currencies and, in an attempt to
end the process, in 1922 the allies forced the passage of
a law making the Reichsbank independent of govern-
ment. It made not the slightest difference and the
episode is thus an interesting illustration of the limited
power of independence. Independent central banks
succeed in the pursuit of low inflation because the com-
munity wants them to succeed. Where there is a view
that inflation has some merit (as a means of undermin-
ing unfair reparations) central bank independence can
achieve very little. Consumer prices rose at an expon-
ential rate. At the worst, in 1923, prices rose nearly
two billion fold. When stabilization finally occurred in
November 1923" the exchange rate was M4.2 trillion
per US dollar.” At inflation rates of this magnitude,
conventional payment systems, based on money, col-
lapse and exchange takes the form of barter, with all
the inefficiencies and disruption that follow. Savings in
the form of financial wealth, especially where the assets
are of fixed nominal value, are also destroyed.

The hyperinflation of 1922-23 is now more than
80 years away. But there was a more recent reminder
of its effects, particularly upon savings, in the conver-
sion of the Mark in another post-war setting, in 1948.
The Reichsmark, as it had by then become, was virtu-
ally worthless and, under allied supervision, the Bank
Deutscher Linder, forerunner of the Bundesbank,
embarked on a process of converting Reichsmarks
into Deutschmarks. Current payments, including wages
and salaries, were converted at a one-for-one basis in
June 1948. But savings were converted in October
1948 at the rate of DM6.50 to RM100. Once again,
financial wealth was drastically reduced.

It is this experience that has made all German institu-
tions and administrations strongly inflation averse (and
also perhaps more risk averse) than those of other
countries. These aversions predate the Bundesbank’s
success. They explain why the Bundesbank was estab-
lished with such a high degree of independence and they
explain why the Bundesbank has had a comparatively
simple task in maintaining low rates of inflation: it
has enjoyed widespread support throughout German

1

Ch. 4 for details.
2 1 trillion = 1,000 billion.

By linking the note issue to the value of agricultural and industrial land, a commodity in (relatively) fixed supply. See Marsh (1992)
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society. The aversions and the low inflation record
also explain some other characteristics of the German
financial system which we shall touch on in this
chapter, particularly the low levels of equity holdings
in household portfolios and the correspondingly low
levels of equity finance in German firms.

In the rest of this chapter we shall look at
German banks and other deposit-taking institutions
(in Section 5.2); at non-deposit-taking institutions (in
Section 5.3) and at the use of bond and equity markets
by institutions and households (in Section 5.4).

The central bank in Germany is the Bundesbank. It was
formally established in 1957 with a constitution that
made the stability of the currency its principal objective.
Its constitution also stresses its independence from
government, though the Bundesbank is technically
owned by the central government, which has the power
to appoint the president and other members of the
directorate. The Bundesbank is organized along federal
lines. Each state (Land) has a central bank (effectively
regional offices of the Bundesbank) and each of these
has one representative on the governing body of the
Bundesbank. So far as the mechanical aspects of
central banking are concerned, commercial banks
hold operational balances with the Land central bank,
which maintains balances with the Bundesbank in
Frankfurt. Intra-regional payments are thus reflected
in banks’ balances at the Land central bank while net
transfers between banks in different regions will be
reflected in changed Land central bank balances at
the Bundesbank. The Bundesbank is not responsible
for supervision of the banking system, this is the job
of the Federal Banking Supervisory Office, although
the data required for monitoring bank behaviour is
collected and published monthly by the Bundesbank
as part of a whole series of banking statistics (see
Deutsche Bundesbank Banken Statistik (monthly)).
With the launch of stage three of economic and
monetary union on 1 January 1999 responsibility for
deciding and implementing the single monetary policy
in the euro area was transferred to the Eurosystem
— the ECB and the 11 (12 from 2001) central banks
of the member states. Within this system, member
central banks are required to implement the monetary

Banks and other deposit-taking
institutions
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policy decided upon by the ECB but otherwise retain
most of the functions that one would expect to see in
a national central bank. For example, the Bundesbank
continues to function as the issuer and monitoring
authority for DM banknotes (at least until January
2002); with its regional counterparts (the Land central
banks) it continues to act as the bankers’ bank as
described in the last paragraph; it is banker to the
Federal Government; it is the guardian of Germany’s
monetary reserves, though it needs the approval of the
ECB for foreign exchange operations above a certain
level; and it is responsible for monitoring national
and international payments mechanisms and stability
of German financial markets. What it does not do is
decide upon the euro-wide ‘refinancing rate’, the rate
at which the ECB, via the national central banks, is pre-
pared to make funds available to the banking system.
So far as the German banking system is concerned,
its liquidity remains guaranteed by the Land central
banks and then the Bundesbank, but the (repo) rate at
which liquidity is forthcoming is set by the ECB.

Partly because of the Bundesbank’s record in main-
taining price stability between 1948 and 1999, it has
had considerable influence on the evolution of the
ECB and the Eurosystem. This extends to an apparent
preoccupation with monetary growth rates, long after
most other countries abandoned them. The ECB pub-
lishes what it calls a ‘reference’ growth rate for broad
money and uses departures from this target as one
indicator of what should happen to interest rates. But
it should be clear that it is the short-term interest rate
that is the operating instrument (just as it was under
the Bundesbank