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Preface

The contributions from speakers and the poster presentations for the Advanced Research 

Workshop (ARW), “Cell Biology and Instrumentation: UV Radiation, Nitric Oxide and 

Cell Death in Plants” are archived in this volume. The ARW was held at the Hotel 

“MRIYA”, Yalta, Ukraine, from 8 to 11, September 2004. The ARW was organized to cre-

ate links among scientists from NATO and Partner countries to stabilize and sustain their 

scientific communities. Contributions were received from the European Union, the Eastern 

European countries of the Former Soviet Union, and the USA. 

The main aims of the Workshop were to introduce new theoretical developments and 

instrumentation for cell biology, update our understanding of the effects of UV radiation, 

and evaluate how plants use UV signals to protect against damage and enhance their pro-

ductivity.

Cellular processes, signaled by UV radiation, contribute to the behavior of plants under 

various and different stresses in the environment. The importance of the free radical, nitric 

oxide (NO) was identified as a key early signal in this process. Stress-induced NO can be 

protective, produce physiological disorders, DNA damage, and programmed cell death 

(apoptosis). 

This volume is divided into three parts: Instrumentation and Ecological Aspects, Effects 

of UV Radiation, Nitric oxide and Plant stress, and Plant Stress and Programmed Cell 

Death.

The Workshop: 

(i) Evaluates case histories, and introduces new instruments for the non-invasive 

sensing and imaging of UV-stress-related damage in vegetation 

(ii) Identifies the cell biological hazards of UV radiation coupled to other environ-

mental stresses 

(iii) Examines how UV light may relate to the production of NO by plants in terms 

of DNA damage, error-prone repair cell cycles, and the multiple mechanisms of 

programmed cell death 

The oral and poster papers presented during the four-day meeting are included. 

All attendees express their sincere gratitude to the NATO International Scientific Ex-

change Programme, whose financial support made the meeting possible. We also thank the 

agency ITEM (Intelligence, Technology, Materials) in Kyiv whose director Dr. L. Cherny-

shov professionally helped us to organise the workshop. We thank V. Stepanov, N. Sukach, 

and P. Karpov for their clerical and technical assistance, which ensured the conference and 

social arrangements ran smoothly. 

Yaroslav Blume, Kyiv, Ukraine 

Don Durzan, Davis, USA 

Petro Smertenko, Kyiv, Ukraine
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Monitoring the Effects of UV Radiation in 

Cells and Plants 

Don J. DURZAN and Petro SMERTENKO 

Department of Plant Science, University of California, MS 6 
One Shields Ave. Davis, USA 

V.Lashkaryov Institute of Semiconductor Physics,
National Academy of Sciences of Ukraine,
45 Prospect Nauki, Kyiv, 03028 Ukraine 

Abstract. Selected properties of plant cell populations are useful but have 

limitations for the design of UV-monitoring instruments and their utility. Diagnostics 

based on nitric oxide bursts, dose-dependent DNA damage and cell death continue to 

evolve. Case histories are needed for the realistic modeling of local and global 

effects of UV radiation, environmental health and decision-making.  

Introduction

Many of the effects of UV-radiation are a function of solar activity, environmental 

conditions such as rainfall, temperatures, and the genomics of target organisms that 

determine population changes and environmental health. Once economically feasible 

models are established, warning signals, hazards and the environmental impacts can be 

monitored for decision-making purposes. Can the recent theoretical developments at the 

cellular, plant and population levels, and the use of integrated sets of instruments give us 

the benefits and early warnings of radiation damage up to a month or season in advance? 

To achieve this goal, new sensors and instruments, and a bewildering variety of factors will 

have to be sorted out.

A basic problem in modeling the effects of UV-radiation at the plant level is the 

need to detect, analyze and sort out huge volumes of low-level signals, and specific 

systematic responses without a basic and integrated understanding of cell biology. Stresses 

that occur at the same time may be of biotic and/or abiotic origins, either intended or 

unintended. We do not yet know how these relate to cellular maintenance, homeostasis, 

damage and repair processes, plant resilience, adaptive plasticity, and productivity. 

At the individual cell level and in the laboratory, the monitoring of the responses to 

UV-light or to other stresses in three and four dimensions is typically done using laser 

confocal microscopy [1]. Monitoring individual plants and plant populations under field 

conditions raises the need for new instruments and strategies that sort out and integrate 

factors for a wide range of scientific, sustainable and economic objectives. 

Instruments for the detection of radiation damage should employ different sensor 

designs, specific means of detection, and computing resources aimed at a decision-maker. 

Resources should distinguish between low- and high-level operational tasks for diverse 

missions. Agriculturists, silviculturists, environmentalists and heath-care professionals may 

have little experience but may need to know into how UV-radiation and new technological 

developments can be used to forecast and control hazards. This workshop aims to provide 

Cell Biology and Instrumentation: UV Radiation, Nitric Oxide and Cell Death in Plants
Y. Blume et al. (Eds.)
IOS Press, 2006
© 2006 IOS Press. All rights reserved.

3



baseline information for the development and demonstration of UV-monitoring tools that 

will contribute to such a goal. 

1. Cell biology: Nitric oxide, early stress signals and cell death 

Improvements in instrumentation are needed to observe and interpret how UV-radiation 

affects the cellular networks of plants. Modeling of the dose-responses should take 

advantage of the insights from functional plant genomics [2] and from new virtual imaging 

technologies [3]. Most current genomic information is based on a flowering mustard plant 

and on rice. By 2010 the function of every gene in the Arabidopsis plant will be worked 

out. Will we be able to apply this information to other agricultural plants and to forest 

trees? How can we benefit from data that shows the function of every gene? Where and 

how are UV-sensitive genes regulated and expressed? How do they interact with each other 

to give us useful information? How can this information be used to advance our 

understanding of phenetics or the understanding of trait, population and evolution [4], and 

environmental health?

Some microscopes designed for in vivo imaging now employ two-photon 

fluorescence and second-harmonics. This enables the imaging of cellular membranes and 

their action potentials in live cells. Two-photon tracking reveals the phased transport of 

molecules in images 250 μm wide. Microscopes can also image to a depth of ca 50 μm, a 

spatial resolution of 0.6 μm, and a temporal resolution of 0.833 ms. The measurements of 

the behavior of single molecules now require small sample volumes. However, these assays 

are costly to perform [5, 6].  

The free radical, nitric oxide (NO) is a very early and highly transient metabolic 

signal in the stress response of cells.  Laser confocal microscopy and detecting dyes, or 

laser photoacoutsic detection, have been effective for monitoring NO bursts in cells and 

plants respectively. NO is lipid soluble and diffuses in membranes. It leads to protective 

and or harmful reaction depending on the perturbing conditions. Damaging effects arise 

from the reaction of NO with other free radicals that may not be produced by enzymatic 

reactions [7]. With optical methods, the problems due to photodamage and toxicity must be 

evaluated and ruled out. Fluorescent sensors and combined techniques have produced 

consistent models to quantify stress and damage [8].  

NO is derived from nitrate in the cell, or from an enzyme that uses L-arginine and 

oxygen to produce NO and citrulline. Historically, the organization of reactions of into 

amino acid families has employed state-network maps to assess the responses of fruit and 

forest trees to environmental, nutritional, and pathological changes under field conditions 

[9,10]. The mapping of physiological states over time will now benefit from the emerging 

models in metabolomics. Flux-balance analyses have shown that metabolic networks are 

dominated by several reactions with very high fluxes [11]. Results with Escherichia coli are 

believed by some to represent a universal feature of metabolic activity of all cells. 

Improved and more specific probes are needed to determine the ‘time of flux’ for NO 

reactions leading to UV protection and damage.  

In plant development, cell death (apoptosis) performs a myriad of necessary 

functions from sculpting out organ shapes to adapting plants to various stresses throughout 

their life histories [12]. Understanding the developmentally programmed cell-death signals 

and their manifestation is a key step in designing monitoring systems not only for UV 

radiation, but also for the electromagnetic spectrum. 

In the human body, damage due to UV-B radiation may involve the p53 tumor-

suppressor protein. This represents one of the most effective natural defenses against 

cancer. Small-molecule drugs have been designed to activate p53 by preventing the binding 
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of negative regulators of p53 for a new and effective genotoxic general treatment for cancer 

[13]. While plants are considered to lack of p53 homolog, proteins having partial amino 

acid sequences related to human p53 and to the mitotic inhibitor p21 have been detected in 

conifer cells cf. Durzan, Santerre, and Havel;  Rotari et al. (these proceedings). We do not 

know if proteins and other metabolites produced by plants under UV-B radiation would 

offer new pharmacogenomic insights in the treatment of malignancies. 

The set of external signals received by a plant cell creates a brief instability that 

usually consumes a mere fraction of the energy expended relative to the final outcome. 

After the response to a stimulus, the original physiological state is assumed to return and 

ready to again respond. However, prior responses may change the ability of a cell or site to 

respond later. This fatigue (time needed for recovery) may require a summation of prior 

stimuli. Hysteresis in the response curves becomes evident by the retardation of repeated 

responses and can lead to the aging of cells.  

The time elapsed between the beginning of a stimulus and the end reaction is call 

the ‘reaction time’. It is made up of the perception time (e.g., a small fraction of a second in 

a cell), the transmission time (e.g., 0 to 4 cm per second in a plant), and the physiological 
response, which is variable and far longer depending on the systems response as in the case 

of morphogenesis. Internal plant correlations that synchronize and coordinate the 

physiological rhythms and display a 24-hour periodicity set by light-dark cycles. 

The ‘metabolic pursuit’ or ‘tracking curves’ of nonlinear fluctuations have a long 

history in hereditary mechanics [14]. However, when the number (n) of external variable 

exceeds 7, the phenotypic outcomes become almost incomprehensible. The range of 

phenotypic expressions in a given environment has been referred to as the ‘reaction norm’

[15]. The reaction norms arising from UV-radiation doses have yet to be worked out in 

models involving adaptive dynamics [16, 17]. 

In California, coniferous trees dating nearly 5000 years of age have survived at very 

high elevations where UV-B radiation exposure is high. Live cells are supported by their 

largely adaptive woody structures comprising dead cells (e.g., tracheids). We do not yet 

know how species at high elevations are programmed to avoid DNA damage or to express 

cell death under UV radiation. DNA polymerase  is required for DNA replication. 

Replication in plant and animal cells is dependent on the proliferating cell nuclear antigen 

(PCNA). PCNA activity was useful in distinguishing which conifer cells in a population 

express apoptosis leading to xylogenesis and/or tracheid formation [18].  

2. Physiological Parameters and Instrument Design 

Plants track many factors in their environment at the same time, e.g., light intensity, quality, 

duration, changes in CO2, oxygen, volatile organic compounds, humidity, water 

availability, changes in temperature, mechanical forces, etc. The biological role of 

background terrestrial radiation must also be assessed for different populations, 

meteorological conditions, developmental rates and absorption of radionucleotides by the 

leaves and roots especially in polluted areas. Most responses occur in cells, tissues or 

organs different from those that sense the stimulus. The site of perception is not always the 

site of final response. The network and stream of signals within a plant or released by plants 

is continuous, variable, multifunctional and complex. UV doses being a potential 

contributor to somatic mutation rate can become a concealing factor.  

We need new technologies that can sense, record and evaluate many simultaneous 

‘tracks having multiple physiological outcomes. Examples of questions to ask are: 

1. How can UV-B-signal processing be defined? 

2. What are the inputs, components, mechanism, and output of the signal? 
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3. How much does structure constrain the plant’s signal processing capability? 

4. How can signals be abstracted mathematically and outcomes predicted? 

5. How do signal networks contribute to bioenergetics and biological function? 

6. How do signals in the blue, green, red and far-red affect the plant’s UV response? 

We can now look to genomics and bioinformatics to extract and manage the useful 

biological information. 

Table 1. Some characteristics of genomes and methods that may be useful in modeling plant responses. 

Characteristic Analysis method 

Complexity Genomic design and bioinformatics 

Environmental monitoring Biosensors and large-scale integration 

Autonomous behavior Adaptive signal processing & control theory 

Robust design Adaptive cooperativity, stability & pathology 

Execution Transport & kinetic theory, system reliability 

Adaptive Bifurcation functions analysis, optimization 

Conservation & change Evolutionary theory and climate change 

‘Lab-on-a-chip’ technologies are being developed for high-throughput screening for 

the diagnosis of diseases. These chips save time and materials by employing microfluidics, 

sensors, bioreporters, microelectromechanical (MEM) devices, and nanotechnologies. 

Competition for intellectual property based on nanotechnology may determine new trends 

in diagnostics [19].

Another trend is the use of integrated circuits with bioreporters. Circuits may 

comprise a few thousand microbes on a small silicon chip. Bioluminescent Bioreporter 

Integrated Circuits (BBICs) use small, rugged, and inexpensive whole-cell biosensors for 

remote environmental monitoring [20]. BBICs sense UV radiation, ultrasound, ammonia, 

cadmium, zinc, copper, lead, mercury, proteins, and pollutants. The microbes are the 

bioluminescent reporters in a chip having a porous barrier, encapsulation matrix, a 

photodetector, and an integrated circuit. The BBICs can survive in extreme and highly 

contaminated surroundings. Some devices can scan body-fluids for certain proteins that 

signal tumors, or even be used as an early warning system for the UV-radiation damage. 

The understanding of how bacteria act as specific bioreporters can provide important clues 

for the design of other devices in the monitoring of environmental hazards. This requires a 

better understanding of the compatibility of living cells in controlled abiotic environments 

having detectors and integrated circuits. 

3. Bridging the gap between instrument design and mission

Convenience and portability has made cost-effective UV-vis instruments an important 

laboratory and field tool (cf. [21]). Instruments provide UV detection, identification of the 

targets, effects on the target, and support automated informational systems that evaluate the 

effects of radiation from zero to death on plants.

 Discovery continues to bring surprises. Some bats are color blind but are UV-

sensitive down to ca 310 nm. Many flowers are strong reflectors of UV light especially in 

twilight when the spectrum is shifted towards shorter wavelengths. UV vision in bats 

enables them to search for nectar-producing flowers [23]. This illustrates the unexpected 

complexity of environmental, mammal and plant interactions.  

Spectrophotometry has been integrated with systems that provide unique spectral 

and reflectance signatures in real times. Some autonomous environment-monitoring 

systems even use neural networks to recognize common and novel properties [24]. 
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3.1 Some instrument design parameters

UV-vis and global positioning systems have been used to classify mines and assess the 

need for remediation (cf. [25]). For a crop at various elevations, an ideal optoelectronic 

instrument would detect the radiation, and identify the environmental target rapidly, 

without the need for an interrogating signal, identifying marks at the targets, or the need for 

transponders. This instrument could have an optical correlator and a neural processor that 

could identify a different portion of the overall target indicating an acceptable or hazardous 

situation.

Within an imaged scene an optical correlator would perform a wide-area search, 

work out the noise preprocessing, and detect the cells, plants or populations of interest. The 

neural processor would recognize and classify of targets of interest or concern. Signatures 

may even characterize threats that are hidden to other methods. 

‘Signature-less’ sensors may be used for components or layers in networks to detect 

anomalies in data streams (traffic). This may provide fewer false signals (alarms). Plant 

diagnostics would require new ways for sampling spectral content, population changes, and 

noise filtering in a changing environment.  

Correlation algorithms may bridge signals across different sensor types. Diagnostic 

parameters are linked to detect ‘intrusive’ stress factors in the environment. Correlations 

among data clusters would be used to identify redundant alerts. This may reduce data 

overload on the instrument’s analytical capacity. The goal is to provide a clearer picture of 

both the nature and extent of the damage. 

Image montages may have to be generated for each algorithm. Algorithms could be 

tiled together on a computer to produce a montage. Algorithms can correct positioning 

errors among image fields so that inherent errors do not accumulate. Intensity and color-

correction algorithms should accommodate fluorescence and various UV-vis modes of 

operation. The best montaging systems create seamless, focused, and large-scale images 

automatically to digitally visualize the problem and related to early-warning and decision-

making formats. 

Light-emitting diodes (LEDs) are now available for the ultraviolet to the infrared 

[26]. UV LEDs are small, produce little excess heat, and have acceptable speed and peaks 

at 375 nm. They are used in detection, identification, and for excitation applications. 

Sequentially fired UV-LEDs using optical and semiconductor engineering have been used 

in bioaerosol monitoring. However, limitations exist. LED outputs are not always coherent 

and outputs and cannot provide a narrowband source. 

Most fluorescent probes have decay times measured in nanoseconds, which requires 

the light source to operate in the 100-MHz range. Such speeds are currently beyond the 

capacities of blue, violet and ultraviolet LEDs. LEDs with emission of only a few 

milliwatts are inadequate for many large area applications that need intense light sources. 

With high-current or high flux LEDs heat management becomes problematic. Intelligent 

and universal controllers are helping to make LED lights more user-friendly [27]. 

Instruments could be designed to optimize date acquisition and image analysis, 

provide environmental snapshots, superior resolution in small, rugged packages. Flexibility 

and modular design for the entire UV or entire electromagnetic spectrum would require 

reliable signal processing with short integration times, very low noise, high-speed sampling 

rates with windowing modes, and maximum sensitivity full-frame integration. Some of the 

existing technological developments and solutions for design and manufacturing may 

already be available, e.g., NASA commercial technology teams in the USA [24]. 
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3.2. Functional indices in support of environmental health and quality 

Since plants use sunlight for photosynthesis, and are exposed to UV radiation, their UV 

dose-dependent damage and repair mechanisms may also be a function of climate change, 

self-adaptive capabilities of various genotypes, and genetic variation in plant populations. 

The annual World Watch Institute Reports (Washington, DC) provide up-to-date review of 

several indexes related to the importance of solar- and UV-radiation. Interaction among 

microorganisms, insects, animals and human activities increase the complexity most 

ecological, environmental, and even some older qualitative societal models [e.g., 22]. Local 

and possibly global multisensor constellation may someday provide us with supporting 

indicators, warnings, and situational analysis ultimately linked to economic growth and 

environmental well-being. An objective appraisal of the status and value of the monitored 

targets might include monetary units and value to commerce but their value to the public as 

a whole. Earlier models have attempted a functional integrity of normally forested 

landscapes with an index that defines how well landowners and governments are protecting 

the public’s interests [28].

Transboundary pollution, deforestation, solar activity, and climate change may also 

alter the response to UV-radiation. Strategies for addressing solutions to these problems 

require a dialogue among interested and impacted parties, officials, scientists, layered 

institutions of mixed types [29]. In practice the formulation of general principles for robust 

governance of environmental resources remains very challenging especially during times of 

regional and global conflict. Some situations may have no technical solution or have little 

or no role for science. An international framework has been suggested to promote access to 

data obtained from public investment in research, downstream commercialization, and 

information for decision-makers to address complex and transnational problems [30]. 

Decision-making and planning can benefit from the state-of-the-art environmental 

monitoring systems with reference to sets of numerical metrics. For example, can the 

correlators recognize 98% of the hazards and identify 75% of the targets and damage? How 

does the extent of radiation damage correlate with instrument and system performance? 

New designs are needed to incorporate revolutionary and integrated decision-making 

systems using simulations, field monitoring, and different scenarios. 

Unfortunately we still have too little information, diffuse and poorly designed 

information systems, and an inability to timely analyze the facts of any given situation. We 

need to capture the totality of the opportunities represented in the information. We need 

ways to create superior knowledge and operational concepts from the vast continually 

changing baseline information. Next-generation models, logistics, decision cycles, system 

effects and human factors will have to be developed and assessed. The emerging policies 

must be debated for their environmental, economic and political impacts. 

4. Conclusions and workshop recommendations: Where do we go from here? 

This workshop has contributed to plant cell biology and instrumentation through the 

advancement of knowledge, and the follow-through from discovery to completion with 

instrument design and fabrication. The latter was proven suitable for monitoring UV-

radiation in the Ukraine. Future technological and research opportunities must achieve a 

critical mass before they become a high enough priority to continue over the long term. 
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4.1 Recommendations

1. Identify the cellular mechanisms that give plants their function and structures that 

deal with the beneficial and harmful responses to UV-radiation. Develop models for gene 

regulatory networks that govern how plants respond to and integrate multiple stimuli.  

2. Continue to develop affordable monitoring instrumentation, screening formats 

and computational infrastructure to model and assess the benefits and hazards of UV-

radiation using case studies at strategic locations.  

3. Establish technological showcases based on population health, ecological safety, 

and biological productivity. 

4. Support and speed up the experimental and design work, which is at present 

being carried on within the constraining limits of the budgets of University and State funds. 

Encourage the provision of private funds to make contributions for this cause, and obtain 

the cooperation of laboratories, which have the necessary equipment, bioinformatics 

systems, responsibilities for environment and health monitoring. 

5. Maintain a NATO framework with financial support for knowledge sharing, 

decision analysis, and entrepreneurial opportunities for future research on population and 

environmental health especially in the newly independent states. 

A good plan vigorously executed today, is usually better than a perfect plan tomorrow. 
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Photobiological Measurements and 

Obtaining Action Spectra 

David H. SLINEY

Vice-President, International Commission on Illumination (CIE) 

Abstract. The main aspects of photobiological measurements and obtaining action 

spectra have been considered. It has been shown that the proper use of 

internationally defined quantities and units in scientific publications promotes the 

best international communication in the science of photobiology and photochemistry. 

The accuracy and precision of the applied action spectra, measurement techniques 

and consideration of exposure geometry are of importance. The factors which 

influence the quality of the original photobiological research, the possible sources of 

error and the levels of uncertainty in applying laboratory action spectra to human 

health risk assessment have to be taken into account. 

Introduction 

The validity of photobiological research depends strongly upon the accuracy and precision 

of the applied action spectra, measurement techniques and consideration of exposure 

geometry. It is therefore important to recognize the factors which influence the quality of 

the original photobiological research, the possible sources of error and the levels of 

uncertainty in applying laboratory action spectra to human health risk assessment. One 

need only study the variation in the reported action spectra published by different 

laboratories for the same biological effect to recognize that the derivation of sound action 

spectra is surely fraught with some problems. Both biological and physical factors 

influence the variation in published action spectra. Biological factors which may affect the 

actual biological effect of exposure to optical radiation include: variation in response 

among species, variation in response due to individual adaptation, influence of nutritional 

factors, the biological endpoint applied in each study, and the means and time of 

assessment of the endpoint in the plant, animal or human subjects. The physical factors 

which influence any reported action spectrum relate to the accuracy of radiometric and 

spectroradiometric measurements, the type of light source and the geometry and spectral 

bandwidth of each exposure used in the biological experiment.  

To characterize photobiological phenomena, standardized terms and units are 

required. Without a uniform set of descriptors, much of the scientific value of publications 

can be lost. Attempting to achieve an international consensus for a common language has 

always been difficult, but now with truly international publications, it is all the more 

important. Since photobiology represents the fusion of several scientific disciplines, it is 

not surprising that the physical terms used to describe dosimetric concepts (e.g.., surface 

exposure dose, absorbed dose, dose rate, fluence, etc.) can vary from author to author. 

There are, however, international organizations that were established to minimize the 

confusion produced by poor or inconsistent technical terminology. Hopefully all scientific 

workers will apply the standardized terminology of the International Commission on 

Illumination, the CIE [1,2]. 
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The International Commission on Illumination, the CIE, has provided international 

guidance in the science, terminology and measurement of light and optical radiation since 

1913. The International Lighting Vocabulary (parts of which are also issued as an ISO or 

IEC standard) has been an international reference for photobiologists for many decades 

and the next revision is due to be published later this year. Despite its stature, many 

research scientists are unfamiliar with some of the subtle distinctions between the widely 

used dosimetric terms, such as irradiance, radiant exposure, fluence rate and fluence. For 

example, the standardized radiometric quantity, "radiant fluence," is defined as the radiant 

energy that passes through the circular cross-sectional area of an extremely small sphere. 

The photon fluence is the number of photons passing through this area. These quantities 

are most useful in quantifying a dose within a scattering medium, such as deep within 

tissue. Although radiant fluence has units of joules per unit area, that same unit applies to 

"radiant exposure." This latter radiometric quantity is what is frequently measured at the 

exposed surface of tissue and incorporates an added cosine dependence that is not present 

in the concept of fluence that captures energy arriving from all directions and entering the 

tiny dosimetric sphere. Similar distinctions apply to fluence-rate and irradiance. It is also 

of note that the same definitions apply in ionizing radiation dosimetry. The proper use of 

internationally defined quantities and units in scientific publications promotes the best 

international communication in the science of photobiology and photochemistry. 

The CIE considers all aspects of the effects of optical radiation and lighting upon 

materials, plants, animals and humans other than vision. The Division prepares technical 

reports by technical committees (TCs) and by individual reporters, prepares standards, and 

promotes scientific meetings and seminars. 

In this article the main definitions and very important procedure for determination 

of action spectra are described for practical use. 

1. Main definitions 

1.1 Spectral Bands

During the 1930s, the CIE Committee on Photobiology developed a short-hand notation 

for different spectral bands of interest to the field of photobiology. The CIE has designated 

315 to 400 nm as UV-A, 280 to 315 nm as UV-B, and 100-280 nm as UV-C [1, 2]. Light 

(visible radiation) overlaps the UV-A and IR-A extending at most from about 380 nm to at 

least 780 nm. (IR-A extends from 770 nm to 1400 nm; IR-B, from 1400 to 3000 nm; and 

IR-C from 3000 nm to 1 mm). The CIE photobiological bands are summarized in Table 1. 

Table 1. CIE Photobiological Spectral Bands 

CIE Spectral Band 

Designation 

Wavelength Interval Characteristics 

UV-C  100 nm to 280 nm  Superficial absorption in tissue; significant protein 

absorption—particularly at 250-280 nm  

UV-B 280 nm to 315 nm  Penetrates, still actinic, most photocarcinogenic 

UV-A  315 nm to 400 nm  Deeper penetration, less absorption 

Light (visible) 380 nm to 780 nm* Photopic (day) and Scotopic (night) vision 

IR-A  780 nm to 1400 nm Deeply penetrating, water transmits 

IR-B 1400 nm to 3000 nm 

(1.4 m - 3.0 m)  

Water strongly absorbs, very slight penetration 

IR-C 3 m to 1,000 m

(1 mm or 300 GHz) 

Very superficial absorption, generally less than 0.1 mm  

*An early definition. Light (visible radiation) is no longer defined as being limited to specific wavelengths, 

but most generally as that radiation which elicits vision. 
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1.2 Radiometric Quantities and Units for Describing Exposures

In photobiology, one often speaks of a “dose” of light or ultraviolet radiation. But just 

what do photobiologists mean by dose? Because energy is absorbed largely near the 

surface, a surface exposure (accumulated) dose is very useful. The physicist defines 

radiant exposure (incident on surface) in J m
-2

 and radiant fluence as the energy that has 

passed through a unit diametrical area of a microscopic sphere in tissue (or in air when 

speaking of air disinfection) or in water for water disinfection. Dose-rate can also be 

expressed either as a surface exposure rate—in terms of irradiance (incident on a surface)-

-or as a fluence rate (passing through a surface).  

There are a number CIE standard radiometric quantities and units that are of value 

in describing various non-visual effects, and we shall just quickly describe those that are 

most widely employed. In addition to those quantities designed to describe a source output 

[radiant energy (CIE/ISO Symbol: Q) and radiant power (also termed “radiant flux” with 

symbol )], most photobiologists will use several terms to describe exposures, and these 

will be discussed in more detail. Some of the most useful quantities are also summarized 

in Table 2.

Radiant exposure is the radiant energy incident on a surface divided by the area 

(projected to the normal) of the surface. The SI unit is Joules m
-2

. The CIE/ISO symbol is 

H. In photobiology radiant exposure is also called the “exposure dose.” Although not the 

most desirable unit, the older J cm
-2

 is still widely used in photodermatology and 

ophthalmology, since the dimensions of irradiated areas may be of the order of cm.  

Irradiance on a surface is the radiant power incident on a surface divided by the 

area of the surface. Irradiance multiplied by the exposure duration, the time t in seconds, is 

the radiant exposure. The CIE/ISO symbol is E. Irradiance is known as the “exposure dose 

rate” in photobiology. The older W cm
-2

 is still widely used in photodermatology and 

ophthalmology, since the dimensions of irradiated areas may be of the order of a 

centimeter.    

Fluence and Fluence Rate are—at least in theory—the most important and useful 

radiometric concepts in photochemistry and photobiology, since they actually best 

describe the dose or dose-rate, respectively. However, these terms are frequently misused, 

and fluence is frequently mistaken for radiant exposure H because the same units of J m
-2 

are used for both quantities. However, the fundamental definition of fluence differs from 

that of radiant exposure. Fluence is the radiant energy passing through a small unit area 

sphere divided by the diametrical area of the sphere, and it does not include the cosine 

response in the irradiance definition, and perhaps most importantly, fluence includes 

backscatter. This unit was initially designed for use in radiation biology and biochemistry. 

It is particularly useful in photochemistry and photobiology to describe the microscopic 

exposure of a molecule in a scattering medium or to describe the photobiologically 

important dose to bacteria in air or water for UV disinfection calculations. Likewise, 

fluence rate is also mistaken for irradiance E, since it has the same units of W/m
2
, but it 

includes backscatter and ignores a cosine response. Thus, it is also useful in: 

photochemistry and photobiology in a scattering medium. 
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Table 2. Useful Radiometric Quantities and their Units [1,2] 

Term Symbol Defining Equation Defining Equation Unit and abbreviation 

Radiant Energy Q Energy emitted, transferred,

or received in the form of 

radiation

Q = t joule (J) 

Radiant Power Radiant Energy per unit time 

dt
dQe watt (W) 

defined as J s-1

Radiant

Exposure

(Dose in 

Photobiology)

H Radiant energy per unit area 

incident upon a given 

surface
dA

dQe joules per square

meter (J m
-2

)

Irradiance or 

Radiant Flux 

Density (Dose 

Rate in 

Photobiology)

E Radiant power per unit area 

incident upon a given 

surface
dA

ed watts per square meter

(W m
-2

)

Fluence IP Radiant Energy emitted by a 

source per unit solid angle d

ed joules per steradian

(J sr
-1

)

Radiant Intensity I Radiant Power emitted by a 

source per unit solid angle d

ed watts per steradian

(W sr
-1

)

Radiant Fluence

Rate

Ee,o Radiant Energy emitted by a 

source per unit solid angle 

per source area

dLE
sr eoe

4
,

joules per steradian

per square centimeter

(J sr
-1

m
-2

)

Radiance
3 L Radiant Power emitted by a 

source per unit solid angle 

per source area
cosdAd

ed
L

watts per steradian per 

square centimeter

(W sr
-1

m
-2

)

Optical Density OD A logarithmic expression for 

the attenuation produced by 

a medium 

OD O

L

log10

unitless

O is the incident

power;

L is the transmitted

power

1. The units may be altered to refer to narrow spectral bands in which the term is preceded by the 

word spectral and the unit is then per wavelength interval and the symbol has a subscript . For example,

spectral irradiance E  has units of W m
-2

m
-1

 or more often, W cm
-2

nm
-1

.

2. While the meter is the preferred unit of length, the centimeter is still the most commonly used 

unit of length for many of the terms below and the nm or m are most commonly used to express 

wavelength.

3. At the source L
dI

dA cos
; and at a receptor L

dE

d cos
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Figure 1. The distinction between irradiance and radiant fluence rate and between radiant exposure and

radiant fluence. Both pairs employ the same units of power-per-unit-area and energy-per-unit-area,

respectively.

2. Dosimetry and Measurement for Non-Visual Effects

The scientific characterization and measurement of visual effects has been a major focus 

of the CIE since its inception. The science of photometry has evolved over the last century 

and the standardized metric for daylight visual response—the lumen—is based upon the

well known V( ) spectral response of the “CIE Standard Observer”. However, the 

scientific characterization and measurement of non-visual effects, such as the synthesis of

Vitamin-D, erythema and circadian effects, are less well publicized. The science of 

photobiology deals with the study of the interaction of optical radiation (ultraviolet, visible 

and infrared radiation) upon living organisms – both animals and plants. Although 

everyone is familiar with photobiological effects such as sunburn or photosynthesis, the

methods of scientific description and measurement for some of the most familiar

photobiological effects require knowledge of specialized action spectra and the 

characteristics of the effect. Attempts to improve phototherapy of human diseases, 

protection of health from harmful photobiological effects, and many of the effects of 

ultraviolet radiation and visible light on plant species require specialized dosimetry. CIE 

Division 6, which is devoted to photobiology and photochemistry, considers all forms of 

non-visual effects of light, ultraviolet radiation and infrared radiation upon humans,

animals and plants. Most of the non-visual effects are initiated by photochemical

interactions that are limited to relatively narrow regions of the optical spectrum and most

notably in the ultraviolet and short-wavelength visible parts of the optical spectrum. The 

description of the relative sensitivity of a biological response as a function of wavelength 

is termed the action spectrum. Instruments can be designed to track the action spectrum of 

interest, and effective exposures or dose rates can be measured.
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3. Action Spectra 

The description of dose and dose rate also should not ignore spectral information. Because 

sufficient photon energy is necessary to elicit a photochemical reaction, the ultraviolet

spectrum and light are of primary interest in photobiology. An action spectrum is used to 

describe a relative response function for eliciting a photobiological or photochemical

effect. The action spectrum is normally determined by using mono-chromatic sources to 

obtain relative exposure doses at each wavelength to produce the defined effect. But it is 

very important to recognize that the endpoint must be defined! For example, erythema, or

sunburn has a different action spectrum depending upon when the skin is examined post-

exposure (e.g., 1 h, 4 h, 12 h, 24 h, 48 h, etc.) or the degree of redness. A radiant exposure 

at the target surface is measured, and an underlying assumption is: reciprocity of

irradiance (dose rate) and time. Borrowing from human photobiology, we know that 

typical action spectra (for erythema, photokeratitis, photic maculopathy of the retina, 

single-cone vision, etc.) have action spectra that are less than 100 nm in spectral width. 

The “First Law of Photobiology” described by Kendric Smith was that “Radiant energy 

must be absorbed to produce a photobiological effect.” However, it is always important to 

recognize that not all of the absorbed energy will produce a photochemical effect.

It is not uncommon for published action spectra of apparently the same effect to

sometimes differ, and many are puzzled as to “which is correct?” As it turns out, each may

be correct because of different endpoints. The action spectrum will differ in-situ from that

measured on an exterior surface if intervening molecules have varying absorption spectra.

Consider photosynthesis, vision, erythema (sunburn), etc. Spectral sampling intervals and 

spectral bandwidth of the source can affect the result. When action spectra differ when 

derived in different laboratories, think of these factors!

How one plots an action spectrum can reveal different information. It is best to plot

the action spectrum both on a linear scale and a semi-log rhythmic scale. 

Examples of action spectra are the familiar CIE visual response functions. The 

scotopic function describes the eye’s response to low light levels experience at night and 

this action spectrum peaks around 505 nm. The photopic luminous efficacy function

describes the relative spectral response of the CIE “standard observer” (an average of a 

number of individuals) to daylight; this response peaks around 555 nm. The entire science 

of photometry revolves around these CIE luminous efficacy functions as shown in Figure 

2.

Figure 2. Action Spectra—Example from Photometry.
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3.1 Action Spectra: General Aspects 

An action spectrum is defined as the relative spectral effectiveness of monochromatic

radiation in eliciting a defined response relative to a wavelength of maximal effectiveness.

Provided that multiple action spectra do not overlap (i.e., one chromophore is present),

weighting a broad spectrum source by an action spectrum can predict the effectiveness of

the broad spectrum source. The shape of the action spectrum is determined by a number of 

factors. The most important factor is the target molecule itself, the chromophore. The 

action spectrum of a pure solution of the chromophore will provide the fundamental action

spectrum; however, other biological factors can alter this fundamental action spectrum.

Optical reflection, absorption or scattering prior to absorption of photons by the 

chromophores will frequently shift the peak of the action spectrum, as in the case of 

erythema (skin reddening, or “sunburn”). The proteins of the stratum corneum (outermost, 

horny surface layer) of the skin spectrally filters the UV photons incident upon the skin 

and tend to block the transmission of wavelengths much less than 295 nm, even though the 

most important chromophore—DNA—has a spectral absorption peak at a shorter 

wavelength [3, 4]. Chain effects are also possible, where other biochemistry is initiated by

the incident photons. The choice of the measured endpoint for the effect also affects the 

action spectrum, and the action spectrum for erythema shifts to a narrower curve with a

longer wavelength peak if severe, rather than minimal, erythema is the endpoint. The time

of assessment of this biological effect and the degree of severity, the means to measure the 

effect (e.g., visual observation, chemical assay, histology, etc.) also generally affect the 

action spectrum. Thus we are always left with experimental error and uncertainties. Some

of the sources of uncertainties—the variables—in the determination of action spectra

include: physical measurement errors of the optical radiation, the area of exposure, 

exposure duration, distance, the spectral bandwidth (e.g., laser, 1 nm, 5 nm), the number

of wavelengths sampled, individual subject (or anatomical site) variations in sensitivity, 

etc. In addition, as well illustrated by erythema, the target tissue may undergo adaptation

(e.g., thickening of the stratum corneum and skin pigmentation) and the type of 

assessment (e.g., color, method, time delay, etc) influences the result. Although erythema

was used in this example, the same types of errors can apply to the determination of plant 

action spectra.

Thermal effects show very broad spectral dependence and a spot-size dependence. 

Hence, the thresholds for biological injury and human exposure limits for purely 

photochemical injury are expressed as a surface exposure dose, i.e., as radiant exposure. 

The product of the irradiance (or exposure dose rate) E in W/m
2
 or W/cm

2
 and the 

exposure duration t is the radiant exposure (or exposure dose) H expressed in J/m
2
 or 

J/cm
2
, i.e., H = E·t. This product always must result in the same radiant exposure or 

exposure dose over the total exposure duration to produce a threshold injury. This is

termed the Rule of Reciprocity, or the Bunsen-Roscoe Law. Chemical recombination over 

long periods (normally hours) will lead to reciprocity failure, and in biological tissue, 

photochemical damage may be repaired by enzymatic and other repair mechanisms and 

cellular apoptosis.

Where radiant energy is more penetrating, as in the visible and IR-A spectral 

bands, it is sometimes useful to apply the radiometric concepts of fluence and fluence rate. 

For all photobiology, it is necessary to employ an action spectrum for photochemical

effects. The UV safety function S( ) is also an action spectrum, which is an envelope 

curve for protection of both eye and skin and is used to spectrally weight the incident

UVR to determine an effective irradiance for comparison with the threshold value or

exposure limit. With computer spread-sheet programs, one can readily calculate the 

D.H. Sliney / Photobiological Measurements and Obtaining Action Spectra 17



spectrally weighted values from a lamp's spectrum with a variety of photochemical action 

spectra:

Eeff = E ·S( )·         [1] 

The exposure limit is then expressed as a permissible effective irradiance Eeff or an 

effective radiant exposure. One then can compare different sources to determine relative 

effectiveness of the same irradiance from several lamps for a given action spectrum.

3.2 Guidelines for Obtaining Action Spectra 

Published photobiological threshold data are frequently plotted as an action spectrum with 

relative response versus wavelength. Account is generally not taken of the influence of 

spectral bandwidth of the radiant exposure applied to each wavelength. In the 

determination of any photobiological action spectrum, the choice of wavelength interval 

and spectral bandpass are of utmost importance. The accuracy and resolution of the action 

spectrum are significantly influenced by the choice of the monochromatic source and the 

number of data points obtained. Ideally, a truly monochromatic source, such as a 

continuous-wave (CW) laser would be best to assess the response at a particular 

wavelength, since the spectral bandwidth at each wavelength will be extremely small and 

therefore afford a very high resolution spectrum. Unfortunately, lasers are expensive, and 

tunable laser sources in the UV are generally only presently available with repetitively 

pulsed outputs using non-linear-optical crystals for second-harmonic generation and 

wavelength tunability. Questions of non-linear responses from very short pulse durations 

create questions of validity for extrapolating to CW exposures. Thus, most investigators 

choose an arc-lamp monochromator to produce narrow spectral bands of radiation. The 

challenges of this technique are more than most scientists appreciate, and it is important to 

examine spectral threshold data from experiments designed to determine an action 

spectrum.  

To illustrate this problem one can examine the published action spectra for 

photokeratoconjunctivitis (“snow blindness” or “welder’s flash). Measurements of UV 

action spectra for photokeratitis can be quite challenging, especially in the 300-320-nm 

spectral region, as the UV hazard action spectrum, S( ), which is based upon this research 

changes quite rapidly with a small change in wavelength in this region, i.e., a tenfold 

(1,000%) change in less than 7 nm. Typical UV sources that have been used in biological 

studies of photokeratitis, photokeratoconjunctivitis or erythemal thresholds fall into two 

general categories:

 low-pressure mercury lamps, which emit very narrow-wavelength line spectra, 

where the desired wavelengths are isolated by filters or a monochromator; or  

xenon-arc (or mercury-xenon-arc) high-pressure lamps, which employ 

monochromators to limit the source to the desired narrow wavelength band at 

the site of exposure [5].

The low-pressure lamp and filter has the disadvantage that only a limited number 

of wavelengths are available (e.g., at 254, 280, 297, 303, 314, 330, 365, etc. for a mercury 

lamp). While the xenon arc monochromator is continuously tunable across the 

wavelengths of interest, the resolution is poor because the slit widths must be great enough 

to pass enough power. 

Significant plotting errors can be introduced when the slit width of the 

monochromator is not accounted for when plotting the action spectral data [3,5-7]. 

Threshold data for each spectral bandpass is frequently plotted against the center-

wavelength of the bandpass; however, this can misrepresent the true action spectrum. To 
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derive a true action spectrum from the low-resolution threshold data obtained from 

monochromator studies, a mathematical convolution is required. The typical 

monochromator spectral band pass values used in most photobiological experiments vary 

from about 5 nm to 12 nm. The band pass is traditionally specified at the “full-width-half-

maximum” (FWHM) of the “slit function;” however the different published reports are not 

always clear on the meaning of bandwidths given (particularly the earlier reports), and it is 

difficult to discern if the “bandwidth” is the base width, the full width at half maximum, or 

an averaged bandwidth. The slit function is the spectral power distribution of radiant 

energy emitted at the given wavelength set on the monochromator [8]. For a perfect 

grating monochromator, the shape is triangular, as shown in Figure 3. Although it would 

always be desirable to employ a high-resolution monochromator slit-width, such as 0.5 or 

1.0 nm, the radiant power that can pass through the slit (the “throughput”) is so low that a 

threshold exposure could require hours. In practice, much larger bandpass values of 5-10 

nm are therefore used.  

Figure 3. The expected slit function for the 310 nm Pitts human cornea (1973) 

threshold is shown here. From 300-310 nm, the function is expressed in the top 

equation; from 310-320 nm the function is expressed in the bottom equation.

When the UV Hazard (ACGIH) action spectrum was developed in 1972 the 

published threshold data were “corrected” for the impact of the spectral bandwidth of the 

monochromators. Therefore, when the original published data are plotted along with the 

UV Exposure (UV Hazard) action spectrum there appears to be a lack of agreement with 

the original data. By convoluting the threshold data and weighting it with the ACGIH UV 

Relative Spectral Effectiveness function (S( )), it is possible to determine the wavelengths 

in each bandwidth that are contributing most of the effective dose. Many of the early 

threshold data were obtained using low-pressure mercury lamps or xenon-arc high-

pressure lamps where the desired wavelengths were isolated by monochromators. When 

comparing these data to the UV Hazard action spectrum, it is necessary to consider the 

spectral bandwidth for all data and to consider also “stray radiation” and the sources of 

“stray radiation” in the instrument; e.g. stray light scattered from the gratings in 

monochromators, leaks in radiometric housing, etc. The use of tunable UV lasers to 

determine action spectra is needed. 
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3.3 Special Photobiological Quantities 

Once an action spectrum has been established it is possible to build and instrument that 

has a spectral response that simulates the action spectrum, for example, the action 

spectrum for erythema. Other specialized instruments that attempt to mimic the response 

of other photobiological action spectra include plant-growth meters, ultraviolet hazard 

meters, erythemal meters, blue-light hazard meters, vitamin D meters and so forth.  

As an interesting historical note, a half-century ago it was popular to develop 

specialized photobiological terms and units for measurements made with special 

instruments. There were units such as the E-Viton and the Erythem and the Finsen; 

however, the difficulties provided by these specialized terms, quantities and units were 

such that purists argued that these should not be maintained and that only radiometric 

quantities plus the photometric quantity, the candela, should be standardized in the SI. 

4. An Important Example: Corneal Damage Thresholds 

When photokeratitis threshold data [9, 10], corneal damage threshold data [11], and 

photoconjunctivitis data [12] are compared to the ACGIH UV exposure guidelines 

[13,14,15] without taking bandwidth into account in the cited thresholds, the 310 and 320 

nm data points appear to be located at exposure doses below the ACGIH exposure limits 

(Fig. 4). The distortion of experimental action spectra was taken into account in deriving 

the ACGIH exposure limit [16] and action spectra from mercury lines at 297 and 313 nm 

were used to define the slope. It is not surprising that this safety action spectrum has a  

Figure 4.  Reported photokeratitis thresholds and the ICNIRP UV exposure limit. Outlying 

threshold points plotted at the center wavelength of the monochromator are especially 

apparent in the 300-320 nm wavelength region. The Kurtin and Zuclich 1978 [18], and 

Zuclich and Taboda 1978 [19] data are included for purposes of comparison. 
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slope very similar to that obtained for DNA by Peak, Peak, et al. [17]. 

Threshold data in the 300-320 nm region can be particularly misleading if the data 

were taken using a monochromator with too large a bandwidth. The Pitts and Tredici 1971 

paper reports that data were obtained with “a nominal 9.92-nm bandpass which did not 

exceed 10 nm for all wavelengths.” For the Pitts 1973 data, the report specifies that “full 

band pass did not exceed 10 nm for all wavebands.” The Pitts et al [11] data were obtained 

with two different monochromators: a single grating monochromator “whose entrance and 

exit slits were set to provide a 9.96 nanometer full-bandwidth wavelength” (bandwidths 

were reported as 10.0 nm); and a double grating monochromator “set to pass a full-

bandwidth of 6.6 nm; however, all wavebands are reported as 5.0 nm.” The Cullen and 

Perera data were obtained with a 9 nm bandwidth (FWHM). The different published 

reports are not always clear on the meaning of bandwidths given, i.e., if they are the 

FWHM, as recommended. 

Such large bandwidths do not lead to great plotting errors in the derived action 

spectrum for wavelengths around 270-280 nm or at wavelengths greater than 330 nm. 

However, the plotting error is quite noticeable in the 300-320 nm range since the exposure 

limits in these wavelengths are rapidly increasing—the limits increase by an order of 

magnitude between 303-310 nm, and another order of magnitude between 310-320 nm. 

For the threshold points in question, most of the effective dose comes not from the 

wavelength at the center of the bandwidth, but from the shorter wavelengths. These 

wavelengths frequently are within the exposure limits.  

4.1 Procedure 

The slit function was centered at the wavelength of the point being investigated and 

normalized so that the area under the function corresponded to the value of the exposure 

dose when the function was weighted by the exposure dose (figure 3). We assumed that 

the actual arc-spectrum did not significantly vary across the limited bandwidth, which is 

valid for a xenon arc. 

This function was weighted by the exposure dose, and then spectrally weighted by 

the UV hazard action spectrum S( ) [13] to determine what wavelengths actually were 

contributing to the actual photobiological effect (Fig. 5).

4.2 Results

Assuming the published bandwidths are the FWHM values, a shift in wavelength occurs 

for all eight data points examined (Figs 6-10).  

For seven of the eight examined data points, the greatest dose comes from a 

wavelength within the ACGIH/ICNIRP exposure limits. The exception appears to be the 

“320-nm” threshold for human conjunctivitis from Cullen and Perera’s 1994 study. This 

surprisingly low reported threshold could be due to the contribution of a thermal effect 

because of the long exposure duration required. Another explanation of this apparent 

inconsistency might have resulted from short-wavelength stray light in the small, single 

grating monochromator used in their experiment [12] Figure 11 shows a possible slit 

function for this data point accounting for stray light, and the resulting effectiveness 

function. The stray light was estimated for a single grating monochromator with high 

spectral scatter [6]. Although the stray light does not shift the peak wavelength from 314 

nm, which was determined with the “perfect” slit function, the stray light in this estimation 

does account for 8% of the effective dose.
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Figure 5. The upper left panel is the radiant exposure threshold at 310 nm as determined by Pitts’ 

1973 experimental data. The upper right panel is the normalized slit function; the lower left panel 

is the S( ) action spectrum. When the slit function is weighted by the experimental data and the 

action spectrum, the effective wavelength shifts as shown in the lower right panel. 

Figure 6. The weighted slit function for the Pitts’ human cornea 310 nm 

data point. The most effective wavelength is 303 nm. 
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Figure 7. The weighted slit functions for Cullen’s and Perera’s human conjunctiva data. The left panel 

shows the 310 nm data point, with its most effective wavelength at 304 nm; the right panel shows the 320 

nm data point with its most effective wavelength at 314 nm. 

Figure 8. The weighted slit functions for Pitts’ and Tredici’s rabbit cornea data. The left panel shows the 

310 nm data point, with its most effective wavelength at 303 nm; the right panel shows the 320 nm data 

point with its most effective wavelength at 313 nm. 
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Figure 9. The weighted slit functions for the primate cornea data of Pitts and Tredici. The left panel shows 

the 310 nm data point, with its most effective wavelength at 303 nm; the right panel shows the 320 nm data 

point with its most effective wavelength at 313 nm. 

Figure 10. The weighted slit functions for the Pitts, Cullen, et al. rabbit cornea [11] 310 nm data point. The 

most effective wavelength is 307 nm. This data point was obtained with a smaller bandpass (6.6 nm FWHM 

assumed) than the others, thus the shift in wavelength is less pronounced. 

It is difficult to arrive at the "true" effective wavelength for proper plotting of the 

data points of the action spectra. No monochromator really achieves a perfect, triangular 

slit function, but instead there is a "skirt" at the base of the triangle. For example, if it is 

assumed for the Pitts human cornea 310 nm data point that at 300 nm the slit function had 

at least a 1% value, the effective wavelength shifts noticeably to the shorter wavelengths, 

because the S( ) value at 300 nm is 20 times more effective than at 310 nm.
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Figure 11. Slit function (left) and Effectiveness Spectrum (right) for 320 nm Cullen and Perera [12] data 

point. The effects of stray light are shown in each. The effectiveness spectrum shows that 8% of the effective 

dose comes from short-wavelength stray light that should be excluded by the monochromator. Thirty-three 

percent of the effective dose comes from the peak wavelength (314 nm) and shorter wavelength radiation, as 

opposed to 27%, which was calculated for the “perfect” monochromator. Half the effective dose is present 

from wavelengths at 316 nm and shorter; and 83% from 320 nm and shorter wavelength radiation. 

In an effort to show the impact of monochromator bandwidth on threshold data, the 

effectiveness spectra were recalculated, assuming the bandwidths specified in the literature 

were not FWHM values, but full bandwidth values at the base. In other words, the slit 

functions considered here are half as wide as the slit functions described earlier. The 

exception was the Cullen and Perera data, which clearly specified the FWHM bandwidths. 

These narrower bandwidths result in much less pronounced shifts in the effective 

wavelength.

5. Conclusions 

When determining action spectra using broadband UV sources and monochromators, a 

bandwidth (FWHM) of 4 nm or less will yield more accurate results than a larger 

bandwidth. The most effective dose will come from the wavelength at the center of the 

monochromator, even in the rapidly-changing 300-320 nm region. However, the shorter 

wavelengths (i.e., those before the center wavelength) will still contribute more to the 

effective dose than the longer wavelengths. A tunable UV laser is probably the most 

accurate way to determine the spectral effectiveness of each individual wavelength. It is 

therefore important that at least two, if not more laser photokeratitis thresholds be 

determined with laser wavelengths between 300 and 320. Such an experiment would put 

to rest any concerns about the uncertainty of the current guidelines for the eye. 
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Abstract. Solar ultraviolet radiation is a significant factor in environmental biology. 
It can be measured spectrally by a spectroradiometer, or non-spectrally by a 
broadband radiometer. The characteristics of these instruments determine the 
reliability and suitability of the results. The radiation data should be accompanied by 
detailed documentation on the calibration and operating procedures, sufficient to 
assure the data user that the measurements are accurate enough for the intended 
purpose. A description of the observing site and conditions should also be supplied, 
so that the user can determine whether the observing conditions meet the 
requirements of the environmental investigations. 

Introduction 

The purpose of this document is to set out the factors that should be taken into account 
when making use of measurements of solar ultraviolet radiation as an adjunct to 
investigations of biological effects in the environment [1-3]. 

We are concerned here with absolute spectroradiometry, not differential 
spectroscopy. In differential (optical absorption) spectroscopy, the aim is to determine the 
concentration of a substance by measuring the fractional change in the radiation due to 
absorption by the substance. It is therefore only necessary to know the ratio of the 
intensities with and without the substance in the optical path. If the instrument remains 
stable during the measurement, it is possible to detect small changes in the ratio and 
therefore provide a sensitive determination of the concentration. Subsequent changes in the 
source of the radiation, or in the response of the instrument, are not critical to the accuracy 
of the measurements, as they do not generally affect the ratio. In differential spectroscopy it 
is not necessary to know the absolute intensity of the radiation. 

1. Spectroradiometry 

In spectroradiometry, on the other hand, the aim is to determine the absolute amount of 
radiation falling on the sensor. If the response of the instrument changes from one day to 
the next, the accuracy will suffer accordingly. Spectroradiometry therefore depends 
critically on calibration and operational techniques. In practice, the quality of 
spectroradiometric data is rather variable, and the user needs to be sure that the accuracy of 
the measurements is sufficient for the intended purpose [1]. 

Even when the measurements are of high quality, they are never as accurate as those 
of other environmental parameters. For example, the Earth’s magnetic field can be 
measured to an accuracy of 1 part in 105 with an instrument costing $10,000, barometric 
pressure to 1 part in 104 for $1,000, and the time of day can be determined to better than 1 
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in 105 for $10, but solar ultraviolet spectral irradiance can only be measured to about 1 part 
in 101, even with an instrument costing $100,000. 

It is a costly and time-consuming task to obtain reliable spectral measurements of 
the solar ultraviolet irradiance. Nevertheless, it is vital to have spectrally resolved 
measurements for a full understanding of environmental radiation effects, as every 
photobiological process depends on the wavelength of the incident radiation. 

2. Instrumentation 

2.1 Broadband Radiometers 

Despite the requirement for spectrally resolved measurements, a great deal of 
environmental UV data is obtained from so-called broadband radiometers, which reduce the 
whole spectrum to one integrated value. These have the advantage that they are generally 
more compact (and less expensive) than spectroradiometers, so that they can be deployed in 
experimental locations where a larger instrument would be impractical. However, each 
broadband instrument has a characteristic spectral response, which is not generally the same 
as the action spectrum of the biological (or other) process under investigation. For example, 
many broadband instruments are designed to mimic the erythemal response of human skin. 
There is no harm in using broadband radiometers provided that the investigator understands 
their limitations and can relate the results to the requirements of the experiment, but their 
calibration ultimately derives from comparison with a spectroradiometer and a 
determination of their spectral response. 

2.2 Spectroradiometers 

To obtain information about the relative importance of different wavelengths in the 
biological system under investigation, measurements must be obtained from 
spectroradiometers. We therefore now consider the main distinguishing features of these 
instruments [1]. 

A spectroradiometer may be designed to scan from one end of its spectral range to 
the other, in regular steps, or it may be constructed to record the whole spectrum at once. 
As it can take several minutes for a scanning instrument to complete a scan, it is tempting 
to favour the instantaneous method on the grounds of speed. In environmental work in the 
open air, this has the advantage that the cloud conditions are the same for the whole 
spectrum, whereas the cloud cover could change during a long scan. However, the 
instantaneous method records the radiation by projecting the spectrum on to an array of 
sensors (a diode array or similar solid-state device) so that each individual sensor collects a 
small slice of the spectrum.  

There are typically about 1000 sensors packed into a small rectangle with an area of 
the order of a square centimetre. This method has several disadvantages. Apart from the 
inherent difficulty of calibrating the sensitivity of an array of sensors, and ensuring that the 
same wavelengths always fall on the same sensors, the diode-array system imposes a 
serious constraint on the optical design of the instrument: it can generally use only a single 
monochromator. By contrast, the scanning spectroradiometers can use either a single or a 
double monochromator. We therefore now consider the merits of single and double 
monochromators.
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2.2.1 Single Monochromator 

The aim of any spectrometer is to select photons from a small slice of the spectrum, and 
record them in isolation. It is important to exclude photons from the rest of the spectrum. In 
modern instruments this is usually achieved by means of a finely-ruled diffraction grating, 
which sends each wavelength in a different direction. The incident (white) light passes 
through the entrance slit of the instrument and is made to fall on the diffraction grating. The 
optical arrangement (mirrors, prisms, lenses, or even the curvature of the grating itself) then 
forms a focused image of the entrance slit on the exit surface. A spectrum therefore appears 
on the exit surface, as the focused image of the entrance slit for each wavelength is slightly 
displaced from the next. This is a single monochromator. In a diode-array instrument, the 
diode array is placed on the exit surface. In a scanning instrument, the exit slit is placed 
there, and the grating is slowly rotated so that each wavelength in turn falls on the exit slit. 
Photons passing through the exit slit are then recorded by a sensor such as a 
photomultiplier. 

This works well for visible light. Unfortunately, at the shorter wavelengths in the 
ultraviolet there are so few photons that they are completely outnumbered by visible 
photons. No grating is perfect, and no instrument is completely free of internal scattering 
surfaces, so some visible photons will always end up on the exit surface. This stray light is 
a serious problem in the UVB region of the spectrum (280 nm to 315 nm). Although it 
could in principle be alleviated by the judicious use of filters to absorb the visible light, the 
stability and calibration of such filters merely introduce additional sources of measurement 
error. They are generally more trouble than they are worth. The answer to the problem of 
stray light is the double monochromator. 

2.2.2 Double Monochromator 

In the double monochromator, the exit slit of the first monochromator becomes the entrance 
slit of the second. The two monochromators are usually of identical design, and are cleverly 
positioned to minimise the effect of stray light. The second grating is rotated in step with 
the first. The general principle is that a visible photon may succeed in entering the second 
monochromator, and may even fall on the second grating, but it will then be directed away 
from the final exit slit. The consequent reduction in stray light allows measurements down 
to the shortest ultraviolet wavelengths encountered in solar radiation at the surface of the 
Earth.

2.2.3 Spectral Resolution 

In principle, the spectroradiometer selects a single wavelength, but in practice the radiation 
falling on the exit slit (or on one sensor of a diode array) is a weighted sum of the incident 
radiation, mostly in a small interval of the spectrum. This weighting is often referred to as 
the slit function, and is typically triangular in shape, with weak wings due to imperfections 
in the optical system. The full width at half maximum (FWHM) of the slit function is a 
measure of the spectral resolution of the instrument, and is usually a fraction of a 
nanometre in the finest spectroradiometers and a few nm in the coarsest. If the FWHM of 
the slit function exceeds about 1.0 nm, measurements in the UVB region become 
progressively more misleading as shorter wavelengths are examined, because the incident 
solar radiation is such a steep function of wavelength that the exit slit is dominated by the 
longer end of the selected wavelength interval. The choice of spectral resolution therefore 
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depends on the nature of the proposed work. A finer resolution might be necessary if the 
action spectrum of a relevant biological effect was dominated by the shortest UVB 
wavelengths.

2.2.4 Directional Response 

On the outer part of the instrument, the entrance optics serve to gather radiation from the 
environment and direct it into the spectrometer. Some care is required to ensure that 
radiation from different directions is gathered in the correct relative proportions, and the 
user needs to consider whether to record irradiance, actinic flux, or something else such as 
directional radiance. 

2.2.4.1 Irradiance 

For general purposes it is usual to record the irradiance on a horizontal surface (sometimes 
called global solar irradiance). This represents the energy passing through a square metre of 
horizontal surface per second, and therefore gives much less weight to radiation from a 
source near the horizon, such as the setting Sun. This is ideal for studying the energy 
budget of a horizontal snowfield or an agricultural crop with horizontal leaves, and is 
generally satisfactory for most processes that are confined to the surface of the Earth and 
have no special or critical directionality. The irradiance is usually obtained by deploying a 
translucent diffuser (a plane or domed receiving surface made from ground quartz or 
Teflon) or an integrating sphere (a hollow sphere painted white on the inside, with small 
entrance and exit apertures). When recording irradiance at an experimental site, it might be 
thought appropriate to tilt the receiver in a particular direction, for example if the site is on 
the slope of a hill, or if the plants turn towards the Sun. Some instruments are constructed 
with an optical fibre to transmit the radiation from the receiving surface to the spectrometer, 
which makes it possible to point the receiver in any desired direction. 

2.2.4.2 Other Directional Responses 

The term actinic flux refers to a scheme in which radiation sources are given equal weight 
irrespective of their direction, and is usually obtained by deploying a translucent sphere or 
its equivalent. The user needs to consider whether this is appropriate, as it includes not only 
the direct radiation from the low Sun, but also the radiation reflected upwards and sideways 
from the ground and buildings. It is often used when studying atmospheric photochemistry, 
as chemical reactions in the free atmosphere do not mind where their photons come from. It 
is also possible to construct a receiver that gathers radiation from one direction only, in a 
narrow cone, in order to explore the directional radiance of the incident radiation. However, 
this requires a high-specification instrument, as there is very little radiation available from 
such a restricted field of view. In most cases, therefore, biological studies in the 
environment will be conducted with instruments recording the global solar irradiance. This 
is true not only of ultraviolet and visible spectroradiometers but also of broadband 
radiometers. 

3. Calibration 

3.1 Wavelength 

The wavelength calibration of UV spectroradiometers is important, but relatively 
straightforward, and can be achieved by reference to known spectral lines from mercury or 
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other discharge lamps, or by direct comparison of the measured solar radiation with known 
features in the spectrum of the Sun. Regular checks should be made until the temporal 
behaviour of the wavelength calibration is well established. 

3.2 Broadband Irradiance 

Much more difficult is the irradiance calibration. In the case of a broadband instrument, the 
calibration should be traceable to a direct comparison with a spectroradiometer. The 
measurement results from a broadband radiometer are generally expressed in weighted 
W m-2, where the weighting function is the action spectrum of the effect that the instrument 
is designed to mimic. As the spectral response of the instrument will generally differ 
somewhat from the action spectrum, the calibration will usually have been adjusted to be 
appropriate for ‘average’ or ‘typical’ conditions, for example with the Sun neither high nor 
low in the sky, medium cloud cover, low surface albedo, and an arbitrary value for the 
atmospheric ozone amount. The further the actual conditions are from the typical values, 
the greater the error in the calibration. In addition, the broadband calibration will suffer 
from any errors in the spectroradiometer from which it was derived, and may also drift with 
time. The calibration of spectroradiometers is therefore rather important [2,3]. 

3.3 Spectral Irradiance 

In order to calibrate a spectroradiometer it is necessary to obtain a radiation source whose 
spectral output has already been determined with reference to fundamental physical 
standards. This usually means a lamp with a certificated calibration showing its spectral 
irradiance in W m-2 nm-1 at a fixed distance from the lamp. The lamp and the 
spectroradiometer are then placed in a darkened room, and the spectral radiation from the 
lamp is recorded by the instrument throughout the required range of wavelengths. Success 
depends on careful attention to the experimental conditions. The distance from lamp to 
instrument, typically 50 cm, must be accurately measured from the plane on the lamp 
holder specified in the lamp certificate to the receiving plane on the instrument. The lamp 
must be in the specified orientation and its current must be kept constant and measured to 
better than 1 part in 1000. All extraneous reflections from the walls, the bench and the 
equipment must be eliminated by the use of matt black paint, black velvet cloth, and black 
screens and baffles. Repeated spectral scans are required, on the day of the calibration and 
at regular intervals thereafter, until the stability and reproducibility of the spectroradiometer 
calibration have been established. Furthermore, in practice it is necessary to maintain a 
family of lamps, and monitor their behaviour relative to each other, so as to detect a faulty 
lamp, or one that is deteriorating. The stable lifetime of these lamps can be as short as 50 
hours of burn time, at which point recalibration of the lamp is required. Finally, the 
experimenter must take precautions against fire, especially when using the typical 1 kW 
lamps, and against eye and skin damage, as the lamps usually have a quartz envelope and 
therefore emit significant UVC radiation (less than 280 nm), which is particularly harmful. 

4. Quality Assurance 

4.1 Documentation 

As the reliability of spectral irradiance measurements depends critically on the quality of 
the calibration and maintenance procedures, the operators of the spectroradiometers should 
supply sufficient technical information to convince the user that the measured data are 
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accurate enough for the intended purpose [2,3]. This information should describe the 
calibration system and the procedures for operational measurements in the environment. 
The calibration description should include the number of lamps (at least three and 
preferably more), their types and details, traceability, and statistical information on their 
stability throughout the period of interest. If the lamp certificates are not from a national 
standards laboratory, they should at least be directly traceable to one and the traceability 
should be fully documented, including the serial numbers of the lamps and the dates and 
serial numbers of the calibrations from which the certificated calibrations were derived. 
There should be information about the frequency of calibrations, the lifetime of the lamps, 
and the repeatability and stability of the resulting spectroradiometer calibrations. 

4.2 Intercomparison 

An additional source of quality assurance is available if the spectroradiometer has been 
tested in an international blind intercomparison, where the errors and deficiencies of 
calibrations and operating procedures are systematically exposed and examined. However, 
the reports of such intercomparisons should not be regarded as a substitute for careful and 
regular calibration at the observing site. As the accurate measurement of solar radiation is 
particularly difficult, the data user should also be guided by the thoroughness of the 
procedural descriptions, the consistency of the results, and the professionalism of the 
documentation. This applies also to the description of the observing site, which we now 
consider.

5. Measurement Site 

When ultraviolet radiation data are required for environmental investigations, the 
measurements will have been recorded either at a regular observing station in the region, or 
at the actual site of the investigations. When the measurements are at the investigation site, 
the user can examine the observational conditions and ensure that the measurements are 
relevant to the proposed experiments. It may even be possible to control the radiation 
measurements and configure them to suit the purpose, for example by specifying the 
spectral range, the frequency of observation, the exact location of the instrument, and the 
orientation of the receiver. 

If, on the other hand, the data are obtained from a regular observing site such as a 
meteorological station or environmental institute, the conditions are out of the user’s 
control, and it is necessary to determine whether the measurements are suitable. Provided 
that the station is in the same weather region, and that the latitude and altitude are similar, 
the results are likely to be of use, but for detailed work it may be necessary to take into 
account the local behaviour of the cloud cover on the days in question. Climatological data 
from regular observing sites will generally refer to irradiance on a horizontal surface. 

5.1 Site Information 

Whether the data are recorded locally or not, the accompanying information should include 
a description of the horizon as seen from the radiometer, listing the angular elevation and 
the azimuth (direction) of each significant obstruction such as buildings and mountains. 
There should also be a general description of the site and its surroundings including the 
nature of the surface, so that its albedo (reflectivity) can be estimated. This is useful if the 
measurements are subsequently used in model calculations to fill in gaps in the available 
data.
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In general, the documentation of the site and the observing conditions can be just as 
useful as the calibration information, especially if the observers have been careful to 
annotate the data with details of the little daily technical difficulties that so often lead to 
unreliable results. 

6. Conclusion 

When measurements of ultraviolet spectral irradiance are required for environmental 
biology, the data user should not accept the data at face value, but ensure that they are 
supported by adequate explanatory documentation. The user should be satisfied that the 
radiation data are appropriate in type and quality for the intended purpose, and in particular 
that the calibration and operational observing procedures have been correctly performed. 
The suitability of the observing site should also be examined. 
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Abstract. The intensity of solar UV radiation at the Earth's surface is 

highly variable. The most important parameters for cloudless 

conditions are in the sequence of their significance: solar zenith angle, 

total ozone content of the atmosphere, amount and type of aerosols, 

albedo of the surrounding and altitude above sea level. Based on 

measurements, the effects of these parameters are discussed 

individually. Furthermore, clouds usually attenuate the irradiance, only 

in exceptional cases they can lead to an increase over short time 

periods. The attenuation by clouds is less strong for UV radiation 

compared with radiation from the whole spectral range. 

Introduction 

The ambient levels of solar UV radiation at the Earth’s surface play an important role for the 

whole biosphere, because UV radiation can trigger a large number of effects on living 

organisms. Furthermore, solar UV radiation is important for photochemistry in the lower 

troposphere, as several chemical reactions are driven by the absorption of UV radiation. UV 

radiation also interacts with materials usually leading to changes in the molecular structure. 

All these effects are a consequence of the relatively high photon energy of UV radiation due 

to the short wavelengths. In contrast, the absolute amount of energy of solar UV radiation at 

the Earth’s surface is relatively small, compared with the total energy emitted from the sun 

and received at the Earth. 

The absolute level of the UV radiation depends on the intensity of the sun as the 

source, on astronomical and geographical parameters, on the characteristics of the Earth's 

atmosphere and on the local conditions of the ground in the surrounding of the measurement 

station.

The spectrum of solar radiation is primarily defined by the emission from the sun, 

which is close to an emission of a black body with a temperature of about 5800° Kelvin. 

When the radiation is passing through the outer part of the solar atmosphere it gets the high 

fine structure due to absorption by the molecules of the gas. These so called "Fraunhofer 

lines" appear in all measurements of the solar spectrum, and the smaller the used bandwidth 

the higher structure of the absorption lines can be observed. This extraterrestrial solar 

spectrum at the top of the Earth's atmosphere is further modulated in the annual course by 

the changing difference between sun and Earth. This leads to a variation of the intensity of 

all wavelengths by about ±3.5% with the maximal value on about 3 January and the minimal 

one on about 5 July. 

Within the Earth's atmosphere, absorption and scattering processes modify the 

extraterrestrial spectrum. As a consequence of the scattering processes the radiation is 
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separated in a direct and a diffuse component, and this separation is strongly dependent on 

wavelength.

The direct component is reduced by extinction processes (scattering and absorption) 

in the atmosphere and can be described with the extinction law of Beer 

I = I0 *exp(- i(mi* i))

I0 is the intensity outside the atmosphere, I is the intensity at the surface, m denotes the air 

mass, which is the length of the path of the direct beam through the atmosphere relative to 

the vertical path length. For the assumption of a plane-parallel atmosphere m depends on the 

solar zenith angle (SZA) with m=1/cos(SZA), which is a good approximation to the real 

situation for SZA<85°. Finally,  is the extinction coefficient. The index i indicates the 

different scattering and absorption processes. In the UV range the most important processes 

are scattering on molecules (Raleigh scattering), absorption by gases and scattering and 

absorption by aerosols and clouds. The most important absorbing gas is ozone, which 

absorbs strongly below 300 nm (Hartley region) and more weakly up to about 330 nm 

(Huggins band). Further atmospheric gases which absorb in the UV range are nitrogen 

dioxide and sulphur dioxide, which can be significant in polluted urban environments. 

Scattering on molecules depends strongly on wavelength (proportional to 
-4

), whereas 

scattering on aerosols only weakly depends on wavelength (about proportional to 
-1.3

).

Scattering on water droplets in clouds is almost independent on wavelength in the UV 

range.

The usual measurement quantity for solar radiation is "irradiance", which is the 

energy per time and wavelength interval through a horizontal surface. Therefore the unit is 

Wm
-2

nm
-1

. The combined diffuse and direct irradiance on a horizontal surface is called 

global irradiance. The share of diffuse irradiance on global irradiance increases with 

decreasing wavelength and with increasing SZA and further increases with higher amounts 

of scattering aerosols. As a consequence, in the UV range more than half of global 

irradiance can be diffuse. 

In the following sections the variability of ambient levels of solar global irradiance is 

discussed based on measurements, which are carried out with spectroradiometric and 

broadband UV measurements under a large variety of environmental conditions and which 

allow deriving quantitative estimates of the effects of the influencing parameters. In general, 

such information could be retrieved also from radiative transfer calculations, but the 

variability of the input parameters has to be estimated from actual measurements. Therefore, 

radiative transfer model calculations are a helpful tool, but they cannot replace actual 

measurements. Most of the broadband measurements of solar UV radiation presented here 

are carried out with detectors which simulate the human erythema action spectrum [1] and 

which indicate therefore directly the erythemally-effective irradiance (GER). For the 

discussion of the effects of the various parameters on solar UV radiation, these 

measurements of GER can be interpreted as representative for the UVB range (280 nm to 315 

nm), although a small contribution of the UVA range (315 nm to 400 nm) is included in 

these measurements. 

1. UV Radiation under Cloudless Skies 

The systematic discussion of the various parameters, which affect solar UV radiation, needs 

to exclude cloudiness in the first step. Then the most important parameter determining 

ambient UV levels is the solar zenith angle. In the UVB range the second important 

parameter is the total ozone content of the atmosphere.  In urban environments with local air 

pollution the amount of aerosols is the next most important parameter. The reflectivity of 
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the ground (albedo) becomes a further important parameter, if the terrain is covered by 

snow. Finally, the altitude above sea level has a great influence, where usually several other

parameters are interacting at the same time. The following detailed discussion of these

parameters will show the quantitative effect of each of these parameters individually.

1.1. Effect of Solar Zenith Angle 

According to Beer's law (see introduction) an increasing air mass as a consequence of

increasing SZA will reduce the direct component of global irradiance. This becomes evident

in the diurnal course of UV radiation as well as in the seasonal course, when the SZA is 

smaller at noon time in summer compared to winter. Furthermore, from this a latitudinal

gradient arises, because smaller SZA at noon time occur when going from the pole towards

the equator.
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Figure 1. Seasonal course of daily totals of total global irradiance (GTOT), global UVA (GUVA)

and erythemal UV irradiance (GERY) at the High Mountain Station Jungfraujoch (Switzerland).

M. Blumthaler / Ambient Levels of UV Radiation36



In the UVB range the dependence on SZA is stronger pronounced than in the longer 

wavelength ranges. This is caused by the strongly increasing absorption in the ozone layer

with increasing path length of the photons passing through the atmosphere. This can be seen 

clearly in the seasonal course of daily totals of the irradiance in different wavelength ranges 

(Fig. 1). There the course of the envelope, which represents maximal values due to minimal

cloudiness, is much steeper for the UVB range compared to UVA and total global irradiance 

(300 – 3000 nm). The ratio of maximal values in summer relative to winter is about 18 for 

the UVB range and 5 for total global irradiance. For the same reason also the daily course of

UVB irradiance is much steeper than for irradiance of longer wavelength ranges. 

1.2. Effect of Ozone 

A higher amount of total ozone in the atmosphere leads to lower values of UVB irradiance 

due to the strong absorption of ozone in the UVB range. The shorter the wavelength the 

stronger is the effect of ozone. For example, at 300 nm a decrease of ozone by 1% gives an 

increase in irradiance by 10% (at 60° SZA). The relation between irradiance I (monochro-

matic or broadband) and total ozone content O can be approximated by a power law 

I ~ O
-RAF

The exponent RAF is called radiation amplification factor. This name comes from a

linearization of the above mentioned power law for small variations, where

I/I = - O/O * RAF 

This means that the percentage change in irradiance equals the percentage change in ozone 

times the RAF.

Figure 2. Relation between ozone and the ratio of erythemally weighted UV

irradiance over total global irradiance for various solar elevations. From [2].
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This relation can be verified with measurements under clear sky conditions at fixed 

SZA [2]. Measurements at the High Alpine mountain station Jungfraujoch (3576 m above

sea level, Switzerland) are only marginally influenced by aerosols, and the effect of varying 

albedo is minimized by analysing the ratio GER/G. This shows clearly the relation following

the power law, when in a log-log plot the relation becomes linear with the RAF as the slope

of the linear regression line (Fig. 2). These measurements give a value for the RAF of 1.1, 

which is in very good agreement with model calculations using radiative transfer models. 

This means that a reduction of ozone by 1% will result in an increase of erythemally

weighted UV irradiance by 1.1%. 

1.3. Effect of Aerosols 

Aerosols in the atmosphere can scatter or absorb UV radiation, depending on their chemical

composition. In most cases the absorbing component is of the order of 1-10% of the whole 

extinction (absorption plus scattering), only when aerosols originate from great fires the

absorbing component might be higher. As a consequence of the scattering component of 

aerosols the diffuse irradiance is increased and the direct irradiance is decreased. The 

quantitative amount of these effects depends on the amount and type of aerosols, on their 

size distribution and on the vertical distribution in the atmosphere. Aerosol extinction 

depends only slightly on wavelength with higher values at shorter wavelengths. As an 

example for the variable attenuation effect of aerosols on erythemally weighted irradiance in 

Fig. 3 the attenuation relative to an aerosol free situation is shown for measurements at a

campaign near Athens, Greece, in summer 1996 [3]. For many days the attenuation is in the 

order of 5 to 15%, but on some days (depending on the local wind direction) the attenuation

can reach values up to 30 and 35%, relative to an aerosol free atmosphere. It is interesting to 

mention that during the 20 days of this campaign the variability of aerosols had a greater 

effect on erythemally weighted irradiance than the variability of ozone.

Figure 3. Attenuation of erythemally weighted irradiance relative to aerosol free 

conditions for a measurement campaign near Athens, Greece, in summer 1996. From [3].

A special influence of aerosols on UV radiation can be found if a layer of aerosols is 

formed in the lower stratosphere, usually as a consequence of very strong volcanic
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eruptions. Model calculations show that under this condition the UV irradiance at 290 nm 

may increase by up to 45%, whereas at 300 nm a decrease of 5% would be expected [4].

1.4. Effect of Albedo 

The albedo of the ground (ratio between diffuse reflected radiation and incoming radiation) 

enlarges the diffuse irradiance due to multiple reflections between the ground and the 

atmosphere. The value of the albedo of various surfaces is shown in Figure 4 in dependence

on wavelength, determined from own spectral measurements. All snow-free surfaces show a 

relatively small albedo in the UV range, the smallest values are found for green grassland, 

where the albedo in the UV range is less than 1%. In contrast, high values are found for 

snow-covered terrain, where values higher than 90% can be measured.
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Figure 4.  Spectral albedo of various surfaces, from measurements of the author.

The consequence of different albedo on global irradiance can be estimated from 

model calculations. For this, cloud free conditions are assumed. In general, a more

pronounced effect of albedo is to be expected for cloudy situations, because in this case a 

higher amount of photons reflected from the ground to the atmosphere is reflected back 

towards the ground. For high mountain conditions, the result of the model calculations is 

shown in Fig. 5, which gives the amplification factor for global irradiance for an increase in

ground albedo by 0.1 in dependence on wavelength. The results are slightly different for 
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different values of the reference albedo, but the general feature is always a maximal

amplification effect for wavelengths around 320 nm and significantly smaller effects at 500 

nm. The reason for this spectral behaviour is the increasing amount of diffuse irradiance 

with decreasing wavelength. The decrease of the amplification at wavelengths below 320 

nm is a consequence of absorption by ozone and the strongly increasing ozone absorption 

coefficient at these wavelengths, because the multiple reflections between ground and 

atmosphere increase the pathlength of the photons and consequently increases the 

absorption.
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The results for albedo effects showed so far assume that the ground has an unlimited

extension and that the albedo is homogeneous over the terrain. However, in practise the

terrain is inhomogeneous and in that case the more complex three-dimensional radiative

transfer calculations are necessary [5]. In comparison with the one-dimensional radiative

transfer calculations an 'effective' albedo can be defined, which describes the reflection of a

given inhomogeneous terrain by an area-averaged single albedo value [6]. Model 

calculations have shown that the radius of significance, where the albedo has still an

influence on global irradiance, extends up to 30 km [7]. Measurements in high mountain 

areas with partly snow covered terrain have shown values for effective albedo between 0.7 

and 0.4 as a consequence of complex distribution of snow covered and snow free surfaces. 

1.5. Effect of Altitude 

The increase of global irradiance with altitude is called 'altitude effect', and it is expressed as 

percentage increase for an increase in altitude by 1000 m. This increase of irradiance is 

mainly a consequence of the smaller irradiated air mass at higher altitudes. Therefore the

altitude effect depends on wavelength, with higher values at shorter wavelengths due to 

stronger scattering at shorter wavelengths. Further important influencing parameters are the
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optical characteristics of the air layer between the two altitudes, mainly the amount of 

aerosols and the amount of tropospheric ozone in this layer. The higher these two quantities 

are, the more reduced is the irradiance at the lower station and therefore the higher is the 

altitude effect. Additionally, the altitude effect can be increased, if at higher altitudes the

terrain is snow covered. From all these influencing parameters it is clear that for the altitude

effect not one single number can be given, but that it is necessary to describe it with a

certain range of values in dependence on wavelength. 

Examples for measurements of the altitude effect show this large range of 

variability. In the Chilean Andes, Piazena [8] found about 8% in the UVA and 9% in the 

UVB, Zaratti [9] found about 7% for erythemally weighted irradiance in Bolivia. In the Alps

usually higher values were measured, as a consequence of higher amounts of aerosols and 

tropospheric ozone in the lowest layers of the atmosphere. An example is shown in Fig. 6 

for measurements near Garmisch-Partenkirchen, Germany, where the spectral dependence

was derived from simultaneous spectroradiometric measurements at different altitudes [10]. 

The given standard deviation shows the variability during this measurement campaign. 

Average values for the altitude effect in the UVA range are about 10% and for erythemally

weighted irradiance about 15-20%. If in addition the surrounding of the mountain station is

covered by snow and the station at low altitude is snow free, then the altitude effect might

by further increased by 5-10%. 
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2. Effect of Clouds 

In general, clouds attenuate the level of global irradiance at the Earth's surface, but this 

reduction can vary within a broad range. It depends on the optical depths of the cloud and if

the clouds occult the sun itself. In some special cases it happens that global irradiance at the 

ground is enhanced by cloudiness [11], if bright clouds are close to the sun but do not occult 
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the sun itself. Due to reflections from the sides of the clouds an enhancement of 10-20% 

may occur for short time periods.

Due to the large variability of clouds a great number of measurements under

different situations of cloudiness are necessary to determine the influence of clouds on 

global irradiance. Such an analysis could be carried out from long-term measurements at 

Jungfraujoch, Switzerland [12]. The different wavelength ranges were measured

simultaneously and the data were normalised to the respective values under cloudless 

conditions. Cloudiness was estimated in tenths of the sky, covered by clouds (Fig. 7, left). 

The reduction for complete cloudiness (10/10 of the sky covered by clouds) reaches values 

up to 50% for this high altitude station, whereas at sea level average values of reduction up 

to 75% were measured [13]. Although the scattering process by clouds is only slightly 

dependent on wavelength, the effect of clouds on global irradiance is significantly 

dependent on clouds (Fig. 7, right). The ratio between erythemally weighted irradiance and 

UVA irradiance is almost constant with cloudiness, whereas the ratios of both ranges of UV 

irradiance over total global irradiance depend strongly on cloudiness. This means that under 

complete cloud cover erythemally weighted irradiance is about 40% less attenuated than 

total irradiance. The reason for this is the higher diffuse component of UV irradiance 

compared with total irradiance, and that diffuse irradiance is much less attenuated by clouds 

than direct irradiance.
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Abstract. Earth observations from satellites located in deep space offer the exciting 
opportunity to look at the Earth in a bulk thermodynamic sense, particularly as an open 
system exchanging radiative energy with the Sun and space, in a way never done before – 
"the Earth as a whole planet", astronomers would say. This is a fundamental scientific goal 
with very appealing prospects for Earth sciences. Climate research requires stable, accurate, 
long-term observations made with adequate spatial and temporal resolution in a synoptic 
context. From deep-space vantage points we can, with a single spacecraft, sample the 
outgoing energy from virtually an entire hemisphere of Earth at once with high temporal and 
spatial resolution. Measured spectral radiances will be transformed into data products (e.g., 
ozone; aerosols; cloud fraction, thickness, optical depth, and height; sulfur dioxide; 
precipitable water vapor; volcanic ash; and UV irradiance). At present this is only partially 
possible by combining data from low Earth orbit and geostationary orbit satellites into an 
asynoptic composite of hundreds of thousands of pixels - rather like assembling an enormous 
jigsaw puzzle. Another advantage of the deep-space perspective is that, because of the integral 
view of the planet's hemispheres, the observations will simultaneously overlap the 
observations of every LEO and GEO satellite in existence, making possible a unique synergy 
with great potential benefits for the Earth sciences.  

Introduction 

As early as 1960, [1] proposed L-1, the neutral gravity point between the Earth and the Sun, 
as an ideal deep space location for Earth and solar observations. DSCOVR will be the first 
Earth-observing mission to L-1. From this stable vantage point, the satellite will have a 
continuous view of the entire sunlit face of the rotating Earth 1.5 million km away. Named 
for the sailor on Columbus’s voyage who first spotted the New World, DSCOVR is an 
exploratory mission to investigate the scientific and technological advantages of L-1 for 
Earth observation. The L-1 perspective provides a global, all-day view from sunrise to 
sunset, where daily climatological phenomenon will unfold in clear view of DSCOVR’s 
instrumentation. This allows continuous measurements over large areas for long periods of 
time – an impossible scenario for Low Earth Orbit (LEO) and Geosynchronous Earth Orbit 
(GEO) satellites. Hourly variations in the atmosphere will be clearly observed simultaneously 
from sunrise to sunset [2]. 

Global climatic studies focus heavily on determining the interaction of incoming solar 
radiation with clouds and other constituents of the Earth’s atmosphere. DSCOVR hosts three 
scientific instruments that will make a broad set of measurements in this field, some unique 
to this mission, others collaborative with data from other sources, and some complementary 
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to previous work. Taken as a whole, this data will make significant advances in completing
the “patchwork mosaic” of geographically and time-of-day restricted measurements collected
by other observing platforms. The planned retrievals are similar to those possible from LEO 
and GEO, but with the unique added value of combining high-time resolution and synoptic 
view (daytime only). 

Differences exist between a LEO view of the Earth, requiring 45 minutes (50 min. for

AVHRR) to cover ~ 1/14th of the planet, and the DSCOVR synoptic view of the sunlit 
hemisphere. DSCOVR will build synoptic ozone maps using three spectral channels in less
than 1 minute of total exposure time (Figs. 1, 2). 

Figure 1. Data around Noon Only (TOMS) Figure 2. Continuous Data from Sunrise to
Sunset

Takes 24 hrs to build a hemisphere map   Nearly instantaneous DSCOVR view (less than 1 min.)

DSCOVR will provide a global synoptic (i.e. simultaneous over the entire sunlit face 
of the globe) view of water vapor, aerosols, column ozone, upper troposphere winds, 
stratospheric wave structures and circulation, cloud amount and properties, albedos, and 
aerosols, plus accurate broadband measurements of the Earth’s reflected and emitted

radiation from 0.2 to 100 m. This comprehensive and synoptic view of the Earth will enable 
us to test and develop our understanding of the climate system through the use of Global 
Climate Models (GCM). Since GCM’s are naturally synoptic, DSCOVR will provide the
only consistent data sets for use with a GCM. The quantities retrieved from the DSCOVR 
measurements (data products) will be used to address a variety of scientific problems and 
generate new applications. 

DSCOVR hosts three new instruments: the Scripps-Earth Polychromatic Imaging
Camera (EPIC) 10-channel telescope-spectroradiometer, the Scripps-NIST Advanced 
Radiometer (NISTAR) four-channel radiometer (three absolute cavities plus one photo-
diode), and the Goddard Space Flight Center (GSFC) PlasMag solar weather magnetometer,
electron spectrometer, and Faraday cup. With this instrumentation, DSCOVR will obtain 
entirely new observations of the Earth’s atmosphere and surface, its radiation balance, and 
the Earth’s space environment. The GSFC SMEX-Lite, a small, highly capable spacecraft, 
will support the instruments in orbit and provide DSCOVR’s maneuvering and data 
transmission capabilities.
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1. Experimental 

1.1 Vantage Point 

Multispectral imagery and broadband radiometry from a deep space Lagrange-1 orbit (L-1)
offer an exciting opportunity to look at the Earth in a bulk thermodynamic sense, particularly 
as an open system exchanging radiative energy with the Sun and space (See Fig.3.). “The
Earth as a planet” astronomers would say, as opposed to the “pixelated” Earth. This is a 
fundamental scientific goal with very appealing prospects for Earth sciences. The location at 
L-1 is also ideal to monitor the Sun and study solar weather.

*L-2
L-1

L-1

*L-2

Figure 3. At L-1 and at L-2, the sum of the gravitational fields of the Earth and the Sun results in a net
gravitational field equal to that at Earth. Therefore, a spacecraft at L-1 or L-2 must orbit the Sun with the same
period as does the Earth.

DSCOVR will have a continuous (from sunrise to sunset) and simultaneous view of 
the sunlit face of the Earth as it rotates beneath the spacecraft. This alone gives the DSCOVR 
observatory a capability never available from any other spacecraft or Earth observing 
platform in the past. Spectral images and radiometric measurements will obtain important 
atmospheric environmental data (e.g., ozone, UV-irradiance at the Earth’s surface, water 
vapor, aerosols, cloud height, etc.) and information related to the Earth’s energy balance. 
DSCOVR measurements will have the advantage of synoptic context, high temporal and 
spatial resolution, and accurate in-flight lunar calibrations. Except for the period immediately 
after launch, DSCOVR will observe from near the retro-reflection position, thus gaining a 
unique piece of the Earth’s energy-balance data and increased sensitivity to changes on the 
Earth’s surface.

In this document we describe the questions that can be addressed by the DSCOVR 
data. We also demonstrate the value of deep-space observatories for acquiring important data 
not available from Earth orbiting spacecraft or surface measurements. A few key points 
emphasizing the unique features of the spacecraft’s L-1 view of the Earth will be presented
here.

1.2 Science Payload and Retrieved Quantities 

The scientific payload is composed of the following instruments:
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Scripps-EPIC is a 10-channel spectroradiometer (ultraviolet, visible, and near 
infrared) that uses a 30 cm telescope and a state of the art detector array (near infrared, 
visible, and ultraviolet sensitive 2048x2048 CCD) to achieve high sensitivity and spatial 
resolution.

EPIC will send back Earth-reflected radiances that will be transformed into data 
products (e.g., ozone; aerosols; cloud fraction, thickness, optical depth, and height; sulfur 
dioxide; precipitable water vapor; volcanic ash; and UV irradiance [3-14] every hour for the 
entire globe at 8-14 km surface resolution. EPIC will provide hourly observations from
sunrise to sunset for the entire globe, instead of just once per day (as with TOMS, MODIS,
SeaWifs, etc.), and will collect monthly measurements and images of the lunar surface in 10 
wavelengths (317.5 to 905 nm) for calibration. General view of Scripps-EPIC on the 
DSCOVR Spacecraft is presented in Fig.4. 

Figure 4. Scripps-EPIC on the DSCOVR Spacecraft.

Scripps-NISTAR (Fig.5) is a greatly improved, advanced technology version of the 
radiometer systems currently used to monitor total solar irradiance and the radiation reflected 
and emitted by the Earth. It consists of 4 radiometric channels (3 highly accurate and
sensitive self-calibrating absolute cavities and 1 photo-diode) that will continuously measure

the total UV, visible, and IR radiances (0.2 to 100 m) reflected or emitted from the sunlit 
face of the Earth. DSCOVR’s location at the L-1 observing position, rather than in Earth 
orbit, will permit long integration times, since no scanning will be required. A radiometric
accuracy of 0.1% is expected, a 10-fold improvement in accuracy over Earth-orbiting
satellite data. These will be the only measurements of the entire Earth’s reflected and emitted
radiation at the retro-reflection angles. As such, NISTAR will provide important missing data 
not obtainable by any Earth-orbiting satellite. NISTAR radiances will be used for: a)
estimating the albedo for the Earth-atmosphere system, b) evaluating estimates of the Earth 
radiation budget (ERB) from other monitoring systems like CERES, c) validating the mean

F.P.J. Valero and J. Herman / DSCOVR, the First Deep Space Earth and Solar Observatory 47



radiance fields that can be directly computed from GCMs, d) evaluating the theoretical ratios
of near-infrared to total reflectance, which are of intrinsic interest spacecrafto the vegetation, 
cloud and snow/ice communities, and e) attempting to use the thermal infrared as integrative
measures of global change. 

Figure 5.  Scripps NISTAR on the DSCOVR. GSFC

PlasMag instrument suite is a comprehensive science and space-weather package that
includes a fluxgate vector magnetometer, not present on SOHO, a Faraday Cup solar wind 
positive ion detector and a top-hat electron electrostatic analyzer (Fig.6) [13,14]. This 
instrument cluster provides high time resolution measurements in real time and represents the
next generation of upstream solar wind monitors intended to provide continuity of
measurements started by IMP 8, WIND, SOHO and ACE.

The PlasMag Faraday Cup (Fig.7) will provide very high time resolution (0.5 second)
solar wind bulk properties in three dimensions, which coupled with magnetic field data (20
vectors/second), will allow the investigation of solar wind waves and turbulence at 
unprecedented time resolution. This, in turn, will allow new insights into the basic plasma
properties: the process of turbulent cascade and the rate of reconnection. Both topics are 
critical in understanding the nature of coronal heating. 

The electron electrostatic analyzer will allow the continual observation of the 3D-
electron distribution function for various solar wind conditions. Special attention will be given 
to the supra-thermal component or "strahl" that follows the interplanetary field lines very 
closely and provides the closest link to the formation of the solar wind in the upper corona. It 
provides a way of identifying large magnetic loops that are still connected at both ends to the
solar corona. 

Since the departure of WIND from L1, ACE is currently the only satellite providing
upstream magnetic field measurements. Since ACE has entered the fifth year of its five-year 
design life, it is important that DSCOVR be at L-1 before the ACE mission ends, to allow for 
cross calibration of the solar instruments, to augment solar wind early warning, and to 
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eventually replace ACE. The DSCOVR PlasMag fluxgate magnetometer will provide crucial
continuity of observation of this important interplanetary solar wind parameter. The magnetic
field measurements will allow, among other things, the connection of the photospheric 
magnetic sector structure to 1 AU heliospheric current sheet observations. 

Figure 6.  PlasMag Electron Electrostatic Analyzer Figure 7. PlasMag Faraday Cup

All DSCOVR PlasMag observations will be part of a coordinated effort, involving 
multiple satellites, to investigate the large-scale structure of such transients as 
CMEs/Magnetic Clouds, interplanetary shocks and discontinuities and high-speed stream
interfaces. Specifically, the likely operational time period of DSCOVR will enable the
PlasMag observations to provide 1 AU measurements connecting the "Living with a Star" 
solar and heliospheric elements to the geospace components, hence providing a crucial link 
in the chain of events connecting solar activity to geomagnetic disturbances. The DSCOVR 
PlasMag data set will also form part of the ISTP database [15-17].

1.3 Data Dissemination 

All data from the DSCOVR instruments will be made available to the science team and to 
the general scientific community within hours after reception at the DSCOVR Science and
Operations Center (TSOC), located on the Scripps/UCSD campus. Long-term archive of the 
Scripps-EPIC and Scripps-NISTAR processed science data will be at the Goddard 
Distributed Active Archive Center. Raw spacecraft and science data will be archived at the 
UCSD Supercomputer Center. PlasMag solar weather data will be forwarded within minutes 
of acquisition to the National Oceanic and Atmospheric Administration (NOAA) for use in 
generating space weather forecasts and advisories. 
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2. Science Objectives in Brief 

2.1 Earth’s Atmosphere and Surface with EPIC 

DSCOVR will be the first observatory to determine the daily cycles in total ozone, aerosols,
and column water vapor at high temporal and spatial resolution. Ten global spectral images
of the sunlit side of the Earth will be acquired within a 5-minute period every hour, providing
spatial resolution from 8 km at nadir to 14 km near the Earth’s limb.

With DSCOVR, ozone anomalies arising from a variety of sources can be tracked 
with much improved accuracy, and related to their meteorological environment (see Fig.8). 
This new knowledge should greatly enhance our basic understanding of ozone processing in 
the atmosphere and permit more accurate modeling and prediction of ozone variations. The 
ozone data, in combination with data-assimilation modeling, will significantly improve the 
study of wave motions, including gravity waves, in the stratosphere. Other dynamical
processes, including the polar vortex structure, near-tropopause circulations, and jet stream 
winds can be observed. Arctic ozone depletion events can also be detected, allowing timely
assessment of their ecological threats through enhanced UV radiation. Finally, the hourly 
DSCOVR ozone, cloud, and aerosol data can be used to compute surface UV irradiance so 
that exposures and health risks can be more accurately determined.

Figure 8. TOMS data was used to simulate this global ozone map
(in Dobson units), showing the nearly instantaneous view that will
be seen from DSCOVR during the southern hemisphere spring.
DSCOVR’s orbit around the L1 point will be optimized for seeing
southern Polar Regions.
Actual DSCOVR views will have higher spatial and time resolutions
and will not be limited to near local noon. A strong gradient of 
column ozone is seen at the edge of the polar vortex. Variations in
column ozone around the vortex are associated with planetary
waves.

Aerosols will be monitored hourly using combinations of UV and visible 
wavelengths. The new combination of wavelengths allows determination of optical depth, 
single scattering albedo, and particle size. Previous use of visible wavelengths for aerosols 
was limited to water or forest backgrounds. This new information, provided at high spatial 
and temporal resolution, will be extremely useful for understanding and modeling the 
processes that disperse and deplete aerosols, allowing for better assessment and prediction of 
their chemical, cloud, and radiative impacts. Detection of aerosols in the Arctic Basin, where 
anthropogenic haze (Arctic Haze) is a significant factor, can permit a more accurate 
determination of the aerosol impact in this extremely sensitive part of the world. The ability
to detect aerosols each hour at high spatial resolution will be exploited to provide timely
warnings of volcanic ash events and visibility anomalies (smoke and dust plumes) to the air 
transportation industry (through the FAA), the US Park Service, and the EPA.
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EPIC data will also be used to develop valuable new information about cloud, water 
vapor, and surface properties. Since LEO and GEO satellites are being used to develop 
comprehensive climatologies of cloud properties at high spatial and temporal resolution, the 
unique viewing geometry of EPIC can be exploited in conjunction with these other satellites 
to determine cloud phase and particle shape. Cloud particle habit (shape) is an assumed 
parameter in current retrieval methods and in mesoscale models and GCMs. Retrieval of this 
parameter on a global basis will reduce the uncertainties in cloud and radiation modeling as 
well as in the retrievals of cloud particle size and ice water path. Reflectance measurements 
over all Earth surfaces on an hourly basis will be used to derive atmospheric total or 
precipitable column water vapor, complementing similar estimates from infrared retrievals of 
upper tropospheric water vapor column. The near retro-reflection geometry of the EPIC view 
will allow determination of anisotropic reflectance properties of various types of vegetation 
and to improve characterization of canopy structure and plant condition. Diurnal variations of 
surface spectral albedo will also be derived to provide more accurate models for radiation 
calculations in GCMs and other atmospheric models. 

DSCOVR is a valuable platform for multi-angle remote sensing because its EPIC 
images can be collocated with those from any Earth orbiting satellite with close temporal and 
spatial tolerances. Although only one multi-angle application has been noted, it is expected 
that the ease of matching EPIC and other satellite data will be an extremely valuable resource 
for remote sensing and climate modeling, especially in the area of validation. Conversely, 
other satellite and ground-based measurements taken at sparse temporal or spatial resolution 
will serve to verify DSCOVR’s hourly retrievals.

DSCOVR’s use of the “far side” of the Moon as a calibration reference will aid in 
assessing the calibration of other satellite sensors through matching of co-angled collocated 
pixels. It is expected that DSCOVR’s data will be used to characterize the spectral response 
of the lunar surface.

The global, high-resolution monitoring of the Earth with EPIC’s unique spectral 
complement will be valuable for scientific field missions. With DSCOVR, phenomena such 
as aerosol plumes that were only detectable with once-per-day satellite observations can be 
compared in the field each hour. Mission guidance can be provided for aircraft observations 
of aerosol plumes or ozone changes. Thus, large-scale context can be characterized more 
accurately, providing more information to mission planners to allow them to enhance both 
the efficiency and value of scientific field missions. 

2.2  Earth’s Radiation and Climate with NISTAR 

The thermal infrared radiances measured by NISTAR will provide broadband observations 
that can serve as a global index of the Earth’s climate. The data can be interpreted in terms of 
the effective emitting temperature of the planet and thus, NISTAR can act as a kind of global 
thermometer. The observed seasonal and inter-annual variability could be compared with 
simulated signals from climate models to assess the significance of any observed short or 
long-term fluctuations.  

When combined with the EPIC imagery and retrievals of cloud properties, the 
NISTAR short-wave radiances will produce estimates of the global albedo. The derived 
albedo values, or the original radiance data, can serve to evaluate the radiation calculations in 
global climate models, GCMs. The NISTAR short-wave and long-wave radiances will also 
be used to estimate errors in the albedos and long-wave fluxes derived from interpolations of 
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sparsely sampled LEO data, the more conventional technique for measuring the Earth 
radiation balance.

The NISTAR spectral complement will also provide new data to confirm or negate 
previous estimates of the ratio of near-infrared (NIR) to visible (VIS) albedos. The NIR/VIS 
ratios have been used extensively to quantify differences between measured and modeled 
cloud radiative properties. It will provide a globally integrated test of the episodic but highly 
time- and space-localized findings of discrepant NIR/VIS cloud albedo ratios [18] 

Because the near-infrared channel is sensitive to vegetation and snow/ice cover in 
addition to clouds, the NIR/VIS ratio is an attractively simple and fundamental analysis tool 
for studying global change, and DSCOVR has the perfect vantage point to begin using that 
tool. (No current or planned LEO or GEO Earth radiation budget satellites have a broadband 
near-infrared channel, although CERES is planning to add one in the post-2003 timeframe, 
which should serve as a nice complement to that on DSCOVR.) 

A modeling infrastructure will be developed based upon existing efforts at NCAR, 
participating NASA laboratories, and other institutions. This modeling infrastructure will be 
used to simulate the NISTAR signals and EPIC spectral imagery. Because of DSCOVR’s 
simple viewing geometry and relatively simple data processing requirements compared to 
LEO satellites, scientists and students will be able to study a wide variety of phenomena 
without many of the complexities usually associated with remote sensing. Because of the 
lunar calibration for EPIC and absolute calibration for NISTAR, the scientific community 
would be able to focus on geophysical applications of a stable, high-accuracy data set. This 
could have important repercussions both for remote sensing and climate. 

2.3  Solar Wind and Space Weather with PlasMag  

The three PlasMag instruments (Faraday cup, magnetometer, and electron analyzer) will 
obtain 3-dimensional measurements of the velocity distribution functions of protons, helium 
ions, and electrons, and continuous measurements of the interplanetary magnetic field. 
Because DSCOVR is a fixed orientation spacecraft (not spin stabilized), the PlasMag 
instruments will remain oriented toward the sun, permitting the solar wind ions and electrons 
to strike the Faraday cup continuously. Thus, PlasMag will produce data that are easier to 
interpret, and will be capable of collecting data at higher rates than current solar wind 
observatories.

The data collected by PlasMag will provide early warning of solar events that may 
cause damage to power generation, communications, and other satellites. The PlasMag suite 
of instruments will provide a 1-hour warning to the appropriate agencies that safeguard 
electrical equipment on Earth and satellites in Earth orbit. Present plans include routinely 
providing the data to NOAA with typically only a 5-minute data processing delay from 
detection of an event at the DSCOVR spacecraft position to the time that it is delivered. 
Monitoring of the solar weather has become a mandatory function of government due to the 
growth of civilian and military satellite communications. PlasMag will add to, or replace, the 
first generation space-weather monitors, such as WIND, IMP-8, and ACE. ACE, the most 
recently launched, is concentrated upon solar wind isotopic composition, rather than 
particulars of the solar wind flow. As mentioned earlier, but worth stressing, ACE has 
entered the fifth year of its five-year design life. Thus, PlasMag will provide an essential 
augmentation and enhancement of present solar wind observations and will eventually be the 
only satellite between the Earth and the Sun and capable of providing early warning of solar 
events.
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The PlasMag magnetometer, Faraday cup, and an electron spectrometer will analyze 
the solar wind and the local space environment to derive proton and electron densities, 
temperatures, and vector bulk velocities, and vector magnetic field data at 1-second 
resolution. Full 3D electron distribution functions, proton to alpha ratios, and 1msec 
magnetic field data with power spectrum will be generated. Using PlasMag data, researchers 
plan to investigate the mechanism by which small-scale fluctuations dissipate in plasmas. 
Other areas of research that DSCOVR is particularly suited to investigate include magnetic 
holes, very narrow regions in the interplanetary medium through which magnetic field 
strength decreases abruptly to nearly zero. Tangential discontinuities, in which the magnetic 
field has no component normal to the discontinuity surface, will also be investigated, taking 
advantage of DSCOVR’s high-time resolution plasma and magnetometer data. Finally, the 
high-time resolution plasma and magnetic field instruments onboard DSCOVR will open a 
window into the inner structures of weak- and slow-interplanetary shocks, which should lead 
to a better understanding of their formation and dissipation mechanisms.  

Correlation of data from the PlasMag with that from other spacecraft near L-1 would 
allow the detailed study of the non-radial solar wind fluctuations. This study was begun with 
earlier spacecraft such as the Explorers, IMP, and ISEE, but with DSCOVR, new 
opportunities would become available. PlasMag solar wind measurements could be 
correlated with those from other spacecraft at a variety of positions away from L-1, providing 
multiple baselines. These measurements would help to determine the symmetry of the 
fluctuations in the wind that in turn determine the way in which energetic particles propagate 
in the heliosphere. This basic understanding is central to determining how solar events affect 
the Earth and its near-space environment, and thus is important for determining the effects of 
solar activity on spacecraft and manned space flights. 

3 Conclusions 

From its location in deep space, DSCOVR will view the Earth in a different way  as an 
entire planet rather than a patchwork of regions of interest.  It will uniquely acquire synoptic 
(all regions in the sunlit side seen simultaneously) sunrise to sunset, high time resolution data 
for most points on Earth using state of the art, highly accurate, in flight calibrated 
instruments.  

DSCOVR will collect information on the climate system combining atmospheric 
dynamics, cloud physics, aerosols, radiation and surface remote sensing.  

Ozone measurements will be used to study upper atmosphere circulation using ozone 
as a tracer. This is uniquely possible for DSCOVR because it has the necessary synoptic view 
and temporal and spatial resolutions to allow the description and study of dynamic processes 
in the upper atmosphere.  

Surface ultraviolet exposure estimates will be enhanced by the continuous daylight 
view; surface remote sensing (including the oceans and vegetation canopies) will be made 
possible by DSCOVR’s location at L-1. 

Measurements of solar wind magnetic field and plasma (density, velocity, 
temperature) will provide data to study turbulence and solar corona heating and the slow 
solar wind. Solar wind events will be “seen” by DSCOVR approximately 50 minutes before 
reaching the Earth’s magnetosphere— providing enough time to issue warnings to protect 
sensitive systems (satellites, etc). 
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Another contribution of DSCOVR will be as a synergistic link between Earth 
observing satellites by correlating simultaneous multi-satellite observations, by comparing 
calibrations, and by helping to build a unified Earth Observations network with the Moon as 
a calibration reference (DSCOVR will have the Moon in plain view).  

The DSCOVR views of our world will be used as a teaching tool that will inspire the 
quest for knowledge, a quest that we will support with public and elementary to higher 
education outreach, teacher training and research opportunities for undergraduate and 
graduate students. 

DSCOVR may well be the first Deep Space “climate satellite” and has the potential to 
prove the unique usefulness of deep space observation points such as L-1 or L-2, for Earth 
Sciences.
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Abstract.  The main consequence of the ozone depletion, which is apparent over 
much of the globe several yeas ago, is the increase of the biologically damaging 
UV irradiance at the ground level. Data for  the airborne spectral observations of 
upward irradiance at the upper level (~5 km) and downward irradiance at the 
down level (~500m) are compared for finding the empirical dependence between 
them. Radiation experiments aver different surfaces (sand, water, snow) and in 
different conditions (clear or cloudy sky) are considered

Introduction 

In the previous publications it was shown that the UV irradiance is also affected by aerosols 
and the effects of bulk values of ozone and aerosol on the downward and upward radiances 
were compared [1,2,3,4]. Since the biologically damaging UV irradiance could be expected 
to increase in the future [5,6], efforts have been made to create a global network of UV 
monitoring. Because the UV irradiances have to be registered with high accuracy, spectral 
measurements of UV are expensive and tedious and therefore are restricted to a few 
locations. Direct calculations of the radiative transfer [7] can provide UV levels for the 
locations where measurements are not available, but the question of how exact the UV 
irradiances can be delivered by model calculations, having been discussed in a number of 
papers, is still open [1,8]. The retrieval of optical properties of the atmosphere from 
reflected data of UV and following calculation transmitted irradiance near surface with 
radiative transfer methods [9,10]. Certainly this way is complicated and results are 
ambiguous. 

The aim of this study is, being out of frames of model calculations, to assess the 
possibility of solving the problem of retrieval the UV ground levels with the use of UV 
radiances measured at the top of the atmosphere by satellites. Here we are not interesting in 
the optical properties of the atmosphere. It seems to be reasonable for the approximate 
estimation of ground UV irradiance because both the reflected and transmitted irradiance 
form the same atmospheric column and incident solar flux. The set of airborne radiative 
observations presented in the book [11], is used here for finding the empirical links between 
the reflected and transmitted irradiance.  

1. Observational data 

Airborne observations of spectral solar radiances and irradiances have been accomplished 
during 1983-1985 with using the measuring complex of the instruments [12]. The measuring 
part of the complex was provided with K-3 spectrometer [13]. It was a diffractive-mirror 
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spectrometer with the grating of 600 lines per mm as a dispersing element. The operating 
spectral range of the instrument was 330–978 nm. Only the spectral interval 330-470 nm is
considered here. Details of data processing and uncertainty estimation are presented in the
book [11]. The Table 1 presents data of 22 experiments in the clear sky and 10 experiments
in cloudy sky conditions, which are used here. Flights were accomplished above the Kara-
Kum Desert with the sand surface (11 experiments), above the Ladoga Lake with the water 
surface (7 experiments), and above the Ladoga Lake with the snow surface (4 experiments)
in the clear atmosphere. We also consider here the observations in the case of the overcast
cloudiness over different surfaces, which were accomplished during 1970th.

It is safe to suppose that the transmitted and reflected irradiances are formed not only 
by solar incident flux and atmospheric properties but also by surface albedo. To illustrate 
the spectral dependence of the surface albedo, we consider empirical approximation of this
dependence for sand, water, and snow. The examples of the surface albedo spectral 
dependence are presented in Fig. 1 for sand and water surface. Results of all mentioned
experiments are included. It is clear that the power-series fit for the spectral albedo leads to 
expression for the sand surface:

5.02.223.1)(A ,

and in the case of the water surface – the expression with the inverse signs:

2.05.023.0)(A .

The surface albedo for fresh snow demonstrates no spectral variations and the value is

about: A( ) =const=0.95. Nevertheless if the snow and ice intermingle with water, the
surface albedo perceives certain features specific for the water surface but with linear
spectral dependence. In cloudy conditions all the features of the albedo spectral dependence 
preserve.
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Figure 1. Spectral dependence of the surface albedo a) – for sand surface and b) – for water surface.

Fig 2 illustrates the relation between transmitted and reflected irradiances F =rF for
two experiments. Points in the figure correspond to one spectral series in UV-ranges. It 
should be emphasized that for the experiments above the snow surface and in a cloudy 
atmosphere the unique coefficient r within 330-970 nm spectral ranges is revealed. It should 
be noted that there is no linear relation between the reflected and transmitted irradiance in

I.N. Melnikova / Retrieval of the Transmitted UV Irradiance from Reflected Data56



relative units of the incident solar flux. That is to say that solar flux governs both the 
transmitted and reflected irradiance mostly. 

Figure 2.  Relations between the reflected and transmitted irradiance in the cases of the 
sand and water surface derived from the observational data of UV spectral range
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Figure 3.  Relations between the reflected and transmitted irradiance in the cases of the snow
surface and in cloudy atmosphere delivered from the observation data of 330-970 nm spectral

range
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The result of averaging is shown in Fig 3 for sand, water, and snow surfaces and for the

cloudy condition. It is clear that the relation F =3.4F can be accepted for both sand and 
water surfaces in the UV ranges. In intermediate cases of surface reflection is thought the 
same relation to occur. In the case of snow surface the relation can be estimated as

F =1.5F .
In the cloudy condition the kind of the surface is not significant also. The relation

between the reflected and transmitted irradiances looks as F =0.5F . If the UV danger at the 
ground level is considered it will be more correct to accept the maximal values of the
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Sand surface, The Kara-Kum Desert 
Date Surface albedo  r 0, grad 0=cos 0

09.10.83 -1.4 2+2.5 -0.6 3.1 51 0.629

10.10.83 -0.9 2+1.8 -0.5 3.4 51 0.629

11.10.83 -0.8 2+1.9 -0.4 3.1 51 0.629

12.10.83 -1.4 2+2.5 -0.6 2.5 51 0.629

13.10.83 -0.9 2+1.8 -0.4 2.8 51 0.629

14.10.83 -1.1 2+2.1 -0.5 3.0 51 0.629

16.10.83 -1.2 2+2.4 -0.6 2.8 51 0.629

19.10.84 -1.6 2+2.5 -0.6 2.2 51 0.629

23.10.84 -1.3 2+2.0 -0.4 2.3 51 0.629

24.10.84 -2.0 2+2.9 -0.7 2.1 51 0.629

26.10.84 -1.8 2+2.8 -0.7 2.6 51 0.629

Average value -1.3 2+2.2 -0.6 2.7

Maximum value -0.9 2+1.8 -0.5 3.4 51 0.629

Water surface, The Ladoga Lake 
13.05.84 0.2 2-0.4 +0.2 3.0 43 0.731

14.05.84 0.3 2-0.5 +0.2 3.0 43 0.731

15.05.84 0.3 2-0.5 +0.2 2.7 43 0.731

16.05.84 0.2 2-0.3 +0.2 3.5 43 0.731

17.05.84 0.3 2-0.4 +0.2 2.1 43 0.731

18.05.84 0.5 2-0.7 +0.3 1.9 42 0.743

30.09.72 0.01 2-0.1 +0.1 3.1 74 0.276

Average value 0.3 2-0.5 +0.2 2.7

Maximum value 0.2 2-0.3 +0.2 3.5 43 0.731

Snow surface, The Ladoga Lake 
26.03.84 0.95 0.9 59 0.515
14.04.85 0.95 0.6 55 0.574
28.04.85 -0.4 +0.85 (wet snow) 1.4 48 0.669

29.04.85 -0.3 +0.65 (wet snow) 1.5 48 0.669

Average value 0.9 1.2
Maximal value 0.95 1.5 48 0.669
Overcast cloudiness 
24.09.72 1.8 2-1.9 +0.8          water 0.2 64 0.440

10.04.71 0.2 2-0.3 +0.2          water 0.6 35 0.819

05.10.72 0.1 2-0.2 +0.1          water 0.3 52 0.616

05.12.72 -0.1 2+0.3 ground 0.4 64 0.438

12.07.74 0.4 2-0.6 +0.3          water 0.4 16 0.961

04.08.74 0.2 2-0.3 +0.2          water 0.6 17 0.956

01.10.72 0.007 +0.35       ice+water 0.6 74 0.276

29.05.76  0.8                            snow 0.5 61 0.483
30.05.76 -0.1 +0.1           ice+water 0.8 61 0.483

20.04.85 -0.5 +0.9 wet snow 1.0 50 0.647

Average value 0.5
Maximal value 1.0 50 0.647

                                   Table 1. Radiative airborne experiments 
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coefficient r= 3.5 for the sand and water surfaces, 1.5 for the snow surface, and 0.6 for the 
cloudy atmosphere according to Table 1. 

2. Conclusion

The estimation of the transmitted irradiance from observed reflected values is of most 
practical interest while employing UV-irradiance at the ground level. It is appropriate to 
estimate only the link between transmitted and reflected irradiances with disregarding 
properties of the atmosphere. The very simple relation is revealed for different surfaces and 
atmospheric conditions. The relation between transmitted and reflected irradiances is 
proportional with the coefficient close to k=2.0 in the clear atmosphere, to k=3.0 in the dusty 
atmosphere, to k=0.5 in the cloudy atmosphere over a water surface, and to k=1.0 in the 
cloudy atmosphere. Certainly it is not a strict calculation but a practical estimation allowing 
a real-time processing.  
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Abstract. The solar UV radiation flux reaching the Earth is one of important factors 

to evaluate the planetary energy balance. The UV flux (200 – 400 nm) at the top of 

atmosphere is about 8% of the total flux from the Sun. But the amount of UV 

measured at ground level is lower, this because the UV, crossing the atmosphere, 

undergoes both strong spectral absorption and diffusion. The spectral part 200 – 280 

is practically negligible at ground. 

The normal irradiance, and the radiation on a horizontal surface, as global spectral 

irradiance is expressed by vertical component of direct radiation and the diffused 

one. They are obtained by instruments calibrated in physical units, or evaluated by 

models. 

The work shows the problems linked to a correct understanding and interpretation of 

solar UV data sampled at ground, several practical and theoretical problems of 

measurement are shown. In particular, the comparison among different sites or 

instruments is analyzed, and the effects due to O3 level, albedo and cloudiness are 

discerned. The impact of clouds and their position respect to the Sun on the 

observation carried out both by spectral and broad-band instruments are also 

examined by models. 

Introduction 

The UV flux (200 – 400 nm) at the top of atmosphere is about 8% of the total flux from the 

Sun [1]. But the amount of UV measured at ground level is lower, this because the UV 

undergoes both strong spectral absorption and diffusion crossing the atmosphere. The 

spectral part 200 – 280 nm is practically negligible at ground [2]. Then, the right evaluation 

of the irradiance at ground is the base for every application in environmental field. For this 

reason the measurement of irradiance in the open needs some close examination due to 

inherent nature of phenomena. 

The effects of the environmental factors existing, in the same places but in different 

seasons or between different places, during the time of measure and the instrumental 

characteristics can modify the results and to have consequences on the comparison of data. 

So, the information about environmental conditions and instrumental characteristics must 

be part of the radiometric datum [3]. 

The well known large classes of spectral or broad-band equipments to measure 

irradiance or effective irradiance (the irradiance weighed by an action spectrum) has 

individual specifications, and it is necessary to know several information and to follow 

some rules to be sure of compare the resulting data in right way. 

Besides, a relative new third class of instruments is in the middle of the previous 

classes. The multi-channel  radiometers are instruments having several filters (generally 4 

or 7) with wide, semi-large or narrow pass-band windows to divide the spectrum in parts 

[4]. By analytical models they evaluate the irradiance or other atmospheric parameters, like 
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the ozone content, in very fast way and cheaply [5,6]. For these instruments it is necessary 

pay attention to the precision of each band-pass filters and to reliability of retrieval models 

[7]. But the calibration is essential for all 3 classes, especially for measurements in cloudy 

conditions [8]. 

The work shows the problems linked to a correct understanding and interpretation 

of solar UV data sampled at ground, several practical and theoretical problems of 

measurement are shown too. In particular, the comparison between different sites or 

instruments is analyzed, and the effects due to O3 level, albedo and cloudiness are 

discerned. The impact of clouds and their position respect to the Sun on the observation 

carried out both by spectral and broad-band instruments are also examined by models. 

1. Measurements 

The intercomparison of the results of measuring campaigns is based on the statement that 

the physical quantities obtained by instruments are right. But for the solar UV 

measurements this declaration is applicable only if beside the instrumental data other 

information are known. The environmental factors play a fundamental role on the right 

reconstruction of the physical datum in a place. 

In this paper, among environmental factors, the effects due to a correct positioning, 

with clear horizon (sky-line), and those linked to the geographical position (latitude, 

longitude and altitude) are assumed as well-known [9]. The solar radiation data needs also 

of time reference, and UTC is the most common. 

As known, the physical principle on which the solar instruments are based, to 

measure the normal irradiance, is the conversion of photons in electrical signals 

proportional to the solar flux. To select the UV band, a set of filters, realizing the pass-band 

filters, is inserted into the optical path. Of course these filters have some characteristics: 

central wavelength, shape of the band and band-width. Due to the manufacturing process 

the characteristics are specific for each piece. Different manufacturers can produce 

instruments having nominally in the same UV band, different windowing [10]. As known 

wavelengths on the right part of the solar spectrum has a very large amount of irradiance 

then the comparison between radiometers having different band-width or different shape of 

the window, are incorrect if not recomputed for the same band width and this is not always 

known or possible. For a correct comparison of data and to avoid the above disadvantage 

the use of the same class of instrument produced by the same manufacturer is 

recommended [11, 12]. 

The calibration theory is based on the statement that the electric signal output is 

proportional to integral of the flux into the characteristic band of the instrument. So, in the 

world, the calibration set up is performed in clear sky condition. That is in a sky situation of 

isotropy for scattering, but any information does not given about aerosol optical dept, ozone 

content etc. during the test. The presence of the various aerosol amount and different 

aerosol size distribution can modify the relative irradiance between wavelengths, especially 

at different solar zenith angle (SZA), Fig. 1. The ozone content modifies the irradiance 

increasing the available environmental dose, Fig. 2.  So, having modified the integral of the 

flux, the calibration constants obtained during the calibration set up produce, for a broad-

band or multi-channel instrument, different outputs when used in different atmospheric 

conditions.

For a right evaluation of irradiance should be necessary perform long campaign of 

measurement with different atmospheric conditions and recalibrate the instrument for each 

situation [13]. Of course this is a technique applicable in an observatory or in a network. 

Impossible for short campaign, so this possible effect must bear in mind. 
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(Argentina) during APE GAIA project
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Figure 2. - Ushuaia (Argentina) during ozone hole

season. Daily DUV trend (circle) and Ozone total

content (solid line, as ZS) by Brewer

spectrophotometer

But the most important reason of wrong comparison in the radiometric campaign is 

the presence of clouds in the sky. Those, with their different types, presence of ice or snow 

inside, height and more important with their position referred to the Sun modify in very 

strong way the irradiance at ground, Fig. 3. In general they behave like a grey filter, so the 

cloudy conditions are very important information of the radiometric datum. Actually to take 

pictures of sky automatic equipments based on digital cameras are developing. In Fig. 4 a-

b, a picture and the software result of a Total-sky Camera (TSC) developed by the author 

are shown [14]. Where these facilities are not available some analytical techniques can be 

applied to evaluate the cloudiness [15], and in some cases the kind of the clouds [16], can 

be used [17]. 

Vigna di Valle (Rome) 1994
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Figure 3.  - Dose rate trends in clear sky day, 07 June, and 

with various levels of cloudiness (by Brewer

spectrophotometer)

Of course with these models there are some uncertain attribution (20 % about) of 

covering and type. Moreover it is not possible define the relative position to the Sun. This 

is important because some time, the relative irradiance between wavelengths is modified,

Fig. 5 a-b and Fig. 6, then the integral into the filter band is modified respect to the 

calibration values.

To avoid all these problems linked to the calibration, only instruments with very 

narrow band, < 2 nm, are useful, i.e. spectroradiometers or narrow-band multi-channel

radiometers [4,18]. In this case it is possible to assume negligible any variation of 

irradiance respect to the calibration, inside the band window. 
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Figure 4a. - Ny Ålesund (Svalbard Island,

Norway). June 14,  2002 21:30 UTC

Image of the sky by the TSC automatic camera

Figure 4b - Screen capture of the TSC

software output.

Evaluated 4 octas.
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0

10

20

30

40

50

60

70

80

90

280 300 320 340 360 380 400

Wavelength   [nm]

Ir
ra

d
ia

n
c
e
 U

V
  
[W

 m
-2
 n

m
-1
]

0

5

10

15

20

25

30

35

40

45

Ir
ra

d
ia

n
c
e
 U

V
  
 [

W
m

-2
 n

m
-1
]

July 19 18:00 - Octas: 8 Jul 10  00:45 Octas: 0
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2. Models

2.1 Theoretical bases

The irradiance of a single wavelength, I , of the global spectral irradiance on a horizontal 

surface is expressed by [19]: 

I  = D  + d                                                                                      (1) 

Where D is the irradiance of direct radiation and d is the diffused one. The first term of the 

(1) is the Lambert and Beer law: 

D  = D
*
 e

(-k m)
 cos                                                                        (2) 

where k m = i (k imi) is the total optical extinction (function both of the optical mass mi

and the attenuation coefficient k i of each atmospheric component),  is the solar zenith 

angle (SZA); D
*
 is the extraterrestrial irradiance. For short period this can be considered as 

constant, but for a right evaluation of the (2) it is necessary an update due to Earth relative 

position and solar activity [2]. While the diffuse radiation is explained by: 

d  = (dr  + da ) •  (1- )-1 + dn  [(  )/(1- )] cos                       (3) 

where dr  is the Rayleigh scattering radiation; da  is the radiation diffused by the aerosols; 

 = r  • ’a  is the reflectance due both to Rayleigh, r , and to aerosol, ’a ; and dn  is the 

irradiance due to multiple reflections produced by the albedo. The coefficients  and k are 

set assuming isotropic conditions and blue sky. Each addend of (1), sampling separately the 

direct and diffuse radiation at ground, add up 50% to the total irradiance. So, only good 

knowledge of the atmospheric effects produced by each term of (3) allows a good 

reconstruction of the spectrum at ground. 

2.2 Spectral radiative transfer models 

Many spectral radiative transfer models are available, for instance LOTRAN (release 

LOTRAN-7), STAR, TUV, etc. But each of them needs information about some 

parameters. The most important are: aerosols characteristics, air density profile, air 

humidity, air temperature profile, clouds situation, nitrogen dioxide profile, ozone vertical 

profile, sulphur dioxide profile and surface albedo. This information normally is not 

available in the place of measurement. So are replaced with climatological data, not always 

representative of the real situation. Among them, the presence of clouds modifies the 

isotropic condition of the sky, the base of scattering theory. So it is necessary to implement 

an algorithm to evaluate the effects on irradiance of cloud’s coverage. In general, a simple 

factor (CF) is inserted in the models. It acts as a grey filter attenuating the irradiance in 

proportion to the coverage (in octas, or tents). This procedure, of course, provides for the 

same attenuation in each wavelength and do not take account of differential absorption due 

to presence of water as droplets, snow or ice, inside the cloud, Fig. 6. Additionally, the 

clouds are considered as total coverage and it is no possible to define the height or type of 

clouds; moreover the position related to the Sun is not supplied too. 

To avoid these effects it is necessary to substitute the CF with a function having 

parameterized the whole sky situation. The problem is under study [20,21]. In an Arctic 

campaign, 2002, a long series of cloudiness was monitored. In Fig. 7 the output of a model, 

the Green model [22], depicts the good correlation with the irradiance by a 
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spectroradiometer Brewer, using the appropriate CF existing during the measure and 

evaluated by the TSC software. The relative position to the Sun is just under study by the 

authors.

2.3 Models for multichannel radiometers 

The multichannel radiometers, as told above, allow to evaluate some atmospheric 

constituent as total ozone content or aerosol optical depth. This is obtained applying best fit 

models for the irradiance values measured by each filter. Of course some ancillary 

information or preliminary mini-campaign for tuning the model are a necessary 

consequence [6]. The results are good as much as the ancillary information are 

representative of the real situation during the measurement. 

A new model to obtain irradiance dose rate is the WL4UV [5]. It evaluates the 

irradiance into the range 280 - 400 nm having 2% of accuracy. This is useful for every 

environmental studies or biological impact analysis of the UV [23]. 

It computes the dose rate evaluating the straight line crossing spectral irradiance at 

each filter of radiometer and integrating into the UV range. It does not need any ancillary 

information; and the model is useful also to evaluate the effective dose rate applying a 

proper effective spectrum. Of course the results are good as much as the filters are narrow 

band filters. 

3. Conclusions 

The solar irradiance monitoring and more the inter-seasonal comparison or studies between 

sites far each other need attentions due to inherent nature of the involved phenomena. The 

radiometric data require ancillary information; without them the use is restricted or 

invalidated. Consequently, the irradiance is a cluster of data, easily managed by computer. 

Particular attention must be placed with radiometric sampling during cloudy day, because 

the instrumental response could be not representative. Therefore, the manager of 

radiometric instruments cannot be a simple operator but he would be skilled on 

instrumental characteristics and involved in the physics of the phenomena. Consequently, 

the operator must be rightly trained and inserted at right level in a working staff. 
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Reconstruction of the UV-Time Series 

Weighted for the Plant Action Spectrum 

Based on the UV and Total Ozone Data 

Collected at Belsk, Poland, in the Period 
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Abstract. The UV observations weighted for the plant action spectrum are rather 

limited. The activities in the UV ground-based measurements mainly focused on 

the human erythemal effects. Our objective is to find the long-term variations in 

the UV radiation weighted by the plant effects using the data (erythemal UV 

irradiance and total ozone measurements) collected at in the period of 1992-2003. 

The transfer function from the erythemal weighted UV radiation to the UV 

radiation convolved with the plant action spectrum is constructed using total ozone 

observations (from the Brewer spectrophotometer) and UV spectral and UV 

erythemal data (from the Brewer spectrophotometer and the broadband UV 

biometer SL 501 for the erythemal effects) taken during the intercomparison 

campaign of the spectrophotometers in Warsaw, May 2004. The long-term 

variations in the reconstructed data are discussed concerning the impact of total 

ozone and cloudiness fluctuations on the UV radiation for the period of 1992-2003 

(Belsk [52N,21E], Poland). 

Introduction. 

The ultraviolet radiation (UVR) reaching the ground is only a small portion of the radiation 

(~ 8%) received from the Sun but decisive for the Earth ecosystem. Increased interest in the 

variations of the surface level of UVR since late 1980s stemmed from anticipated positive 

UV trend over the extratropical regions related to the observed total ozone decline there 

(e.g. [1]). Solar UV is known to have adverse effects on the biosphere, including terrestrial 

and aquatic ecosystems as well as public health e.g. sunburn, snow blindness, skin cancer, 

cataracts, suppression of immune system, etc. It is well documented that increased release 

of man-made halogen compounds is responsible for the severe depletion of the ozone layer 

over the midlatitudes, including Europe, during past 2-3 decades [2]. High levels of UVR 

were observed (e.g., [3,4]) being a result of the changes in the atmosphere transparency due 

to superposition of the ozone and cloud/aerosols effects on transmission of the solar 

radiation. Increasing danger of excessive UVR possesses a multidisciplinary aspect 

comprising various areas of medicine (e.g. skin cancer), agrobiology (e.g. plants sensitivity 

to UVR), and fishery (e.g. codfish eggs mortality). However, for years, continuous 

measurements of UVR reaching the Earth’s surface have been focused on effects causing 

redness of human (Caucasian type) skin, because it was possible to construct [5] an 

1992-2003
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instrument (Robertson-Berger biometer) having spectral sensitivity close to that of the 

human erythema.

Long-term time series of the UV measurements weighted by action spectra other 

than that describing reddening of human skin (erythema spectrum) are not available. Thus, 

the objective of this work is to reconstruct such  time series (for example using an action

spectrum for higher plants) based on available data, i.e., total ozone and the erythemally

weighted UV from standard observations by the Dobson or Brewer spectrophotometer and 

UV biometers, respectively.

1. Spectra reconstruction. 

We reconstruct a transfer function from erythemal irradiance to the irradiance weighted by
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Figure 1. The erythema action spectrum (CIE) and the action spectrum for higher plants

higher plant action spectrum. Figure 1 shows the erythema action spectrum [6] and that for 

higher plants [7]. The procedure described here may be used also for any other spectra. 

We calculated the weighted irradiance using the UV spectra (with 0.5nm resolution) 

measured by the Brewer spectrophotometer during the period of May-June 2004. The

spectrophotometer was located at the Institute of Geophysics, Polish Academy of Sciences , 

Warsaw (on a roof of building ~20 m above the ground). An example of the Brewer 

Spectrum is shown in Figure 2.

The UV spectral irradiances weighted by the erythema and the higher plants action

spectrum are presented in Figure 3. It should be noted the Brewer measures the 290-325 nm

spectra, the 325-400 nm part of the spectrum is retrieved from the SHICrivm software tool

(http://www. rivm.nl/shicrivm) developed by the Dutch National Institute of Public Health

and Environmental Protection in Bilthoven within the program of European Data Base for 

UV Climatology and Evaluation (EDUCE), sponsored by the European Commission under 

the Fifth Framework Program. Both spectra are integrated over the 290-400 nm range to 

obtain the weighted irradiances in W/m
2
.

The higher-plant-weighted irradiances are regressed on the erythema irradiance, 

total ozone, and solar zenith angle. Below, you may find an output (within asterisk lines)

from the S+ software (stepwise multivariate regression accounting for the interactions

between the explaining variables that selects most important variables) is presented.
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A comparison between the modeled and measured the plant-weighted irradiances is 

presented in Figure 4 and both the time series are drawn for a 2-day period in variable 

cloudiness conditions (Figure 5). Note that 98.5% of the variance is explained by the 

model. Here the following notation is applied: 

 V2  - UV irradiance weighted by the higher plants action spectrum

 V3  - UV irradiance weighted by the erythema action spectrum 

 V4  - Solar Zenith Angle 

 V5  - Total Ozone from the Brewer Spectrophotometer.

Figure 4. A comparison between the modeled and measured the plants weighted
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******************************************************** 

Call: lm(formula = V2 ~ V3 + V4 + V5 + V3^2 + V4^2 + V3^3 + V4^3 + V5^3 + 
V3:V4:V5,
 data = modelplant, na.action = na.omit) 
Residuals: 
    Min    1Q Median    3Q   Max
 -195.4 -7.34 0.2601 7.345 219.3 

Coefficients: 
  Value   Std. Error    t value   Pr(>|t|)  

(Intercept)   161.2101   171.5553      0.9397     0.3477 
         V3     3.2632     0.8033      4.0624     0.0001 
         V4   -30.0937     4.3295     -6.9509     0.0000 
         V5     1.5251     0.6173      2.4705     0.0137 
    I(V3^2)    -0.0162     0.0062     -2.6099     0.0092 
    I(V4^2)     0.5152     0.0675      7.6304     0.0000 
    I(V3^3)     0.0001     0.0000      3.0981     0.0020 
    I(V4^3)   - 0.0028     0.0003     -8.0102     0.0000 
    I(V5^3)     0.0000     0.0000     -2.3622     0.0184 
   V3:V4:V5 0.0004     0.0000     11.6143     0.0000 

Residual standard error: 34.73 on 811 degrees of freedom 
Multiple R-Squared: 0.9854  
F-statistic: 6085 on 9 and 811 degrees of freedom, the p-value is 0.

********************************************************

The model has been run using following input values: 5-min averages of the 

erythemal UV dose rate daily course measured by SL 501 A biometer with 1-min resolution 

and daily mean total ozone values from the Dobson spectrophotometer for the period of 

1993-2003. Figure 6 shows the retrieved time series of the monthly fractional deviations of 

the UV radiation weighted by the plant action spectrum superposed on the smoothed (by a 

LOWESS lowpass filter) values calculated from the SL biometer measurements. The 

increase (~ 10%) of the plant-weighted UV irradiances in recent years should be noted, 

being approximately two times greater than that of the erythemally weighted UV 

irradiances. Figure 7 illustrates the corresponding seasonal profiles (the 1993-2003 average 

of the monthly mean doses) of weighted irradiances together with its monthly standard 

deviations. Much larger values for the plant-weighted irradiance are a result of strong and 

long UV-A tail (see also Figure 3). 

Conclusion

Reasonable reconstruction of the UV irradiance weighted by the higher plants action 

spectrum is possible if the erythemal UV irradiance and total ozone data are available. The 

erythemal irradiance is measured for many European sites (5 in Poland) by various 

broadband instruments. Thus, for many stations possessing also the total ozone data 

(ground-based or from satellite observations) we can calculate the UV irradiance weighted 

by various biological effects. 
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Abstract. ZnSe(Te) crystals can be used as components of “semiconductor-metal” 

structures with Schottky barrier that are photosensitive in the UV range. Basing on 

the n- ZnSe(Te,O)-Ni structures in combination with filters, selective photodetectors 

have been developed for UVA and UVB ranges, which were used in development of 

small-sized household and professional instruments.

Introduction 

Solar UV radiation is one of the most powerful factors affecting human health (see the 

reviews [1] and references therein). The International Commission on Radiation (CIE) has 

defined, judging from the photobiological point of view, the following specific ranges of 

UV solar radiation: from 315 to 400 nm (UVA), from 280 to 315 nm (UVB) and from 100 

to 280 nm (UVC). Radiation in the UVB range is partially absorbed by the stratosphere 

ozone layer, while the UVC radiation is absorbed almost completely. Due to its ability to 

destroy DNA and other biological macromolecules, the UVB region is generally associated 

with a skin cancer. This radiation causes formation of the cataract, affects the immune 

system of humans and animals, and even leads to the extinction of certain kinds of plants. 

It is quite clear that potential risk related to UV solar radiation factors should be 

adequately estimated. For this purpose, convenient and reliable methods are required for 

measurements of UV radiation parameters and their monitoring.  

By the present time, several types of UV radiation meters have been developed (see 

reviews [2,3] and references therein). 

First of all, one should mention broadband spectral instruments used to measure the 

total energy of UV radiation. Thus, in Robertson-Berger broadband meters, the spectral 

curve of the photoelectric sensitivity is close to the biological effective spectrum of UV 

radiation for erythema [4] (the Diffey curve). However, the use of such instruments is 

limited, because different biological processes have different effective spectra. 

Secondly, there are laboratory stationary spectroradiometers, which can scan the 

entire UV spectrum in detail. The spectral data are weighted with respect to the effective 

Cell Biology and Instrumentation: UV Radiation, Nitric Oxide and Cell Death in Plants
Y. Blume et al. (Eds.)

IOS Press, 2006
© 2006 IOS Press. All rights reserved.

74



spectrum for any biological process. 

Thirdly, there are biological dosimeters, e.g., a solar dosimeter based on DNA [5], 

which directly determines the spectral density of the light energy falling onto the 

measurement surface with respect to the spectral density of photobiological efficiency. 

Next, there are dosimeters based on calibrated sets of photochromic materials, 

which allow reconstruction of the real solar spectrum in UVA and UVB ranges [6]. 

Finally, in the recent years, instruments have been developed that measure UV 

radiation parameters in certain narrow spectral bands cut out by light filters [6]. In the best 

meters of this type, UV radiation is being filtered using interference light filters [7]. 

Calculation of biologically active doses is carried out using the model solar spectrum at 

different polar angles and effective biological spectrum for erythema [4]. 

A disadvantage of all these types of UV radiation meters is that they are either 

large-sized stationary installations or “passive” instruments that measure the absorbed dose 

not accounting for dynamics of the spectral-energy parameters of UV radiation. 

The existing portable UV meters, as a rule, do not account for the so-called “cosine 

factor” – a qualitative coefficient describing variation of the instrument readings as a 

function of the light incidence angle for a concrete design of the photoreceiver. 

Therefore, to meet the most important practical requirements, two types of UV solar 

radiation meters are to be developed: 

- a small-sized inexpensive “household” instrument, which would give  an adequate 

response to UVA and UVB radiation, allowing to evaluate hazardous factors in the real 

time mode. Such an instrument will found broad application in health resorts, at agricultural 

work sites etc, allowing one to reduce the risk of UV radiation-induced illnesses; 

- a portable professional instrument, which would make it possible to determine 

both spectral-energy parameters of biologically active UV radiation in the real time mode 

and the integral dose of absorbed radiation in the given time period. Such an instrument is 

necessary for development of new efficient protection methods against hazardous factors of 

UV solar radiation. 

STC “Institute for Single Crystals” has developed and produced experimental UV 

meters of both the types, using original detectors based on zinc selenide crystals as UV 

radiation receivers. 

1. Detector 

Unique possibilities of purposive variation of properties offered by isovalently doped 

AIIBVI compounds, and, in particular, by ZnSe(Te) scintillation crystal [8,9], have opened 

the way for their broad application in radiation instruments – detectors of -, -, X-ray, and 

-radiation [9]. The scintillation crystal ZnSe(Te) is characterized by its  combination of 

characteristics making it the optimum choice for “scintillator-photodiode” detectors. The 

most important parameters of ZnSe(Te) crystals are presented in Table 1 in comparison 

with CsI(Tl).

It is clearly seen that ZnSe(Te) is obviously superior in such qualities of primary 

importance as conversion efficiency and absolute light output, afterglow, spectral matching, 

and hygroscopicity. In addition, the absorption depth in CsI(Tl) at energies below 40 keV is 

less than 0.25 mm. This means that negative influence of the surface layer upon 

scintillation parameters is negligible with ZnSe(Te), but it is significant with thinner 

CsI(Tl) samples. Thus, advantages of ZnSe(Te) in comparison with CsI(Tl) as scintillator 

for low-energy detector arrays are clear and undeniable. 

Among advantages of ZnSe(Te), one should also note its high radiation stability 

(not less than 10
7
 rad) and high upper limit of working temperature (up to 100

o
C). All these 
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show that ZnSe(Te) is the most promising material for “scintillator-photodiode” detectors 

of radiation in the range of up to 40-60 keV. 

Scintillator material 

ZnSe(Te) 

Parameter 

CsI(Tl)

"fast" "slow"

Melting temperature, K 894 1773-1793 1773-1793 

Density , g/cm3 4.51 5.42 5.42 

Effective atomic number, Z 54 33 33

Hygroscopicity low no no

Emission maximum, max, nm 550 610 640 

Afterglow,  (after 6 ms), % 0.1-5.0 <0.05 <0.05 

Attenuation coefficient of intrinsic radiation   

( max =  610-640 nm), , cm-1

<0.05 0.05-0.2 0.05-0.2 

Light yield with PD with respect to CsI(TI) at 1 mm thickness, 

Ex = 60 keV, % 

100 up to ~110 up to ~140 

Decay time, , μs 1 1-3 30-70 

Maximum value of the spectral matching factor Ku 0.77 0.9 0.92 

Refraction coefficient, n 1.79 2.61 2.59 

Light yield, photons/MeV- 5.5-104
up to 6 104 up to 7.5 104

Depth of 90 % absorption X-ray (40 keV), mm <0.25 0.65 0.65 

Table 1. Principal parameters of scintillators ZnSe(Te). 

Recent studies have shown that ZnSe(Te) crystals can be also used as components 

of “semiconductor-metal” structures with Schottky barrier that are photosensitive in the UV 

range [10-12]. Though many different types of UV detectors are known (e.g., based on 

GaAs, InP, Si, GaN, SiC, etc.), most of them have serious disadvantages – either highly 

complex way of production, or low sensitivity, poor reproducibility, low radiation stability, 

or the spectral sensitivity range not meeting the requirements of specific applications [13]. 

As problems of detection and quantitative evaluation of UV radiation effects upon materials 

and biological objects has been attractive more and more attention, development and 

studies of new types of UV detectors is of undeniable interest. In this paper, we describe 

properties of photoreceivers with the “metal-semiconductor” junction fabricated on the 

basis of n-type ZnSe crystals, and we also report our studies on how their properties are 

affected by bias voltage, temperature, substrate doping level, etc. 

As substrates, we used zinc selenide crystals doped with Te and O. Concentration of 

free electrons n0 (n0 = 10
12

 – 10
18

 cm
-3

) was determined both by the activator concentration 

and thermodynamic parameters of thermal pre-treatment of the crystals in Zn vapor [14]. 

These dopants create donor levels in ZnSe crystals, with activation energy of Ea < 0.05 eV 

[9,14]. Semi-transparent barrier contacts were made of nickel and are characterized by high 

and uniform transmission in the UV range [11,12]. Ohmic indium contacts were applied 

onto the opposite side of the substrate. Effective area of the photoreceivers was 0.01-0.1 

cm
2
.

The height of the Schottky barrier 0 for Ni-ZnSe depends upon the doping level of 

the substrate and increases from 1.2 to 2.0 eV when the concentration n0 is reduced from 

10
17

 to 10
15

 cm
-3 

[11,12]. The photosensitivity spectrum of the photoreceivers at the bias 

voltage US = 0 V is a broad band in the 0.20-0.47 m region (Fig.1). Typical values of the 

monochromatic current sensitivity S  at max = 0.42-0.44 m are 0.1-0.15 A/W, which 

corresponds to quantum efficiency of 0.3-0.4 electron/quantum. The dynamic linearity 

range of the ampere-watt characteristic is not less than six orders of magnitude. 
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Figure 1.  Photosensitivity S spectra of the structure n-ZnSe(Te) – Ni at Us=0 V (1) and 6 V (2) and  T=300

K,  and photosensitivity ranges of the photoreceivers with light filters in UVA (4) and UVB (3) ranges.

Our studies on effects of the preparation technology and other factors upon the 

output parameters of the photoreceivers with Schottky barrier have shown the following. At

230-350 K their sensitivity at  0.4 m varies not more than by 0.1%/K, and the 

temperature shift of the long-wave edge of the photosensitivity spectrum is about 7
.
10

-4

eV/K, being close to the temperature variation coefficients for 0 and Eg [11,12]. 

As it is seen from Fig.1, the photosensitivity spectrum of ZnSe-based Schottky 

diodes covers all biologically relevant ranges – UVA, UVB, UVC, - and remains “blind” at

 480 nm, which makes the task of development of UV filters much easier. Basing on the 

n-ZnSe(Te,O)-Ni structures in combination with filters made of optical glass, selective

photodetectors have been developed for UVA and UVB ranges, which were used in 

development of small-sized household and professional instruments.

As the most dangerous for human health is the UVB range, special attention was 

paid to achieve a similarity between the transmission spectrum of the UVB filter and the

spectral density D  of photobiological efficiency:  D =E K , where E  is the spectral

density of the standard solar radiation, and K  is the standard biological action spectrum for

erythema (the Differ curve, approved by CIE in 1987, see Fig 2, 3). 
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Figure 2. Wavelength dependence of the spectral density of the standard solar radiation

E  and the standard biological action spectrum for erythema K .
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Figure 3. Wavelength dependence of the spectral density of photobiological efficiency D .

In this case, the photodetector measures the photobiological efficiency (F) of UV 

radiation in the wavelength range from 1 to 2:

.
2

1

dDF

2. Household UV radiation dose meter 

The instrument is designed for measurement of UVA and UVB radiation in W/m
2
 units. 

Among the advantages of the instrument, there are its small size, high sensitivity in the 

range of UV radiation biological activity, and low energy consumption. The instrument

comprises a UV radiation detector based on ZnSe, an analog-to-digit converter (ADC) in 

the form of a KR572PV5 chip, and a liquid crystal indicator (LCI).

The detector is designed for converting the UV radiation intensity into electric 

current. As shown above, its current sensitivity (S ) is monochromatic at wavelengths 310-

360 nm (about 0.02 A/W), and its internal resistance is high. Accounting for these peculiar 

features, we used a stage circuit ensuring amplification of the detector current and its 

conversion into voltage. Specifically, we used a current amplifier based on an integral 

micro-power operation amplifier with. From the amplifier output, the signal is fed to the

ADC, which converts it to a digital code displayed by LCD. The instrument uses a 3½ digit 

indicator directly conjugated with ADC. The instrument has two measurement ranges: 0-10 

W/m
2
 and 0-100 W/m

2
. The instrument receives power from a galvanic battery of 9 V 

nominal voltage, the consumed current is 0.7 mA, time of continuous operation – 20 days. 

Overall dimensions of the instrument: 100x70x15 mm, weight – not more than 100 g. 

To weaken the influence of the cosine factor, the specially made Teflon diffusor

was placed before the detector, which ensured, in addition, almost full independence of the

readings upon azimuth values. 

Effective biological spectrum for the erytheme, weighted with respect to the

standard solar spectrum, is close to the transmission spectrum of light filters designed for

UVB region. Because of this, the developed household dosimeter with a Teflon diffusor 

allows measurements of the solar protection factor SPF – the ratio of photobiological 

, nm 
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efficiency of UV radiation in the wavelength range from 1 to 2 without a protecting 

material to the same photobiological efficiency after transmission of the solar light through 

the protective material:

,
2

1

2

1 d

TD

D

SPF

where   T  is transmission of the solar radiation protective material at the wavelength .

Thus, the proposed instrument can be also used to measure of protective properties 

of various materials (tissues, cremes, etc.) in UVA and UVB ranges.

3. Professional UV radiation meter 

The professional UV radiation meter has been developed on the basis of modern 

microelectronics. It is designed for measurement of intensity and integral dose of UV 

radiation in UVA and UVB spectral ranges. The instrument allows one to carry out routine 

measurements of UV radiation dose, information storage during a pre-set time period and 

its transfer to an external computer using an appropriate interface, and ensures sound 

indication when the pre-set UV radiation dose threshold is reached in each of its channels. 

The UV radiation meter comprises: two detectors of UV radiation with sensitivity 

spectra corresponding to UVA and UVB spectral ranges; two identical converting 

amplifiers-converters; a two-channel ADC, microcontroller, memory unit, control board, 

indicator device, voltage transformer, and an interface for connection with a computer.

The information display device (specifically, an intellectual two-line LCI) indicates

the values of intensity and accumulated UV radiation dose simultaneously through two 

channels, in standard measurement units (W/m
2
 and J/m

2
, respectively), and it also 

indicates the operation mode. For power supply, 3 V voltage is used, and the consumed

current is ~20 mA.

It would be interesting to broaden functional possibilities of the professional UV 

radiation meter. Recently, an assumption has been made that experimentally observed

changes in diffuse reflection coefficient [15] and absorption coefficient [16] of human skin 

under UV irradiation are due to functioning of protection mechanisms against unfavorable 

effects of irradiation. In this connection, it is proposed to equip the developed professional 

instrument with an integrating photometric Ulbricht sphere (see Fig.4), which could be used

for measurement of transmission and reflection coefficients of light-scattering objects, as 

well as (using a multi-filter system and calibrated detectors) for determination of spectral

dependences of these coefficients by means of special computer processing [17]. The use of 

the Ulbricht sphere will also allow a more precise determination of SPF for different

materials.

It follows from the theory of multiple reflections inside the Ulbricht sphere that

illumination of the internal surface of the sphere is equal at all points and is expressed as 

),
14

(
2R

F
E

where F is the light flux entering the sphere, R is radius of the sphere, and  is reflection 

L. Gal’chinetskii et al. / Detector of the UVR for Biologically Active Ranges of Solar Radiation 79



coefficient of the surface of the sphere. To obtain high values of E,  should be sufficiently

high. Therefore, internal surface of the sphere is covered with a layer of BaSO4, for which 

the diffuse reflection coefficient is more than 95% in the UV range. 

5

6

4

2

1

3

Figure 4.  Scheme of the integrating sphere:

1 – source of UV radiation;

2 – tissue, crème, etc. (for measurement of SPF);

3 – teflon window (a diffusor of special shape);

4 – shielding from directUV rays;

5 – set of UV detectors with light filters; 

6 – the integrating sphere.

It would be also interesting to consider the use in a professional dosimeter of the 

Ulbricht sphere with multi-filter detectors for computer reconstruction of the entire 

biologically active solar UV spectrum basing on several experimental points. Taking this

information into consideration will allow, in turn, more precise determination of SPF. 

Presently, the sphere and the computer software for reconstruction of the spectrum are in

the course of development.

References

[1] Longstreth J., de Gruijl F.R., Kripke M.L., Abseck S., Arnold F., Slaper H.J., Velders G., Takizawa Y.,

van der Leun J.C., “Health risks”. J. Photochemistry and Photobiology, B: Biology, 998, vol. 46, 1-3,

p.p. 20-39, 1998.

[2] Driscoll M.H., “Dosimetry methods for UV radiation”. Protection Dosimetry, vol.72, 3-4, p.p. 217-223,

1997.

[3] Bais A.F., “Spectral solar UV measurements within SESAME”. In: Advances in Solar Ultraviolet
Spectroradiometry (ed. A. R. Webb), Luxembourg, EC, p.p. 173-182, 1997.

[4] McKinlay A.F. and Diffey B.L. “A reference action spectrum for ultraviolet induced erythema in human

skin”. CIE-Journal.vol. 6, 1, p.p. 17-22, 1987.

[5] Ishigaki Y., Takayama A., Yamashita S. and Nikaido O., “Development and characterization of a DNA

solar dosimeter”. J. Photochemistry and Photobiology, B: Biology, vol. 50, 2-3, p.p. 184 – 188, 1999.

[6] Parisi A.V., Wong J.C.F. and Moore G.I. “Assessment of the exposure to biologically effective UV

radiation using dosimetric technique to evaluate the solar spectrum”, Phys. Med. Biol., vol. 42, 1, p.p.

77-88, 1997.

[7] Richards D.L., Davies R.E. and Boone J.L., “A selective Pt-CdS photodiode to monitor erythemal flux”.
J. Photochemistry and Photobiology, B: Biology, vol. 47, 1, p.p. 22-30, 1998.

[8] Ryzhikov V.D., Silin V.I. and Starzhinskiy N.G., “A new ZnSe(Te) scintillator: luminescence

mechanism”. Nucl. Traces Radiat. Meas., vol. 2, 1, p.p. 53-55, 1993.

[9] Atroschenko L.V., Burachas S.F., Gal’chinetskii L.P. etc., “ rystals of scintillators and detectors on

their base”. Kyiv, Naukova dumka, 1998.

L. Gal’chinetskii et al. / Detector of the UVR for Biologically Active Ranges of Solar Radiation80



[10] Baranuk V.S., Mahniy V.P., Melnik V.V. and Ryzhikov V.D., “Detectors of ionizing and ultraviolet 

radiation on the basis of broad-band compounds A2B6”. In: Abstract Booklet of the First International 
Conference on Material Science of Chalcogenide and Diamond-Structure Semiconductors, vol.1, 

Chernivtsi, p. 22, 1994. 

[11] Mahniy V.P. and Melnik V.V., “Photoelectric properties of contacts Ni-ZnSe”. Semiconductors, vol. 29, 

8. p.p. 1468-1472, 1995. 

[12] Mahniy V.P., “UV photoreceivers on the basis of zinc selenide”. Technical Physics, vol.68, 9, p.p. 123-

125, 1998. 

[13] Rogalski A. and Razeghi M., “Semiconductor ultraviolet photodetectors”. J. Appl. Phys., vol. 79, 10, 

p.p.7433-7473, 1996.  

[14] Ryzhikov V.D., “Scintillation crystals of semiconductor compounds AIIBVI”, Moscow, NIITEHIM, 

1989. 

[15] Cader A. and Jankowski J., “Reflection of ultraviolet radiation from different skin types”. Health
Physics, vol. 74, 2, 1998  

[16] De Gruijl F.R. “Health effects from solar ultraviolet radiation”. Radiation Protection Dosimetry,  vol. 

72, 3-4, p.p. 177-196, 1997. 

[17] Malahov B.A. “The use of filters for measurement of spectral characteristics of low-intensity light 

sources”. Pribory teh. eksperiment., 2, p.p. 172-173, 1983. 

L. Gal’chinetskii et al. / Detector of the UVR for Biologically Active Ranges of Solar Radiation 81



UV and VIS Radiation Meters for 

Environmental Monitoring 

1)
 Petro SMERTENKO, Vitaliy KOSTYLYOV, Ivan KUSHNEROV, 

Olexandra SHMYRYEVA, Eduard MANOILOV, 
2)

 Mykola BRYCHENKO, Valeriy KRUGLOV, Anatoliy MARYENKO, 

Rostislav STOLYARENKO, 
3)

 Yaroslav BLUME
4)

 Don J. DURZAN
1) V.Lashkaryov Institute of Semiconductor Physics, Department of Optoelectronics, 
National Academy of Sciences of Ukraine, 45 Prospect Nauki, Kyiv, 03028 Ukraine 

2) S. Korolyov MERYDIAN JSC, 8, I. Lepse blvd, Kyiv, 03680 Ukraine 
3) Institute of Cell Biology and Genetic Engineering, Cell Genetics Department,

National Academy of Sciences of Ukraine, 112 Zabolotnogo Str., 03207 Kyiv, Ukraine 
4) Department of Plant Sciences, MS 6, University of California, 

One Shields Ave. Davis, CA 95616-8587, USA 

Abstract. New UV meters and software have been developed and manufactured 

for environmental monitoring in the Ukraine. The multifunctional meters offer 

low cost and provide one and four channels for biological, meteorological and 

medical applications. The main specifications, advantages, and design features 

of each device developed is presented. 

Introduction 

UV irradiation is one of the environment factors that has either a favorable or unfavorable 

dose-dependent effect on living organisms [1-10]. Exceeding the UV irradiation dose is 

harmful and even pathological. In humans and animals UV-irradiation deficiency leads to 

vitamin imbalance, a decrease in immune protection [11-16]. Many an examples exist why 

it is necessary to carry out the UV monitoring [17-23].  

Control of the optical energy irradiation and dose in wide spectral ranges (UV to 

NIR, including visible radiation) is important to determine the separate actions of UV, 

photosynthesis, and thermal effects of the radiation. Control also enables the estimation of 

complex influence of optical radiation on biological objects and their surroundings [24-29]. 

In all cases, it is necessary to have simple and accurate measuring devices. 

In the world-wide market there are many different devices. These comprise 

radiometers of UV radiation, flux meters, radiometers of IR radiation, and others (Fig.1.) 

[30-32]. Their high costs are prohibitive for common applications in Ukraine. Therefore 

one of our main criteria for the development and manufacture of the photometers was their 

cost characteristic with the highest possible design unification in the monitoring system 

[33].

Cell Biology and Instrumentation: UV Radiation, Nitric Oxide and Cell Death in Plants
Y. Blume et al. (Eds.)
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Figure 1. A proposed classification of UV meters [30]. Bold arrows show the types of devices developed for the Ukraine. 
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1. Optical energy irradiation and dose meters (OIM and DM) 

To develop OIM and DM and yet retain their low cost, the filter broadband was redesigned. 

Classification of the optical devices for measurements of UV radiation is presented in Fig. 

1. [33]. The ermeter measures erythema, the device for quantifying the electromagnetic energy to 

control the degree of erythema. It was calibrated in erythema units. The erdosemeter determines the 

erythermal dose by optical measurement. It was calibrated in units of erythema doses. The 

bactmeter is used to evaluate the bacteriological action of UV radiation. It used for to measure 

disinfection, sterilization or sanitization by UV radiation. These devices measure either 

irradiance or dose. The devices for measuring of irradiance and dose are divided into those 

that measure energy values or effective values. We selected the best way to measure energy 

values (bold arrows in Fig.1.).

Their main advantages are:  

- easy to use; 

- broad distribution possible; 

- response function similar to biological weighting function; 

- low cost. 

The main disadvantages concern the high demands for instrument calibration for: 

- wavelength coverage; 

- sensitivity; 

- long-time stability; 

- temperature stabilization; 

- data logger capacity. 

These instruments can monitor, collect and store information. This requires linkage 

with a personal computer (PC) for portability and long-term automated operation for 

accurate measurements and simplicity of use. These specifications were successfully 

introduced for two kinds of devices: portable one-channel FEO-M, and professional four-

channel FEO-P photometers.  

Both kinds were designed as unified selective photodetectors to provide 

measurements in different ranges of spectrum (spectral types UV , UV , UV , vis etc). 

They were also modified to meet a variety of end uses and complexity of measurement 

tasks.

The portable photometer of optical energy irradiation and dose FEO-M (Fig.2.) is a 

simple one-channel portable small current (up to 3 ) meter. It was designed from the 

simple and relatively cheap microelectronic elements – microcontroller of type PIC16F628 

and ADC of type AD7822, which increases its desirable functionality for: 

- measuring of optical energy irradiance;  

- automatic identification of the working photodetector; 

- automatic calculation of optical irradiance and dose of irradiation; 

- control of time of radiant dose exposure; 

- measuring of ambient temperature in the point of measurements;  

- digital indication of optical irradiance, dose, time of exposure and detector 

temperature; 

- interface transmission of data to PC for the next visualization and processing. 

The professional photometer of optical energy irradiation and dose FEO-P (Fig.3.) 

is the device that measures information. It has a 4-channel microprocessor block for 

measurements. Data are displayed on the LCD panel. Automatic turning of the limits of 

measurements ensures desirable multifunctionality of the device for: 

- measuring of optical energy irradiance; 

- automatic identification of the working photodetector; 

- automatic calculation of optical irradiance and dose of irradiation; 
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- control of time of radiant dose exposure; 

- measuring of ambient temperature in the point of measurements;

- setting of limits of radiant dose or time of exposure in each optical channel;

- digital indication of irradiance, dose, temperature, time of exposure, limits of 

radiant dose and exposure time;

- sound signalization about exceeding of set limits;

- storage of information in nonvolatile memory;

- interface transmission of data to PC for the next visualization and treatment

according to procedure.

Figure 2.  Portable photometer FEO-M Figure 3.  Professional photometer FEO-P

The device has 4 independent input measuring channels that transform signals into 

the digital values by 24-bit ADC of type ADS1240. The digital filter and pre-amplifier with 

128-stage turning of the amplification coefficient allows us to increase significantly the 

dynamic range of measurements to 10
8
. In contrast, with FEO-M, a more powerful 

microcontroller of type 16F877 (20 MHz, 8k x 14 – FLESH ROM) provides wider 

functionalities. The functional possibilities and technical characteristics of devices are 

shown in Table 1.

In comparison with portable photometer FEO-M, the professional photometer FEO-

P has the following advantages: 

- multichannel work from the 4 photodetectors simultaneously;

- large dynamic range of measurements - due to utilization of more powerful 

microscheme of ADC with 24-bit and build-up programming 128-time pre-

amplification;

- big volume of programming memory up to 4 times (8 kilowords) 

- high speed of program execution up to 20 times – due to utilization of more

powerful microcontroller PIC16F877; 

- graphic display of 128x64 pixels instead of LCD indicator of 4 numbers;

- extended control with the use of keyboard; 
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- registration of IR trends - due to utilization of microscheme of permanent memory 

500 Kbytes, sufficient to remember of dozen measurements;  

- build-up sound indicator of programming limit values of the exposure dose in each 

channel.

Table 1. Technical characteristics of fabricated photometric devices (without photodetectors) 

Parameters FEO-M FEO-P
Number of measuring channels 1 4

Range of measurement of optical energy irradiation E, W/m2 5x10-2...104 10-3...104

Limit of the irradiation measuring error dE, % ±3 ±1

Range of measurement of the exposure dose D, kJ/m2 5x10-2...104 10-3...104

Limits of the dose measuring error dD, %  ±4 ±1 

Range of measurement of the exposure time , min 1 ... 6 103 3.3 10-2... 6 105

Limit of the exposure time measuring error dT, %  0,01 0,01 

Range of measurement of the temperature, - 9 ...+60 - 9...+60 

Limit of the temperature measuring error dt, % ±0.5 ±0.5 

Power supply current I , mA  

- with the illumination 

2

-

30

300 

Range of work temperatures, oC -10 ...+50 -10...+50 

Interface with PC 

Transmission speed, bod  

RS232 

9600 

RS232 

9600 

Operational time in autonomous CW mode, h  100 – 250 

2. Unified photodetector for the photometers of optical energy irradiation and dose 
FEO-M and FEO-P. 

The unified selective photodetector (FD) is a constituent part of the photometers FEO-M 

and FEO-P. FD transforms directly the irradiation into electrical signals. The change of the 

photodetector changes the sensitivity of the photodetector. The photodetector presents the 

photosensitive element with the selective optical filter.  

FD uses an identifier which identifies the photodetector by the spectral range and 

the limits of measurements. This takes into account the spectral characteristics and corrects 

for the temperature dependence.  It can utilize photodetectors of different types. The 

identifier’s input limits measurements to 1000, 300, 100, 30, 10, 3, 1 or 0.3 W/m2. This 

represents a coefficient of transformation provided by the amplifier with the following 

spectral characteristics: (  type) 280-315 nm, (A-type) 315-400 m, ( -type) 280-400 nm 

and (V-type) 400-760 nm. 

The photodetector (PD) has the following components: 

- optical filters that can transmit optical radiation in the given range; 

- photosensitive sensor that can transforms the light flux into the electrical 

signal;

- circuit board where pre-amplifier and identifier are situated; 

- connector for connection between photodetector and microcontroller for data 

processing.

The glass optical filters and photosensors are united into the photoreceiver that has a 

single case marked by the corresponding types ( , , , V, IR). If necessary, interference 

filters can be used.  

PD includes the selective photodiode, which transform the optical radiation into the 

electrical current, the identifier of the detector type (D1 – DS18S20), and the scheme of 

normalization of the output signals (D2 – ADS8551AR). We recognized the need to 

regulate the transformation coefficient to adjust of the photodetector and photometer. The 
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identifier (microscheme) has a unique number (48 bits), a temperature sensor (accuracy 

±0,5
0

), and a permanent memory (16 bit) for writing the values of the coefficient of 

transformation and the type of spectral characteristics. The photodetector is recognized by 

the photometer, and determines the type and the data necessary for pre-programming

corrections and measurements.

The normalization of the signal is executed as an amplifier-transformer I/U on a 

precise operational amplifier. The latter has very low (20 ) input current and bias (5 μV) 

with a small temperature drift (0.03 μV/
o
C). This allows the user to select the coefficient of

transformation (ko= Uout /Iin) in a very wide range (roughly – by changing of the resistance 

nominal R1 in the limits of 1.0...1000 k , and precisely, in 1.5 steps – by the potentiometer

R2). The necessary coefficient of transformation ko is determined from the formula ko=Un

out / Emax Si, where Unout  is output voltage of the transformer. This is equal to maximal input 

voltage of ADC (2.5 V as for FEO-M and for FEO-P); Emax is the limit of optical energy

irradiation, W/m
2
; Si is integral sensitivity of the phototransformer, μA/Wm

-2
. Thus, for

example, during the measurement of the energy irradiation in the field of UV-B from the 

natural sun (Emax= 10 W/m
2
) by the photodetector with sensitivity Si = 1 μA/Wm

-2
, it is 

necessary to set a transformation coefficient ko = 0.25 V/μA (Roc = 0.25 M ).

For the photodiode we used a Si special diode [33, 34]. Its reproducibility is shown 

on Fig. 4. The spectral characteristics of PD in UV and visible ranges are shown on Figs. 

5.6., respectively. 
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Figure 4. Dispersion of spectral sensitivity curves for 7 experimental samples of the Si pgotodiodes [34]. 

There are photodiodes on the base with other materials [36-40]. The GaN and 

diamond photodiodes may be used in UV meters to blend with the visible range, but they 

are currently too expensive for use in our devices.

3. Development of the software for monitoring of UV irradiation 

For UV irradiation monitoring, the EMMStation program has been developed. It allows 

collecting, storing and processing the data got from photometer FEO-M/FEO-P.
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Figure 5.  Spectral sensitivity of photosensor in UV ranges:1 – UVA, 2 – UVB.
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Figure 6.  Spectral sensitivity of PD in visible range

EMMStation include the following components for: 

- interaction with FEO-M/FEO-P (data collection and operation); 

- database support, using BDE driver (Borland Database Engine) and operating 

the database in Paradox format;

- generation and forming of alarm messages ; 

- a mail agent for sending alarm messages through the SMTP mail server; 

- an adjustment wizard for the mail agent and parameters of dispatch. 

EMMStation allows: 

- inspecting and collecting the data from FEO-M/FEO-P; 
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- storing observed data in the database with possibility of their graphics 

visualization on each of measuring channels selected by the user and in a 

selected range of a time; 

- exporting observed data from the database to a text file and to import from a 

text file to the database; 

- carrying out a control of integrity and clearing (restoring) of the database; 

- inspecting the generation and creation of alarm messages and sending these 

through a SMTP mail server on the given users addresses. 

Depending on specific tasks (object of visualization, range and errors of 

measurements, spatial and temporal resolution, station site, and IOM/DM situation), we 

can:

- select different modes of observation with necessary parameters of monitoring; 

- offer appropriate methods of diagnostics with necessary characteristics of 

sensitivity and selectivity;  

- develop advanced algorithms of signal registration;

- processing and represent data;  

- entered the optimum configuration for the monitoring equipment.  

Further improvements will yield more informative methods of monitoring and 

sensing of the optical irradiation and dose of biological active atmospheric radiation from 

the sun and the sky. 

4. Conclusions 

The cost-effective portable FEO-M and professional FEO-P photometers provide precise 

measurements of optical energy irradiation in different spectral ranges. The devices have a 

high accuracy on a real time-scale, and control the irradiation dose. Alarm protection occurs 

during the accumulation of doses in spectral ranges used for common monitoring.  

These instruments have a unique combination of functions. 

The portable photometer FEO-M offers: 

- measuring of optical energy irradiance;  

- automatic identification of the working photodetector; 

- automatic calculation of optical irradiance and dose of irradiation; 

- control of time of radiant dose exposure; 

- measuring of ambient temperature in the point of measurements;  

- digital indication of optical irradiance, dose, time of exposure and detector 

temperature; 

- interface transmission of data to PC for the next visualization and processing. 

The professional photometer FEO-M provides: 

- measuring of optical energy irradiance; 

- automatic identification of the working photodetector; 

- automatic calculation of optical irradiance and dose of irradiation; 

- control of time of radiant dose exposure; 

- measuring of ambient temperature in the point of measurements;  

- setting of limits of radiant dose or time of exposure in each optical channel;  

- digital indication of irradiance, dose, temperature, time of exposure, limits of 

radiant dose and exposure time; 

- sound signalization about exceeding of set limits; 

- storage of information in nonvolatile memory; 

- transmission of data to personal computer for the next visualization. 
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The operation of these devices and their software was tested in some centres of 

ozone and UV irradiation. This includes the Ukrainian Hydrometeorological Research 

Institute (Kyiv city) and the sunniest zone in Ukraine (Crimea). The Crimea Geophysical 

Observatory (Kurortnoe town) was involved in this activity. 
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Abstract: Solar UV interacts with and alters a number of cellular components. Among these,
DNA is perhaps the most critical and irreplaceable target. The majority of UV-induced
damage takes the form of pyrimidine dimers. These lesions act both as blocks to the
progression of both replicative DNA polymerases and the RNA polymerase holoenzyme.
Expression of “dimer bypass” DNA polymerases may also lead to permanent changes
(mutations) in DNA sequence, by inserting potentially incorrect bases opposite the lesion.
Thus the excision or reversal of UV-induced damage is important both in the soma, as it is
required for the maintenance of gene expression, and in the ‘germline’, where error-free
repair pathways maintain genomic integrity. The basic mechanisms of photoreactivation and 
excision repair of UV-induced dimers are well understood in plants, although we would like
to learn more about the tissue-specificity and environmental regulation of these important
UV-protective mechanisms. Field experiments suggest that repair of UV-induced dimers is 
not essential to the survival of Arabidopsis plants, nor is the expression of the sinapic acid 
esters that act as natural sunscreens. However, plants that are defective in both repair and
sunscreen production die within hours of exposure to natural light.

Progression through the cell cycle in the presence of unrepaired DNA damage
products leads to a progressive deterioration of the genome. During S phase, persisting lesions
are either miscopied or produce daughter strand gaps opposite dimers, which are difficult to
repair in an error-free manner. For this reason, cells respond to persisting DNA damage by
arresting the cell cycle in order to provide time prior to the initiation of S phase (G1/S arrest), 
the continuation of S phase (intra-S arrest) or progression into M (G2/M arrest). These DNA
damage-induced cell cycle “checkpoints” are now being characterized in plants. Given the 
homologies between plant and mammalian damage checkpoint genes, it is likely that many
aspects of cell cycle regulation by UV-induced damage are shared between plants and
animals.

One UV-induced mammalian response to persisting DNA damage is the induction of
programmed cell death. This actively induced apoptosis and necrosis of damaged cells leads
to the inflammation observed in sunburn. The induction of cell death has two beneficial
effects: the resulting bursts of radicals are thought to further stimulate the repair response of
neighboring cells, and the suicide of damaged cells precludes their possible progression into
cancer. Plant cells can also be killed by very high doses of UV light, in what might be a 
programmed response (as the genomic “laddering” characteristic of programmed cell death
occurs), but it is not clear that such a response occurs under natural light. Given plants natural
resistance to the lethal effects of cancer, it is possible that plants differ from mammals in this
aspect of UV-response, and lack a sensitive apoptotic response to DNA damage.

Introduction

Although the stratospheric ozone layer significantly reduces UV flux at ground level, it is not, 
in and of itself, sufficient to reduce incident UV radiation to nonlethal levels. All living things 
protect themselves from solar UV-B and UV-A (320-400 nm) radiation via the production of
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UV-absorbing pigments and the expression of DNA repair mechanisms designed to remove the 
UV-induced damage.

In the absence of effective DNA repair mechanisms, sunlight is lethal to man. This is 
dramatically illustrated by the hypersensitivity of patients afflicted with Xeroderma
pigmentosum (XP), a heritable defect in repair of DNA damage. These patients lack the ability 
to perform nucleotide excision repair (described further below) a process that, in placental 
mammals, provides the only mechanism for the repair of UV-induced pyrimidine dimers [1]. 
Even indirect sunlight can induce massive sunburn in XP patients. In the absence of 
environmental UV, the symptoms of XP are more subtle indicating that although nucleotide 
excision repair is a general, nonspecific repair pathway that can remove a variety of lesions, 
sunlight is by far our most significant exogenous source of DNA damage.

Plants are obliged to live in the presence of sunlight. They protect themselves from UV 
though a variety of means. They shield meristematic tissues from light, annually dispose of 
photosynthetic tissues, produce UV-absorbing agents, and express a variety of DNA repair 
mechanisms, some specialized for the repair of UV-induced lesions. This review will focus on 
the mechanisms by which plants protect their genomes via the repair of UV-induced damage.
DNA-damage-induced cell cycle checkpoints certainly also play an important role in
maintenance of the genome, and may be involved in UV resistance. This review will also
briefly cover what little we know about damage-induced cell cycle checkpoint mechanisms in 
plants.

1. Induction of DNA damage by UV 

While UV radiation induces, to some degree, oxidatively damaged and crosslinked lesions, the 
predominant class of lesions induced is the pyrimidine dimer. Cyclobutane pyrimidine dimers
make up the bulk of the damage (about 75% of damaged bases), with the pyrimidine (6-
4)pyrimidinone dimers making up the rest. Both classes of dimers act as blocks to transcription 
and DNA replication. However, both classes of dimers are premutagenic lesions; although 
normal replicative polymerases will not progress beyond these lesions, all organisms possess 
specialized polymerases that can, with greatly reduced accuracy, polymerize past a dimer.
These “lesion bypass” polymerases are required to complete the replication of a damaged
template, but their reduced accuracy sometimes results in the formation of point mutations.
Thus cells need to repair UV-induced dimers for two reasons: to restore transcription, and to 
restore error-free DNA replication. Although mutagenesis is certainly an important
consequence of the induction of DNA damage, the effects on transcription are probably more
critical to the survival of the organism. Even nonreplicating, terminally differentiated cells 
(such as the cells of a mature leaf) need to clear dimers away from the path of RNA 
polymerase.

2. Penetration of solar UV-B into plant tissue 

Proteins and nucleic acids are very effective absorbers of UV and thus, while acting as targets 
for UV-induced damage, the epidermis can shield deeper cell layers from UV. In addition, 
plants produce UV- and visible-light-absorbing pigments that are highly expressed in 
epidermal cells. Some of these pigments (in Arabidopsis, the sinapic acid esters [2]) play a 
significant role in reducing the damaging effects of solar UV [3-6]. The degree to which
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Figure 1. UV-induced DNA damage presents a challenge both to the viability of
the plant (through inhibition of transcription) and to its genetic stability.

epidermal pigments (and cuticular waxes) protect the cells of the leaf mesophyll varies widely 
between species. Virtually no biologically effective UV-B penetrates through the epidermis of
the needles of a wide variety of pines [7]. In contrast, the epidermis of many herbaceous
species is not as effective an absorber of UV, with as much as 40% of the incident UV 
penetrating to the cells of the mesophyll [8]. Expression of UV-absorbing pigments is induced 
by environmental UV-B. Plants also alter their development in many ways in response to UV
(reviewed in [9]); some of these responses may enhance UV resistance, while others may be 
symptoms of stress. Some flavonoid pigments (for instance anthocyanins), may play multiple
roles in stress reduction, acting not only as UV absorbing agents [10] and antioxidants [11], but 
also as absorbers of visible light. This shading effect may act to protect tissues from the 
damaging effects of photoinhibition during the assembly of the photosynthetic apparatus in
emerging leaves and during its disassembly in senescing leaves [12]. 

In most cases, reproductive (meristematic) tissues are tucked away and shielded from 
UV at least until flowering, at which point the pollen grains, but not the ova, are exposed as 
they emerge from the anther and make their way to the stigma. Thus it is not clear whether UV
exposure during the growth of the plant contributes to the mutational load of the ‘germline’.
Recent studies, assaying recombination between tandem repeats, suggest that physiologically
relevant exposures to UV-B can induce ‘germline’ mutations of this type in plants, and the full
extent of solar UV-B’s contribution to “spontaneous” mutation rates has yet to be established 
[13-15]. However, the causal links between the UV treatment and the recombination events
observed remain unclear; the same types of mutations can be induced by other stresses, such as 
viral infection [16]. If UV-B does contribute significantly to the mutational load in the
‘germline’, the effect would likely be seen on a population and/or generational scale. For
example, mismatch-repair defective Arabidopsis lines accumulate point mutations and small
insertion/deletions, but are phenotypically normal within the first few generations [17]. In later 
generations, however, the overall fitness of the population begins to decline; a higher incidence 
of phenotypic abnormalities and extinctions are observed, suggesting the population is less fit.
Nonetheless, the possible effects of solar UV on the long-term genetic stability of plants, and 
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any roles for DNA repair or damage tolerance pathways in reducing this effect, remains an 
open question. 

3. Repair of UV-induced DNA damage I: Photoreactivation 

There is no natural environment in which plants are exposed to ultraviolet radiation without 
also being exposed to visible light. It has long been observed that most organisms exhibit 
enhanced resistance to UV if subsequently exposed to visible light. This phenomenon, termed
“photoreactivation” is due to the presence of a light-dependent pathway for the reversal of 
pyrimidine dimers. While most DNA damage products are repaired via a variety of “remove
and replace” excision repair mechanisms, pyrimidine dimers are one of the few lesions that are 
both common and consequential enough to merit a specialized pathway for their direct 
reversal, through the action of photolyases. 

Photolyases specifically bind to either CPDs or 6-4 dimers, but not both, as the 
structures of the lesions are very different. Arabidopsis expresses both 6-4 and CPD-specific 
photolyases, and one would assume that most plants possess both classes of photolyase. All 
photolyases are monomeric and carry 2 chromophores. A flavin cofactor (FADH-) acts as a 
transient electron donor to reverse the crosslink between the bases. A second chromophore acts 
as an antenna pigment to excite the electron donor. This antenna pigment is
methenyltetrahydrofolate or 8-deazaflavin, depending on the species and enzyme, and it largely 
determines the action spectrum of the enzyme. Photolyases bind their cognate lesions even in 
the absence of light, but once a photon (in the UV-A to blue range) is absorbed, the lesion is 
reversed and the enzyme dissociates from the DNA [18].

Some plant photolyases are regulated by visible light, and by UV-B. Arabidopsis CPD
photolyase activity is only detected when plants have been exposed to visible light prior to, as
well as during, the period of repair [19]. This is because the transcription of the gene is 
regulated by white light (and by UV-B) [20-22]. However, the gene is not simply induced by 
light; high-level expression of both the protein and the mRNA seem to require day/night 
cycling. Continuous exposure to white light results in a gradual decrease in protein level over a 
period of several hours [21]. Similar effects, suggestive of diurnal regulation, have been 
observed in cucumber [23]. This induction of photolyase activity at dawn, and subsequent 
decrease in expression later in the day, makes sense in terms of optimizing expression in
relation to UV flux. On the other hand, the 6-4 photolyase is constitutively expressed; it isn’t 
clear why both proteins would not be regulated in the same way. The mechanism regulating 
expression of photolyase is still poorly understood, but a recessive UV-resistant mutant of
Arabidopsis, uvi1, has been identified that does not require prior exposure to light to express 
the CPD photolyase [22]. This mutant appears to be upregulated for a variety of UV repair 
pathways, as it also exhibits an enhanced rate of dark repair of 6-4 products (see nucleotide 
excision repair, below). In Chlamydomonas, a second gene (PHR1) in addition to the CPD 
photolyase gene itself (PHR2) is required for full activity of the CPD photolyase protein [24]. 
Although the PHR1 gene might represent a post-translational regulatory step, at present it 
appears to be a protein cofactor required for maximal CPD binding activity of the 
Chlamydomonas photolyase. 

Work in the Arabidopsis seedling, in rice, and in alfalfa indicates that photoreactivation 
greatly enhances the rate of removal of dimers. Although in the absence of photoreactivating 
(blue/near UV) light dimers are slowly eliminated from bulk DNA (and 6-4 products are 
generally observed to be repaired more quickly than CPDs), the half life of both CPDs and 6-4 
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products is greatly reduced by blue light [19,25-28]. Plants grown in the presence of 
photoreactivating radiation will eliminate the majority of both 6-4 products and CPDs within 
hours, or in some cases minutes, of their induction.

The plant genomes are divided into three membrane-bound compartments, the nucleus, 
the plastid, and mitochondrion. The PHR2 CPD photolyase of Chlamydomonas includes a 
plastid targeting sequence, and is required for the repair of both the plastid and nuclear 
genomes. In contrast, the Arabidopsis and cucumber CPD photolyases lack predicted 
organellar targeting sequences. Whether the organellar genomes of higher plants are subject to 
photoreactivation is a matter of debate; although sequence-specific analysis of CPD 
photoreactivation in Arabidopsis seedlings indicated no significant photoreactivation of the 
organellar genomes [19], analysis of bulk DNA repair in expanding leaves, as well as the 
continued replication of organellar DNAs in this organ, suggests that organellar DNAs might
be subject to photoreactivation [25]. 

4. Repair of UV-induced DNA damage II: Nucleotide excision repair 

Most types of DNA damage cannot be directly reversed, but are instead excised, and the 
resulting gap filled using the undamaged strand as a template, resulting in error-free repair. A 
variety of lesion-specific glycosylases have evolved that recognize commonly occurring 
oxidized or alkylated bases and so initiate “base excision repair” [29]. An additional
mechanism, termed nucleotide excision repair (NER), recognizes, with varying efficiencies, a 
wide variety of damage products. In organisms such as Humans that lack photolyase activity, 
NER is a critical pathway for repair of UV-induced damage. As mentioned above, in 
Xeroderma pigmentosum patients defective in NER, exposure to sunlight results in
hospitalization, and skin cancers appear at an early age. 

Plants, in contrast, possess very efficient photolyases, capable of reversing dimers 
within minutes to hours of their induction. However, plants also possess a nucleotide excision 
repair (NER) pathway that is capable of excising dimers, particularly 6-4 photoproducts. 
Genetic and genomic analysis indicates that the plant NER pathway is homologous to that of 
mammals and fungi and unrelated to the bacterial system [30-35]. However, continued 
classical genetic analysis has unearthed at least one additional factor required for NER in 
Chlamydomonas; a homolog of this gene, rex1 is also found in higher plants, fungi, and 
mammals [36]. The NER pathway, illustrated in Figure 2, involves damage recognition,
unwinding of the damaged DNA, binding of two distinct endonucleases to the 5’ and 3’ ends 
of the damaged strand, incision, removal of the damaged oligonucleotide, resynthesis using the
undamaged strand as a template, and finally ligation of the resulting contiguous 5’ and 3’ ends.
The coordinate actions of perhaps a dozen proteins are required to recognize damage and 
complete the excision step. In mammals, fungi, and bacteria, NER is at once promoted and 
complicated by the presence of a stalled RNA polymerase at the lesion. RNA polymerase
clearly plays a role in damage recognition (damage on the transcribed strand of a transcribed 
region is repaired more efficiently than damage on the untranscribed strand or a nontranscribed 
region) [37,38], but additional protein factors are required to either push the polymerase away 
from the lesion or, alternatively, target it for proteolysis (to make way for repair or lesion 
bypass proteins) [39,40]. Transcription-coupled repair has not yet been demonstrated to take 
place in plants, but given its presence in bacteria, fungi, and mammals, it is quite likely that it 
occurs in plants too.
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Figure 2.  Nucleotide excision repair. Damage recognition and excision by NER requires the coordinated actions
of approximately a dozen proteins. Damage products are bound by XPA, XPC, RPA, and TFIIH. The XPB and
XPD helicases of TFIIH then act to create a “repair bubble”. Guided by RPA, the 5’ (ERCC1/XPF) and 3’ XPG
endonucleases nick the damaged strand. The damaged oligonucleotide and repair factors are removed. Finally (not
shown) DNA polymerases delta/alpha accurately copy the undamaged strand and DNA ligase seals the remaining
nick. In transcription-coupled repair, primary recognition is via RNA polymerase II, and does not require XPC.

The significance of NER in the repair of UV-induced damage is unclear. It is possible 
that NER, even in the presence of photoreactivation, plays a role in the removal of 
transcription-blocking dimers or of other UV-induced lesions, as at least some NER-defective
mutants do exhibit a UV-sensitive phenotype even in the presence of photoreactivating light
[41]. Whether NER plays any role in limiting UV-induced mutagenesis in plants remains to be 
determined.

5. “Damage tolerance”: the repair of daughter strand gaps 

Replicative polymerases are fastidious enzymes, refusing to polymerize past a 
noninformational lesion like a pyrimidine dimer. Stalled replication forks in turn induce cell 
cycle checkpoints, arresting progression through the cell cycle, and so blocking both cell 
division and, perhaps, the endoreduplicative cycle. In mammals prolonged arrest can result in 
the induction of cell death, and sunburn is a manifestation of the collective suicide of skin cells 

A. Britt and K. Culligan / Maintenance of the Plant Genome under Natural Light100



undergoing this response to UV irradiation [42]. In haploid cells (such as yeast) permanent
arrest is the genetic equivalent of death. For this reason irradiated yeast and bacteria will first
respond to damage by inducing repair, and if, for some reason, repair is not completed, they 
will proceed into a secondary “damage tolerance” phase in which stalled DNA polymerases
will be rolled back or removed from sites of damage, and a second set of more specialized and
less precise polymerases upregulated to perform “dimer bypass”; the polymerization of DNA 
past a damaged site [43]. While all bypass polymerases, operating on damaged substrates, are 
less accurate than normal replicative polymerases operating on undamaged substrates, some,
such as the Y-family polymerase pol eta (Rad30 in yeast, XPV in mammals) still correctly
interpret many commonly encountered lesions, and thus are loosely termed “error-free” bypass 
polymerases [44]. Pol eta enables cells to complete DNA synthesis in spite of the persistence 
of DNA damage, in a relatively risk-free manner. This permits haploid cells to survive at the
expense of a small risk of mutation. Loss of pol eta, in yeast, results in enhanced UV-induced 
mutagenesis at the UV-induced mutagenesis hotspots TC and CC, indicating that this protein 
acts to protect yeast from the mutagenic effects of UV [44]. XPV, the human pol eta, plays a 
very important role in resistance to UV-induced mutagenesis in humans [45], generally 
bypassing pyrimidine dimers correctly. Loss of XPV results in hypersensitivity to both the 
induction of sunburn (as cells actively induce death in response to persisting stalled replicative 
polymerases) and the induction of skin cancer (as far more error-prone polymerases step into 
the breach generated by the loss of pol eta), and through the induction of recombinational 
repair [46]).

In contrast, the Y-family polymerase encoded by the umuC and umuD genes of E. coli
is actually required for UV-induced mutagenesis; defects in this gene result in the near-
complete loss of UV-induced mutagenesis, but this comes at the expense of a slight increase in 
sensitivity to the lethal effects of UV [47]. Presumably UmuC/D is employed by E. coli as part 
of a last ditch effort to restore DNA replication at those sites (such as dimers opposite daughter 
strand gaps) that cannot be repaired in an error-free fashion.

The B-family error-prone polymerase zeta (whose subunits are Rev3 and Rev7 in yeast) 
extends mismatched primers (including those generated by other bypass polymerases) and is 
required for >98% of UV-induced mutagenesis in yeast [48]. Arabidopsis mutants defective in
atrev3 exhibit hypersensitivity to both the lethal effects of UV and its effects on DNA 
replication. UV-hypersensitivity was observed in the dark and under photoreactivating 
conditions, as well as hypersensitivity to the crosslinking agent mitomycin C, suggesting a role 
in the tolerance and/or repair of closely opposed or crosslinked lesions. These types of lesions 
cannot be directly repaired by NER, as there is no undamaged strand available to act as a 
template for repair replication [26]. 

6. Cell cycle responses to UV-induced DNA damage

UV doesn’t induce mutations directly. It is the process of DNA replication, and the error-prone 
nature of replication past dimers, that generates mutations. In addition, replication blocks 
generated by dimers can induce the formation of daughter-strand gaps, and a second round of 
replication at these gaps can produce double-strand breaks, leading to translocations, and/or 
deletions. Therefore, an efficient cellular response to DNA damage requires more than just the 
induction of DNA repair. Cells arrest cell cycle progression in response to damage, single 
stranded gaps, and replication blocks, delaying entry into S-phase or mitosis. These genome-
surveillance mechanisms, known as cell-cycle “checkpoints”, permit the cell to repair its DNA 
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before progression through the cell cycle makes a bad situation worse. Although the term
checkpoint suggests a particular point of inhibition, such as the transition from G1 to S-phase, 
a damage-induced “checkpoint” may also initiate at any point during the cell cycle at which 
DNA replication and/or integrity is monitored. These responses have been well characterized 
in yeast and mammalian systems, and are proving to be conserved in plants. 
 Multiple cell-cycle checkpoints can be activated throughout the process of DNA 
replication, including the initiation of DNA replication (G1/S), within S-phase, and at the end
of DNA replication at the G2/M boundary. In many cases, these responses are activated via the 
same core molecular mechanisms, although the effect on cell cycle arrest and the downstream
molecular players involved can be quite different, depending on the phase on the cell cycle. 

Ideally, before initiating DNA replication, a cell would repair UV-induced damage
generated during G1, thereby restoring the template for DNA replication. Persistence of UV-
induced photoproducts could lead to the stalling of the replication fork, followed by replication 
restart downstream of the lesion, resulting in a daughter-strand gap. A damage product 
opposite a gap is no longer a substrate for excision repair, and a repair option has been lost. 
However, although yeast and mammalian cells do exhibit cell cycle responses to UV-
irradiation in G1, there is no direct evidence that this is in response to DNA damage [49], and
it is often unclear whether this arrest (measured as the delay of onset of S phase) is actually 
occurring at the G1/S boundary (i.e., in response to stalled replication forks rather than to UV-
induced damage or repair intermediates) rather than being a true, intra-G1, response to the 
presence of dimers or their repair intermediates.

As cells initiate DNA replication, the replication machinery itself acts as a scanning 
mechanism for replication blocking agents. Stalling of a replication fork, the resulting 
persistence of single stranded DNA, generates a signal that globally inhibits replication origin 
firing, inducing both inhibition of further replication and the repair of disrupted replication 
forks through recombinational mechanisms [50]. This constitutes an “intra-S checkpoint”. The 
persistence of ssDNA also blocks progression into M phase (S/M arrest), as can damage
induced during G2 (G2/M arrest). Repair of these gaps prior to M phase is advantageous as 
there is the option for homologous recombinational repair with the fully aligned sister 
chromatid. Failure to repair gaps at this stage in the cell cycle will inevitably lead to either the
formation of double-strand breaks or the filling of the gap by a possibly error-prone bypass 
polymerase. All of these responses share a requirement for the PI 3-kinase-like protein kinases
ATM and ATR (and, in vertebrates, DNA PKcs) [51]. Because the functions of ATM and 
DNA-PKcs are to some extent DSB-specific, we will focus our discussion here on 
damage/replication block recognition and signal transduction by ATR [52].

Studies of the gene products involved in DNA damage-induced checkpoints in yeast or 
mammalian systems show that they are highly conserved in structure and function. In response 
to UV-induced DNA damage, the ATR-Chk1-Cdc25 pathway is primarily active, with ATR 
playing a central, regulatory role (Figure 3). ATR (also called MEC1 in S. cerevisiae and Rad3 
in S. pombe) is a protein kinase that bridges sensing of DNA damage to downstream direct
effectors of cell cycle control [50,53,54]. DNA damage is generally sensed through specific 
recognition of RPA-bound single-stranded DNA (ssDNA), which accumulates if replication 
forks are blocked, or during DNA-repair processing of damaged DNA. At least two molecular
pathways are involved; one includes a PCNA-like complex of proteins called the 9-1-1 
complex (for Rad9, Hus1, and Rad1), the Rad17-RFC complex, RPA (replication protein A
which binds ssDNA) and ATRIP (ATR Interacting Protein), while the other consists of a more
direct interaction of RPA, ATR and ATRIP with ssDNA or damaged DNA [50]). These protein 
interactions promote the recruitment of checkpoint signaling machinery, including ATR, into 
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an active state. Once active, ATR phosphorylates the protein kinase Chk1 leading to a cascade 
of downstream events that specifically regulate the cell cycle. For example, G2-phase 
phosphorylation of Chk1 leads to the inhibitory phosphorylation of cdc25. This form of cdc25 
is unable to activate the mitotic promoting cyclinB/cdc2 kinase, thus blocking progression into 
mitosis [50,55].

In plants, the study of cell-cycle checkpoints in response to DNA damage has lagged
behind that of yeast and animals, but recent progress has established the existence of such 
checkpoints and some of the players involved in the signal transduction pathway have been 
identified. Growth responses suggestive of damage-dependent cell-cycle arrest were first 
observed in plants as the arrest of growth following gamma-irradiation of plant seeds [56,57]. 
These “gamma plantlets”, grown from irradiated seeds, were healthy and responded normally
to environmental stimuli, but didn’t produce postembryonic leaves. This suggested a regulatory 
effect specifically affecting dividing cells, rather than a direct toxic effect. Recent studies of
Arabidopsis mutants defective in DNA ligase IV, which is involved in repairing DNA double

Figure 3.  General overview of UV-induced cell-cycle check-point activation mechanisms. The protein 
kinase ATR plays a central role by bridging the sensing of ssDNA (left pathway) or stalled replication forks
(right pathway) to downstream effectors of cell cycle progression. Not all of the molecular players are shown
for simplicity. Phosphorylation by ATR-ATRIP of Chk1 leads to activation of direct regulators of cell cycle
progression at the G1/S transition, S-phase progression, or the G2/M transition (adapted from [50]).
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strand breaks, display a more pronounced gamma-plantlet effect versus wild-type plants [35, 
58]. These mutants form gamma plantlets at lower doses of gamma irradiation than do wild-
type plants, suggesting that the gamma arrest response is induced by persisting DNA damage
(in this case double strand breaks) rather than through direct detection of radiation, or by 
damage to some other cellular component.

The isolation of an Arabidopsis mutant (termed “sog” for “suppressor of gamma 
plantlet”) specifically defective in cell-cycle response to IR-induced DNA damage [59] 
indicates that this DNA damage-induced inhibition of cell-cycle progression in plants is indeed 
a programmed response to damage, rather than a direct effect of a compromised genome. As
would be expected, although sog mutants are resistant to the inhibitory growth-effects of 
persisting IR-induced DNA damage, they are hypersensitive to its mutagenic effects. 

Genes involved in damage-induced cell-cycle checkpoint pathways have also been 
isolated through reverse-genetic approaches. Arabidopsis encodes an ortholog of ATR, and 
recent studies have shown that this gene, like its yeast and animal counterparts, is required for 
G2 arrest in response to replication inhibitors [60]. Plants defective in ATR were 
hypersensitive to UV-B light, as measured by root growth. Furthermore, while wild-type root 
meristem cells displayed arrest in G2 in response to aphidicolin [60] and UV-B light (Culligan
and Britt, unpublished), the atr mutant plants were defective in this arrest. This indicates that
ATR’s function as a detector of replication blocks has been conserved in plants. However, 
while ATR is an essential gene in mammals, it is not essential for plants. atr null homozygotes 
exhibit normal growth rate and full fertility [60]. 

Other mutants in orthologs of the ATR-dependent pathway have been described in 
Arabidopsis, such as Rad9 (of the 9-1-1 complex), Rad17 (involved in recognition of DNA 
damage [61]), ATM (Ataxia Telangiectasia Mutated, a paralog and functional partner of ATR)
[62] and BRCA1 (breast cancer susceptibility [63]). Specific DNA damage-induced effects on 
the cell cycle have not yet been described in these mutants, but their DNA damaging agent 
hypersensitivity suggests that their role in these processes may be conserved.

Finally, plants, and other organisms, exhibit responses to UV that are unrelated to the 
induction of DNA damage. These may be triggered by UV receptors (analogous to other 
wavelength dependent developmental responses in plants) or they may be induced by damage
to other cellular components.

7. Do plants exhibit an apoptotic response to DNA damage?

A further response to UV-light DNA damage in animal cells is p53-dependent programmed
cell death. Plants, like fungi, lack a p53 homolog, and probably also lack the sensitive 
apoptotic response to UV. Given that fact that plants cannot be killed by cancer (as, even in 
long-lived plants, cancers cannot metastasize), there is probably no adaptive role for such a 
phenomenon in plants. However, very high, non-physiological doses of UV-C have been 
shown to induce an apoptotic-like response in Arabidopsis leaves, including characteristic
DNA-laddering and Caspase-like activities [64,65]. In Arabidopsis plants defective in ATR,
the replication-blocking agent aphidicolin induces an apoptotic-like response, in which the 
nuclei of meristematic cells first become condensed and then are lost entirely [60]. Both of 
these lines of evidence, particularly the laddering observed by Danon et al., suggest that a 
programmed cell death response to DNA damage may exist in plants. However, induction of 
this type of cell death in plants may require very high levels DNA damage, as DNA-repair 
defective mutants in Arabidopsis, even when challenged with exogenous DNA-damaging
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agents, do not show obvious signs of apoptosis [35,66]. The response observed in the two 
studies cited above may represent an ordered disassembly of a hopelessly compromised cell, 
rather than the selective elimination of perfectly viable, but possibly precancerous, cells 
observed in mammals.

8. Functional significance of DNA repair in terms of plant growth

Much progress has been made in the last 15 years in understanding plant DNA repair and 
damage tolerance mechanisms. Given the existence of plants defective in specific repair or 
tolerance pathways, it should be possible to determine the relevance of these pathways to 
resistance to solar UV. Humans defective in nucleotide excision repair cannot survive
continued exposure to sunlight. Can plants with similar defects survive under natural 
conditions? Are both NER and photoreactivation important contributors to survival? What
about dimer bypass? Does UV-B-induced mutagenesis in the ‘germline’ contribute the plant 
population’s long-term fitness? Some of these questions have been addressed in the laboratory; 
all of the abovementioned mechanisms contribute to UV resistance, but their relevance to 
growth in the field remains unclear. Plants are exquisitely sensitive to the spectral balance of 
light, particularly as it affects UV resistance [9,67], and it is very difficult (and expensive) to 
reproduce natural light balances in the growth chamber. In addition, many researchers use 
unnaturally intense and short-term exposures to UV to address issues of sensitivity. Given 
current interest in the effects of ozone depletion, it is important to understand how plants 
tolerate their constant exposure to UV and how adaptable they might be to elevations in 
ambient UV-B. If the results of these experiments are to be relevant to plant growth under 
natural conditions, they must be performed either in the field (with UV-absorbing filters, or
carefully monitored supplemental lighting, or through changes in UV ratios generated by 
changes in elevation) or under very carefully controlled and monitored artificial lighting. 
Experiments testing the effects of natural UV on plant growth have been performed out of 
doors (under UV-B transparent vs. UV-B opaque filters) and results often, but by no means
always, suggest that ambient UV-B does have a small but measurable effect on, for example,
crop yield [3,68-71]. 

Results of the single “ambient UV” field study on repair defective Arabidopsis plants
suggested that the effects of deficiencies in photoreactivation, nucleotide excision repair, or 
both processes were surprisingly slight [71]. In dramatic contrast to NER-defective mammals,
repair defective Arabidopsis lines exhibited only a slightly enhanced sensitivity to solar UV-B. 
The effects of the tt5 mutation, which eliminates production of flavonoid pigments, were 
slightly more impressive. Plants defective in both sunscreen biosynthesis and DNA repair were 
strikingly sensitive to solar UV-B, with obvious effects within a day of exposure to unfiltered
sunlight [71]. Thus the difference between Humans and Arabidopsis in terms of the importance 
of DNA repair in resistance to the effects of ambient UV-B might be ascribed to the synthesis, 
in Arabidopsis, of very effective natural sunscreens. However, it might also be due to the fact 
that plants do not actively induce cell death in response to biologically relevant levels of DNA 
damage.
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Abstract
This paper deals with UV-induced ds (ss)-DNA damage, placed in buffer solution 

and in wet, dry absorbed layer, using optical spectroscopy and conductivity 

methods. Mechanisms of UV induced ds (ss)-DNA damage are accounted of 

photochemical reactions of cyclobutane-pyrimidine dimer and (4-6) adduct 

formation. These models are based on: decreasing absorption intensity with maxima 

at 252 nm for ds-DNA and 256 nm for ss-DNA water solutions, and long-wave 

shifting of absorption maximum (252 nm) for ds-DNA water solution. The 

absorption spectral range of 235 <  < 252 nm is defined by absorption on T and A 

bases. Photoluminescence spectra of wet ds-DNA layer have maxima at 432,440 

and 454, 463 nm before and after UV irradiation of 337 nm and 365 nm for one 

hour respectively. 

The photochemical reactions appear by decreasing dry absorbed ds-DNA 

molecular layer with networks conductivity under periodically switched UV 

irradiation. As a result the conductivity decreases after the first radiation reflecting 

the reducing of pyrimidine bases (that formed dimers) and the contribution to ds-

DNA conductivity. The increasing of conductivity after UV irradiation could be 

caused by a particular reparation of ds-DNA under applied voltage of 1 V. But it’s 

important to develop methods for the further ability to direct  possible 

photochemical reactions in ds (ss)-DNA. 

1. Introduction

The main targets for UV irradiation in biological cells are DNA molecules [1]. Damaging 

photochemical reactions in DNA caused by UV irradiation are important for studies in cell 

biology. DNA in this report deals with double-stranded (ds) and single-stranded (ss) DNA. 

Cell Biology and Instrumentation: UV Radiation, Nitric Oxide and Cell Death in Plants
Y. Blume et al. (Eds.)
IOS Press, 2006
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1.1 Known mechanisms of UV induced DNA damage in cells 

Based on the review of photochemical reactions in cells caused by UV irradiation [2] we chose 

photochemical reactions that occur in buffer solutions. When excited by UV light the 

nucleotide bases begin to take part in photochemical reactions of cyclobutane-pyrimidine

dimer and (4-6) adduct formation.

The reactions of cyclobutane-pyrimidine dimers formation are represented in Fig. 1. 

They comprise 70-80 % of all UV-induced photochemical reactions. They could be reversed in 

cells in the presence of UV light and enzyme photolyase. Dimers form between two adjacent 

pyrimidines. Fig. 1 shows the thymine- thymine dimer and thymine-cytosine dimer.

Figure 1.  Formation of 

cyclobutane-pyrimidine dimers in

DNA sites under UV irradiation.

T-thymine, C- cytosine are 

marked.

The photochemical reaction of (4-6) adducts formation caused by a wavelength at 254 

nm is represented in Fig. 2. The (6-4) products are formed at 5’-T-C-3’, 5’-C-C-3’, 5’-T-T-3’ 

but not at 5’-C-T-3’ sites in DNA molecule. The (6-4) products under illumination at 312 nm

can transform into isomers that are not reversed and become more toxic for the cell. 

Figure 2.  Formation of (6-

4) adducts in DNA sites

under UV irradiation (254 

nm).

1.2 Absorption DNA spectrum in the range 200 - 300 nm 

Characteristic two absorption bands are evident in ds-DNA water solution (Fig. 3a). They have 

a maxima at 208 and 256 nm caused by -
*
 transition of the nucleotide bases. Computer

simulation of the absorption spectra of separate bases are shown in Fig. 3b [3].

These spectra represent an essential contribution to absorption maximum of DNA 

molecule (Fig. 3a) caused by  electronic transition of thymine and adenine bases. Changes in 

bases (for example, dimers formation) could then lead to the changes in absorption intensity 

and shifting of absorption maxima (208, 256 nm).
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Figure 3. a) Absorption spectra of ds-DNA polymerized molecules in water solution with various ratios 

between DNA and water: a- 1:1, b- 1:40, c-1:50. Absorption maxima are 208 and 256 nm,

correspondingly.

b)Absorption spectra of separated nucleoside bases: A-adenine, T-thymine, C- cytosine, G- guanine

obtained by computer simulation.
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1.3. Photoluminescence of ds-DNA molecule 

For a DNA molecule the optical transitions correspond to the electron transition between 

energy levels of the various single bases (Fig. 3), i.e. intra-base excitations. The band gap 

respects the energy difference between the top of the HOMO band and the bottom of the 

LUMO band, which are corresponding to different bases [4].

Now we can analyze the photoluminescence spectra of DNA polymerized molecules in 

the layer and determine HOMO – LUMO transition [5]. Using this value we predict the types 

of IV characteristics of the structures with ds-DNA molecules as metal, semiconductor, and 

insulator [3].

1.4. Charge transport in DNA

One way to detect DNA damage and its configuration involves the investigation of DNA film

conductivity in wet and dry samples. Since direct investigation of UV-induced electronic 

process in DNA in cells requires complicated equipment [2], mostly research is made using 

DNA extracted from cells or synthesized DNA molecules with fixed length and known base 

sequences [4, 6-8].

The choice of conductivity measurements as a sensitive method for the detecting could 

be based on a models of ds-DNA as a “one-dimensional electronic material” [3, 9, 10]. The -

electron overlap between the base pairs within the double helix implies that the stacked base 

pairs might be a one-dimensional pathway for electronic charge transport. In classical DNA 

structure, the bases within the double helix are oriented perpendicular to the axis of the helix 

and parallel to each other with separation distance of 0.34 nm along the axis of the helix [6].

The observation of 1D conductivity in ds-DNA requires aligned DNA helixes and 

sufficient -electron overlap. Oriented films of a ds-DNA-surfactant complex satisfy both 

these criteria. The aligned double helixes separated by 4.1 nm with face to face base pair 

stacking and base separated by 0.34 nm [6]. 

The film hydration drives the base pairs into planar stacking with relatively strong -

electron overlap along the axis (wet DNA). There is relatively little information in the 

literature concerned specifically with the direct observation of base-pair stacking dynamics

driven by water content in film [11]. The results of X-ray diffraction study of base-pair 
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stacking in aligned films of DNA- surfactant complex are obtained [6]. The base-pair spacing 

within the DNA helix are 0.41 nm when the sample is dried in air at 50% relative humidity and 

0.34 nm in aqueous environment at room temperature. Dehydration of DNA (dry DNA) causes 

the bases to rotate from planar to edge stacking with correspondingly poor -electron overlap. 

When DNA film is not aligned (for example, DNA polymerized molecules form 

network [12]) the conductivity is defined by morphology of absorbed DNA molecules on a 

substrate (single- or multilayer films), DNA molecule conformation (wet or dry DNA) and 

nucleoside bases set in synthesized DNA. For such DNA layers it’s necessary to account 

additional pathway of charge transport, for example, transport with including of barriers 

between adjacent molecules [3, 13]. Then contribution of charge transport on one-dimensional 

pathway through base stacking in single molecules could be only the part of general current 

film. 

Besides carrying out of these wet DNA film conductivity measurements it’s important 

to take in account the electrolysis of a buffer solution and a deposition of ions on metal 

contacts [14].

From 1.1, 1.2, 1.3 analyses we can assume that UV induced bases excitations and 

cyclobutane- pyrimidine dimer and (4-6) adducts formation in DNA molecules can leads to the 

changes in -orbitals overlapping and therefore ones can be observed in changes of DNA 

conductivity.

On the base of analyzes in 1.1 -1.4, with the aim to reveal UV induced damage in DNA 

molecules, in contrast to earlier listed investigations, we studied absorbed wet ds-DNA 

polymerized molecules layer from networks on mica surface, using DNA polymerized 

molecules in pure buffer solution, and dry layer from ordered networks with added SiO2

spheres (4.5 nm in size) [15]. These layers were dried in air (70% relative humidity) under 

visible light.

This study by optical spectroscopy, photoluminescence, conductivity gives the 

evidence that UV induced changes in ds(ss)-DNA molecules in buffer solutions and wet, dry 

layers are photochemical reactions with cyclobutane- pyrimidine dimer and (4-6) adducts 

formation and repair in applied electrical field.  

2. Experimental 

In experiments we used 2 mM plant ds-DNA polymerized molecules (Eris, France [11]) that 

were dissolved in 3 mM NaOH buffer and 2 mM ss-DNA with 15 oligonucleotides bases: 3’ – 

CCA CCG CTG CTG AGG – 5’, length 5.4 nm, wide 1 nm (Jena BioScience, Germany) were 

dissolved in 100 mM carbonate/bicarbonate buffer [7].We prepared ds-DNA polymerized 

molecules water solutions dissolving 0.1 ml of DNA in buffer solution in 1, 40, 50 ml of water 

showed a pH of 7.4 (the volume ratios are 1:1, 1:40, 1:50, correspondingly) and ss-DNA water 

solution dissolving 1 ml of DNA in buffer solution in 5 ml of water showed pH of 7.4. The 

solutions in quartz cuvvettes were irradiated by UV (  = 200-400 nm) during 5-90 min with 

the light power 10
20

 photon/(cm
2
 s). 

Absorption spectra of ds (ss)-DNA solutions were recorded with a Jasco V-570 double 

beam spectrometer in quartz cuvettes (1 and 0.5 sm wide, respectively) in the range of 200-300 

nm at T=293 K.  

Photoluminescence and absorption spectra of ds-DNA polymerized molecules in tris HCl 

buffer (0.5 M Tris base, pH 7.6); before and after UV irradiation at 60 min (337 nm) and 90 

min (200-400 nm), respectively were recorded. The solutions in quartz cuvettes were irradiated 
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for 60 min by impulse N
+
 laser (  = 337 nm) and 365 nm wavelength separated from mercurial

lamp illumination by a filter. The laser provided impulses with a frequency at 100 Hz, long 

time of impulse 10 ns, power 1.3 kW, and a light-illuminated square 3 mm in diameter.

Emission spectra of ds-DNA solutions were recorded with KSV-23 spectrometer with vacuum

photo detector FEU- 100(300-700 nm) having the resolution 2A/mm at T=293 K. The time of 

recording of every spectrum was 2 min.

To obtain absorbed ds-DNA layers the prepared solution (1:50) was dropped on the 

insulator surface and dried in air ( 70% relative humidity) under visible light for 10 min. A dry 

layer was formed from ds-DNA with added SiO2 spheres (4.5 nm in size) [15] with aim to 

absorb bonded water molecules from ds- DNA. SiO2 spheres with a surface modified by CH 

chains with NH2 end groups were used. 

AFM images were studied to the characterize the morphology of the absorbed ds-DNA as a 

wet and dry layer on mica surface. AFM images were obtained by Digital Instruments

Nanoscope IIIa. The measurements were performed at ambient condition in tapping mode to 

increase sensitive and resolution and to decrease the contact force between sample surface and 

AFM tips during surface topography measurements. The scanning was taken by a 100 m G-

scanner using an etched silicon tip with a nominal radius of curvature 10 nm [16].

Figure 4.  a- Scheme of measurements

of current and voltage in Au strip-

DNA-Au strip structure;

b- Configuration and sizes of Au 

strips.

                                  a)                                b) 

Conductivity measurements were taken for the absorbed ds-DNA layer between and on 

two golden strips on the insulator as shown in Fig. 4. For the wet-absorbed ds-DNA layer the 

measurements were carried out after 10 min. of layer preparation, and for the dry layer – after 

24 h drying in the air in dark at room temperature. A typical value of the current through the 

layer was nanoamperes.

The current through the Au-DNA-Au structure as a function of applied voltage during 

30 s was measured before and during UV irradiation. The dependence of current through the 

structure under fixed voltage 1 V (conductivity under fixed voltage) on the time for the 

periodical switched UV irradiation was investigated. Measurements were carried out on 

automatic complex equipment in our Lab [3]. 

3. Results and discussions 

3.1. Recognition of UV induced changes in ds(ss)-DNA absorption and photoluminescence 
spectra

For the comparison of UV irradiation influence on different types of DNA sequences the 

experiments used ds(ss)-DNA molecules in water solutions (Figs 5,7). 

3.1.1 Absorption spectra of different concentration of ds-DNA molecules in water solution. 
Influence of UV irradiation on ds-DNA molecule absorption
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Two absorption bands with maxima at 208, 204, 196 and only at 256 nm based on -
*

transition of nucleotide bases (Fig. 3a) are observed for different concentrations of ds-DNA 

molecules in water solutions. Volume ratios were ds-DNA:H2O 1:1, 1:40, 1:50, 

correspondingly. A weak shift of the absorption maximum was seen at 208 nm (8 nm) with the 

ds-DNA molecules and decreasing concentration in water. This was caused by ds-DNA 

hydration in water [3]. The absorption intensity at these maxima and at others wavelengths 

(190-300 nm) was reduced with the decreased concentration of ds-DNA molecules in water. 

Absorption spectrum of ds-DNA molecules in tris-HCl buffer (the volume ratios 1:10) 

in Fig. 5a has two wide absorption bands with maxima at 218 and 252 nm. Then this 

experiment confirms the influence of ds-DNA environment in solution on absorption spectrum,

especially at band with maximum 218 nm that is sensitive to ds-DNA molecules hydration in 

water.

To minimize the ds-DNA molecules hydration in water we chose a tris-HCl buffer: the 

intensities of both maxima are comparable and the wavelength distance between them is 34 nm

in comparison with water solutions 48, 52, 54 nm (1:1, 1:40, 1:50). To search for UV-induced 

changes in ds-DNA in water  we  selected ds-DNA molecules in tris-HCl buffer solution.

The influence of UV irradiation on ds-DNA absorption spectra from Fig. 5a, curves a-f 

revealed that the shapes of absorption curves b-e at range 235-280 nm changed. The absorption 

band had a maximum at 252 nm and the absorption intensity of left shoulder at  < 252 nm

reduced more essentially than for the right shoulder. The position of absorption maxima shifts 

from 252 to 256 nm). Changes of band shape with absorption maximum at 218 nm were 

caused by changes in absorption intensity of right shoulder. The saturation of changes in the 

absorption spectra – curve e and f are identical. This result is illustrated by dependence of ds-

DNA absorption intensity (for wavelengths 252 nm) on UV-radiation time (Fig. 6 curve a).
The absorption intensity doesn’t change after 60, 80 min.
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Figure 5. Absorption spectra of ds-DNA molecules in 

water solution before (a) and after UV irradiation: b, c, 

d, e, f during 15, 30, 45, 60, 90 min correspondingly

Figure 6.  Absorption intensity of:

a – ds-DNA molecules at 252 nm;

b – ss-DNA molecules at 256 nm versus UV

irradiation time.

Comparison of observed UV-induced shifts and intensity of ds- DNA absorption 

maxima with positions and intensity of nucleotide bases absorption maxima is shown in Fig. 

3b. The changes of absorption intensity in the range of 235 <  < 252 nm corresponds to 

absorption on thymine base. Decreasing thymine’s contribution to ds-DNA absorption 

spectrum with a long-wave shift (maximum at 252 nm nearest to the maximum) corresponded 
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to the adenine base. We assume that these shifts and decreasing of absorption intensity was 

caused by reducing nucleotide bases (T and C) number in ds-DNA sequences with the 

formation of cyclobutane-pyrimidine dimers and/or (4-6) adduct formation. Absorption 

intensity doesn’t change after 60, 90 min (Fig. 6). We assume that this represent the time of 

UV- induced reactions . 

On the other hand, the band in short wavelengths (  < 235 nm) with a maximum at 218 

nm is not sensitive to UV irradiation. We assume that this confirms that UV irradiation 

influences only the nucleotide bases. 

We compared the absorption (Fig. 5a) and photoluminescence spectra (Fig. 9) of ds-

DNA molecules in tris-HCl buffer solution before and after UV irradiation of 60 min (200-400 

nm) and 60 min (337 nm), respectively. We observed that the absorption and 

photoluminescence spectra are well separated (Fig.10). The positions of the sub-bands in 

absorption spectra are at 253 (4.9), 265 (4.7), 274 (4.5), 285 nm (4.3 eV) and 251 (4.9), 269 

(4.6), 274 nm (4.5 eV) in Fig. 7 a b, correspondingly. Comparison of spectra before and after 

UV irradiation revealed: a main electronic transition at 253 nm (4.9 eV) that determines the 

maximum absorption of DNA molecules before irradiation remains, but the value of absorption 

decreases over 1.5 a.u.. The transition at 265 nm (4.7 eV) shifts to 269 nm (4.6 eV), and the 

transition at 274 nm (4.5 eV) doesn’t change.  The transition at 285 nm (4.3 eV) did not appear 

after irradiation. The transition shift at 265 nm (4.7 eV) to 269 nm (4.6 eV) is caused by the 

thymine bases (Fig. 2b) that took part in photochemical reaction (Fig. 1, 2). The absence of 

transition at 285 nm (4.3 eV) after irradiation also confirms our results. 

Photochemical reactions in the nucleotide base pairs with the formation of dimers and/or 

(4-6) adducts led to the change of electronic levels of the DNA molecule. This was revealed in 

absorption spectra (Fig. 5):

- absorption maximum at 265 nm (4.7 eV) shifts to 269 nm (4.6 eV) – this caused by additional 

absorption on formed dimers; 

- maximum at 285 nm (4.3 eV) is absent – absorption on cytosine base becomes minimal: we 

assume that cytosine was used in dimer formation. 

3.1.2. Absorption spectra of ss-DNA molecules in water solution. Influence of UV irradiation 
on ss-DNA molecule absorption 

In ss-DNA absorption spectra two bands are seen with maxima are at 200 and 256 nm (Fig. 7). 

Differences between these absorption spectra and ds-DNA molecules spectra (Fig. 5) appear in 

another shape of the band with maxima over 252, 256 nm: the shoulder with maxima at 269 

nm. This corresponds to the absorption of guanine, thymine bases, which number more then 

adenine, cytosine base number in ss-DNA (Fig. 3), is good seen. 

The intensity of absorption spectra of the band with maximum at 256 nm decreases with 

the time of UV irradiation, but the shape of curves doesn’t change.  However, the weak long 

wave shift of left shoulder at  < 256 nm is observed. Differences between these absorption  
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Figure 7. Absorption spectra of ss-DNA molecules in 

water solution in the range 190-300 nm before and

during UV irradiation

Figure 8. Absorption spectra of ss-DNA molecules in 

water solution in the range 190-300 nm before and

during UV irradiation

spectra and ds-DNA molecules spectra, and also their UV-induced behaviour could be 

explained by another nucleotide bases set in ss-DNA. In this nucleotide bases set, for each ss-

DNA molecule we have only 2 pairs of adjacent T and C that can form cyclobutane-pyrimidine

dimer and/or (4-6) adducts (Fig. 1,2). Thus the shift of absorption maxima isn’t observed and 

the shape of absorption band doesn’t change sufficiently as and for ds-DNA.

The dependence of ds-DNA absorption intensity (for wavelengths 252 nm) on UV 

radiation time is represented in Fig. 6b. Almost all changes in absorption take place during first 

30 min of UV radiation. In comparison with ds-DNA, this could be caused by smaller number

of adjacent T and C in ss-DNA bases sequence. 

The band in short wavelengths (  < 235 nm) with maximum at 220 nm is not sensitive 

to UV irradiation as for ds-DNA. Our results prove that UV effect in DNA becomes apparent 

in excitation of nucleoside bases (absorption maxima is 235-280 nm), and photochemical

reaction in DNA chains. The sensitivity of optical recognition of UV-induced DNA damage

depends on nucleotide bases set in DNA molecules.

3.1.3. Photoluminescence of ds-DNA molecule 

Photoluminescence and absorption spectra of ds-DNA molecules in tris-HCl buffer solution, 

before and after UV irradiation at 60 min (337 nm) and 60 min (200-400 nm), respectively, 

(Fig. 9, Fig.10 a, b) revealed the following:
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Figure 9. Photoluminescence spectra of ds-DNA

polymerized molecules in tris-HCl buffer, recording 

with excitation = 337 nm (curve 1) without UV 

irradiation, and after UV irradiation at = 337 nm

during 60 min (curve 2), and for next measurements

(curves 3,4) with excitation = 365 nm before (curve 

3) and after UV irradiation at  = 365 nm during 60 

min (curve 4).

A. Veligura et al. / UV-Induced DS(SS)-DNA Damage: Optical and Electrical Recognition116



These ds-DNA molecules emit light across the visible range spectrum which is broad. PL 

spectra ranges from 400 (3.10) to 600 nm (2.06 eV) (Fig. 9). The PL spectral ranges with these 

wavelengths were obtained for ds-DNA polymerized molecules in network layer absorbed on a 

nanostructured Si surface [5] with the intensive PL peak at 2.8 – 2.9 eV.

As seen from Fig. 1, UV induced changes in PL spectra are:

- decrease of the intensity of emission at 400-600 nm range (less decreasing of one is at 520 

– 600 nm range); 

- weak increase of intensity of emission at 450-500 nm range after beginning UV irradiation 

 = 337 nm during 60 min and next recording of these spectra;

- narrowing of PL bands after UV irradiation because of moving the left edges of spectra to 

longer wavelengths range; 

- the change of PL spectra shape at 400-520 nm range with more observable maxima

appearance (Fig. 10). 

-

Figure 10.  Photoluminescence and absorption spectra 

of ds-DNA molecules in tris-HCl buffer;

a – before;

b– after UV irradiation at 60 min (  = 337 nm) and 60 

min (200-400 nm), respectively. The PL was measured

under impulse N+ laser excitation (  = 337 nm) at T= 

273 K. 
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The UV-induced changes in PL spectra the decomposition of the photoluminescence

and absorption spectra, before and after UV irradiation are shown in Fig. 10. The summation

curve contains overlays on the experimentally measured spectra. Residuals are scarcely 

evident.

These ds-DNA polymerized molecules have the absorption and emission spectra well 

separated (Fig. 9). The absorption of emitted light is now week (these spectra are similar to the 

semiconductors polymer [17]). They have strong absorption coefficients (Fig. 3).  Intensive 

emission is now possible through participation of electronic states corresponding to molecular

orbital systems in the nucleotide base pairs [3], and sides of the ladder having a periodic 

structure with alternating sugar and phosphate groups [4]. Note that a part of electron levels 

that determine PL spectrum can correspond the formation of DNA molecular networks (Fig. 

11).

From the summarized emission sub-bands for PL spectra (Fig. 10 a,b) we detected UV 

induced shifts of maxima positions in sub-bands (440  442, 454 456, 467 470 nm)

forming with maxima at 437 and 452 nm (Fig. 10), and stimulating the shift of maximum at 

437  452 nm. In Fig. 10 it’s marked as damage. The destruction of sub-band with maximum

at 466 nm (2.66 eV) after UV irradiation (Fig. 9, curves 3,4) was also seen. 

The quantitative estimation of UV-induced changes of electronic state density can be 

determined from the conductivity of ds-DNA polymerized molecules in the network layer. 
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3.2. Recognition of UV induced damage and repair in dry and wet ds-DNA polymerized 
molecules in network layers from conductivity measurements.

3.2.1. Morphology of absorbed ds-DNA polymer on mica surface 

Fig. 11a, b, shows the AFM images of adsorbed ds-DNA polymerized molecules in wet and 

dry DNA layers on a mica surface have different morphology.

The evaporation of water molecules from absorbed wet ds- DNA molecules (Fig. 11a) 

leads to the formation of cell-network (with average diameters from 0.4 to 1 μm).  the 

molecules interweave with each other (Image of relief in Fig. 11). Inside the cell-network the 

separated ds-DNA molecules are rolled up into balls (with height from 0.5nm to 6 nm; and 

from 20 to 50 nm wide). 

Figure 11.  a - AFM image of absorbed wet

ds-DNA on mica surface. On a scale 4×4 μm.

b - AFM image of absorbed mixture of dry ds-

DNA and modified silicon on mica surface. On 

a scale 1×1 μm

a)    b)

To change the wet DNA conformation into a dry conformation, the modified SiO2

nanoparticles were mixed with ds-DNA water solution (Fig. 11b). The absorption of water by 

the nanoparticles was confirmed from IR transmission spectra of the mixture. This leads to the 

self organization of regular networks (with cells diameters from 0.15 to 0.5 μm) around of 

bioactive silica nanoparticles.

The size of cells formed by DNA networks was controlled through quantity and size of 

silica nanoparticles without special attachment of the ds-DNA and silica nanoparticles to the 

mica surface. Thus DNA conformation determines the morphology of the sample. Both these 

factors can influence on measured conductivity. 

3.2.3. Changes of dry and wet ds-DNA conductivity under periodical UV irradiation 

I-V characteristics of Au- DNA-Au structures are nonlinear or near to linear if ds-DNA 

molecular network layers are wet or dry [3,5]. These characteristics are also nonlinear and 

asymmetrical for the structures with ds-DNA molecular network dried by silica spheres [15]. 

It’s important to note that IV characteristics with values current higher 1 nA and lower 10
-2

 nA 

in Au strip-DNA-Au strip structure (Fig. 4) are typical for ds-DNA molecular network cells 

formed by ds-DNA in wisps, and by separated ds-DNA molecules, respectively (Fig. 11).

The current through the structure Au-DNA-Au (Fig. 4) under fixed voltage 1V 

(conductivity) versus of the time for the periodical switched UV irradiation is represented in 

Fig. 12 a, b. Results are different for wet and dry ds-DNA molecular network layers. For the 

structures with ds-DNA molecular network added dried by silica spheres including the value of 
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current was small (10
-2

 nA) and the similar dependence to curve in Fig. 12b were observed 

under bigger voltages. We do not discuss this here. 
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Figure 12.  Typical time dependence of conductivity through the structures Au- DNA-Au under periodical

UV radiation for ds-DNA molecular network layers: a – wet and b – dry.

For Au– wet DNA-Au structure with conductivity decreasing during  time (Fig. 12a) 

the influence of periodical UV irradiation is weak. After UV was switched on for 10 min,

decreasing conductivity was observed. When the UV was switched off,  the conductivity value 

weak enhances, but the effect of applied voltage is bigger then UV irradiation influence. This 

leads to the main decrease of conductivity that was determined by electrolytic current from the 

buffer solution [7,13]. A small opposite UV-induced effect is observed in a few seconds just 

after each switching on or off UV irradiation. Therefore, interpretation of conductivity 

behaviour of Au– wet DNA-Au structure as probe for UV induced DNA damage is difficult. 

The same experiment for dry ds-DNA molecular networks was carried out (Fig. 12b). 

In this case the electrolytic current component from buffer solution is minimized in the 

structure Au– dry DNA-Au. The UV radiation influence on conductivity could be easily 

observed. After 10 min of UV irradiation the conductivity decreases on 11.4-15 nS. The values 

of conductivity changes  of Au- dry DNA-Au structure for different UV irradiation times

are: 1
st
 time – 15.20; 2

nd
 time – 11.42; 3

rd
 time – 12 nS. This is explained by the photochemical

reactions that take place with nucleotide bases. The electronic structure of ds-DNA molecule

changes were confirmed by results from the optical absorption and PL. The -overlapping

decreases was confirmed from observed conductivity changes.

After UV irradiation time of  6 min the saturation effect of conductivity changes is 

observed. In conditions of chosen UV induced DNA damage the value of conductivity change 

characterizes the number of nucleotide bases in DNA helix that transformed.

When UV irradiation is switched off the conductivity rises, but doesn’t approach to its 

initial value before irradiation. The reversibility of UV induced conductivity changes in our 

opinion is caused by the reversibility of photochemical reactions in ds-DNA helix under 

applied voltage. No full reconstruction to conductivity after first UV irradiation time indicates 

that some photochemical reactions can lead to mutagenic changes in ds-DNA helix. The 

process of damage/repair is shown in the time dependence of conductivity in Fig. 12b.
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4. Conclusion

This study shows that UV-induced changes in ds(ss)-DNA molecules in buffer solutions and 

dry layers are photochemical reactions that form cyclobutane-pyrimidine dimers and (4-6) 

adducts, and are repaired in an applied electrical field. Optical spectroscopy and measurements 

of conductivity time dependence together can be used as a sensitive method for the detecting 

early changes in ds-DNA structure in buffer solutions, and in dry layers exposed to damaging 

UV.
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Abstract. UV radiation damage DNA and can trigger Apoptosis in animal cells. Using A.
thaliana we have shown that UV radiation can induce apoptotic-like changes at the 
cellular level and that an UV experimental system was relevant to the study of 
Programmed Cell Death (PCD) in plants. UV induction of PCD requires light and a 
protease cleaving the caspase substrate Asp-Glu-Val-Asp (DEVDase activity) is induced 
within 30 minutes and peaks at one hour. This DEVDase appears related to animal 
caspases at the biochemical level, being insensitive to broad-range cysteine protease 
inhibitors. In addition, caspase1, caspase-3 inhibitors and the pancaspase inhibitor p35 
were able to suppress DNA fragmentation and cell death. These results suggest that UV 
radiation induce a PCD in plants that is apoptotic-like. This pathway appears however to 
have differences when compare to the animal pathway. In particular, there is no 
convincing evidence that plant cell activates PCD in response to DNA damage. 

Introduction 

It is now clear that plants, animals and several branches of unicellular eukaryotes are using 
Programmed Cell Death (PCD) for defence or development mechanisms [1]. This argues for a 
common ancestral apoptotic system in eukaryotes. Despite this, plants seem to have evolved 
their own pathways to cope with plant specific features. Some cellular aspects are conserved 
in animals and plants such as DNA laddering, protoplast shrinkage, chromatin condensation, 
and others are not such as apoptotic bodies. Light dependency is another example of some 
forms of plant PCD. How light is required for activating cell death or for its execution is not 
yet clear. At the molecular level, very few conserved sequences have been identified [2].   

1. Programmed cell death in plants 

A very important goal is to determine which molecular components may be used in the 
execution of PCD in plants, which have been conserved during evolution and which are plant 
specific. PCD is involved in some plant pathogen interactions [3] and in normal 
developmental processes during the plant life cycle. For example, it plays a role in the 
germination of seeds, the differentiation of the tracheary elements, reproduction, flower 
senescence [4], and senescence [5]. Apart from the aspect of understanding eukaryotic 
evolution, studying PCD in plants has biotechnology applications: e.g. in the development of 
novel durable pathogen resistance in plants to reduce pesticide usage, for the increased 
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production of high added value compounds in plant cell cultures, in extended shelf-life of 
fresh products and in improving both food processing procedures and the quality of food and 
feed products. 

2. Caspase-like activities in plants mediate PCD 

Table1 shows up to six caspase-like activities have been detected in plants. In animals, 
caspases are specifically activated during PCD. In particular, caspases initiate cell death by 
degrading several proteins essential for cell integrity (e.g. poly (ADP-ribose) polymerase 
(PARP), lamins, gelsolin). Caspase activities can be measured using fluorogenic peptide 
substrates and can be blocked by the same peptide substrates coupled to an aldehyde. 
Caspase-like activities have been detected and measured in plant PCD induced during the 
Hypersensitive Response (HR) [6] or after a heat shock of suspension cells [7]. In support for 
a role of these caspase-like activities in plant PCD, experiments in tobacco showed that 
during PCD induced by menadione in protoplasts, caspase inhibitors could block the 
induction of a DNA ladder and of PARP cleavage [8]. Caspase inhibitors (Ac-DEVD-CHO or 
Ac-YVAD-CHO) have also been shown to block PCD after pathogen induction [6]. Thomas 
and Franklin-Tong ([9] showed that a caspase3-like (DEVDase) is required for PCD triggered 
by self-incompatibility in Papaver pollen. Expression of P35, a pancaspase inhibitor, has been 
reported to reduce the onset of apoptosis in embryonic callus in maize [10]. This protein 
specifically inhibits caspases in insects, nematodes and humans by blocking their active site 
[11, 12].

Table 1. Caspase-like activities detected in plants 

Activity Species Reference 

Tobacco del Pozo and Lam, (1998) 
Barley Korthout et al., (2000) 
Arabidopsis thaliana Danon et al., (2004) 
Picea glauca He and Kermode, (2003) 

Caspase-1-
like
YVADase

Tobacco (BY2)  Mlejnek and Procházka, (2002) 

Barley Korthout et al., (2000) 
Arabidopsis thaliana Danon et al., (2004) 
Picea glauca He and Kermode, (2003) 

Tobacco (BY2)  Mlejnek and Procházka, (2002) 
Avena sativa Coffeen and Wolpert, (2004) 
Tobacco (BY2)  Tian et al., (2000) 
Norway spruce Bozhkov et al., (2004), Suarez et al., 

(2004) 

Caspase-3-
like
DEVDase 

Papaver  Thomas and Franklin-Tong, (2004) 

Arabidopsis thaliana Rotari and Gallois, (2005) Caspase-6-
like
VEIDase

Norway spruce  Bozhkov et al., (2004) 

Arabidopsis thaliana Rotari and Gallois, unpublished Caspase-8-
like
(saspase) 
IETDase 

Avena sativa Coffeen and Wolpert, (2004) 

Saspase
VKMDase  

Avena sativa Coffeen and Wolpert ,(2004) 

TATDase  Tobacco Xanthi,  Chichkova et al., (2004)  

R. He et al. / Caspase-Like Activities and Programmed Cell Death Induced by UV in Arabidopsis 123



More recently, it was shown that transgenic tomato plants bearing the p35 gene were 
protected against AAL-toxin-induced death and pathogen infection, confirming that p35 can 
suppress PCD in plants [13]. We have shown that both synthetic caspase inhibitors and p35 
block PCD induced by UV radiation in A. thaliana [14]. These results provide convincing 
arguments to suggest that caspase-like activities in plants mediate cellular changes that are 
observed after induction of PCD. In addition, the inhibitory effect of various inhibitors 
suggests that there are several different activities/proteases required for the PCD process.

3. Metacaspases do not have DEVDase activity 

Sequencing of the Arabidopsis genome is now complete, and has revealed that four hundred 
and eighty eight proteases are encoded [15]. However, none of these are obvious caspase 
homologues.    It has been proposed that plant metacaspases are homologous and functionally 
equivalent to animal caspases [16].  

Metacaspases are a family of nine genes in Arabidopsis, [17].  Like caspases, the 
metacaspases are cysteine proteases that contain a cysteine/histidine catalytic diad.  In 
addition, caspases contain two conserved regions, which form the p20 and p10 subunits.  
These regions can be cleaved either by another caspase or by autoprocessing, and then form 
the active caspase heterotetramer with a second caspase dimer.  Similar p20 and p10-like 
regions have been identified in metacaspases. 

The metacaspases can be classified into two groups.  Type I metacaspases (Atmc1-3) 
possess a proline rich pro-domain with a zinc finger motif, and have short linker sequence 
between p20 and p10-like subunits.  Type II metacaspases (Atmc4-9) do not have a pro-
domain, and have a much longer linker sequence.  Initial studies by Madeo et al. ([18] and 
Suarez et al. ([19] suggested that metacaspases had a caspase 6-like activity (VEIDase). 
However, the evidence presented was indirect and metacaspases could in fact activate the 
VEIDase without having this activity themselves.  

Expression of metacaspases as recombinant proteins in E.coli have demonstrated that 
metacaspase 9 requires cysteine-dependent autocatalytic processing for activation, however 
unlike caspases which show specificity towards aspartate at the P1 cleavage site on a target, 
metacaspases 1, 4, 5 and 9 showed arginine/lysine specificity [17, 20].  

In our work using antibodies against AtMTC4, 6 and 8, western analysis of caspase-
like purified fractions showed no cross reaction, suggesting that these metacaspases were 
absent from the fractions studied [21]. In addition, the detected size using biotinylated 
substrates does not match the predicted size of the metacaspase full size protein or sub-units, 
although post-translational modifications might account for that.  These evidences suggest 
that the metacaspases are not responsible for the caspase-like activity in plants, although not 
all have been studied. In conclusion, cloning metacaspases is not an alternative to caspase-like 
activity purification.

4. Known proteases with caspase-like activity
There are three proteases identified in plants so far that display a bona-fide caspase-like 
activity. [22] have purified and characterised 2 serine proteases associated with PCD in Avena
sativa that exhibit a caspase 6-like activity (VKMDase). The Hara-Nishimura lab has shown 
that the protease VPE-  has a caspase-1 activity (YVADase) [23, 24]. No isolated protease 
has so far shown a clear DEVDase activity. 
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5. UV overexposure induces apoptotic-like changes in Arabidopsis

We have shown that a UV-C stress induces apoptotic-like changes in Arabidopsis seedlings 
and protoplasts. These include detection of a DNA ladder, changes in nucleus morphology 
(crescent shape) and nucleus fragmentation. In protoplasts, DNA fragmentation was detected 
using the TUNEL reaction and correlated with the onset of cell death measured using a vital 
dye [14]. UV-C radiation has often been used to study various physiologically relevant 
responses to DNA damage, and in particular, it has been shown to induce apoptosis in animal 
cells [25]. UV radiation can damage many aspects of plant processes at the physiological and 
DNA level [26] and our study showed that this cellular damage can trigger a PCD in response 
[27].

We have recently published [14] that UV induction of PCD requires light. Light is 
also required for the induction of cell death in a number of lesion mimic mutants in 
Arabidopsis lsd1 [28] acd11 [29],or in maize, lls1 [30] Light is also required for PCD induced 
by the mycotoxin fumonisin B1 [31]. We published as well that the pancaspase inhibitor p35 
was able to suppress DNA fragmentation and cell death measured using Evans blue. To go 
into more details, we showed that a caspase-1 inhibitor (YVAD) and a caspase-3 inhibitor 
(DEVD) could suppress PCD. These results suggested that a protease cleaving the substrate 
Tyr-Val-Ala-Asp (YVADase activity) and a protease cleaving the substrate Asp-Glu-Val-Asp 
(DEVDase activity) are possibly mediating DNA fragmentation during plant PCD induced by 
UV overexposure.

These findings confirm that UV-induced cell death is a form of PCD [14].  
The caspase activities detected could have been due to a non-specific cleavage of caspase 
substrates by cysteine-proteases such as papain or legumain. Cysteine proteases of the papain 
family are associated with PCD induced using H202 in soybean cells [32] and are also 
induced in tracheary element differentiation in Zinnia elegans [33]. Legumain, another family 
of cysteine proteases, are expressed in senescent tissue of A. thaliana [34]. In addition, 
legumain can cleave the caspase-1 substrate Ac-YVAD-AMC [35]. Results from the Hara-
Nishimura lab suggest that the YVDase could be a VPE (Vacuolar Processing Enzyme of the 
legumain family) [23]. In our experimental system, we have evidence that the DEVDase 
activity detected is not due to unspecific substrate cleavage by legumain or papain because the 
latter activities are down regulated after UV treatment and by contrast, the DEVDase is up 
regulated. Moreover, E64 inhibits the papain activity but not the DEVDase detected. 
Legumain or papain can also be separated from DEVDase using purification steps. Finally, 
leupeptin, pepstatin and E64 do not inhibit animal caspase and do not inhibit the DEVDase 
activity in our assay. The DEVDase therefore behaves biochemically as an animal caspase 
(Rotari and Gallois unpublished).

Although we observed a correlation between caspase-1 or caspase-3 activities and 
DNA fragmentation in Arabidopsis, the process involved may not mirror what happens during 
animal apoptosis but correspond to some alternative pathway to be discovered. 

6. Characterisation of caspase-like activities 

The data above were a good starting point for caspase-like activity purification in plants. 
There are three main activities that we can now detect: VEIDase/IETDase, YVADase and 
DEVDase. We characterised these activities in various assay buffers, for their pH optimum 
stability in increasing salt concentration and inhibition using various inhibitors. Several 
chromatographic techniques in various combinations were tested for binding of caspase-like 
activities. We have now designed protocols to purify these activities that we can separate 
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using different chromatographic media. The purifications were followed in the fractions by 
activity assays as well as by western analysis using affinity labelling with biotinylated caspase 
inhibitors. ECL detection showed there are 3 to 4 band that interacted with biotin-VAD-fmk 
and biotin-DEVD-fmk. The most advance purification is the one for the DEVDase. 
Remarkably, there is an increase in specific DEVDase activity after two purification steps. 
This could be due either to its activation during purification, as in the case of caspase-1 [36], 
or to the removal of an endogenous inhibitor during purification.

7. A metacaspase type II correlates with PCD induced by UV 

Using RT-PCR and gene specific primers, we analysed the transcription of the 9 metacaspases 
(AtMTC1 to 9) that are present in the Arabidopsis genome. The most striking result was that 
one transcript level was increased 120 fold after induction of PCD using UV-C. We carried 
out yeast complementation experiments that showed that Arabidopsis Type II metacaspases 
could complement a yeast metacaspase (YCA1) KO and restore PCD upon addition of H2O2. 
This shows a conservation of metacaspase function between yeast and plants. Our current 
hypothesis is that metacaspases are part of a network comprising proteases with canonical 
caspase activities. 

8. Conclusion 

DNA damage induced by UV can trigger apoptosis in animal cells. The DNA damage caused 
by UV radiation is detected by specific proteins and depending of the outcome of repair the 
cell make the decision either to resume division or to trigger self-destruction via an apoptotic 
pathway. P53 is an extensively characterised protein that is a key to the decision to live or die. 
P53 can trigger death by modifying the balance of two mammalian apoptosis regulators: Bcl2 
and Bax [37]. Using A. thaliana, we have shown that UV radiation can induce apoptotic-like 
changes at the cellular level and that an UV experimental system was relevant to the study of 
Programmed Cell Death (PCD) in plants.  

The sequence of the genome of Arabidopsis reveals however that P53, Bcl2 and Bax 
are absent, suggesting that those genes are metazoan ‘inventions’. A convergent point 
between UV-induced cell death in animal and plants is that in plants a protease cleaving the 
caspase substrate Asp-Glu-Val-Asp (DEVDase activity) is induced within 30 minutes and 
peaks at one hour. This DEVDase appears related to animal caspases at the biochemical level, 
being insensitive to broad-range cysteine protease inhibitors. In addition, caspase1, caspase-3 
inhibitors and the pancaspase inhibitor p35 were able to suppress DNA fragmentation and cell 
death. These results suggest that UV radiation induce a PCD in plants that is apoptotic-like. 
This pathway appears however to have differences when compare to the animal pathway. In 
particular, UV induction of PCD requires light. We can measure that UV induces DNA 
damage in our experimental system. However so far the DNA repair mutants tested did not 
show evidence that a DNA damage pathway is implicated. 
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Abstract. Plant secondary metabolites are involved in versatile functions on 

different levels in the plant organism. One of the roles is scavenging of free radicals 

and the protection against excess oxidation caused by UV irradiation, chemical 

oxidants or pathogen attack or other kinds of stress. Involved are phenolic 

compounds from different classes such as numerous phenol carboxylic acids, 

hydroxylated flavonoids such as flavones, flavonols, anthocyanins, procyanidins and 

isoflavonoids. Many of these substances have been isolated from plant species 

possessing valuable and intensively studied medicinal properties.

For assessment of the free radical scavenging and antioxidant capacity of 

phenolic complexes in plants the chemical in vitro (cell free) tests can be used for 

their relative simplicity and sometimes reasonable cost. Here, we will report the 

application of several antioxidant and anti-free radical spectrophotometric assays for 

testing the antioxidant abilities of some rarely studied plant species containing 

different classes of polyphenols. In addition, the antimutagenic bacterial assays were 

used to examine the in vivo genoprotective activity of these compounds against 

chemical mutagens. Among the investigated compounds there are lipophilic 

flavones from Scutellaria baicalensis and Iridaceae-type isoflavonoids from 

Belamcanda chinensis. Phenolic acids, procyanidins and flavonols containing 

Lamiaceae species such as Leonurus cardiaca, Lamium sp., Stachys betonica,

Marrubium vulgaris, Galeopsis tetrahit have been also studied to comprise wider 

spectrum of different types of polyphenols. The antimutagenic activity of the 

extracted phenol complexes and isolated compounds correlates with free radical 

scavenging. In the Ames bacterial assays the direct mutagenesis by chemical 

mutagens can be distinguished from the mutagenesis induced by activation of pro-

mutagen with cytochrome P-450 enzymatic microsomal fractions. Free radical 

scavenging by the low molecular weight compounds can play an important role as 

the last line of defense against oxidative damage of the cells for they are more stable 

than enzymatic antioxidant apparatus and can be easily accumulated in stress 

conditions (e.g. deposited in the cell wall or the vacuole). Superoxide scavenging 

can protect the cells against the production of deleterious peroxynitrite upon reaction 

of the relatively harmless superoxide with an important signaling molecule - nitric 

oxide. The in planta function of the antioxidant and antigenotoxic compounds 

should be further explored in order to obtain the complete insight into their role in 

protecting the plant cell.

1. Plant Phenolic Compounds 

Plants make and accumulate a variety of phenolic secondary metabolites. Phenolics can be 

generally described as the compounds consisting at least one aromatic C-6 ring substituted 

with one or more hydroxyl moieties. Although the phenolic structure is widespread among 

the compounds from various chemical groups and metabolic pathways, such as amino acids 

or isoprenoids, plant phenolics (or polyphenols) are typically referred to as the compounds 
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that can be derived from cinnamic or benzoic acid (which themselves are of course not 

included in this group).

Plant phenolics include an immense variety of chemical structures that can be 

customarily divided into several main groups , p.p. free phenols, phenolic acids (phenol 

carboxylic acids), coumarins, phenol alcohols, aldehydes, flavonoids, stilbenes, xanthones, 

tannins, lignans and lignin. Other metabolites can also contain phenolic groups and these 

include sterols, quinones (in hydroquinone form), cannabinoids, alkaloids. Most phenolic 

compounds can be glycosylated with a variety of sugars and their derivatives. Each of the 

mentioned groups can be closely interrelated in the complex metabolic networks sharing 

common intermediates and biosynthetic enzymes as well as similar functions in the plant. 

The knowledge of the function of different groups of phenolics in general as well as of 

particular compounds has been intensively accumulating for decades but is still not 

complete. Below we list the proven or putative functions of different types of phenolic 

compounds in plants , p.p.  

1.1. Pigmentation 

Colors of different organs can be brought about by polyphenols belonging to flavonoids 

(anthocyanins, aurones, flavones, chalcones) or xanthones. These compounds give a variety 

of colors to flowers for attracting pollinators. The colors by anthocyanins can range from 

pink or red through mauve to dark purple and blue. The blue colored flowers usually 

contain complexes of anthocyanins, flavones and metal ions [1]. The ultraviolet absorbing 

colorless flavonoids are also found in white flowers where they serve as guides for 

pollinating Hymenoptera [2]. Many reddish or purple fruits are also pigmented by 

anthocyanins. That is also thought to attract animals that help to disseminate the 

propagules.

1.2. Interspecific communication.

The symbiotic non-plant organisms use flavonoid signals for recognition of the host-plant 

as for instance in rhizobia infection in legumes. Here, the Nod factor in different rhizobia 

strains can be activated by isoflavonoids or the flavone luteolin [3]. In ectomycorrhiza, the 

mycobiont is attracted by the rhizospheric exudates containing rutin [4]. Allelopathy is 

another example of the interaction in which the phenolic compounds are involved. Phenolic 

acids inhibit germination, root development and mineral uptake [5] and epicatechin 

released by the roots of Centaurea maculosa inhibits growth and germination of other 

species [6]. In allelopathy, the complex mixtures of phenolic and non-phenolic compounds 

such as abscisic acid or other isoprenoids are likely to act synergistically, because usually 

the inhibitory concentration of each compound, especially phenolic, is less likely to be 

available in nature [7, 8]. 

1.3. Defense and resistance 

Phenolics can play a role in both plant immune response signaling and as direct anti-

pathogen chemicals. The benzoic acid derivative – salicylic acid (SA) is a recognized 

signaling molecule in stress responses including pathogen attack [9, 10]. Phytoalexins are 

antipathogen molecules produced in plants either constitutively or in response to the 

infection. Upon treatment with a biotic elicitor, the phenolic biosynthesis is intensively 

upregulated and their composition is frequently modified [11]. The typical anti-microbial 

compounds are isoflavonoids, especially pterocarpans, a stilbene – resveratrol, but also a 

number or other polyphenols, described abundantly in the phytopharmacological literature 
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[1, 12, 13]. Antifeedant properties towards herbivore insects and mammals are attributed to 

tannins and flavonol glycosides [1]. 

1.4. Structural 

Lignins which are polymerized phenols derived from such compounds as coniferyl or 

sinapyl alcohols reinforce the cell walls in woody plants. Phenolic acids bound to the cell 

walls are also involved in regulation of developmental processes such as embryo 

maturation [14]. The ability of phenols to cross-linking the cell wall polymers contributes 

also to strengthening of the tissues and organs. The accumulation of phenols, also in 

oxidized forms, as well as their deposition in cell walls is associated with the senescence 

and cell death and has been considered a big obstacle in plant tissue culture.  

1.5. Hormonal regulation 

Flavonoids can also serve as the regulators of auxin action. Data available from 

developmental, biochemical and genetic studies suggest the role of endogenous polar auxin 

transport inhibitors performed by flavonols [15, 16]. In Arabidopsis thaliana mutants 

lacking the activity of flavonoid biosynthesis enzymes, the phenotypes suggesting the 

increased auxin transport are observed that can be reversed by feeding with appropriate 

precursors. The aforementioned flavonols can displace the synthetic auxin efflux inhibitor 

NPA (1-N-naphtylphtalmic acid) from the membrane binding sites, therefore indicating the 

mode of their action in retention of auxins in the plant cell [16]. During rhizobia nodulation 

in white clover, the flavonoids turned up to regulate the auxin breakdown by peroxidase 

and 7,4’-dihydroxyflavone inhibited, while an isoflavone formononetin accelerated 

peroxidase activity [17].

1.6. UV and excessive light – shield 

Hydroxylated aromatic compounds absorb strongly the UV radiation of different 

wavelengths depending on their structure. This ability is employed by the plants for the 

protection of inner tissues against excessive irradiation. Phenolics contained in the cuticle 

can screen the leaves from incident UV and possibly also convert some energy to visible 

light as a result of UV excited fluorescence. However, the real significance of the 

fluorescence in utilization of the excessive UV is uncertain. Similarly, the UV absorbing 

compounds associated with the epidermal cell walls contribute to the protection of internal 

tissues. The induction of secondary metabolites by UV irradiation has been reported many 

times [18-22] and for a number of species including the model plant Arabidopsis thaliana.

Arabidopsis mutants deficient in phenolic acids and flavonoids are oversensitive to UV-B. 

The deficiency in flavonols caused sensitivity to high doses of UV, whereas the mutants 

lacking both flavonols and phenolic acids were highly damaged by lower intensity 

irradiation [23]. The interspecific variation in the protection strategies with respect to UV 

absorbing phenolics has been shown in three Vaccinium species [24]. The deciduous V.

myrtillus and evergreen V. vitis-idaea differed in the absorption spectrum and in the 

reaction to UV irradiation. In the deciduous species the soluble phenolics were 

predominant, distributed more uniformly in the leaf tissues, whereas in the evergreen 

species, the phenolics were bound to the cell wall and located mainly in the epidermal 

layer. In the third species V. uliginosum, which has seasonal, but more robust foliage and 

similar to V. vitis-idaea leaf anatomy, the response was intermediate. The differential 

adaptation can reflect the complementary mechanisms in UV protection, i.e. shielding of 

the sensitive inner layers from penetration of the radiation or prevention of UV-induced 
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damage inside the cells. The latter strategy might be plausible in deciduous plant enabling 

more flexible mobilization and utilization of soluble compounds season after season. The 

UV absorbing compounds inside the living cell would be less important as irradiation 

screen, but can act efficiently against the damage of the genetic material or photosynthetic 

apparatus resulting from the overproduction of ROS. With respect to the UV protection, the 

typical for most plants, diversity of phenolic compounds can be an important for adaptation 

since every compounds can have slightly different spectrum of absorption. For example, the 

estrification of flavonoids by cinnamic acid, enhances the absorbance in the UV-B region 

(280-320nm) compared to the unsubstituted individual compounds [25]. 

1.7. Antioxidant

Free radical scavenging and antioxidant properties of plant phenols are perhaps the most 

evident and intensively studied [1, 26, 27]. Given the proven importance of dietary 

polyphenols and botanical medicines for human health, the existence enormous literature 

on that topic is obvious. However, the antioxidant properties of these compounds are at the 

same time least clear with respect to the actual function in the plant organism [28]. This 

discrepancy is even more upsetting for the plant biology, when thinking of green plants as 

of the major source of atmospheric oxygen. 

The huge amount of data has been collected from food chemistry and pharmacology 

studies on different aspects of antioxidative activity of polyphenols. In mammals, including 

humans, these compounds play an important role in the prevention of a variety of diseases, 

he etiology of which can be related to the disruption of redox and free radical homoeostasis 

in the organism. It has been confirmed by animal, clinical and epidemiological studies that 

such phenolics as resveratrol, proanthocyanidins, rosmarinic acid, and many other can 

efficiently prevent or slow the development of atherosclerosis, coronary disease or cancer 

[29, 30]. The antioxidant action of the phenolics can be exerted through various 

mechanisms. It can be direct scavenging of the ROS, such as peroxides and superoxide 

anion radical, hydroxyl or peroxyl radicals. Flavones, resveratrol and hydroxycinnamic 

acids are also known to inhibit the prooxidant or ROS generating enzymes such as 

myeloperoxidase (MPO), lipoxygenases, different hepatic P450 cytochromes or xanthine 

oxidase [26, 31, 32]. The antiimflammatory properties of many flavonoids [33], besides the 

direct ROS scavenging, is also attributed to their ability to inhibit such enzymes as iNOS 

and COX-2. Another confirmed property of some polyphenols, especially certain 

flavonoids, is the ability to chelate transition metal ions [26, 27, 34, 35]. This mechanism 

can either interfere with the reactivity of chelated ions or facilitate direct quenching the 

radicals created in a Fenton type reaction as a result of the proximity to the reaction site, or 

both [26]. Involvement of interaction of phenolics with metal ions in the inhibition of 

metal-based oxidases such as P450 is also possible. Some phenolics are oxidized by 

interaction with a oxidizing agents, therefore playing a role of “sacrificial antioxidants” [14, 

26].

The relative importance of a particular mechanism depends on the conditions of the 

reaction. Such differences have been observed in lipid peroxidation inhibition by 

polyphenols [35]. In NADPH-dependent peroxidation the inhibition was positively 

correlated with the chelation ability, contrary to the Fenton-type reaction induced 

peroxidation. In the latter case, the inhibition was ascribed to the quenching of lipid free 

radicals. The Cu
2+

 chelation also appeared to be responsible for inhibition of copper-

induced LDL peroxidation [34] 

The structure-activity relationship of antioxidant polyphenols has been reported [34, 

36-40]. The hydroxylation pattern of phenolics is of great importance for the antioxidant 

capacity, but also significant are other substitutions. The ortho-dihydroxyl configuration of 
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the aromatic rings is postulated to be essential for high antioxidant capacity in phenolic 

acids and flavonoids [39, 40]. The glycosylation usually decreases antioxidance, but due to 

the higher hydrophilicity of glycosides, their availability in aqueous environment might be 

better, whereas in lipophilic conditions the aglycones act more efficiently. Analogously, the 

methylation of –OH groups reduces their hydrogen donation ability, but can facilitate the 

interaction with lipid membranes, thereby enhancing their protective activity. The 

estrification with additional phenolic molecules increases the antioxidant power as for 

instance in catechin – gallic acid esters (gallotannins), which are among the most potent 

antioxidants, much more active than an individual flavanol or hydroxybenzoic acid 

molecule. Among phenolic acids, the cinnamic acid derivatives are stronger antioxidants 

than hydroxybenzoic acids. This is attributed to lower prooxidant impact of the carboxylate 

group onto the phenolic ring [39]. 

The physiological function of plant phenolics for antioxidant defense of plant 

themselves is less known. It is assumed from the in vitro and animal systems that the role of 

phenolics as antioxidants in plants should be at least as important as in human diet. Indirect 

indication of their function is the known fact of phenolic biosynthesis stimulation upon 

ROS generating stress [9, 10, 41] such as UV irradiation, hypoxia, xenobiotics, osmotic and 

thermal stress. The diverse functions of plant phenols can be spatially or temporally 

regulated, as exemplified by the differences in UV defenses. [24]. The experiments with 

Scutellaria baicalensis cell cultures have shown that ROS can induce the rapid changes in 

glycosides/aglycones ratio [42]. When the cells are treated with H2O3 the flavone 

glucuronide – baicalin was hydrolyzed to its aglycone – baicalein, which is a very potent 

lipophilic antioxidant. The glycosylation/hydrolysis mechanism can therefore function as 

means of maintaining the fast and sustainable delivery of antioxidant flavonoids from 

constitutive reserve when needed, simultaneously preventing uncontrolled activity. Not to 

forget is also the supposed importance of the prooxidant face of phenolics [43], that may be 

involved in cell signaling and toxicity to pathogenes or herbivores. 

Phenolic systems are likely to act in concert with other endogenous antioxidant 

mechanisms such as ROS deactivating enzymes or other antioxidants like tocopherols, 

carotenoids, thiols (GSH) and ascorbate. Recently, [28] it has been found out that oxidized 

phenolic compounds are recycled by ascorbate and enzymatic ascorbate regeneration 

system. These findings suggest the fundamental role of phenols in maintaining the redox 

homoeostasis in plants.  

2. Oxidative stress, free radicals, mutagenesis and defense

2.1. What are free radicals and ROS 

Free radical is an independently existing unit (atom or molecule) with an unpaired electron. 

Free radicals in biological systems are frequently very reactive and short lived [26, 44]. 

They are involved in many essential metabolic processes but can also have deleterious 

effects on the integrity of the cell structure and physiology. Most biologically relevant free
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Fig. 1. Examples of phenolic compounds from plants

radicals are oxygen centered and therefore are included in Reactive Oxygen Species (ROS). 

It has to borne in mind that not all ROS, like H2O2, singlet oxygen or HOCl, are free

radicals. Some important radicals are also S, N, or C – centered and some very reactive 

molecules such as nitric oxide (a free radical) or peroxynitrite (non-radical) are also termed

Reactive Nitrogen Species (RNS). 

2.2 How are the free radicals and ROS formed?

Free radical reactions involve an initiation, when the radical is created from non-radical

molecules, propagation, when a radical interacts with non-radical resulting in the 

occurrence of an unpaired electron in another molecule and the termination - a reaction 

between the radical species breaking the propagation chain. 

Free radicals are normally formed and found in the living organism as the important

components or by-products of many crucial metabolic pathways, such as electron transport 

chains in mitochondria and chloroplasts or immune responses. They can be also derived 

from external sources and as a result of stress. In aerobic conditions, molecular oxygen is a 

primary source of some ROS , p.p. singlet oxygen, superoxide anion radical (O2
•-
). Singlet
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oxygen is generated by photodynamic reactions after illumination of such compounds as 

chlorophyll, furanocoumarins or hypericin. Water molecule can also yield ROS upon 

homolytic fission caused by ionizing irradiation. In this reaction, a highly oxidizing 

hydroxyl radical is formed. However, in vivo generation of free radicals is often caused by 

enzymatic reactions or is catalyzed by transition metal ions. O2
•-
 is produced by several 

enzymes, e.g , p.p. xanthine oxidase, nitric oxide synthase, by mitochodrial electron 

transport chain and by P450 oxidases. O2
•-
 is subsequently enzymatically or spontaneously 

dismutated to H2O2, which in turn can be converted to water by peroxidases or catalases, or 

can interact with metal ions, thereby generating hydroxyl radical in Fenton-type reactions. 

UV irradiation of H2O2 can also yield OH
•
 by homolytic fission. Thus, there is a number of 

diverse sources of free radicals and ROS in vivo, that have to be considered in the 

methodology of antioxidant research. 

2.3. Redox balance, oxidative stress and effects of free radical reactions

Despite existence in mostly highly oxidizing environment, aerobic organisms maintain the 

balanced redox state according to the actual needs of each level of organization, even in a 

particular cellular compartment. However, different kinds of stress can transiently disrupt 

this balance leading to the overproduction of oxidizing agents (oxidative stress). In plants, 

many environmental factors can increase the ROS levels, which in moderate amounts serve 

to stress signaling and adaptation purposes, but can be damaging after prolonged exposure 

of the stressed cells [45]. These include abiotic factors – excessive UV and visible 

illumination, elevated or reduced temperature, excessive ozone in the atmosphere, water 

deficiency, oxygen deprivation, pollution and herbicide treatment. When subjected to 

infection or herbivory plants also release ROS [10, 46]. 

The reactive molecules formed during the stress response interact with each other as 

well as they can directly attack other cellular compounds. These reactions are usually 

complex and still some of the processes possible in vivo remain incompletely described. 

The ROS interactions in different organisms and in vitro are intensively studied and have 

been also reviewed recently [10, 41, 46]. Here, only the few basic examples will be 

mentioned to provide a general overview of the multifaceted consequences of oxidative 

damage. The relatively less harmful O2
•-
 reacts with nitric oxide giving the very reactive 

peroxynitrite. In lower pH, the superoxide anion changes to its uncharged form, 

hydroperoxyl radical, a more reactive species capable of crossing cell membranes. 

Dismutation of O2
•-
 results in hydrogen peroxide, which in turn can initiate the 

oxidation/reduction cycle of transition metals, such as Fenton reaction with ferrous ions. 

The product of these reactions, OH
•
 is one of the most reactive (oxidizing) species found in 

biological systems. Superoxide anion itself can also accelerate the Fenton-type reactions by 

reducing the metal ions [26, 47]. 

Among the molecular targets of OH
•

are most vital biomolecules such as nucleic 

acids, proteins and membrane lipids. The DNA damage can contribute to the accumulation 

of mutations and cell death. Lipid peroxidation is one of the most studied aspects of 

oxidative activity of free radicals. It is also a normal metabolic process important for 

biosynthesis of signaling molecules and proceeds either enzymatically or non-

enzymatically, but both routes differ in the product spectra and their functions [41, 48]. A 

free radical, such as OH
•
 reacts with polyunsaturated fatty acids (PUFA) by abstracting the 

hydrogen atom from methylene group. The carbon-centered radicals undergo the 

propagation by reacting with oxygen that begins chain reaction during which highly 

reactive peroxyl radicals which in turn can further oxidize PUFA and form lipid peroxides. 

In the presence of transition metal ions, lipid peroxides react in a similar way to H2O2

producing alkoxyl radicals capable of initiating a new chain reaction. In fact, the end 
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products of lipid peroxidation are much more diverse and include also epoxides, conjugated 

dienes, cyclic peroxides, various ketones, aldehydes such as malondialdehyde (MDA) and 

hydrocarbons. The intermediate lipid radicals can also attack other molecules such as 

membrane proteins or nucleic acids. 

2.4. What is an antioxidant? 

Living organisms have developed sophisticated methods of protection against the oxidative 

injury. Antioxidants are important part of the protective networks. An antioxidant can be 

defined as any substance capable of delaying or preventing oxidation of a substrate, when 

present in low concentration compared to the oxidizable substrate [26, 44]. The antioxidant 

can be recycled in the cell by reduction of the oxidation products. 

Another possibility is that antioxidants are irreversibly damaged by oxidation, but 

the products are less harmful or can be further metabolized or removed from the cell, then 

the compounds are “sacrificial antioxidants” [26]. 

There are several antioxidant defense systems. The strategy of first line of defense is 

to eliminate the less dangerous ROS – O2
•-
 and H2O2 that would give rise to hydroxyl 

radical and to prevent their reaction with iron, copper and other transition metal ions by 

firm binding the metals. 

The enzymatic antioxidant apparatus is quite well described in different organisms, 

also in plants [41, 49]. The main components are three enzymes directly eradicating ROS. 

Superoxide dismutase (SOD) catalyzes dismutation of O2
•-
 to H2O2. Hydrogen peroxide is 

then decomposed by catalase to give H2O and O2 or removed by peroxidase which uses it to 

oxidize another substrate. SOD is an ubiquitous group of enzymes containing different 

transition metals in its active center. There are ZnCu, Mn, Fe and Ni based SOD, the first 

three being more common, and the NiSOD reported only in few microorganisms [26]. SOD 

is usually sensitive to stress and its activity can either increase or decrease, leading to 

adaptation or exacerbation of oxidative stress, respectively. The catalase and peroxidase 

activities are essential for controlling the H2O2 levels. The peroxidases are dependent on 

provision of reducing substrate such as glutathione (GSH) or ascorbate. The reducing 

substrate can be subsequently regenerated by a set of GSH and ascorbate reductases in the 

Halliwell-Asada cycle using NADPH for reducing GSSG and dehydroascorbates [26, 41]. 

An important function of peroxidases is the ability to reduce the lipid hydroperoxides. By 

this means, they can serve as the second line of defense, breaking one step in propagation 

of lipid peroxidation [26, 41, 48].

Besides the ROS controlling enzymes, there is a number of lower molecular mass 

compounds that serve this purpose either occasionally or as a principal task. The role of 

these small molecules (for simplicity, they will be referred to as just “antioxidants”) is dual, 

they can prevent oxidation by reacting with the oxidizing agents, e.g. scavenging of oxygen 

radicals or chelation of metals and, on the other hand, they can interfere with propagation of 

intermediate free radicals, terminating the chain reaction. The reactions of antioxidants are 

usually less specific than the enzymatic ones, which makes them more universal. The 

advantage of low molecular mass compounds is their relative spatial or temporal 

independence on protein synthesis, they can be also easily mobilized and their diversity 

enables acting in concert for better protection from a variety of harmful intermediates of 

free radical reactions. 

The important feature of antioxidants is their lipophilicity or hydrophilicity which 

determines their potential site of activity. The lipophilic compounds are likely to protect 

membrane PUFA and easily cross the membranes, the hydrophilic can effectively act in 

aqueous environment where most of ROS are formed. GSH and ascorbate are the 

compounds which apart from being crucial substrates for peroxidases, are also effective 
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ROS scavengers. Other abundant antioxidants are the lipophilic tocopherols and 

carotenoids (carotenes and xanthophylls). Phytic acid (myo-inositol-hexaphosphate) binds 

tightly transition metal ions, making them less available to catalyze Fenton-type reactions. 

And last but not least, the aforementioned phenolics, which can be either lipophilic or 

hydrophilic depending on the structure. 

3. How to measure the antioxidant capacity of plant metabolites? 

There are different approaches possible to assess the antioxidant properties [26, 44, 50]. 

One possibility is to separate and quantify all compounds that may contribute to that 

activity. One minus here is that individual compounds are not necessarily identical in their 

efficiency and that the knowledge on synergies and antagonisms would be lacking. Another 

disadvantage, especially in the studies where the multifactorial interactions with the 

environment are investigated, is the complex analytical methodology and sometimes costly 

instrumentation needed. The latter is likely to improve with continuing development of fast 

and affordable phytochemical techniques. 

A reasonable and economical approach is to initially assess the total antioxidant 

capacity of given object by as many as possible different means, bringing information on 

the mechanisms involved in antioxidation. Here, some limitations also exist, the lack of 

detailed information of the contribution of particular components of the system to the 

assayed properties is one of the most important. In any of the known techniques there are 

tendencies to preferentially assay the activity of some compounds [26, 36, 44]. Therefore, 

use of several different methods is highly recommended to avoid this drawback. The 

bioactivity guided fractionation/separation is very helpful in ascribing the particular activity 

to an individual compound or fraction and in studying possible synergism or antagonism 

between individual components or fractions. 

This approach is commonly used in pharmacological studies for application in 

human medicine and standardization of herbal drugs as well as in food science [50-53]. 

Combination of these approaches will yield valuable data for experimental studies on the 

role of each compound or group of compounds in the alleviation of oxidative stress in 

plants.

As it has been in many other fields of plant research (including the NO
•
 studies), the 

in vitro methods for antioxidant testing have been developed for biomedical, human 

physiology and nutrition science purposes. Below we present different assays of total 

antioxidant capacity, discuss their applications to assess certain mechanisms of 

antioxidation with respect to phenolic compounds and give some case examples from our 

studies on the antioxidant phenolics from medicinal plants. Besides, we will describe a 

simple bacterial assay for testing the potential protective role of phenolics in inhibition of 

mutagenesis, and discuss the likely involvement of antioxidant properties in that. 

3.1 Different assays  

Some methods are based on the direct observation of free radical scavenging by an 

antioxidant. One can use either stable free radicals, that are not found in vivo, but are 

convenient to use, or more biologically relevant ROS but they can give less reliable and 

comparable measurements. The decreasing concentration of the molecules with unpaired 

electrons can be directly detected by means of the Electron Spin (Paramagnetic) Resonance 

[51, 54, 55] . The advantage of using ESR is the possible insight into the detailed 

mechanism of the antioxidant/free radical interaction and tracing of potential intermediate 

radical products. However, this technique requires quite expensive instrumentation and an 
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experienced researcher who properly interprets the spectra. Moreover, some naturally 

occurring radicals can only be detected by use of spin trapping [26, 51]. 

Alternatively, the photometric or fluorimetric approaches can be used when the free 

radical is colored itself, or can react with another compound giving colored product. 

3.1.1. The assays using ABTS cation radical 

These routine assays are based on the change of absorbance of the relatively stable 2,2’-

azino-bis-3-ethylbenzothiazoline-6-sulfonic acid (ABTS
•
) radical cation obtained in vitro 

by oxidation of the non-radical ABTS substrate [56, 57]. As oxidizing agents, different 

chemicals have been reported such as metmyoglobin/H2O2, MnO2 or sodium persulfate. 

The oxidized cation radical form is green in aqueous solutions and scavenging converts it to 

the colorless product. Absorbance peaks at 417, 645, 734, and 815 nm are present, but the 

loss of absorbance at 734 nm is usually monitored and referred to the standard antioxidant 

Trolox (5,7,8-tetramethylchroman-2-carboxylic acid). The results are expressed as Trolox 

Equivalent Antioxidant Capacity (TEAC). This assay has been also used for studying the 

antioxidant reaction kinetics with respect to flavonoid B-ring chemistry [58] as well as for 

determination of antioxidants production in callus cultures of hawthorn [59]. There are also 

commercially available kits for determination of TAS (total antioxidant status) by Randox 

Labs.

3.1.2. DPPH
•
 reduction assay 

1,1-diphenyl-2-picrylhydrazyl is a stable free radical deep purple in color with a maximum 

absorbance of 515-520 nm. This radical can be also directly monitored by ESR. It is only 

slightly soluble in water, but dissolves well in alcohols or DMSO. Therefore it is suitable 

for lipophilic antioxidants, but can be also used for the more hydrophilic ones when 

assayed in hydroalcoholic solutions (e.g. 80% ethanol). Upon reaction with a scavenger the 

solution is discolored and the absorbance loss can be used for quantitative assessment of the 

scavenging power expressed either as a percentage in a given concentration of an 

antioxidant or preferably as EC50. The absorbance has been proved to be linearly correlated 

to molarity, thus the results from different studies are easier to compare [60, 61]. The 

kinetic measurement can also help to distinguish between fast and slow antioxidants. The 

DPPH
•
 staining can be also used in connection with Thin Layer Chromatography for 

screening of antioxidant compounds in complex mixtures. By comparison to other TLC 

detection techniques (e.g. polyphenol specific), the free radical scavenging capacity of each 

separated and identified compound can be assessed [62]. 

3.1.3. Superoxide scavenging assay 

In these assays the superoxide anion radical reacts with the detecting reagent to produce 

pigments measured spectrophotometrically. The superoxide can be conveniently generated 

in vitro by X/XOD reaction [44, 51, 63] The most common reagent used to detect O2
•-
 is 

NBT (nitroblue tetrazolium) that as a result of the reduction by O2
•-
 produces blue formazan 

pigment. The antioxidant can compete with an indicator for the O2
•-
, decreasing the 

absorbance at 560 nm. The kinetics can be assessed using known constants of O2
•-
 reaction 

with color reagents. SOD can be used as standard (positive control). Importance of 

appropriate controls eliminating the direct interactions of the sample with the indicators or 

the O2
•-
 source must be borne in mind. The O2

•-
 can be also detected with cytochrome-c

[44] and nitrite method [64] but phenolic compounds can directly reduce cytochrome-c,

making the inhibition evaluation inaccurate[44]. 
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3.1.4. TRAP (total radical trapping antioxidant parameter)  

TRAP assay measures the scavenging of peroxyl radicals derived from decomposition of 

donor compounds such as AAPH (2,2'-azobis(2-amidinopropane) dihydrochloride) or 

AMVN (2,2'-azobis(2,4-dimethylvaleronitrile)). The incubation with antioxidants extends 

the lag phase before onset of substrate peroxidation measured by monitoring the O2 uptake 

and the activity is compared to that of a standard antioxidant, usually Trolox. Alternatively, 

peroxyl radicals can be detected directly by luminol-enhanced chemiluminescence [26]. 

3.1.5. Other ROS/RNS 

There are also possibilities to assess the influence of antioxidants on other radicals found in 

vivo such as hydrogen peroxide, NO
•
, peroxynitrite or hypochlorite. For example, nitric 

oxide can be satisfactorily detected and measured using NO
•
-specific fluorescent dyes 

(DAF-2 or DAR 4M) [65]. However there are so far no reports on using this approach to 

investigate the interactions of phenolic antioxidants with NO
•
. H2O2 scavenging can be 

assessed by inhibition of phenol red staining [40] and HOCl scavenging by the ability to 

protect -antiproteinase against inactivation [44].

3.1.6. Reducing power towards the transition metals 

Antioxidants can reduce transition metal ions that can be detected spectrophotometrically 

after forming colored products.  

In the FRAP (ferric reducing antioxidant power) assay ferric iron (Fe III) can be 

reduced to the Fe(II), that forms colored complex with TPTZ (2,4,6-tripyridyl-S-triazine) 

absorbing at 593 nm. One should always take into account that the reduction of ferric to 

ferrous ions may also accelerate the OH
•
 production in the presence of H2O2, therefore 

exerting rather pro-oxidant than antioxidant influence. Therefore, the results from this assay 

can sometimes give different antioxidant activity trends than others [66, 67]. However, due 

to the relative simplicity FRAP has been used in combination with further assays to show 

the antioxidant power of phenolic compounds, for example in tissue cultures [59] or 

induced by wounding [68]. 

Another method uses the reduction of Mo(VI) to Mo (V) by the analyte and the 

formation of a green-blue phosphomolybdenum complex [69]. The phosphomolybdenum 

assay can be used for both hydrophilic and lipohilic antioxidants. The reducing power can 

be expressed as Trolox or ascorbic acid equivalents or referred to other strong antioxidants. 

The technique has proven very reliable and reproducible, and is remarkably inexpensive. 

The reaction mixture contains 600 mM sulfuric acid, 28 mM sodium phoshate (tribasic) and 

4 mM ammonium molybdate. After incubation at an appropriate temperature, the 

absorbance is recorded at 695 nm an compared to the absorbance of a standard antioxidant. 

Although very simple and efficient, the method has one major weakness, namely the 

unverified relevance to in vivo conditions. Contrary to Fe, Cu, Cr or Mn ions, Mo has not 

been demonstrated to contribute to the oxidative stress, even though some important 

enzymes as xanthine oxidases contain Mo in their active center. This method, still not very 

widely used, has been implemented for determination of tocopherols and antioxidant 

capacity of different plant extracts and phenolic compounds [70, 71].  

Yet another approach to learn about the oxidation decreasing ability of plant 

phenols is to study the chelation of transition metals. The UV spectra of polyphenols 

A. Matkowski / Plant Phenolic Metabolites as Antioxidants and Mutagenesis Inhibitors 139



change upon binding the metal cations and can be restored by addition of a stronger 

chelator like EDTA or DTPA (diethyltriamine penta-acetic acid) [34].

3.2. Assays based on the prevention of substrate oxidation 

Another group of assays shows the ability of antioxidants to inhibit the oxidation reactions 

to some extent imitating the natural conditions. The intermediate or end products of 

oxidation are measured either directly or by formation of colored complexes. The oxidation 

is started by various methods, such as thermal treatment, air incubation, Fenton type 

reactions, microsomal enzymatic systems, artificial peroxyl radical donors, radio- and 

photolysis etc. [26, 44] 

The substrates for oxidation such as lipids, proteins, nucleic acids, can be in form of 

native structures, cell membranes, microsomes, mitochondria or plastids. Alternatively, for 

more accuracy, the pure diagnostic compounds can be used 

3.2.1. Lipid based assays 

Various lipids such as pure PUFA (linoleic acid), PUFA esters (methyl linoleate), LDL 

(low density lipoproteins) or membrane lipids and liposomes can be the substrate for 

oxidation [52, 72]. 

One possibility of assessing the intensity of peroxidation is looking directly at the 

products, such as conjugated dienes. Inhibition of conjugated diene formation can be 

measured at 234 nm [72, 73]. This method however, has limited suitability in case of 

phenolic antioxidants, absorption of which frequently overlaps this wavelength [26, 44]. 

3.2.2. Ferric thiocyanate method

It is based on reaction of the coloring agent – ferric thiocyanate with lipid hydroperoxides 

formed during air incubation [74] or transition metal ion induced oxidation of linoleic acid 

[73]. The change of absorbance at 500nm is monitored and the flattening of the absorbance 

curve indicates the prevention of PUFA oxidation by the sample. 

3.2.3. Carotene bleaching inhibition [38, 54]

ß-carotene bleaching method measures the ability of an antioxidant to reduce the decline of 

ß-carotene during the coupled oxidation of a polyunsaturated fatty acid (e.g. linoleic acid) 

and ß-carotene, initiated by heat. The absorbance is monitored at 450 nm and compared to 

appropriate controls. The oxidation can be also initiated by incubation with transition metal 

ion containing mixtures capable of generating OH
•
.

3.2.4. TBARS assay 

Another common technique for evaluating lipid peroxidation is based on thiobarbituric acid 

(TBA), which reacts with malondialdehyde (MDA). The reddish product of this reaction – 

TBARS (TBA reacting substance) is quantified by absorbance at 532 nm.  

TBARS assay is also used with deoxyribose as a substrate subjected to the oxidation 

by hydroxyl radical [75]. OH
•
 is generated usually by different iron ion/ascorbate/H2O2

systems. The role of different mechanisms in total antioxidant activity can be frequently 

deduced from the OH
•
/TBARS based assays and sometimes also pro-oxidant properties in 

certain conditions. The mechanisms can involve interference with OH
•
 formation, for 
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example by chelation of metals, removal of OH
•
 radical or chain breaking of free radical 

propagation [26, 34, 35, 50]. 

TBARS is also one of the few methods applied in plant physiology for estimation of 

endogenous lipid peroxidation level imposed by the stress treatments [48, 76] 

3.3.3. Protein based assay – ORAC [77] 

Oxygen-radical absorbance capacity assay (ORAC) uses the in vitro generated peroxyl 

radical derived from AAPH (2,2’-azobis(2-amidinopropane) dihydrochloride that damages 

the fluorescent protein ß-phycoerythrin and the decrease of the fluorescence can be 

competitively inhibited by a radical scavenger [77]. This assay and its improved 

modifications have been popularly employed in human plasma studies and in determination 

of antioxidant ability in foodstuffs including phenolic compounds of fruits [78]. The 

antioxidant capacity is expressed as Trolox equivalents.

4. Investigation of antimutagenic properties 

Mutagenesis is thought to be one of the injurious consequences of oxidative stress [29, 30, 

50]. To reveal the relationship between antioxidance and antimutagenicity, the described 

above antioxidant assays can be complemented by simple tests showing the inhibitory 

influence of phenolics towards induced mutations in bacterial cells. Several tests have been 

developed, each having its drawbacks and advantages [26]. Some of the widely used 

bacterial systems are Salmonella based Ames test and umu test and E. coli based assays 

[79, 80]. Salmonella typhimurium mutant strains provide a convenient object to investigate 

different types mutagenesis and its inhibition [81]. A set of standard strains have been 

developed that enables testing several aspects of mutagenicity such as direct chemical 

mutagenesis, mutagenesis by chemicals needing metabolic activation by microsomal 

oxidizing enzymes like P450 and oxidizing agents-induced mutations. Each tester strain 

contains a different type of mutation in the histidine operon as well as additional mutations 

that increase their susceptibility to various mutagens. The general idea behind the Ames 

system is that the standard mutant strains, unable to grow on the histidine depleted media 

are induced to reverse-mutations above the spontaneous level. The more surviving colonies 

(called revertants) is observed, the more back-mutations must have occurred. Most of that 

histidine-requiring mutants have G-C pairs at the site for reversion, and one TA102 is based 

on the A-T base pair. Initially, the assay was designed to screen for mutagenic activity of 

environmental xenobiotics as potential carcinogens. By using standard diagnostic 

mutagens, it has been adapted for antimutagenicity studies of various factors, including 

plant polyphenols [71, 79, 82]. 

The detailed procedures are thoroughly described in the technical papers by Ames 

and co-workers [81, 83, 84]. In testing the inhibition of indirect mutagens, pro-mutagens 

have to be activated by the pre-incubation with the microsomal S9 fraction from rat liver 

pre-stimulated with PCB such as Aroclor. The microsomal P450 type enzymes convert the 

inactive precursor into the mutagen. In the direct mutagenic tests, the S9 fraction is omitted, 

and the mutagen is added to the incubation medium. 

Various standard strains are intended for preferential use with certain diagnostic 

mutagens that give the best response. For example TA98 with 2-AF (2-aminofluorene), 

TA100 for NQNO (4-nitroquinoline-N-oxide) and sodium azide whereas TA102 for 

oxidative mutagenicity. Direct mutagenesis and its inhibition is tested with NQNO or 

sodium azide while the indirect with 2-AF or B(a)P (benzo-a-pyrene) and for the TA102 
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oxidation-induced mutations , p.p. hydrogen peroxide, UV irradiation, photoactivated 

coumarins, and hydroperoxides are used. [83]. 

5. Study examples 

5.1. Case study I. – lipophilic flavones in extracts from Scutellaria baicalensis [53] 

Baikal skullcap is a medicinal plant originating in China and Siberia and cultivated in the 

Far East for pharmaceutical uses. The roots accumulate unusually high amounts (10-15% 

dw) of lipophilic flavones and glucuronides such as baicalein (BE, 5,6,7-trihydroxyflavone) 

(Fig. 1.) and its glucuronide baicalin (BI) as well as the flavone wogonin (5,7-dihydroxy-8-

methoxyflavone, WO) and the 7-O-glucuronide (wogonoside - WG). Unlike most other 

flavonoids, these of Baikal skullcap have unsubstituted B-ring, hence the hydrophobic 

character of the aglycons. The hydroalcoholic extracts from the S. baicalensis roots 

containing a rich flavone fraction are highly antioxidant and antiradical as revealed by 

many in vitro and in vivo assays [85, 86]. Among the four main flavones, baicalein was the 

most efficient DPPH
•
 scavenger with EC50 of 8 μg/mL. In Ames test, the activity guided 

separation revealed that purified baicalein fraction is the most efficient inhibitor of both 

directly (by NQNO) and indirectly (by 2-AF) induced mutations in strains TA98 and 

TA100. The inhibition rates of direct mutagenesis were following: 

Strain TA98 , p.p. BE - 93%, WO - 41%, BI - 47%, WG – no activity; 

Strain TA100 , p.p. BE - 62%, WO - 57%, BI - 72%, WG – no activity; 

The suppression of mutations induced by metabolized 2-AF was higher for all four 

flavones:

Strain TA98 , p.p. BE – 99%, WO – 95%, BI – 64%, WG – 79%; 

Strain TA100 , p.p. BE – 100%, WO – 100%, BI – 94%, WG – 85%; 

In the 2-AF mutatgenesis the aglycons BE and WO are markedly more efficient as 

antimutagens. In the NQNO-induced mutagenesis, baicalein and baicalin are more active. 

Baicalein, which is also the strongest antioxidant, can play the important role in securing 

the roots of S. baicalensis against oxidative stress an genotoxicity. It can be quickly 

mobilized from less potent baicalin by the endogenous ß-glucuronidases [42]. The 

lipophilic character of the B-ring will be beneficial for protecting the membrane lipids, 

whereas the hydroxylation of the A-ring carbons suffices for powerful antioxidant activity. 

However, the biological significance of the baicalin/baicalein and wogonin/wogonoside 

relationships in this and other skullcaps has not been fully understood. 

5.2. Case study II. – various phenolics in extracts from selected European Lamiaceae. [87] 

Plant from the Lamiaceae family are usually rich in polyphenols. Many popular herbs and 

spices from this family (rosemary, thyme, sage, marjoram, oregano, basil) are known as 

potent dietary antioxidants thanks to the presence of various phenolic acids, flavonoids and 

tannins [88]. Rosmarinic acid (Fig.1.) is a good example of the thoroughly studied 

antioxidant phenolic acid [89]. For our study, we chose several less investigated medicinal 

plants from Central Europe, containing various types of phenolics together with other 

metabolites responsible for their therapeutic value. Antioxidant activity was tested with 

three different assays and related to the total polyphenol and flavonoid amount in the 

hydroalcoholic extracts. In the DPPH assay the anti-free radical EC50 was following in an 

ascending order (from highest to lowest activity) , p.p. Leonurus cardiaca > Lamium album

(flowers) >> Lamium purpureum (flowers) > Marrubium vulgare > Galeopsis tetrahit > 

Stachys betonica.
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The difference in the speed (kinetics) of reaction with the free radical was also 

observed. The decrease in DPPH
•
 absorbance was almost immediate in case of Lamium

flowers and in Leonurus leaves but in Galeopsis and Marrubium the same maximum 

scavenging percentage have not been reached till 40
th

 minute of incubation. The differences 

in composition of “quick” and “slow” antioxidants probably accounts for these differences. 

Remarkably, in the second assay, the phosphomolybdenum reduction test, the 

tendency was different , p.p. Stachys betonica >> Lamium album > Lamium purpureum >

Marrubium vulgare > Leonurus cardiaca > Galeopsis tetrahit

In Fe
2+

/ascorbic acid-induced linoleic acid peroxidation, the inhibition was less 

variable between each species, ranging at 200μg/mL between 60% and 77%. The sequence 

from the strongest to the weakest antioxidant in TBARS assay was following , p.p. 

Marrubium vulgare > Stachys betonica > Lamium purpureum > Lamium album.>

Leonurus cardiaca > Galeopsis tetrahit.
Interestingly, the differences in the total amount of phenolic compounds were rather 

insignificant (between 13.2% and 19.9% gallic acid equivalents) in comparison to the 

antioxidant activities and no clear correlation could be found between them. On the other 

hand, different classes of phenolic compounds dominate in each species as indicated by the 

overall flavonoid content (Leonurus - 6% and Stachys – 8% whereas Marrubium – 19% and 

Lamium 32 - 41% quercetin equivalents), but without correlation to the antioxidance, 

either. 

A noteworthy finding is an outstanding and rapid antioxidant reactivity of Lamium

flowers, presumably resulting from high concentration of flavonols. Flowers are usually 

exposed to environmental impacts and are therefore especially prone to oxidative damage 

from UV radiation or ozone pollution. The antioxidant protection of reproductive structures 

provided by constitutive phenolics would add to their well established role as pollinator 

attracting pigments and co-pigments. 

These preliminary results suggest a great complexity of the involved mechanisms 

that can vary even among the related species. The research is being continued to clarify the 

contribution of different classes of phenolics to the antioxidant protection in each of the 

studied species by means of activity guided fractionation and by testing the ability for 

inhibition of oxidant-induced mutations in the Salmonella TA102 strain. The above 

Lamiaceae species could also provide a useful objects for research on antioxidant defense 

strategies, alongside with model plants. 

5.3. Case study III. – isoflavonoids in extracts from Belamcanda chinensis [90] 

Isoflavonoids are found primarily in two angiosperm families – Fabaceae and Iridaceae. 

The isoflavonoids in such model legumes as soybean or Medicago sp. are intensively 

studied and their genetics and biosynthesis is relatively well described [91]. In contrast, 

little is known about the biosynthesis and exact biological function of Iridaceae isoflavones, 

usually differently substituted than those of legumes. We have been investigating the plant 

from Iridaceae - Belamcanda chinensis. The antioxidant and antimutagenic activities of 

isoflavonoid rich fractions extracted from roots and rhizomes were analyzed using four 

antioxidant assays and the Ames test. The main isoflavonoids found in this plant are 

irigenin (Fig.1.), tectorigenin, and the corresponding glucosides iridin and tectoridin as well 

as a number of minor isoflavonoids [92]. 

The strong free radical scavenging capacity has been observed in the DPPH
•
 assay, 

whereas only moderate in ABTS
•+

 based TEAC test. This in agreement with the relatively 

less polar character of the main isoflavonoids due to the partial methylation of hydroxyl 

groups (see the structure on Fig.1). The isoflavonoids constitute over 16% of the extracted 

dry mass, with tectorigenin and irigenin as major compounds. 
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The antioxidant ability has been also tested with lipid peroxidation inhibition assay. 

Linoleic acid (LA) was used as a substrate oxidized by the hydroxyl radical generated via 

Fe
2+

/ascorbate system and the peroxidation products determined as TBARS. The 

peroxidation of LA was reduced by from 45% to 97% depending on the concentration of 

the extract in the test sample and EC50 was 45μg/mL. In the Ames test, both direct and 

indirect mutagenesis was inhibited by 82.7% and 94.4% respectively. The effective 

concentration range was similar to that of Scutellaria baicalensis flavones. The higher rate 

of mutagenicity reduction for metabolized mutagens suggests some contribution of the 

P450 inhibition to the overall antimutagenic activity of Belamcanda isoflavones. 

The actual biological role of these particular isoflavonoids in Iridaceae is yet to be 

discovered, but similarly to the Fabaceae, they could serve as phytoalexins, antioxidants 

and maybe also signaling molecules of unknown function. Future work on the bioactivity 

guided fractionation is required for the isolation and characterization of individual 

isoflavonoids from Belamcanda chinensis and to determine the mechanisms involved in 

their antioxidant and antimutagenic effects. 
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Abstract. The radiation amplification factor (RAF) and its dimensionless 
sensitivity provide a useful and general mathematical base. Dimensionless 

sensitivity ( ) is represented by the formula  = d(lgy)/d(lgx). With such 

definition the ranges of constancy of the (V) dependency correspond to the 

power behaviour (y~x ). Processing of data by this approach permits us to 
compare different physical values. Use of the exponent RAF offers greater 
possibilities for comparing the effects and mechanisms of UV radiation.

Introduction 

One important factor for the estimation of climate change is the Radiation Amplification 
Factor (RAF) defined as the percentage increase in the biologically active UV irradiance, or 

exposure (UVbio) that would result from 1 % decrease in the column amount of atmospheric 

ozone [1-4]. UVbio is defined as the area under the spectral overlap function,

UVbio =  F( ) B( ) d         (1) 

where F( ) is the spectral irradiance, B( ) is the action spectrum for a particular biological 
effect, and the integral is carried out over all UV wavelengths.

Spectral sensitivity functions (action spectra) have been determined in laboratory 
and in field studies for a number of biological endpoints. Action spectra enable the 
estimation of the effect of simultaneously changing radiation at different wavelengths by 
different amounts, as happens when ozone reductions occur.

As was noted earlier [3] the RAF can be used only to estimate effects of small 

ozone changes, e.g., of a few percent, because the relationship between ozone and UVbio
becomes non-linear for larger ozone changes (cf. Blumthaler, this volume). For action 
spectra that decease approximately exponentially with increasing wavelength over 300-330 

nm, UVbio will scale with larger ozone changes according to a power relationship 

UVbio ~ (Ozone) [-RAF]        (2) 

From the considerable experimental and theoretical data collected up to now models 
for the effects of UV on different objects both alive and dead are possible [e.g., 4-8]. This 
includes a mathematical tool for the analysis of fine behaviour with integral characteristics 
using a differential approach with dimensionless sensitivity [e.g., 9-19]. 
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In this report we this work we review and illustrate the use of the differential 
approach for the investigation and interpretation of UV data. 

2. Mathematical base 

Let's rewrite the equation (2) in the form

AOU         (3)

where U is UVbio, A is the proportional coefficient, O is column amount of atmospheric

ozone and (O) is (-)RAF. After logarithmation and differentiation of equation (3) we have 

OOAU lg)(lglg ;     (4)

O

dO
O

U

dU
)( ;        (5)

OdO

UdU
O

/

/
)( ;        (6)

In other words RAF is the ratio of relative changes of UVbio and the ozone column.

We can say also that RAF is differential slope of UVbio to the ozone column relationship
in log-log scale. 

In differential approach the slope of (O) is introduced just as (6) in the form:

OdO

d
O

/

/
)( ;        (7)

In case the value (O) determines the power behaviour (3), the value (O)
determines the exponent behaviour

}exp{OBU ;        (8)

where B is the proportional coefficient. 
This approach was effectively used for the investigation of diverse values such as: 

current voltage characteristics [20-24], temperature characteristics [10, 25], reaction
kinetics [26], colloid transport [14], images [27-28], reliability of metabolic and 
physiological models [29]. The main peculiarity of this approach is its dimensionless
property. This enables us to compare diverse values having different physical meanings.

3. Analysis of experimental data. 

In principle, it is necessary to obtain dependence U=f(O) (6, 8). The ranges of  =const and 

=const characterize the UV effect. For example, in [5] the RAFs were used to compare a 
number of different known effects (Table 1). 

A detailed and comparative analysis of dimensionless RAF values (from the point 
of view of dimensionless nature) can give the following results: 

1) A very strong UV effect (RAF>2) can be observed in DNA-dependent processes: 
inhibition of growth of cress seedlings in plant, (6-4) photoproduct formation, HTV-1 activation,
cyclobutane-pyrimidine dimer formation

2) A relatively strong influence and superlinear dependence of RAF (1.4<RAF<2) is 
observed for: generalized DNA damage, skin erythema, photocarcinogenesis, melanoma in 
fish, mutagenicity and fibroblast killing, cyclobutane-pyrimidine dimer formation,
occupational exposure limits, membrane-bound K+-stimulated ATPase inactivation, 
isoflavonoid formation in bean, inhibition of motility (Euglena gracilis), tropospheric 
photolysis O3+hn-O(D')+O2.
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RAF
Effect January

290DU 
July
305DU

Reference

Skin
Erythema Reference 1.1 1.2 A.F.McKinlay and B.L.Diffey, 

1987 
Skin cancer in SKH-1 hairless mice (Utrecht) 1.5 1.4 F.R.deGruijl et al., 1993 
SKH-1 corrected for human skin transmission 1.2 1.1 F.R.deGruijl and van der 

Leun, 1994 
Elastosis 1.1 1.2 L.H.Kligman, R.M.Sayre, 

1991
Photocarcinogenesis, skin edema 1.6 1.5 C.A.Cole et al., 1986 
Photocarcinogenesis (based on STSL) 1.5 1.4 G.Kelfkens et al., 1990 
Photocarcinogenesis (based on PTR) 1.6 1.5 G. Kelfkens et al., 1990 
Melanogenesis 1.7 1.6 J.A.Parrish et al., 1982 
Erythema 1.7 1.7 J.A.Parrish et al., 1982 
Melanoma in fish 0.1 0.1 R.B.Setlow et al., 1993 

DNA Related
Generalized DNA damage 2.0 1.9 R.B.Setlow, 1974 
Mutagenicity and fibroblast killing [1.7] 

2.2
[2.7] 2.0 F.Zohlzer, J.Kiefer,1984; 

M.J.Peak et al., 1984 
Fibroblast killing 0.3 0.6 S.M.Keyse e al., 1993 
Cyclobutane Pyrimidine Dinier formation [2.0] 2.4 [2.1] 

2.3
G.I.Chan et al., 1986 

(6-4) photoproduct formation [2.3] 
2.7

[2.3] 
2.5

G.I.Chan et al., 1986 

HTV-1 activation [0.1] 
 4.4 

[0-1]  
3.3

B.Stein et al., 1989 

Eyes
Damage to cornea 1.2 1.1 D.J.Pitts et al., 1977 
Damage to lens (cataract) 0.8 0.7 D.J.Pitts et al., 1977 

Other effects on animal cells
Occupational exposure limit 1.4 1.5 ACGIH, 1992 
Immune suppression [0.4]  

1.0 
[0.4]  
0.8

E.C.DeFabo, F.P.Noonan, 1983 

Cell mortality in Chinese hamster 1.3 1.2 H.Banrud et al., 1993 
Substrate binding in Chinese hamster 0.4 0.4 H.Banrud et al., 1993 

Membrane damage
Glycine leakage from E. Coli 0.2 0.2 Sharma and Jagger, 1979 
Alanine leakage from E. Coli 0.4 0.4 Sharma and Jagger, 1979 
Membrane bound K+-stimulated ATPase interaction. [0.3] 

2.1
[0-3] 1.6 C.W.Imbrie, T.M.Murphy, 1982 

Plants
Generalized plant spectrum 2.0 1.6 M.M.Caldwell et al., 1986 
Inhibition of growth of cress seedlings [3.6]

2.8
3.0 Steinmetz and E.Wellmann, 1986 

Isoflavonoid formation in bean [0.1]  
2.7

[0.1] 
2.3 

E.Wellmann, 1985 

Inhibition of phytochrome induced anthocyanin 
synthesis in mustard 

1.5 1.4 E.Wellmann, 1985 

Anthocyanin formation in maize 0.2 0.2 Beggs and Wellmann, 1985 
Anthocyanin fonnation in sorghum 1.0 0.9 Yatsuhashi et al., 1982 
Photosynthetic electron transport 0.2 0.1  L.W.Jones, B.Kok, 1966 
Overall photosynthesis in leaf of Rumex
Patientia

0.2 0.3 R.D.Rundel, 1983 

DNA damage in alfalfa 0.5 0.6 F.E.Quaite et al., 1992 

RAF
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Effect January 
290DU 

July
305DU

Reference

Phytoplankton
Inhibition of motility (Euglena gracilis) 1.9 1.5 D.-P.Hahder, R.C.Worrest, 1991 
Inhibition of photosynthesis (Phaeodactylum sp.) 0.2 0.2 J.J.Cullen et al., 1992 
Inhibition of photosynthesis (Prorocentrum micans 0.3 0.4 J.J.Cullen et al., 1992 
Inhibition of photosynthesis, in Antarctic community 0.8 0.8 N.P.Boucher, B.B.Prezelin, 1994 
Inhibition of photosynthesis 
(Nodular ia spumigena cyanobacteria

0.2 0.2 D.-P.Hahder et al., 1994 

Tropospheric photolysis
O3 + h  O(1D) + O2 2.1 1.8 W.P. de More et al., 1997 

O3 + h  O(3P) + O2 0.1 0.1 W.P. de More et al., 1997 

H2O2 + h  OH + OH 0.4 0.4 W.P. de More et al., 1997 

HNO3 + h  OH + NO2 1.1 1.0 W.P. de More et al., 1997 

NO2 + h  O(3P) + NO 0.0 0.0 W.P. de More et al., 1997 

HCHO + h  H + CHO 0.5 0.5 W.P. de More et al., 1997 

HCHO + h  H2 + CO 0.2 0.2 W.P. de More et al., 1997 

Aqueous photochemistry
CO production (Suwannee River) 0.3 0.3 R.Valentine, R.G.Zepp, 1993 
COS production (Gulf of Mexico) 0.2 0.2 R.G.Zepp, M.O.Andreae, 1994 
COS production (North Sea) 0.6 0.6 R.G.Zepp, M.O.Andreae, 1994 
Photodegradation of nitrate ions 1.1 1.0 R.G.Zepp et al., 1987 
Photodegradation of HCHO (Biscayne Bay) 1.3 1.1 R.L.Kieber et al., 19990 
Photoproduction of H2O2 in freshwater 0.1 0.1 W.J.Cooper et al., 1988 

Materials damage
Yellowness induction in polyvinyl chloride 0.2 0.2 A.L.Andrady et al., 1989 
Yellowness induction in polycarbonate 0.4 0.4 A.L.Andrady et al., 1991 

Table 1.  Radiation Amplification Factors (RAFs) at 30°N.

3) A linear dependence (0.9 <RAF< 1.1) was found for: SKH-1 corrected for human 
skin transformation, elastosis, damage to cornea, immune suppression, tropospheric 
photolysis HNO3+hn-OH+HNO2, photodegradation of nitrate ions, photodegradation of 
HCHO (Biscayne Bay).

4) A sublinear dependence (0.4<RAF<0.6) is character for: fibroblast killing, 
substrate binding in Chinese hamster, DNA damage in Alfalfa, tropospheric photolysis 
H2O2+hn-OH+OH, HCHO+hn-H+CHO, yellowness induction in polycarbonate. 

5) A weak dependence (RAF<0.2) was found for: melanoma in fish, photosynthetic 
electron transport, inhibition in photosynthesis (Phaoedactylum sp.), tropospheric 
photolysis O3+hn-O(3P)+O2, HCHO+hn-H2+CO, photoproduction of H2O2 in freshwater. 

The most influential effect was HIV-1activation with a RAF = 4.4. 

4. Conclusion

The dimensionless analysis of RAF for different biological objects allows us to 
compare and distinguish between different mechanisms having diverse values and different 
physical meanings over a wide range of experimental conditions. 

This work was done in the frame of STCU project #1556. 
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Effects of the Radiation on
Some Aquatic Primary Producers

Liviu-Daniel GALATCHI
Ovidius University of Constanta, Department of Ecology and Environmental Protection,

Bd. Mamaia, 124, 900527 Constanta– 3, Romania

Abstract: Ultraviolet B radiations increase the activity of the pure hydrolase
(alpha amylase, E.C.3.2.1.1.) and Merck peroxidase (E.C.1.11.1.7.), by means of
free radicals generated from synthetic polymers walls of the experimental tubes.
The activation is higher in UV-B than in UV-A. UV-B and UV-A increase the
intensity determined on nude alga Tetraselmis suecica, on exponential phase of
cultivated bacteria Escherichia coli O157, Acinetobacter calcoaceticus, and on total
germs, after the short time of exposure in the thermo-stated conditions, the cell 
structure destruction by means of free radicals of activated hydrolases.

The nude alga Tetraselmis suecica is more resistant and store starch and 
lipids. It has the skill to convert the energy of radiations in the chemical energy of
synthesis products. Creating a thick inhomogeneous sub-silique, under which a 
new silique appears, encysts some individuals of Tetraselmis suecica. Other cells 
increase their glucide (intra-plastids starch granules) and lipid reserves of
provisions (oleosoma appear in the central part of the cell and affect the tillacoide
lamellar structure; plasto-globules appear as well).

Cultivated bacteria on poor specific media have a small development in 300 –
800 nm. If the bacteria are cultivated on reach media, which absorb UV (Martin 
medium) they are developed by n3 rule, instead n2 in the first stage, after 
irradiations of bacteria culture bottle (transmittance 235 – 800 nm).

Introduction

B ultraviolet radiations UV-B (280 – 320 nm) and A ultraviolet radiations UV-A (320 – 
400 nm) activate the enzymatic reactions following a well known mechanism, which relates 
at the catalytic action of UV radiations on some chemical reactions. The mechanism is 
frequently used by the preparative organic chemistry (chlorination, polymerisation of some
polymers).

The energetic content of certain chemical links is in close connection with the 
potential energy delivered by the solar radiations (visible and UV). The presence of such 
chemical links in a chemical grouping (R) of an enzymatic substrate (S) determines the 
instability of the group (R) as a result of sun exposure.

The enzymatic reactions are inactivated by radiations with different wave lengths,
depending on the nature of the chemical group (R), causing thus disastrous effects on living 
organisms [1-3].

The ultraviolet radiations are sources of free radicals that can cause important
modifications to the proteins: conformational modifications, fragmentations of the 
polypeptides catenae, chemical modifications of the constituent amino acids. In addition,
the free radicals can alter the proteins and indirectly initiate the peroxydation of lipids. The 
products resulted through the decomposition of lipidic peroxides (malonic aldehyde, 4-
hydroxynonenal) can irreversibly block the groups –NH2 and –SH from the proteic 
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structures. In the case of enzymes, these modifications can determine the loss of catalytic 
activity. According to Nechifor and Mester [4], the ultraviolet radiations and the copper 
acetate, as sources of free radicals, determine a significant diminishment of the activity of 
G6PDH and catalase in homogenised Saccharomyces cerevisiae. The inactivation is
proportional to the degree of peroxydation of lipids determined through the measuring of 
the concentration of reactive substances the tiobarbituric acid (TBARS).

1. Material and Methods

Two kinds of experiments have been performed:

the determination of the action of UV-B radiations on the enzymatic reactions;

action of UV-B, UV-A and visible natural solar radiations.

1.1. Determination of the Action of UV-B Radiations on the Enzymatic Reactions

The determination of the action of UV-B radiations on the enzymatic reactions was effected 

with crystallized enzymes (alpha amylase – pancreatic – lyophylised 320 IU  mg-1 Merck,
E.C.3.2.1.1. with Zulkowsky starch substrate), and peroxydase E.C.1.11.1.7. with substrate 
– ascorbic acid + H2O2 + benzidine.

The work method was according to Biochemica Merck [5] for the alpha amylase
and Brad [6] for the peroxydase. The reagents were introduced into quartz test tubes 
(transmittance: 200-800 nm), made of synthetic transparent polymers (transmittance: 280 - 
800 nm) and of glass (transmittance: 300 - 800 nm). The reactions were effected at ambient 
temperature, using the same time of reaction under the influence of laboratory light (with
open windows).

The alpha amylase activity was measured by dosing the products of reaction with 
the colour reagent on a base of 3-5 dinitrosalicylic acid. The activity of the peroxydase was
determined chronometrically.

1.2. Action of UV-B, UV-A and Visible Natural Solar Radiations

The action of UV-B, UV-A and visible natural solar radiations (90 - 110 k lux), intensified 
ten times with a metallic parabolic mirror (diameter 1.9 m; focal distance 0.89), has been 
experimented on: nude algae Tetraselmis suecica (culture in exponential phase), on marine
invertebrates: Mytilus galloprovincialis (partially uncovered mantle), Pilumnus hirtellus
(eggs in pre-hatching phase), the Cyprinus carpio three months old offspring, as well as on 
certain bacteria isolated from the marine environment: Escherichia coli O157, Acinetobacter
calcoaceticus, and total embryos (culture in exponential phase on marine environment + 
sterilized water 1:10).

The biologic material was introduced in an aquarium with double quartz walls. In 
between the double walls there was introduced a solution of Penicillin G 0.4% that allowed 
UV-B, UV-A and visible (265 - 800 nm) radiations pass through. The living organisms
were exposed to radiations for ten minutes while the temperature was maintained constant. 
Afterwards the electron microscopic analysis of the tissues on a Tesla microscope, or 
bacteria count, was made.
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2. Results and Discussions

The alpha pancreatic amylase is strongly influenced by the quality of the light filtrated
through the reaction vessels at the Zulkowsky starch hydrolysis. At 23 0C and 18,000 lux, 

the enzymatic activities expressed in IU (mg maltose  min-1  protein grams-1) were 10.22 

(quartz), 40.80 (polymers), 24.33 (glass). The peroxydase (50 micro g  sample-1) developed 
the benzidine bluish colour at 16,000 lux after 4’11’’ in transparent polymer test tubes and 
after 7’53’’ in glass test tubes.

The effects of the UV-B solar radiations (intensified ten times) on the aquatic
organisms, in the experimental conditions mentioned above, induces in aquatic organisms
destructive processes at sub-cellular level that are incompatible with life.

2.1. Effects of the UV-B Solar Radiations on the Nude Alga Tetraselmis suecica

This alga displays an increased resistance to light irradiation because it has the ability to 
convert the radiation energy into the chemical energy of synthesis products.

The nude alga Tetraselmis suecica has certain representatives that isolate
themselves in a cyst by forming a very thick non-homogenous subtecal layer under which a 
new pod appears. Other cells amplify their sugar deposits (grains of intraplastidial starch) 
and lipid deposits (big lipidic drops – oleosoms -, appear in the central part of the cell that 
disturbs the tilacoidal lamellar structure; and also appear numerous plastoglobes) (figure 1 
and 2).

Figure 1. Nude prasinophyte alga Tetraselmis suecica - the normal aspect, 12,600 times amplified (m = 
membrane, n = nucleus, p = pyrenoid, mt = tilacoidal membrane)

2.2. Effects of the UV-B Radiations on Aquatic Environment Bacteria

As about the effect of UV-B radiations on aquatic environment bacteria, by placing in water 
from 0.5 to 0.5 meters until four meters deep, cultures of Escherichia coli O157 (isolated in 

aquatic environment) 22 106 ml-1, introduced in semitransparent, UVB pervious (235 - 800 
nm) 1.5 l bottles, it is observed that within thirty-five days the culture has had the greatest 

development at 0.5 meters deep after eight days (75 106 ml-1). Then, at this depth the 

number of germs decreased gradually reaching the number 5 108 ml-1in the thirty-fifth day. 
The same dynamic but with smaller values was recorded on the samples placed deeper. As 
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an example, the number of germs in the eighth day decreased with the depth, the numbers

recorded being: 75 109 ml-1 (0.5 m); 37 109 ml-1 (2 m) and 7 107 ml-1 (4 m).
The sample kept day and night on the outside in closed bottles and exposed to the 

effect of environmental factors had a similar evolution but two size orders bigger: 

22 106 ml-1 (starting moment); 23 108 ml-1 (48 hours); 178 1011 ml-1 (8 days); 170 1011 ml-1

(13 days); 1.2 108 ml-1 (35 days).

Figure 2. Nude prasinophyte alga Tetraselmis suecica - the 10’ sun amplified light post-irradiation aspect
(265 – 800 nm), 12,600 times amplified (a = starch, l = lipid)

The Escherichia coli witness kept in the laboratory in the dark (in a cardboard box) 
had an evolution similar to the sample kept on the terrace (as size order), but slightly 

diminished: 22 106 ml-1 (starting moment); 15 109 ml-1 (48 hours); 63 1011 ml-1 (8 days); 

73 1011 ml-1l (13 days); 12.5 108 ml-1 (35 days).
In another experimental sample pure cultures of germs isolated from the seawater 

were separately exposed: Acinetobacter calcoaceticus, Escherichia coli O157, and cultures 
of total germs from the seawater, in the focus of the parabolic mirror that intensified the
solar radiations 10 times. The system was provided with a cooling device, so that the 
temperature variations should be in the limit of diurnal thermic oscillations.

It is observed that 10 minutes, 22 minutes, 30 minutes or 35 minutes exposure 
periods, alternated with periods of refrigerator keeping (4 – 8 0C) for days, determines the 
following phenomena in the cultures on Martin environment:

a) The number of germs triples after 10 minutes of exposure to the parabolic mirror in 
the first 8 days of observation. Then the effect diminishes with the aging of the 
culture up to 35 days.

b) The number of germs remains constant on the duration of refrigerator keeping.
3 samples of sediment and 3 samples of water were drawn in June 2004 from the

following points, in Romania:
1. Mamaia Park – seawall (bathing area);
2. Mamaia Bay – Pescarie (spilling area from a pipe belonging to the water-filtering

station Constanta);
3. Tabacarie Lake (very polluted with domestic waste products).

Five media of specific culture were used for aerobic heterotrophs, Salmonella sp.,
anaerobic flora, aerobic and anaerobic cellulozolytics.
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The inseminations were effected in a double copy (sample – exposed to the 
influence of the UVB and visible radiations and witness –, kept in the laboratory) in Petri 
boxes made of plastic that are pervious to 300 - 800 nm radiations.

Both the witness samples and the samples exposed to direct solar radiation 
influence, without being protected against the rise of environmental temperature, for 3 

hours (8 - 11 a.m.), had 1014 - 1020 germs ml-1.
Within each sample, after a 3-hour-exposure to the solar radiation, the number of 

germs diminished from 3 times (water from Mamaia Bay – Pescarie) to 33 times (Tabacarie 
Lake sediments). In the case of the cellulozolytic germs the diminishment after exposure 
was 2.14 times (sediments from Mamaia Bay – Pescarie), up to 76.2 times (water from 
Mamaia Bay – Pescarie).

16 ml of the following mixture were introduced into Plexiglas Petri boxes (diameter
8.5 cm): 135 ml of seawater disinfected through sterilization, plus 150 ml fresh seawater. 
At certain time intervals, samples were drawn and the germs were counted using the 
dilution method (4 samples average). The dynamic of the total number of germs from the 
seawater exposed to the influence of radiations (300 - 800 nm), intensified 10 times
compared to the natural environment, has the following development in the first 180

minutes: starting moment  63 germs  10; 15 minutes  38 germs  10; 30 minutes  10 

germs  10; 60 minutes  23 germs  10; 90 minutes 12 germs  10; 120 minutes  2 

germs  10; 150 minutes  6 germs  10; 180 minutes  5 germs  10. It is observed that 
after 2.5 hours of irradiation with intensified light a second maximum of thermophilic
bacteria develops.

3. Concluding Remarks

In vitro, in conditions of natural light, it has been established that the starch hydrolysis by 
the pure alpha amylase and the activity of the Merck peroxydase are strongly influenced by 
the light spectrum and that the enzymes are activated in the presence of the free radicals 
generated by the walls of the vessels made from synthetic polymers, in which the 
measurements were effected (transmittance 280 - 800 nm).

The ultraviolet radiations are absorbed in the walls of the glass vessels 
(transmittance 300 - 800 nm) and the enzymatic activities determined in them were: 24.33 

IU (alpha amylase) and 7’53’’  peroxidase-1  the time for the appearance of the benzidine
blue colour.

The synthetic polymer vessels (transmittance 280 – 800 nm) are generators of free 
radicals under the influence of UV B radiations.

The free radicals activated the enzymes and the numbers recorded were bigger than
the ones determined in the glass vessels, respectively 40.80 IU (alpha amylase) and 4’11’’ 
(peroxydase).

All spectrum radiations pass trough quartz vessels (transmittance 200 - 800 nm), and 
the enzymes studied were inhibited: 10.22 IU (alpha amylase) and more than 10’ for 
peroxydase.

The rise of UV-B and visible solar radiations (265 - 800 nm) up to 10 times
comparing the natural fund, from the determination moment, induces the production of free
radicals in vivo as a consequence of oxidative stress [1]. At the same time, the hydrolyses
activate themselves by “pulverising” the sub-cellular structures in various tissues and 
organs of marine organisms, irreversibly altering the physiological and biochemical
processes.
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The nude algae prasinophyte Tetraselmis suecica, which lives in the superficial
layer of the seawater, has an increased resistance to the influence of the natural solar 
radiations (265 - 800 nm), 10 times amplified. After a 10-minute-exposure it manages to 
transform the energy of the radiations absorbed in the energy of the reserve products stored 
as starch and lipid grains.

The bacteria from water and sediments in marine environment or in fresh water
lakes are inhibited if cultivated in specific liquid poor media. In rich culture media (Martin
environment diluted 1:10 with seawater), which absorb the UV radiations, the bacteria 
develop by the rule n3 instead of n2.
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Signals from Reactive Oxygen Species 

Robert FLUHR 
Plant Sciences, Weizmann Institute of Science, Rehovot Israel, 76100 

Abstract. Reactive oxygen species can arise from normal metabolic activity such as 
organelle-based electron transport or be intermediates in signal transduction pathways 
activated by plant respiratory burst oxidase homologs (Rboh). Divergent stress 
including temperature drought and UV-B exposure yield overlapping transcriptome 
response profiles whose origin can be traced to the use of reactive oxygen signaling 
intermediates. However, ROS signaling is ubiquitous and contributes in pathways 
controlled by hormones and developmental cues as well. Scavenging systems and NO 
are likely to temper its signaling properties and help contribute to the specificity of 
particular responses.  

Introduction 

Reactive oxygen species (ROS) have long been considered the waste products of imperfect 
metabolic activity and the unavoidable consequence of biological systems that operate in an 
oxidizing atmosphere. When the mitochondrial terminal oxidases, cytochrome c oxidase or 
the alternative oxidase, react with oxygen, four electrons are transferred to oxygen one at a 
time and water is the product. However, frequently (1 to 5% of all aerobic reactions) 
oxygen can react with other electron transport components. In this case, the result is a one 
electron transfer to form the superoxide anion O2

.–. The anion is a free radical initiator and 
through a variety of reactions, superoxide leads to the formation of hydrogen peroxide, an 
oxidizing agent or to the formation of ROS intermediates such as the hydroxy radical by 
interaction with iron, and these in turn can cause cellular damage in various ways including 
protein modification, breakage of unsaturated fatty acids or reactions with DNA. The 
superoxide radical can also directly serve as a nucleophile deprotonating alcohols or 
causing the hydrolysis of esters. 

At the cellular level this source of ROS is controlled by constitutive and inducible 
scavenging systems. A central component of this control, superoxide dismutase, accelerates 
the rapid spontaneous dismutation which transforms the superoxide molecule to the 
peroxide. Hydrogen peroxide, can then be scavenged by catalase or peroxidase i.e. a 
process that returns the errant electrons of ROS to water and oxygen. In addition to the 
‘natural’ metabolic production of ROS and its containment, recent work has pointed to the 
use of ROS as key signals in coordinating the plants ongoing physiological responses and 
its normal development. Thus, against the background flux of ROS turnover the cell has an 
embedded a fine-tuned signaling system that utilizes regulated ROS production and 
scavenging systems to implement controlled pulses of cellular information. As ROS is 
ubiquitous the question of how its modulation can be informative is not trivial. The 
discussion here addresses the potential cellular sources of ROS signal, their role in the 
induction of cellular response and interactions with NO in the use of ROS as a signaling 
medium. 

Cell Biology and Instrumentation: UV Radiation, Nitric Oxide and Cell Death in Plants
Y. Blume et al. (Eds.)
IOS Press, 2006
© 2006 IOS Press. All rights reserved.

163



1. Oxidative stress an example of organelle dysfunction 

During normal metabolism ROS output is a quantitative product of ROS released from 
oxidative metabolic activity and ROS released from signaling components balanced by 
cellular scavenging capability. ROS overproduction that saturates and depletes scavenging 
capability will shift the redox milieu. If the local magnitude of this shift is sufficient, it can 
effect reactive groups e.g. cysteine moieties in proteins that could introduce activity 
modifications or undermine the integrity of membrane components. A cell can reach a state 
of oxidative stress by chloroplast or mitochondria dysfunction arising from environmental 
insult that turns the organelles into controlled or uncontrolled ROS generators. For 
example, under normal light flux the amount of superoxides produced is rapidly scavenged, 
however, under conditions of carbon skeleton limitations unutilized reducing power can 
lead to changes in the electromotive membrane state stimulating production of ROS. 
Similarly, under conditions of high light, the saturation of the photosystem capacity can 
result in photochemical breakdown that release ROS. Environmental conditions that perturb 
mitochondrial membranes such as cold or heat-treatment will also increase the intermediate 
drain of electron flow into alternative substrates to yield superoxides. In all these cases, 
subsequent disturbance in redox equilibriums will then be interpreted as an oxidative stress 
signal.

1.1 Commonalities in organelle-generated oxidative stress response 

Hydrogen peroxide, a major product of ROS metabolism irrespective of its cellular source 
is rapidly diffused and is highly permeable making it well poised to serve as a signal 
molecule. Illustrating this point is the fact that ROS resulting from a singlet oxygen source 
that was released in a particular cell could propagate a diffusible extracellular hydrogen 
peroxide signal [1,2]. Transcriptome analysis can be used as a basis for comparing 
oxidative stress signals and differentiate between an apoplastic source, or an organelle 
source of ROS. Apoplastic sources of oxidative stress were simulated by the addition of 
exogenous hydrogen peroxide to Arabidopsis cells. Among the affected up-regulated genes 
are those that belong to cell rescue (ROS scavenging) and cell defense responses such as 
heat-shock proteins, phytoalexin biosynthetic genes, and senescence-related transcripts. 
The down-regulated genes were transcripts for the photosynthetic apparatus [3]. These 
same transcripts were shown to be inducible by wilt or UV treatment that also simulate 
oxidative stress. Chloroplast sources for ROS were established in tobacco discs subjected to 
oxidative stress by application of light-dependent ROS-generating methyl-viologen. In that 
case, the up-regulated genes included anti-oxidant genes, PR proteins, phytoalexin 
biosynthetic genes and genes of oxylipin metabolism. While many down regulated genes 
were related to photosynthesis [4]. The inhibition of photosynthesis may reflect the cellular 
need to minimize ROS production. A mitochondrial source of ROS was achieved by the 
inhibition of mitochondrial electron transport with antimycin A that was also shown to 
generate a significant increase in cellular ROS. Transcripts that were induced by antimycin 
treatment included PR proteins, GST, ethylene biosynthesis and senescence-related genes. 
The same genes were also induced by direct application of hydrogen peroxide or salicylic 
acid [5]. In this case, the activation of Aox1 that encodes mitochondrial alternative oxidase 
may partially offset the potential of ROS release by this organelle. We conclude that 
despite differences tissues used or plant species involved the transcriptome picture of 
oxidative stress from disparate ROS sources show a degree of commonality. 
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2. ROS signal and cell death 

Oxidative stress can culminate in cell death either by rapid necrosis or a special type of 
programmed cell death. In animal cells, the mitochondria play an important role in 
triggering programmed cell death in response to diverse stimuli. A key step in this process 
is the opening of mitochondrial permeability transition pores, which allows for the release 
of apoptosis-inducing factor and the translocation of cytochrome c into the cytosol [6]. 
Tiwari et al.[7] showed that cytochrome c leakage occurs from Arabidopsis mitochondria 
after treatment of cells with a superoxide generator. Similarly, stimulation of stress-related 
transcripts by antimycin A, hydrogen peroxide and SA was blocked by the addition of an 
inhibitor of pore transition, bongkrekic acid [5]. The results suggest similarities in 
mitochondrial-based oxidative stress-induced PCD in plant cells and apoptosis of animal 
cells.

As noted above, chloroplasts-based ROS generation can lead to similar 
transcriptome programs as that found for mitochondria-based ROS generation. In this case 
it is likely that the 2 organelles can also interact via ROS cross-talk. Thus, the failure to 
dissipate photosynthetic-derived ROS will cause ROS products such as hydrogen peroxide 
to permeate the cell and affect the function of mitochondria. In this way, chloroplast 
dysfunction will contribute indirectly to PCD. Rapid and irreversible destruction of the 
chloroplast and tissue can also occur by addition of photosynthetic inhibitors. For example 
addition of norflurazon represses photo-protective carotenoid accumulation by inhibition of 
phytoene desaturase. Without carotenoids, chloroplasts rapidly destruct as a function of 
light intensity leading to necrosis. Thus, dependent on the intensity of ROS necrosis or a 
PCD signal may be channeled via the mitochondria but can be initiated from different 
sources.

2.1 Commonalities in ROS and NO-dependent pathways 

Superoxide can rapidly react with NO to form the peroxynitrite (ONOO-) a known mediator 
of cellular injury. This reaction occurs in a near diffusion-limited rate i.e. it can be more 
rapid than the SOD catalyzed removal of the superoxide. In soybean suspension cultures 
hydrogen peroxide formed by the dismutation of superoxide can function with NO to 
trigger plant hypersensitive response [8]. In this case, an unexpected balance between NO 
and hydrogen peroxide was found necessary for hypersensitive response whereas the direct 
application of the peroxynitrite was ineffective. In this cell system superoxide by 
combining with NO could serve to down-regulate the ability of NO to interact with 
hydrogen peroxide. 

As NO and ROS appear to be interrelated it is of interest to examine their influence 
on cellular transcription profiles. The transcriptome profiles generated by direct NO 
treatment featured disease related transcripts, genes for alternative oxidase, ethylene 
biosynthesis, an ethylene responsive element, and GST [9,10]. In a cursory comparison, a 
subset of these transcripts are similar to transcripts that appear during antimycin treatment 
that effects mitochondria [5]. The result is not surprising as treatment of carrot cells with 
NO donors caused depletion of cytochrome C from mitochondria and induction of 
alternative oxidase activity [11]. These results are consistent with the effect on 
mitochondria functionality as one direct mode of action of NO. 
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3. Non-organelle sources of ROS: Rboh

In plants, enhanced O2
.– generation can be observed in microsomes prepared from 

pathogen-challenged leaf material [12]. Diphenylene iodonium (DPI), a non-specific 
suicide substrate inhibitor of the neutrophil NADPH oxidase and other flavin-containing 
enzymes [13], blocks the plant oxidative burst [12]. The kinetics and defense functions of 
ROS during activation of mammalian neutrophils have served as a model for similar 
processes in plants. While homology to the neutrophil core gp91phox was the basis for 
molecular cloning of plant respiratory burst oxidase homologs (Rboh) in Arabidopsis
[14,15], the additional plasma membrane proteins and cytosolic regulatory proteins are not 
present in the plant genome. Plant Rboh define transcripts encoding a protein of about 105-
112 kD size and have a cytosolic N-terminus domain containing calcium binding EF hand 
motifs and also a degree of similarity to the human RanGTPase-activating protein [14,16]. 
Direct activation of plant Rboh by calcium may be important for rapid stimulation of the 
oxidative burst during the hypersensitive response and plant Rboh unlike the mammalian 
gp91phox complex is active in the absence of additional cytosolic components [17]. Novel 
human family member, NOX5, is most homologous to the plant Rboh and contains the 
gp91phox core cytochrome as well as N-terminus EF hand motifs  [18]. 

The gp91phox homologues AtrbohD, F, from Arabidopsis, NtrbohD from Nicotiana 
tabacum and NbrbohA, B from Nicotiana benthamiana were shown to be required for ROS 
accumulation in the leaf and plant defense responses [16,19-21]. The rapid ROS bursts 
associated with Rboh could serve as direct pathogen protective agents due to their toxicity, 
or their ability to propagate defense signals.

3.1. ROS signals generated by Rboh

The wounding response in tomato is thought to progress through the release of systemin (an 
18 aa wound signal) in the wounded leaf, subsequent activation of early-response signal 
relay genes such as polygalacturonase, allene oxide synthase and lipoxygenase, and 
synthesis of a long-distance signal jasmonic acid (JA). A second wave of gene induction 
follows involving synthesis of proteinase inhibitor (PIN) and other defense polypeptides 
[22,23]. The wound-induced increase in H2O2 levels is JA-dependent and DPI sensitive, 
suggesting that a NADPH-like oxidase activity is required for the activation of 
wound/systemin-responsive genes [24,25]. Antisense plants with down-regulated Rboh 
activity showed the requirement of Rboh for expression of certain wound response genes, 
while other wound-responsive genes were regulated in a Rboh-independent manner [26]. 
Unexpectedly, the down-regulation of Rboh expression resulted in a highly branched 
phenotype and a phenotypic switch in the tomato growth habit from indeterminate to 
determinate growth. The reproductive organs and fruit displayed fasciation. The reduced 
Rboh levels shifted cellular redox metabolism as measured by hydrogen peroxide 
production. Surprisingly, ectopic expression of flower specific-homeotic genes was 
detected in the leaves. The results imply that multiple developmental functions are 
controlled by Rboh. 

An early event in root hair formation is the specific recruitment of Rop GTPases to 
the site that will form root hair bulges [27,28]. Rop GTPases were fond to activate 
mammalian NADPH oxidase and in plants to be important in cell death [29] or 
differentiation [30] that involve hydrogen peroxide production. The Arabidopsis RbohC
deficient mutants were defective in Ca2+ uptake and displayed short root hairs on stunted 
roots [20]. The results suggest that ROS produced by this Rboh species regulates plant cell 
expansion and is a downstream recipient of Rop GTPase activity. 
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3.2 Rboh source of ROS and UV-B responses 

UV-B radiation can stimulate the plant pathogenesis state in a ROS dependent manner [31]. 
An interesting convergence was noted between Nicotiana longiflora transcriptome response 
to insect feeding and UV-B radiation [32]. Prominent similarities were down-regulation of 
several photosynthesis-related genes, and up-regulation of genes involved in oxylipin 
biosynthesis and a WRKY transcription factor. The remarkable similarity of UV-B 
transcriptome reponse to wound responses may indicate that common signaling 
mechanisms are involved. Activation of a Rboh-like activity was shown in Arabidopsis
treated with UV-B radiation but not in leaves treated with ozone [33]. In maize lines, UV-B 
increased expression of defense, salt, and oxidative stress related genes including Rboh, 
whereas as shown in other cases of oxidative stress, photosynthesis-associated genes were 
down-regulated [34]. At the molecular level the application of systemin or various 
oligosaccharide elicitors as well as UV-B treatment stimulated overlapping sets of MAP-
kinases [35]. Taken together, the result may indicate a common stimulatory mechanism 
which utilizes Rboh-dependent ROS production.

3.3 Rboh and NO pathways interact

Rboh-mediated H2O2 synthesis has been implicated in ABA-induced signaling 
processes in Arabidopsis [36] and likely in maize [37]. The Arabidopsis genes AtrbohD and 
AtrbohF function in ROS-dependent ABA signaling for stomatal closure [38]. 
Interestingly, both jasmonic acid and ABA promote stomatal closure via hydrogen peroxide 
production. This production is preceded by alkalization of the cytoplasm [39]. The 
sequence of events in hormone-induced stomatal closure is thus hormone-dependent 
activation of a phosphorylation/calcium pathway followed by alkanization, Rboh activation 
and activation of K+ efflux. How this sequence proceeds at the molecular level is not 
known. The Arabidopsis Atnos1 gene, implicated in plant nitric oxide synthesis, was found 
to be essential for ABA-induced stomatal closure [40], implicating a dual superoxide and 
NO signal for ABA signaling. Other evidence implies a role for nitrate reductase in NO 
dependent stomatal closure [41]. This finding is particularly intriguing as in mammalian 
vascular regulation there is a resultant loss of NO bioactivity upon reaction with 
superoxides or potentiation via the formation of nitrosylated thiols [42]. In the signaling 
systems for both defense and guard cell closure promoted by ROS, NO species have been 
implicated in playing a decisive role in signaling. Will this prove to be a paradigm for ROS 
signaling in other pathways? 
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Abstract. Nitric oxide (NO) is a highly reactive molecule that rapidly diffuses and 
permeates cell membranes. In animals, NO is implicated in a number of diverse 
physiological processes such as neurotransmission, vascular smooth muscle 
relaxation, and platelet inhibition. It may have beneficial effects, for example as a 
messenger in immune responses, but it’s also potentially toxic when the antioxidant 
system is weak and an excess of reactive oxygen species (ROS) accumulates. 
During the last few years NO has been detected also in several plant species, and the 
increasing number of reports on its function in plants have implicated NO as an 
important effector of growth, development, and defense. The innate immune system 
of organisms as diverse as vertebrates, invertebrates, and plants shows several 
characteristics similar with respect to involvement of NO. In the mammalian 
immune system, NO cooperates with ROS to induce apoptosis of tumor cells and 
macrophage killing of bacteria. In plants a similar mechanism has evolved to 
prevent tissue invasion by pathogens. The rapid accumulation of ROS and NO 
through the activation of enzyme systems similar to neutrophil NADPH oxidase and 
nitric oxide synthase (NOS) is one of the earliest events in the resistance response. 
Both NO and ROS are necessary to trigger host cell death in order to delimit the 
infected zone and avoid the multiplication and spread of the pathogen. NO and ROS 
are also components of highly amplified and integrated defense system that triggers 
the local expression of resistance genes. NO also functions independently of ROS in 
the induction of various defense genes including pathogenesis-related proteins and 
enzymes of phenylpropanoid metabolism involved in the production of lignin, 
antibiotics and the secondary signal salicylic acid. NO signaling functions depend 
on its reactivity and ROS are key modulators of NO in triggering cell death, 
although through mechanisms different from those commonly observed in animals. 

Introduction

Plants exhibit a wide array of both passive and active defense strategies against pathogen 
attack. The preformed physical barriers (e.g. the cuticle and cell wall) and biochemical 
defenses (e.g. antimicrobial toxins) often are not sufficient to avoid spread of  infection. In 
fact, after recognition of the invading pathogen, plants activate a very effective arsenal of 
inducible defense responses (the hypersensitive reaction, HR) characterized by 
hypersensitive cell death, tissue reinforcement and production of anti-microbial metabolites 
[1-3]. The rapid recognition of pathogen infection is supported by a sophisticated 
surveillance system capable of distinguishing between self-generate signals and those 
emitted by the pathogens [4] and is followed by establishment of a systemic acquired 
resistance (SAR), a salicylic acid dependent long lasting immunity against a broad 
spectrum of pathogens [5]. 

The HR requires active host protein synthesis and is kept under tight genetic control 
being activated only if the plant detects a prospective invader [6]. In this way plant cells 
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autonomously maintain constant vigilance against pathogen by expressing large arrays of 
‘R-genes’ (R, resistance). R genes encode putative receptors that respond to the product of 
‘Avr-genes’ (Avr, avirulence) which are expressed by a pathogen during infection. This 
gene-for-gene interaction results from either direct or indirect interaction between the R
gene and Avr gene products depending on R-Avr gene pair [1]. R-gene-mediated activation 
of HR triggers a number of rapid cellular responses, including perturbations in ion fluxes 
and in the pattern of protein phosphorylation, which precede the accumulation of reactive 
oxygen species (ROS) and nitric oxide (NO) [7,8]. These initial responses are followed by 
the production of phytoalexins, transcriptional activation of defense genes and 
hypersensitive cell death, a form of programmed cell death with some regulatory and 
mechanistic features characteristic of apoptosis in animal cells, like membrane dysfunction, 
vacuolization of the cytoplasm, chromatin condensation and endonucleolytic cleavage of 
DNA [9,10]. The interplay between ROS and NO contributes to the establishment of the 
HR and to augmentation of defense responses [11] (Figure 1). Downstream events are 
inhibited by some blockers for Ca2+ channels and anion channels, suggesting that the initial 
ion fluxes are crucial for the induction of defense responses [12].

Figure 1.  NO-mediated activation of defense response. NO, nitric oxide; NOS, nitric oxide synthase;
ONOO–peroxynitrite; H2O2, hydrogen peroxide; O2

-  superoxide; GPX, glutathione peroxidase; GST, 
glutathione S-transferase; SOD, superoxide dismutase; MAPK, mitogen-activated protein kinase.

1. ROS production and signaling 

One of the most rapid defense responses following pathogen recognition is the so-called 
oxidative burst, a rapid accumulation of superoxide (O2

-) and hydrogen peroxide (H2O2) at 
the site of attempted invasion [13]. There are a number of potential sources of ROS in 
plants. Many pharmacological, immunological and molecular studies strongly support the 
idea that the primary source of ROS in plant cells is an O2

- generating membrane-bound
NADPH oxidase [14,15]. The enzymatic complex of NADPH oxidase found in mammalian
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neutrophils consists of two plasma membrane proteins and several cytosolic regulatory 
proteins that traslocate to the plasma membrane to form the active complex after 
stimulation [16]. In plants, NADPH oxidase is analogous to the mammalian counterpart and 
has an N-terminal extension, which contains two Ca2+ binding elongation factor (EF) hands 
[15]. These findings support the hypothesis that plant plasma membrane contains an 
enzyme closely related to the neutrophil NADPH oxidase and reveal direct activation by 
Ca2+ ions. Other enzymatic ROS sources have been characterized: extracellular enzymes 
such as amine, diamine, and poliamine oxidases have been implicated as possible sources 
of ROS following pathogen recognition [13]. The major source of ROS in French bean 
cells treated with an elicitor from Collectothricum lindemuthianum appears to be dependent 
on an extracellular peroxidase [17,18]. Finally, intracellular sources of ROS are 
chloroplasts, mitochondria, plasma membrane and peroxisomes [13,19-21]. 

Several roles in plant defense have been proposed for ROS. H2O2 can be directly 
toxic to pathogens and it contributes to structural reinforcement of plant cell walls, either 
by cross-linking various hydroxyproline and proline-rich glycoproteins to the 
polysaccharide matrix or by increasing the rate of lignin polymer formation by way of 
peroxidase enzyme activity, both of which would make the plant cell wall more resistant to 
microbial penetration and enzymatic degradation [22,23]. The deployment of antioxidant 
enzymes or scavengers has been shown to blunt the development of cell death during a 
number of incompatible plant-pathogen interactions. Moreover, the inhibition of 
endogenous antioxidant mechanisms using specific and non-specific pharmacological 
agents, which increased the concentration of ROS, resulted in elevated levels of host cell 
death [9].

ROS generated via the oxidative burst have been proposed to play a central role in 
the development of host cell death during the HR [24] and to influence the expression of a 
large number of genes by two main ways: through the oxidation of components of signaling 
pathways that subsequently activate transcription factors, or through the oxidation of redox-
sensitive transcription factors [25]. ROS can activate protein kinase cascades (MAPK) 
resulting in indirect activation of transcription regulators [26]. As increases in cytosolic 
Ca2+ is a common, early response to H2O2, it is likely that activation of Ca2+ dependent 
protein kinases and phosphatases is also an early step, with some enzymes potentially 
mediating downstream signaling components such as other protein kinases/phosphatases 
and other effector proteins [27]. 

2. NO production and signaling 

The broad chemistry of NO involves an interplay between three species differing in their 
physical properties and chemical reactivity: the nitrosonium cation (NO+), the radical (NO.)
and nitroxyl anion (NO-). This highly reactive molecule rapidly diffuses and permeates the 
cell membrane and can modulate intercellular signaling through regulation of redox centers 
in proteins whose regulation is based on a reduced/oxidized switch [28, 29]. In plants, NO 
production is well documented in response to infection with bacterial, viral and fungal 
pathogens [35, 36, 37] and after treatments with elicitors lipopolysaccharides (LPS) 
extracted from plant and animal pathogens [34]. NO is produced through non-enzymatic 
and enzymatic routes. The former routes include nitrite/ascorbate interaction or the light 
mediated conversion of NO2 to NO via carotenoids [30]. The latter routes of NO synthesis 
include the reduction of nitrite by nitrate reductase (NR) [31] and conversion of arginine to 
citrulline by nitric oxide synthase (NOS) [32]. In contrast to animals that possess three 
different isoforms of NOS (inducible, neuronal and endothelial) [33] the only plant gene 
encoding a NOS is AtNOS1 from A. thaliana [32]. AtNOS1 does not share sequence 

M. de Stefano et al. / NO Functions in the Plant Hypersensitive Disease Resistance Response172



identity with animal NOS and display a flavin-, heme-, and tetrahydrobiopterin-
independent NOS activity and appears to be constitutively expressed [34]. Recently, 
AtNOS1 mutant A. thaliana plants were shown to be more susceptible to virulent 
Pseudomonas syringae and display a much more severe development of disease symptoms 
and enhanced bacterial growth compared to wild-type [34].   

The mobile nature of NO and its chemical reactivity with various cellular targets 
means that downstream effects of NO may be directly induced by interaction with various 
cellular components, like ion channels or proteins that modulate gene expression, or 
indirectly following interaction with signaling proteins such as protein kinase [29]. In 
mammals, one of the most important targets of NO is guanylate cyclase (GC). NO interacts 
with the heme prosthetic group of this enzyme, leading to its activation and results in 
increased generation of intracellular cyclic GMP (cGMP) [38]. Administration of NO 
donors or recombinant mammalian NOS to tobacco plants or suspension cells triggers 
expression of defense related genes phenylalanine ammonia lyase (PAL) and pathogenesis 
related protein PR-1 [35]. PAL gene expression is also induced by exogenous application of 
cGMP, suggesting that the NO/cGMP-dependent signaling pathway present in animals may 
also exist in plants [35]. However, the partial suppression of PAL induction in tobacco 
plants by inhibitors of NO-inducible GC suggests the existence of both cGMP-dependent 
and independent pathways [39]. Although the involvement of cGMP in several plant signal 
transduction pathways has been demonstrated, it remains to be determined whether or not 
NO is the physiological activator of plant GC [40]. 

In mammals, another molecule that serves as second messenger for NO signaling is 
cyclic ADP ribose (cADPR) [33]. In plants, cADPR is known to be involved in the 
abscissic acid signaling pathway in tomato and Arabidopsis [41]. In addition, cADPR has 
been found to elicit Ca2+ release in Vicia faba from vacuoles, and induce PAL and PR-1
expression in tobacco. This induction can be blocked by a cADPR-gated Ca2+ channel 
inhibitor [39] and by a cADPR antagonist [42]. Since expression of PR-1 and PAL genes is 
amplified when cGMP and cADPR are added simultaneously, these second messengers 
appear to act synergistically. 

NO has been shown to activate protein kinases (PKs) in Arabidopsis and tobacco 
[36,43]. Two MAPKs have been recently found to function as early positive regulators in 
plant defense. The tobacco SIPK (SA-induced protein kinase) and WIPK (wounding-
induced protein kinase) are activated upon different stimuli including biotic and abiotic 
stresses [43]. SIPK is typically induced by SA and by H2O2 [44] and shows SA-mediated 
NO inducibility [43], while WIPK is not induced by either SA or NO. The NtMEK2 kinase 
represents an upstream link between SIPK and WIPK as it can specifically activate both 
kinases [44]. A number of other kinases, and kinase kinases, have been identified that might 
constitute a complex signaling network leading to resistance, which may at least partially 
overlap other responses to a number of different stresses [45]. 

3. NO and ROS cooperation in the HR

One of the earliest events of the HR is the rapid accumulation of ROS and NO [43,46]. The 
reaction between NO and O2

- produces ONOO- [47] a highly reactive oxidant molecule 
which then interacts with many molecular components and may modulate downstream 
signaling [48]. In mammals, ONOO- induces apoptosis and is cytotoxic by causing 
oxidative tissue damage [49]. In plants ONOO- does not appear to be an essential 
intermediate of NO-induced cell death [50]. However, ONOO- induce PR-1 accumulation 
in tobacco leaves [39] and protein nitration leading to changes in the redox state of the cell 
[50]. Since the formation of O2

- and NO is an inevitable event in plant cells [51] the 
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continuous formation of ONOO- can be postulated. Consequently, plant cells may have 
developed specific mechanisms to overcome the toxicity of ONOO-, and they may have 
adopted different NO/ROS signals for triggering cell death during HR. In the so-called 
balance model [50] the fluctuation in O2

- levels is the key indicator of redox stresses in 
uninfected cells and the sensor integrating NO and H2O2 coactivation of pathogen-induced 
hypersensitive cell death in the infected tissue. The relative rates of H2O2 production by a 
SOD mediated dismutation of O2

- and the generation of ONOO- determines the balance 
beetwen NO and H2O2 required for the activation of the cell death program [52]. How NO 
and ROS actually kill is still unclear. In animal, NO cooperates with ROS to induce DNA 
fragmentation and cell lysis in murine lymphoma, hepatoma and endothelial cells but these 
two molecules don’t appear to be directly involved in killing [53, 54]. In vitro studies have 
suggested that reaction of NO with H2O2 produces singlet oxygen or hydroxyl radicals in 
both the gaseous and liquid phase [55]. However, it is now well accepted that NO-induced 
cell death is an active process in which proteases play a crucial role. Cystatine-sensitive 
protease have been found to be critical regulators for cell death in a soybean model system 
[56, 57]. In addition, Ac-YVAD-CMK, an irreversible inhibitor of mammalian caspase-1, a 
class of cysteine proteases involved in apoptosis, was shown to block NO induced cell 
death [36]. 

4. Conclusion 

Although several hypotheses still await experimental demonstration, it is now clear that NO 
is an important component of plant defense systems. Much evidence supports the view that 
NO plays a key role in disease resistance responses. Moreover, the recent identification of a 
plant NOS will lead to the characterization and manipulation of mechanisms modulating 
NO signaling. Thus, the understanding of NO signaling functions at the biochemical, 
cellular and molecular levels will soon make it possible to discern several important 
physiological and pathological processes in plants, as already demonstrated in mammals. 
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Abstract. The key research questions must be directed to the effects of UV on 
NO generation and action in plants. Research programmes will require methods 
to assess accurately NO emissions from leaves and to determine NO 
concentrations in cells and sub-cellular microdomains; the use of mutants and 
transgenic plants altered in NO synthetic and scavenging capacities; analyses of 
the molecular and biochemical events required for activation of PCD by NO and 
UV; and the development of techniques to monitor simultaneously cell death, 
NO and ROS generation in the field during exposure to UV. 

Introduction 

Less than ten years ago, the impact on plant biology of the gaseous free radical gas nitric 
oxide (NO.) related only to its toxic effects as a component of NOx, released into the 
atmosphere as an air pollutant during the combustion of fossil fuels. It is now clear that NO 
is a multi-faceted and versatile endogenous signalling molecule with an importance in 
many if not all aspects of plant growth and development. At least two enzymatic sources of 
NO in plants have been characterised and mechanisms that serve to scavenge NO have also 
been identified. Downstream signalling responses to NO include generation and action of 
the second messenger molecules calcium, cyclic GMP and cyclic ADPR, protein 
phosphorylation, protein nitrosylation and specific effects on gene expression. NO also 
interacts directly with Reactive Oxygen Species (ROS) and with components of ROS-
activated signalling pathways. NO and ROS play key roles in an orchestra of plant defence 
responses. Rapid generation of NO and ROS following pathogen or elicitor challenge 
mediates a multitude of metabolic and transcriptional alterations including Programmed 
Cell Death (PCD).

However, it is important to note that in some cases the actions of NO can be 
cytoprotective rather than toxic, potentially via antioxidant effects of NO, and prevention of 
NO synthesis or action can delay or inhibit PCD. In addition to the roles of NO and ROS in 
biotic stress responses, NO and ROS generation also occurs in response to various abiotic 
stresses, including UV radiation which itself can induce PCD. Recent data suggest that NO 
mediates some UV responses and that UV radiation can also stimulate the release of NOx

from leaves.  
Key research questions to be addressed must be directed to the effects of UV on NO 

generation and action in plants. Research programmes will require methods to assess 
accurately NO emissions from leaves and other organs and to determine NO concentrations 
in cells and sub-cellular microdomains; the use of mutants and transgenic plants altered in 
NO synthetic and scavenging capacities; analyses of the molecular and biochemical events 
required for activation of PCD by NO and UV; and the development of techniques to 
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monitor simultaneously cell death, NO and ROS generation in the field during exposure to 
UV.

1. What is NO and what does it do? 

Less than ten years ago, the impact on plant biology of the gaseous free radical gas NO 
related only to its toxic effects as a component of NOx, released into the atmosphere as an 
air pollutant during the combustion of fossil fuels [1]. It is now clear that NO is a multi-
faceted and versatile endogenous signalling molecule with an importance in many if not all 
aspects of plant growth and development. Plant NO research began in earnest when it was 
found that pathogen challenge induced NO generation and that NO participated in 
pathogen-induced cell death [2, 3]. Thus NO synthesis and action can determine various 
‘life-or-death’ situations in plants. However, its actions and effects are much more 
widespread, as they also contribute to a plant’s ‘quality of life’. This is because, in addition 
to effects at the stress margins, NO also regulates various processes at the centre of normal 
plant biology that include seed germination, root initiation, gravitropism, leaf development, 
nutrition and stomatal closure in response to abscisic acid. Moreover, as would be expected 
for a molecule that mediates key signalling processes, it interacts with other signals such as 
ROS, salicylic acid and jasmonic acid [4-6]. 

2. How is NO made and removed? 

Plants contain an array of NO-generating capabilities for which the full molecular and 
physiological details have not yet been deciphered [5,6]. Animal cells generate NO via 
nitric oxide synthase (NOS), a group of related enzymes that convert L-arginine to L-
citrulline and NO. Although plant NOS activity has often been described, no structurally 
related enzymes have yet been found. However, a unique plant NOS enzyme, AtNOS1, has 
recently been characterised. AtNOS1 was cloned from Arabidopsis, based on sequence 
similarity to a snail protein implicated in NO synthesis [7] and although AtNOS1 uses L-
arginine as a substrate its sequence differs to that of animal NOS. Importantly, plant cells 
can also produce NO via the enzyme nitrate reductase (NR), catalysing NO synthesis from 
nitrite [4-6,8], as shown in transgenic tobacco plants with permanently active NR which 
emit greatly elevated amounts of NO [9]. Genetic and biochemical data indicate that 
AtNOS1 and NR have biological functions during hormonal signalling [7,10]. There are 
also other less well-characterised potential NO sources in plants, including a plasma 
membrane enzyme generating NO from nitrite [11], non-enzymatic synthesis [12], xanthine 
oxidoreductase and NOS-like activities that remain to be isolated [5]. Clearly, more 
research is required to determine the contributions and interactions of these potential 
sources of NO (Figure 1).

Because NO induces a diverse range of biological effects that include cell death, it 
might be expected that plants possess mechanisms to detoxify NO. Recent data have shown 
that plant non-symbiotic haemoglobins may well perform this function. Plant haemoglobins 
are induced by hypoxic stress [13], a stress that also induces substantially elevated rates of 
NO generation [14,15]. Over- or under-expression of a barley haemoglobin in alfalfa root 
cultures [14] or maize suspension cultures [16] reduced or increased NO levels respectively 
and expression of an alfalfa haemoglobin in tobacco altered plant responses to NO 
treatment or pathogen challenge [17]. Metallothioneins, recently shown to function as ROS 
scavengers in plants [18], may also possess NO-scavenging capacity. NO can also react 
with the small tripeptide glutathione to form S-nitrosoglutathione (GSNO). GSNO can be
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NO2NR

Figure 1.  NO biosynthesis and removal. Generation of NO can occur from arginine via NOS, from
nitrite via NR, through other enzymatic sources or non-enzymatically. NO can be removed by reaction with
haemoglobins and metallothioneins, via S-nitrosylation of glutathione to form S-nitroglutathione or by
reaction with oxygen to form nitrogen dioxide, which degrades to nitrite and nitrate.

metabolised, thereby removing NO, or it could act as a source of NO within plants,
potentially at a site distant from its point of generation [see 5] (Figure 1).

3. Why might NO be relevant to UV responses? 

Various abiotic and biotic stresses, including exposure to higher than normal amounts of 
UV radiation, result in oxidative stress, altered patterns of gene expression and cell death. 
Because several of these stresses also cause increased NO production, with NO having both 
positive and negative effects on cell survival, it is quite possible that UV effects also
involve NO signalling.

3.1. NO, biotic and abiotic stress

NO plays a key role in defence responses during plant-pathogen interactions. NO is
strongly involved in important mechanisms induced by pathogen recognition, that lead to
the repulsion of potentially invasive bacteria and fungi. These responses include the 
expression of ‘defence-related genes’, encoding products that contribute to disease
resistance, for example anti-microbial proteins or enzymes that catalyse the biosynthesis of
anti-microbial phytoalexins, and the Hypersensitive Response, a form of PCD localised to 
the points of infection. PCD is a genetically determined, metabolically directed cellular 
process resulting in cell suicide – cells die because of activation of intrinsic signalling and 
execution processes rather than by necrosis induced by other forms of damage. There are 
several different types of PCD, activated by a range of signals, in plants [19]. Localised cell 
death during the HR limits pathogen spread by restricting nutrient supply and acting as a 
focus for anti-microbial chemical activities. NO is rapidly generated in response to
challenge by pathogens [2,3,20,21] or elicitors [22-27], chemical signals released during 
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plant-pathogen interactions that are recognised by host plant cells and that induce a range of 
defence responses. Although there is some controversy over the exact role of NO [28], it is 
clearly an important one, as exogenous NO can induce hypersensitive cell death or PCD 
and expression of defence-related genes, and removal of NO via genetic or chemical means 
impairs disease resistance  and pathogen-induced HR [2,5,6,17,29,30].

Increasing data indicate that NO might also be generated in response to some 
abiotic environmental stresses [see 5]. Although the effects of dehydration (drought stress) 
remain to be resolved, with both increases and decreases in NO emission from pea [31] and 
Arabidopsis [32] being described, drought stress resulted in increased NOS activity in 
wheat seedlings and ABA accumulation was inhibited by NOS inhibitors [33]. Moreover, 
both osmotic and salinity stress can induce rapid NO generation [34]. NO induces stomatal 
closure and has been shown to be an essential component of the guard cell signalling 
network initiated by ABA and resulting in stomatal closure [35-37]. If NO is removed or its 
synthesis prevented then stomatal closure in response to ABA is impaired [7,10,37]. 
Recently, the requirement for NO in salicylic acid-induced stomatal closure in Vicia faba
has been reported [38]. Heat stress also increases NO production [34], whilst mechanical 
stress/wounding may or not increase NO levels, perhaps depending on the species or cell 
type [34,39-43].

3.2. NO, cell death and Reactive Oxygen Species 

Another key feature of plant defence responses is the ‘oxidative burst’ during which ROS 
such as the superoxide anion, (O2

-) and hydrogen peroxide (H2O2) are rapidly generated in 
response to the same stimuli as is NO. ROS are well-established mediators of defence 
responses and contribute to the initiation of the HR and pathogen-induced PCD. An 
oxidative burst and elevated ROS generation also occur in response to various abiotic 
stresses, either via perturbation of metabolism by the stress or mediated by specific ROS-
generating enzymes such as NADPH oxidase that are also activated by pathogen signals 
[44]. Such abiotic stresses include extremes of temperature, wounding, UV irradiation, 
anoxia and air pollutants such as ozone. Cell death, potentially programmed (the molecular 
and biochemical details remain to be fully elucidated), is also induced by these stresses. 
Increasingly, it appears that NO and ROS interact in response to various stimuli that induce 
cell death, such that either cell survival or PCD is the outcome. 

PCD in plants probably shares some conserved aspects with PCD in animal cells but 
also possesses plant-specific features [45]. Nuclear DNA degradation and chromatin 
condensation are often associated with PCD and disrupted mitochondrial function may well 
be an early component of PCD induced by several stimuli. Altered mitochondrial 
membrane permeability results in release of cytcohrome c to the cytoplasm. In animal cells, 
cytochrome c release then leads to the activation of a proteolytic cascade involving various 
caspases, cysteine proteases with aspartate-specific cleavage activity that cleave numerous 
cellular proteins, ultimately bringing about cell death [45]. No true caspases have been 
identified in plants but (mammalian) caspase inhibitors do inhibit PCD in plant cells and 
plant proteases with some caspase-like properties, such as metacaspases, legumains and 
subtilisin-like serine proteases, may be functionally equivalent to caspases [46].

Toxic effects of NO as an air pollutant were first observed many years ago [see 1]. 
These effects were assumed to represent necrosis induced by NO but it may be that at least 
some of the toxic effects of NO are due to its ability to participate in the activation and 
spread of PCD. Exogenous NO can induce cell death that has features characteristic of 
PCD, including chromatin condensation, increased caspase activity and inhibition by 
caspase inhibitors, and disrupted mitochondrial function. NO induces PCD in cell cultures 
of Arabidopsis [20], carrot [47] Citrus sinensis [48] and Taxus [43]. In carrot and Citrus,
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NO treatment induced cytochrome c release [47] and altered mitochondrial membrane 
permeability respectively [48]. Respiration was inhibited by NO via inhibition of the 
cytochrome oxidase pathway. However, NO can also activate the alternative oxidase 
(AOX) pathway for respiration and induce expression of the alternative oxidase [47,49,50]. 
Such induction of the AOX pathway may represent a ‘survival response’, perhaps partly 
preventing excess ROS generation [51], and inhibition of AOX resulted in increased NO 
sensitivity and cell death [49]. Moreover, NO generation and action are components of 
PCD induced by bacterial or viral challenge [2,17], elicitors [25,27,39,52], mechanical 
stress [42] and hypoxia [14]: enhanced NO generation and release have been assayed by 
various means and inhibition of NO synthesis or scavenging of NO, either via chemicals 
such as cPTIO or via transgenic expression of haemoglobins, retards cell death. NO 
treatment can alter the expression of genes whose products may have a role in the 
regulation of PCD or that are involved in protective responses. These include genes often 
induced during plant responses to pathogens, as well as those encoding enzymes of 
oxidative stress responses and scavenging of toxic compounds such as glutathione 
transferases, signalling proteins and transcription factors [29,32,49].

Other experiments have demonstrated the toxic effects of nitrosative stress. 
Transgenic plants with reduced nitrite reductase activity had over 10-fold the nitrite content 
and NO emissions were increased over 100-fold higher, and such plants displayed 
drastically reduced growth and development when cultured on nitrate [53]. The nitrite 
reductase-deficient plants had much higher levels of protein tyrosine nitration, suggesting 
that nitrite toxicity is due, at least in part, to increased generation of NO (and thus 
peroxynitrite; see below) and protein nitrosation. Whether the toxic effects were mediated 
by an intrinsic cell death pathway activated in response to the excessive protein nitrosation, 
or due to impaired cell functioning via inactivation of essential proteins is not known. In 
alfalfa root cultures exposed to hypoxic conditions growth was reduced considerably and 
NO emission increased greatly [14]. Moreover, hypoxic stress resulted in cellular 
disintegration characteristic of cell death. Cell death was reduced or increased under 
hypoxic conditions in cell lines over- or under-expressing haemoglobin, correlating well 
with reduced or increased rates of NO release in these transgenic cultures [14]. Again, the 
mechanism of cell death has yet to be elucidated but other data indicate that hypoxia-
induced cell death in roots is indeed programmed [13].  

Much evidence indicates that ROS also initiate cell death during various stresses 
[44]. Given that NO and ROS such as O2

- and H2O2 (O2
.- dismutates to H2O2) are both 

generated in response to biotic and some abiotic stimuli it is not surprising to find 
interactions between these two signals. As described above, both NO and ROS can induce 
cell death, but in fact it may well be that it is actually the relative amounts of NO, O2

- and 
H2O2 that determine whether PCD results. NO and O2

- react to form peroxynitrite, ONOO-.
Peroxynitrite can react with proteins to form nitrosated tyrosine groups [4]. In animal cells 
peroxynitrite may be a key PCD-inducing factor, but appears not to be as toxic to plant 
cells. In soybean cells, neither NO nor peroxynitrite induced PCD [54]. However, PCD 
induced by NO was greatly enhanced in the presence of H2O2. Thus it was suggested that 
the balance of ROS and NO is critical, such that if O2

- was scavenged by excess NO or NO 
by excess O2

- , then insufficient H2O2 or NO would be present to activate PCD; if, on the 
other hand, an appropriate balance of H2O2 and NO was generated then PCD would be the 
result [53]. Cell death induced in Arabidopsis plants by infiltration of the NO-generating 
compound sodium nitroprusside was reduced in plants over-expressing a thylakoid ROS-
scavenging ascorbate peroxidase enzyme, again suggesting interactions between ROS and 
NO [55]. Other studies have also reported that PCD induced by H2O2 and NO together is 
much greater than that induced by either alone [20,24,56], but the biochemical explanation 
remains to be resolved.  
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Interactions between NO and ROS, in which NO has protective as opposed to toxic 
properties, related to its antioxidant characteristics, have been described in both animal and 
plant systems [57]. H2O2 can react with redox active metals such as iron in the Fenton 
reaction to generate the highly reactive and short lived hydroxyl radical OH. that can 
oxidise a wide range of biomolecules. Protective effects of NO linked to its ability to 
directly scavenge superoxide (and hence reduce H2O2 formation and thus prevent the 
Fenton reaction) and thereby reduce subsequent oxidative damage have been reported for 
situations where excess ROS arise through photoxidative stress, exposure to 
methylviologen herbicides and fungal infection in potato [58,59], exposure of lupin roots to 
the heavy metals lead and cadmium [60] and gibberellin treatment of barley aleurone [61]. 
A recent report highlights interactions between superoxide and NO in vivo [62]. Basal rates 
of NO release from leaves of Vicia faba and Arabidopsis of ca. 1 nmolg-1h-1 were assayed 
using EPR (electron paramagnetic resonance) spectroscopy. When corrections were applied 
to account for the removal of free NO by endogenous superoxide, substantial increases in 
NO were detected, implying that under normal situations much of the NO generated by 
cells does actually react with superoxide, presumably to form peroxynitrite [62]. These data 
suggest that peroxynitrite is a ubiquitous metabolite in plant cells, that could be formed at 
relatively high rates when NO and superoxide are generated rapidly, for example, under 
high light or drought stress, or in response to pathogen challenge. It may be that 
peroxynitrite is intrinsically less toxic to plant cells than it is to animal cells (as suggested 
by the data in [54]), although when NO is made in great excess, protein nitrosation 
(presumably via peroxynitrite) is associated with reduced growth [53]. In addition, plants 
might contain peroxynitrite-scavenging properties, a topic that may be worthy of further 
research.

NO affects iron homeostasis by increasing transcript abundance of ferritins, iron 
storage proteins [50, 55, 63]. Endogenous nitrosylated iron complexes have also been 
detected by EPR, suggesting that such complexes might contribute to the bioavailability of 
iron within cells [62]. Exogenous NO can relieve the symptoms of iron deficiency [4], 
implying that NO effects on iron homeostasis might be beneficial because generation of 

destructive OH
.
 radicals is minimised whilst at the same time iron is made available for 

cellular metabolism. It is likely that NO also interacts with endogenous factors during 
senescence and various effects on senescence and generation of ethylene, a hormone often 
associated with senescence, have been reported [see 4,5]. 

Clearly, the effects of NO can be either toxic (mainly via PCD) or protective, 
perhaps via direct interaction with ROS or via activation of antioxidant systems, through 
effects on iron availability, via the expression of ‘defensive-genes’ and via effects on tissue 
water potential through stomatal closure.  

In some situations NO does activate cell death, but NO might represent only one of 
a group of signals whose co-ordinated effects bring about cell death. For example, NO 
might interact with ROS or other signals activated by pathogens or abiotic stress to initiate 
a ‘full PCD programme’. As each specific signal (e.g. fungal hypha, bacterium, elicitor, 
drought, UV etc) may activate a specific and unique spectrum of intracellular responses 
(that of course probably overlaps with that induced by other discrete signals), it might be 
expected that the effects of NO will differ according to the specific signalling scenario. 
Moreover, different cell types, or even the same cells in different developmental or 
physiological states, are also likely to respond differently to NO. For example, NO is 
undoubtedly associated with stomatal closure in response to ABA [37] and with IAA-
induced rooting [4]. Yet in these cells NO does not activate PCD as it does in other 
situations. Perhaps the ‘co-effectors’ required to work in concert with NO are not active in 
these cells, hence no cell death (except at unusually high NO concentrations]. The large-
scale transcriptomic analyses demonstrating that the expression of numerous, different, and 

S. Neill et al. / Nitric Oxide in Cell Damage and Protection182



in many cases unknown, genes is altered in response to NO [29,49,50] indicate that there 
are likely to be several cellular pathways activated or repressed by NO. Thus it is likely that 
the key factors determining the effects of NO relate to where (i.e. which tissues, cells and 
intracellular locations), when, how much and how rapidly NO is made, and to how the NO 
interacts with other toxic and signalling factors such as ROS, ethylene, salicylic acid, ABA 
and jasmonate.  

4. NO signalling 

Reversible protein phosphorylation and elevations in cytosolic calcium are central 
components of signal transduction in eukaryotic cells, including NO signalling in plants. 
Addition or removal of phosphate groups to proteins results in conformational changes that 
in turn alter the activity and sometimes location of the substrate protein. Cytosolic calcium 
concentrations are usually maintained below 200 nM via active export from the cell or 
sequestration into intracellular vesicles of the endoplasmic reticulum (ER) or vacuole. 
Various stimuli elevate cytosolic calcium, often in discrete intracellular domains, via 
activation and opening of calcium-permeable ion channels in the plasma membrane or ER 
and tonoplast. Calcium ions bind to calcium-binding proteins such as calmodulin, which 
can then interact with and activate calmodulin-binding protein kinases (PKs), or bind 
directly to PKs, protein phosphatases (PPs) and other proteins that possess integral calcium-
binding domains. NO activates PKs in Arabidopsis and tobacco that are probably part of a 
mitogen-activated protein kinase (MAPK) system [see 5,6]. MAPK signalling modules are 
highly conserved in all eukaryotes and consist of a three-kinase cascade. MAPKs 
(serine/threonine PKs) are activated via dual phosphorylation by a MAPK kinase 
(MAPKK) on a conserved T-X-Y motif; after activation MAPKs are often observed to 
migrate to the nucleus where they phosphorylate transcription factors and thereby alter the 
spectrum of gene expression. In turn, MAPKKs are activated by serine phosphorylation via 
a MAPKK kinase (MAPKKK). The action of PPs is also involved in NO signalling, as the 
stomata of ABA-insensitive mutants altered in PP2C signalling are also NO-insensitive 
[10]. NO-modulated calcium signalling has been demonstrated for both guard cells and 
suspension cultures [see 4,5,25,34]; activation of calcium channels is likely to involve 
generation and action of the second messengers cyclic GMP and cyclic ADP ribose 
(cADPR), cADPR synthesis potentially being dependent on cGMP action [4-6]. cADPR 
activates intracellular calcium channels and cGMP is likely to activate ion channels and 
protein kinases, although classical cGMP-dependent PKs have not been identified in plants. 
Both stomatal closure and cell death induced by NO are inhibited by prevention of cyclic 
GMP and cADPR signalling [see 5,6]. NO may also affect protein activities directly via S-
nitrosylation of reactive thiol groups. S-nitrosylation would result in changes in 
conformation and thus activity. As described above, NO can modulate the expression of 
many genes. No NO-responsive regulatory DNA sequences and cognate transcription 
factors have yet been identified; altered activities of transcription factors may be effected 
by direct interaction with NO or via activation of signalling cascades that results in, for 
example, phosphorylation of transcription factors.  
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Figure 2.  NO signalling

NO signalling in plants involves protein kinases and protein phosphatases. The production 
of the second messengers cyclic GMP (cGMP) and cyclic ADP ribose (cADPR) also occurs 
downstream of NO, probably activating protein kinases and inducing intracellular calcium 
mobilization. NO may also directly alter the activity of proteins by S-nitrosylation of thiol 
groups.

5. What role might NO have in the responses of plants to excess UV irradiation?

Plant responses to elevated UV include synthesis of potentially UV-protective pigment
molecules, expression of a sub-section of the suite of ‘defence-related genes’, generation of 
ROS, and cell death with characteristics of PCD [64,65]. It is expected that some of these
responses may be adaptive, for example, increased concentrations of UV-absorbing 
molecules would have an obvious benefit, as would synthesis of antioxidant enzymes that 
could reduce the intracellular content of potentially toxic ROS. Others may not have any 
apparent protective effect, for example, activation of genes often associated with defence 
responses, or with PCD. Such responses may arise due to the generation during UV 
exposure of signalling (and potentially toxic) molecules such as ROS, and potentially NO, 
that induce a spectrum of effects that are not wholly appropriate in all stress situations.
Moreover, as some responses to UV may well be adaptive, such that plants acclimate to
increased exposure to UV, it is likely that plant responses to UV differ, depending not only 
on the intensity of UV radiation but also on whether exposure is acute or chronic and 
whether or not there has been any acclimation.

Given that that some UV responses are similar to those induced by NO and that NO 
and ROS interact closely, it is likely that NO too will feature in plant UV responses. In 
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Arabidopsis, expression of CHS, encoding chalcone synthase, a key enzyme of flavonoid 
synthesis thought to be important in UV-protection, is induced by exposure to UV-B [65]. 
Pharmacological data indicated that such induction was mediated by NO: UV-induced CHS
expression was reduced by pre-treatment with an NO scavenger or with a NOS inhibitor 
and CHS expression was induced by two NO donors. More recent data utilising 
plant:bacteria interactions in which NO levels were reduced by expression of bacterial 
nitric oxide dioxygenase also indicate that UV-induction of CHS expression is mediated by 
NO [30]. UV-B radiation induced NO generation in the green alga Chlorella pyrenoidosa
and UV-induced chlorophyll loss was reduced by addition of exogenous NO (via sodium 
nitroprusside) [66]. NO donors also protected potato leaves against UV-induced oxidative 
injury [67]. UV-B increased NOS activity and NO release in maize mesocotyls [68]. 
Moreover, during exposure to UV-B, exogenous NO effects on growth inhibition were 
similar to those of a ROS scavenger, suggesting again that NO has both signalling and 
antioxidant roles depending on the relative concentrations of NO and ROS [68]. It has been 
shown recently that UV radiation induces the emission of NOx from shoots of Pinus
sylvestris [69], thus raising the real possibility that exposure to UV does indeed influence 
NO production. Again, the timing and amounts of NO generated are likely to determine the 
cellular effects.  

Interestingly, UV-B does appear to influence stomatal movement, a process 
profoundly affected by NO, although the reported effects are somewhat confusing. For 
example, pea, Commelina and oilseed rape plants grown under UV-B had lower stomatal 
conductances than control plants, and UV-irradiation of previously unexposed plants also 
induced stomatal closure [70]. However, other workers have shown that UV-B at low 
fluence rates induces stomatal opening in V. faba [71], or that UV-B at high fluence can 
either open or close V. faba stomata [72]. More recent work [73] has provided evidence for 
a separate UV-B photoreceptor in V. faba guard cells and shown that green light inhibits 
UV-B-induced opening. Given that UV-B can stimulate ROS (and potentially NO) 
generation, it is likely that UV effects on stomata are determined by complex interactions 
involving UV fluence rate and the amount of visible light in addition to a range of other 
factors.

6. Experimental approaches to determine the involvement of NO in plant responses to 
UV radiation 

Experimental approaches to determine the role(s) of NO will require: 

methods to assess accurately NO emissions from leaves and localised regions of plants. 
Various methods to assay NO have been used, including real-time intracellular imaging 
using fluorescent dyes, chemiluminescence, spectrometric assays, NO electrodes, EPR 
spectroscopy, photoacoustic laser spectroscopy and mass spectrometry [4,5,15,21,62,74]. It 
will be important to determine emissions and intracellular concentrations of other nitric 
oxides, such as NO2, the other component of NOx in fossil fuel emissions and N2O, both of 
which can be made by plants and released from soils [75,76]. Re-evaluation of the effects 
of NO2 and N2O along with those of NO may also be informative – for example, NOx in 
smoke is able to stimulate seed germination [77]. A thorough analysis of peroxynitrite and 
its effects on plants may also be informative. 

determination of NO concentrations and biosynthetic routes at the sub-cellular level 
within cells and in specific compartments and microdomains, including interactions with 
other signalling components.  
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use of mutants and transgenic plants altered in the synthesis of, and responses to, NO, to 
demonstrate any requirement for NO synthesis and action and to assess the source(s) of 
NO.

transgenic plants altered in NO scavenging capacity. 

pharmacological and genetic experiments to assess the requirement for NO and 
downstream signalling, using chemical and genetic manipulation of NO synthesis and 
responses.

large-scale transcriptomic, proteomic and metabolomic analyses of the effects of UV 
and NO. 

biochemical and molecular analyses of the processes of cell death induced by UV.

techniques to assess simultaneously PCD and the generation of signal molecules such as 
ROS that can interact and co-act with NO. 

development of large-scale imaging systems to monitor PCD, NO and ROS generation 
in the field in response to UV radiation. 

interactions of NO, UV and other stresses and stimuli e.g. NOx, pathogens, drought, 
cold stress. 

Assessments of NOx contributions from other components of the ecosystem.

7. Conclusion

NO is a multi-faceted and versatile endogenous signalling molecule in plants with an 
importance that probably stretches to most if not all aspects of plant growth and 
development. At least three enzymatic sources of NO in plants have been identified in 
addition to mechanisms that scavenge NO.  Downstream signalling responses to NO 
include generation and action of the second messenger molecules calcium, cyclic GMP and 
cyclic ADPR, protein phosphorylation, protein nitrosylation and specific effects on gene 
expression. NO signalling interacts with that activated by Reactive Oxygen Species (ROS). 
Both ROS and NO are generated rapidly following challenge by pathogens or elicitors and 
represent key members of an orchestra of defence responses that includes numerous 
metabolic and transcriptional changes in addition to Programmed Cell Death (PCD). NO 
can induce and influence PCD and inhibition of NO synthesis or action delays or inhibits 
PCD. However, NO can also interact directly and indirectly with ROS, and in some cases 
NO actions may be cytoprotective rather than cytotoxic. ROS generation is stimulated by 
various abiotic as well as biotic stresses, including UV–irradiation that itself induces PCD. 
Recent data indicate that NO can also be produced in response to abiotic stress, and that UB 
irradiation might stimulate release of NOx from plant leaves. 
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Abstract. In the late 1990s, NO became an increasingly popular target of investigation
in plants. As in mammals, NO fulfils a broad spectrum of signaling functions in 
pathophysiological processes in plants. Here, we summerize studies published in recent
years that provide novel insights into the signaling functions of NO produced by plant
cells exposed to abiotic stresses and biotic stress (pathogen-derived elicitors).
Particularly, we report that NO emerges as a key messenger governing the overall
control of Ca2+ homeostasis. Although the precise signaling functions of NO are poorly
understood, its capacity to modulate Ca2+ homeostasis provides an extraordinary and 
remarkably effective way of conveying information.

Introduction

Over the past two decades, it has been recognized that nitric oxide (NO) plays important roles 
in diverse mammalian physiological processes. NO impinges on almost all areas of biology, 
including the regulation of blood vessels, immunological defense against invading organisms,
apoptosis and neurotransmission. The production of NO is primarily catalysed by nitric oxide 
synthase (NOS) that converts L-arginine to L-citrulline and NO [1]. Because of its high 
reactivity, NO synthesis is under tight and complex control. Nitric oxide regulates
physiological processes by modulating the activity of proteins principally by nitrosylation, a 
process referring to the binding of NO to a transition metal centre or cysteine residues [2].
Nitrosylation is a reversible, post-translational modification that plays a central role in NO-
mediated signaling. An important class of proteins that constitutes key targets of NO is that of 
Ca2+ channels including cardiac and skeletal ryanodine receptors (RYR), voltage-gated Ca2+

channels, store-operated Ca2+ channels, cyclic nucleotide-gated Ca2+ channels, the N-methyl-
D-aspartate receptor and the inositol triphosphate receptor (IP3R). NO modulates these 
channels directly by nitrosylation, but also indirectly via the second messenger cyclic GMP
(cGMP) and/or cyclic ADP ribose (cADPR), a direct triggering molecule for RYR-mediated
Ca2+ release [2,3]. Therefore, NO, which may be produced intracellularly or may originate 
from neighbouring cells, emerges as a key messenger governing the overall control of Ca2+

homeostasis [3].
In the late 1990s, NO also became an increasingly popular target of investigation in

plants. As in mammals, NO fulfils a broad spectrum of signaling functions in 
(patho)physiological processes in plants [4-6]. Furthermore, two enzymes capable of 
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producing NO in plants have been recently identified , p.p  nitrate reductase [7] and AtNOS1 
[8], a NOS-like enzyme showing sequence identity with a protein implicated in NO synthesis 
in the snail Helix pomatia. This review summarizes studies published in recent years that 
provide novel insights into the signaling functions of NO produced by plant cells exposed to 
abiotic stresses and biotic stress (pathogen-derived elicitors). It focuses particularly on the 
cross-talk operating between NO and Ca2+.

1. Nitric oxide signaling activities in response to abiotic and abiotic stressors

Analysis of the involvement of NO in plant immune responses is a fruitful area of research.
Such studies have not only enhanced our understanding of the role of NO in plant defense, 
they also serve to illustrate the potential benefits of using plant-pathogen interactions as a 
model to investigate NO signaling. Over the past few years, we have studied the functions of
NO in plant cells challenged with elicitors of defense responses. Two elicitors have been used 
primarily, p.p  cryptogein, a 10 kDa elicitor produced by the oomycete Phytophthora
cryptogea [9], and endopolygalacturonase (BcPG1) purified from the culture filtrates of 
Botrytis Cinerea [10]. 

Upon application to tobacco, cryptogein causes a hypersensitive-like response (HR),
elicits the accumulation of transcripts encoded by defense-related genes and induces acquired 
systemic resistance (SAR) to diverse pathogens [9]. Using tobacco cell suspensions, it has 
been possible to characterize early events implicated as transduction components in the
cryptogein induction of defense responses. These include cryptogein-binding to high affinity 
binding sites in the plasma membrane [11], ion channel-mediated changes in plasma
membrane permeability [12], intracellular Ca2+ release through activation of RYR- and IP3-R-
like receptors [13], increase of nuclear free Ca2+ concentration (D Lecourieux, personal 
communication, 2004), modulation of protein kinases including mitogen activated protein 
kinases (MAPK) [14], production of NADPH oxidase-dependent reactive oxygen species 
(ROS) [15] and disruption of the microtubular cytoskeleton [16]. Cryptogein-induced 
elevation of cytosolic free Ca2+ concentration is required for the elicitor-triggered early and 
late reactions including phytoalexin synthesis and cell death [13]. 

Using the NO sensitive fluorophore 4,5-diaminofluorescein diacetate (DAF-2DA), we
reported the real-time imaging of NO production in epidermal tobacco cells treated with
cryptogein [17]. After elicitation with the elicitor, the earliest burst of NO was in the
chloroplasts, where NO production occurred within 3 minutes. The level of fluorescence
increased with time, and after 6 minutes NO was also found along the plasma membrane, in 
the nucleus and most probably in peroxisomes. In mammals, NO-dependent responses are 
governed by the subcellular compartment of NO production and by the frequency/duration of 
its synthesis [1,2]. Therefore, because the extent and timing of NO synthesis observed in 
response to cryptogein seems tightly regulated, we would anticipate that NO operates over a
spatial and temporal range both for specificity of targeting and for propagation of the elicitor 
signal.

To investigate the signaling events that mediate NO production, and to analyse NO 
signaling activities in the cryptogein transduction pathway, a spectrofluorometric assay using 
DAF-2DA was developed to follow NO production in tobacco cultured cells. As observed in 
tobacco epidermal tissue, cryptogein induced a fast and transient NO production in tobacco 
cell suspensions [18]. This production was completely suppressed in the presence of the NO 
scavenger cPTIO, and was reduced by 55 to 85% by mammalian NOS inhibitors. By contrast, 
inhibitors of NR had no effect on cryptogein-induced NO production. Interestingly, the NO 
burst was also sensitive to carboxymethoxylamine and aminoacetonitrile, two inhibitors of the
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variant of the P protein of glycine decarboxylase complex (iNOS), an enzyme originally 
reported as being a plant NOS enzyme [19]. These inhibitors also suppressed NO production 
induced by other elicitors of defense responses in tobacco, grapevine and Arabidopsis
suspension cells (unpublished data). Although we can not give a conclusive answer, we 
suggest that the inhibitory effect of these compounds is caused by their ability to act on plant 
NOS or on proteins acting upstream of NOS.

Calcium signals are thought to play an important role in the tobacco cells response to 
cryptogein [12-16]. To investigate whether NO was active in this process, the recombinant
aequorin technology was used. Aequorin is a photoprotein from Aequora victoria which
undergoes a conformational change and emits luminescence when occupied by Ca2+ [20]. 
Using transgenic Nicotiana plumbaginifolia cell suspensions that constitutively express
aequorin in the cytosol, it was shown that cryptogein triggers a first increase of cytosolic free 
Ca2+ concentration ([Ca2+ ]cyt) resulting from an influx of extracellular Ca2+ and Ca2+ release
from internal stores [13]. This first Ca2+ peak was followed immediately by a second, 
sustained [Ca2+]cyt mainly due to the influx of extracellular Ca2+. When cryptogein-triggered 
NO production was suppressed by cPTIO or inhibitors of mammalian NOS, the intensity of 
the first [Ca2+]cyt increase was reduced by almost 50% whereas the second [Ca2+]cyt peak was
unaffected [18]. Because similar pharmacological treatments did not affect cryptogein-
induced entry of extracellular Ca2+ (as measured by quantifying uptake of extracellular
45Ca2+), we assumed that NO participates in the elevation of cryptogein-mediated [Ca2+]cyt

through the mobilization of Ca2+ from intracellular stores. We also examined whether NO has 
any role in initiating the increase of nuclear free Ca2+ concentration ([Ca2+]nuc) observed in 
cryptogein-treated cells. Result from this study indicates that NO generation did not lead to 
the rise of nuclear free Ca2+.

The ability of endogenous NO to promote Ca2+ changes has been also analysed in 
grapevine suspension cells treated with BcPG1 (E Vandelle, personal communication, 2004). 
This elicitor mediates a rapid NO production, which is sensitive to mammalian NOS 
inhibitors and strictly dependent on extracellular Ca2+ influx. Here too, NO appears to 
contribute to the elicitor-induced [Ca2+]cyt elevation by promoting the release of Ca2+ from
intracellular Ca2+ stores into the cytosol. Moreover, surprisingly, when the BcPG1-triggered 
NO burst was suppressed, the elicitor-induced influx of extracellular Ca2+ was clearly
increased, indicating that NO also negatively regulates Ca2+ entry. The physiological 
significance of this inhibition remains unknown.  From what is known of the NO-dependent 
transduction mechanisms in animals [2], we postulate that this inhibition in plants could
constitute a negative feedback loop which assists the cells to reduce extracellular Ca2+ influx 
and therefore regulates Ca2+-dependent processes including NO synthesis and NO-derived
deleterious effects. 

To expand our understanding of NO signaling, its putative involvement in cryptogein-
induced defense gene expression was investigated. The selected genes included those that 
encode pathogenesis-related (PR) proteins, glutathione-S-transferase (GST), lipoxygenase 1 
(LOX), the ethylene-forming enzyme cEFE-26, a low-molecular-mass heat-shock protein 
(TLHS-1), the hypersensitive-related proteins hsr515 and hsr203J, sesquiterpene cyclase,
phenylalanine ammonia-lyase and SAR 8.2, a small highly basic protein of unknown function 
expressed during the HR and SAR. Amongst these genes, only cEFE-26 and TLHS-1
transcripts were shown to accumulate under regulatory control by NO, suggesting that NO 
might contribute to ethylene and HSP synthesis [18]. Accordingly, the levels of both mRNAs 
were elevated in tobacco cells that had been treated with NO donors (O Lamotte, personal
communication, 2004). In plants, low-molecular-mass heat-shock protein (sHsps) are 
synthesised rapidly in response to a wide range of environmental stressors, including heat, 
cold, drought and salinity. These proteins are thought to play an important role in the 
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acquisition of stress tolerance by binding and stabilizing denatured proteins, facilitating their
refolding by Hsp70/Hsp100 complexes [21]. Furthermore, in mammals, sHsps are known to 
be involved in cellular functions such as apoptosis by regulating cellular redox state. 
However, the involvement of TLHS-1 as regulator of NO-induced stress response remains to 
be established. In contrast to cryptogein, NO produced in response to BcPG1 was shown to 
alter the expression of genes associated with phytoalexins synthesis, namely PAL and VST1
encoding stilbene synthase (E Vandelle, personal communication, 2004). Therefore, NO may
confer to grapevine cells a selective advantage against Botrytis Cinerea by contributing to 
phytoalexin synthesis. In support of this hypothesis, NO released by NO donors was shown to 
activate phytoalexin accumulation in potato tuber tissue and soybean cotyledon [22, 23]. 
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Figure 1. Figure Caption , p.p Hypothetical model of NO functions in cryptogein signaling in tobacco
cells. Cryptogein binding to high affinity binding sites is followed by protein kinase-mediated
phosphorylation events leading to a large and sustained Ca2+ influx. Both protein phosphorylation and 
Ca2+ influx are required for NOS-dependent NO synthesis which may occur in plastids. Once produced,
NO activates intracellular Ca2+ permeable channels contributing to the elevation of cytosolic but not
nuclear free Ca2+ concentrations. Furthermore, NO production is an upstream step in the elicitor
transduction pathway leading to cell death and TLHS-1 and cEFE-26 transcripts accumulation. In
contrast to its function in BcPG1 signaling (see text for details), NO produced in response to cryptogein
does not regulate ROS synthesis. In addition, MAPK, anion channels activation and the subsequent
plasma membrane depolarisation are NO-independent processes. All the cryptogein cascade seems
negatively regulated by at least one phosphatase. PK, p.p  protein kinase, PP, p.p protein phosphatase,
SOD, p.p superoxide dismutase.
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In animals, superoxide collaborates with NO via the formation of peroxynitrite
(ONOO-) to induce apoptosis and execute invading pathogens. In plants, the NO and ROS 
burst observed in response to elicitors and avirulent pathogens are usually synchronized, 
suggesting a concerted action of both compounds. Accordingly, NO was shown to act 
synergistically with ROS to promote cell death in soybean cells [24]. Interestingly, HR seems
to be activated when NO interacts with H2O2 generated from superoxide by superoxide 
dismutase, rather than with superoxide per se [25]. Similarly, in our own investigations we 
identified NO but not ONOO- as an effective inducer of cryptogein-triggered HR [18]. In our 
model system, however, HR seems to occur independently of H2O2, because the inhibition of 
NADPH oxidase  had no effect on the elicitor-mediated cell death [12,16]. Because the 
overall time course of NO and ROS are almost identical in elicitor-treated cells, it is also
conceivable that NO might regulate ROS production and vice versa in particular contexts. 
Supporting this hypothesis, BcPG1-induced H2O2 production in grapevine cells was shown to 
be tightly dependent on NO. The question of whether NO produced in response to BcPG1 
(in)directly activates NADPH oxidase, or whether it inhibits H2O2 scavenging enzyme as 
suggested by Clark et al. [26] will require further investigation.

Our data, along with those from other studies, highlight the crucial role of NO in
protecting plants against pathogens by promoting Ca2+ mobilization, ROS synthesis, defense-
and stress-related gene expression and HR (Figure 1). This concept was recently confirmed at
the genetic level by Zeidler et al. [27] who reported that Atnos1 mutant plants showed 
dramatic susceptibility to the pathogen Pseudomonas syringae pv. tomato DC3000. Besides 
pathogen attack, abiotic stressors, such as drought, salinity and extreme temperature are 
serious threats to agriculture. In the recent years, a significant amount of work has gone into
investigating NO synthesis and functions in plants exposed to abiotic stressors. For example,
it was shown both in tobacco leaf peels and tobacco suspension cells that high temperature,
osmotic stress, or salinity, generate a rapid and significant surge in NO levels [28]. In 
contrast, light stress and mechanical injury had no apparent effect on NO production in 
tobacco and/or tomato [28, 29]. Thus, although NO synthesis can be triggered by several, 
disparate abiotic stressors, it cannot be considered a universal plant stress response. 

Experiments using NO donors suggest that NO may exert beneficial effect on stress 
tolerance. For instance, it was shown that NO released by sodium nitropruside (SNP) 
enhanced the tolerance of wheat seedlings to drought stress [30]. A key question which 
remains mostly unresolved is how NO contributes to plant adaptation to abiotic stress ? As 
commonly suggested, by scavenging the superoxide radicals commonly produced by plants
challenged by abiotic stressors, NO would prevent superoxide-induced deleterious effects
such as the formation of the highly toxic hydroxyl radicals. It is also reasonable to expect that 
NO synthesized by plant cells in response to abiotic stressors encodes and conveys 
information leading to stress tolerance. Supporting this hypothesis, recent evidence shows that 
NO participate in the elevation of [Ca2+]cyt triggered by hyperosmotic stress in tobacco cell 
suspensions [28]. Exploring these pathways will undoubtedly aid our understanding of plants 
acquired stress tolerance.

2. The NO/Ca2+ cross-talk 

The hypothesis that NO might play a key role in controlling free Ca2+ mobilization in plant
cells was first postulated by Durner et al. [31] and Klessig et al. [32]. Both studies provided 
pharmacological arguments suggesting the occurrence of a NO/cGMP/cADPR/Ca2+ signaling 
cascade in plant cells. The results discussed here confirm this tight interaction between the
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Ca2+ and the NO signaling systems. A similar NO/Ca2+ connection has also been found to be 
active in abscisic acid signaling leading to stomatal closure [33]. 

Recently, the role of NO in controlling Ca2+ homeostasis was investigated more
thoroughly. Its has been shown that NO, released by the sulphur-free NO donor DEA-
NONOate, elicits within minutes a transient influx of extracellular Ca2+ and a synchronized 
increase of [Ca2+]cyt in aequorin-transformed tobacco cells [18]. As predicted from a 
pharmacological study, the channels responsible for NO-induced [Ca2+]cyt elevation include 
voltage-dependent Ca2+ channels of the plasma membrane and intracellular Ca2+ channels 
sensitive to RYR and IP3R inhibitors. This observation paralleled the situation encountered in
animal cells in which almost all the molecules involved in the control of Ca2+ homeostasis 
seem to be modulated by NO [3]. By contrast, NO released by the donor did not induce 
nuclear free Ca2+ changes in tobacco cell suspensions (D Lecourieux, personal
communication, 2004). Therefore, the modulation by NO of intracellular Ca2+-permeable
channels leading to an enrichment of the nuclear free Ca2+ concentration seems unlikely.
However, caution in the interpretation of these data needs to be exerted. Indeed, a main
problem facing experiments based on NO donors is the access of NO to its targets. For
example, it is possible that NO entering the cells was metabolised before acting on the 
nucleus Ca2+ homeostasis. Furthermore, NO might not be sufficient to activate the
mechanisms involved in the increase of nuclear free Ca2+ concentration. 
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Ca2+-dependent
pathways

Figure 2.  Schematic description of NO involvement in biotic/abiotic transduction pathways
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Recent evidence from our laboratory suggest that NO mediates [Ca2+]cyt through 
multiple mechanisms (O Lamotte, C Courtois, personal communication, 2004) . First, the 
elevation of [Ca2+]cyt triggered by NO in aequorin-transformed tobacco cells was diminished
by dithiothreitol, a reducing agent capable of denitrosylation nitrosothiol groups [34]. This
inhibitory effect suggests that NO might partly act by S-nitrosylation or oxidation of cysteine
residues. Second, we obtained evidence that NO operates on Ca2+ mobilization through
phosphorylation-dependent processes, suggesting that the NO signal converges into protein 
kinases pathways. Accordingly, we demonstrated that NO can induce within minutes the 
activation of two protein kinases, a serine/threonine protein kinase and a MAPK. Whether 
both protein kinases are involved in NO signaling leading to Ca2+ mobilization is currently 
unknown. Third, 8-bromo-cADPR, a selective agonist of cADPR-mediated Ca2+ release,
suppressed the Ca2+-mobilizing action of NO, confirming the existence of a NO/cADPR/Ca2+

signaling cascade in plant cells. Finally, NO treatment depolarised the plasma membrane of 
tobacco cells, most probably through the inhibition of outward-rectifying K+ channels as 
recently reported by Sokolovski and Blatt [35]. This depolarisation may in turn activate
voltage-dependent Ca2+ channels of the plasma membrane.

3. Conclusion

Plants express adaptive response to allow them to confer tolerance to environmental stresses 
and ensure survival. NO function is signal transduction pathways during this response (Figure 
2). Although the precise signaling functions of NO are poorly understood, its capacity to 
modulate Ca2+ homeostasis provides an extraordinary and remarkably effective way of 
conveying information. Little is known about the signaling consequence of the NO/Ca2+

crosstalk but it is likely that modulation of the expression of stress-related gene may occur. 
Elucidating the role of NO in plant response to stressors will also require the identification of
nitrosylated proteins. A recent novel strategy has been reported for the identification of such 
proteins [36] and within the next few years, numbers of them will become available. The
challenge will be to understand their functions and to determine the extent to which 
nitrosylation influences plant cell response to environmental and infection stresses.
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Abstract. Nitric oxide (NO) is a very important molecule taking part in various 

signaling pathways in plants including plant responses to different stress conditions. 

In this work we have investigated the effect of NO on the cytosolic free calcium 

concentration ([Ca2+]cyt) under oxidative stress induced by hydrogen peroxide. Using 

seedlings of transformed Arabidopsis thaliana expressing Ca2+-reporter apoaequorin 

in cytosol, we have shown that H2 2 influences [Ca2+]cyt in a dose-depended manner 

and induces two peaks of calcium-dependent chemiluminescence measured in plant 

seedlings. The NO donors sodium nitroprusside (SNP) and (±)-E-2-[(E)-

Hydroxyimino]-6-methoxy-4-methyl-5-nitro-3-hexenamide (NOR-1) alone led to a 

transient increase in [Ca2+]cyt, but simultaneously reduced the amplitude of the first 

peak of H2 2–induced [Ca2+]cyt increase by 42%. The nitric oxide synthase (NOS) 

and nitrate reductase (NR) inhibitor analysis showed that the production of NO, 

participating in H2 2-induced Ca2+-response, occurred due to NOS-like plant 

enzyme to be sensitive to oxidative stress. In summary, our data indicate that NO is 

likely to have a protective effect under oxidative stress and reduced a calcium 

increase induced by reactive oxygen species like hydrogen peroxide. 

Introduction

Plants are frequently subjected to different stresses and contain various defence 

mechanisms to survive under these conditions. It is shown that NO can function to mitigate 

the effects of stressors in diverse plant species [1].  

Many plants are believed to produce substantial amounts of NO in their natural 

environments [2]. The possibility exists that NO production occurs under natural conditions 

as a generalized stress response [3]. Two interrelated mechanisms by which NO might 

abate stress have been proposed. Firstly, NO might function as an antioxidant, directly 

scavenging the reactive oxygen species (ROS) that are generated by most of stressors. NO 

can interact rapidly with superoxide radical to form peroxynitrite [4]. Although 

peroxynitrite and its protonated form ONOOH are themselves oxidizing agents, they are 

considered to be less toxic than peroxides and may therefore minimize cell damage [5]. 

Secondly, NO may function as a signalling molecule in the cascade of events 

leading to gene expression [6]. The chemical properties of NO (small molecule, short life 

time, absence of charge, and high diffusivity) suggest that it would be an ideal inter- and 

intramolecular signalling molecule in plant stress responses [7]. 

Plants are considered to be subjected to oxidative stress when ROS are produced in 

uncontrollable toxic amounts. Generation of superoxides, hydrogen peroxide, hydroxyl 

radicals and other free radicals can result from the involvement of oxygen in normal 
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respiratory processes and the production of oxygen during photosynthesis [8]. The 

protective mechanisms against oxidative damage are operating with the involvement of 

enzymes (superoxide dismutase, catalases and peroxidases), and free radical scavengers 

(carotenoids, ascorbate, tocopherols, oxidized and reduced glutathione, GSSG and GSH, 

respectively) [9]. In animal cells the ratio of GSH to GSSG is crucial for cell reaction. The 

GSH/GSSG ratio influences cytosolic calcium homeostasis resulting from oxidative 

changes in sensitive thiols of Ca
2+

 - ATPases [10]. NO can activate guanylyl cyclase which 

in turn can influence cytosolic calcium homeostasis. The oxidative damage can result from 

such processes as pathogen infections, drought and other stresses, herbicide treatment, etc.
Beligni and Lamattina have found that NO interferes with plant photo-oxidative 

stress induced by bipyridinium herbicide diquat [11]. They demonstrated that two NO 

donors, SNP and S-nitroso-N-acetylpenicillamine (SNAP), strongly reduced the lipid 

peroxidation and the protein loss caused by the application to potato leaf pieces or isolated 

chloroplasts of high doses of diquat. NO donors also protect the RNA against oxidative 

damage. Their results have provided the evidence that NO is a potent antioxidant in plants 

and that its action may, at least in part, be explained by its ability to directly scavenge ROS. 

NO was demonstrated to confer a water-deficit tolerance to both detached wheat leaves and 

wheat seedlings under a drought stress condition. NO availability to induce stomatal 

closure also may play a role [12]. NO was supposed to act as an antioxidant and protect 

membranes and lipoproteins from oxidation either directly by inactivating ROS such as 

lipid hydroxyl radical, or indirectly by inhibiting lipoxygenase activity [13, 14]. 

Plants are often challenged by potential pathogens. The activation of plant defence 

responses is initiated through the recognition of microorganisms-derived molecules called 

elicitors, which trigger rapid defence responses via complex signal transduction pathways 

[15]. Lamotte et al. investigated the signalling events that mediate NO production, and 

analyzed NO signalling activities in the cryptogein transduction pathway [16]. They found 

that cryptogein production in tobacco cell suspensions was sensitive to NOS inhibitors and 

may be catalyzed by the recently identified pathogen-inducible plant NOS – variant P. NO 

was shown to participate in cryptogein-mediated elevation of cytosolic free calcium 

through the mobilization of Ca
2+

 from intracellular stores. The NO donor diethylamine 

NONOate promoted an increase in cytosolic free calcium concentration, which was 

sensitive to intracellular Ca
2+

 channel inhibitors. The demonstration that NO is involved in 

the mobilization of intracellular Ca
2+

 establishes Ca
2+

 channels as putative NO targets in 

plant signal transduction mechanisms. Thus, their data indicated that NO was involved in 

the signal transduction processes leading to cryptogein-induced defense responses. 

NO also plays a key role in plant disease resistance. For example, in soybean cell 

suspensions inoculated with Pseudomonas syringae, NO increased in parallel with other 

ROS and potentiated the induction of hypersensitive response and programmed cell death. 

At the same time, NO functioned independently of other ROS to induce genes for the 

synthesis of protective natural products. Moreover, the authors have found that the 

inhibitors of NO synthesis compromised the hypersensitive disease-resistance response of 

Arabidopsis leaves to P. syringae, promoting disease and bacterial growth [17]. NO was 

also shown to delay the onset of GA-induced PSD of barley aleurone cells. However, the 

mechanism by which NO caused its protective effect in plant systems is still unclear [13, 

18].

High doses of chemical and physical stimuli, including the oxidative stress, might 

induce transient increases in the concentration of cytosolic free Ca
2+

 ([Ca
2+

]cyt). Ca
2+

 influx 

into the cytosol can occur because of the opening of Ca
2+

 channels with Ca
2+

 entering the 

cell down a concentration gradient or can be released from internal Ca
2+

 stores, such as 

vacuoles, Golgi apparatus, mitochondria and others [19, 20]. Price et al. showed that the 

treatment of tobacco seedlings transformed to express apoaequorin with hydrogen peroxide 
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resulted in transient burst of calcium-dependent luminescence, at that H2O2 provoked the 

release of Ca 
2+

 predominantly from internal sources [21]. In contrast, in work of 

Lecourieux et al. [Ca
2+

]cyt increase that followed H2O2 addition in tobacco cell suspensions 

resulted mainly from extracellular Ca
2+

-influx [22].

As NO was shown to be involved in intracellular Ca
2+

-mobilization [16] and to 

participate in stress defense responses we proposed that NO might play an important role in 

ROS-induced Ca
2+

-response. Therefore, the aim of our work was to study the influence of 

exogenous NO on increase of [Ca
2+

]cyt during H2O2-induced oxidative stress being 

measured using Arabidopsis thaliana seedlings transformed to express apoaequorin. 

1. Materials and methods 

1.1. Plant material

8-day-old transgenic Arabidopsis thaliana seedlings expressing apoaequorin were grown at 

22°C in Petri dishes under the condition when 15 hr polychromatic white light (30 w m
-2

)

was alternated with 9 hr continuous dark. The seeds of transgenic Arabidopsis thaliana
were kindly provided by Prof. Mark R. Knight (Department of Plant Sciences, University 

of Oxford, UK). 

1.2. Aequorin reconstitution and [Ca2+]cyt measurement 

The Arabidopsis thaliana seedlings were incubated in 5 M coelenterazine for 6 hours in 

the dark to reconstitute the aequorin. Chemiluminescence measurements were performed 

with a digital chemiluminometer (model PCHL-01, Biopribor, Moscow, Russia) equipped 

with a PEU-84 photomultiplier and chart recorder. At the end of the experiment, residual 

functional aequorin (Ilum max) was quantified by adding an equal volume of 1.8 M 

CaCl2/EtOH (40%) (v/v). 

The peak-value of the stimuli-induced [Ca
2+

]cyt transient was calculated as described 

by Cobbold P.H. and Rink T.J. (1987) [23] with some modifications to take into account 

the specific isoform used and the experimental temperature: 

pCa = 0.332588(-logk) + 5.5593,

k = Ilum /Ilum  max 

1.3. Hydrogen peroxide treatment 

After the aequorin reconstitution, the seedlings were floated in 100 μl of distilled water in a 

cuvette in the luminometer, and background readings were taken until the luminescence had 

been stabilized from touch stimulation (generally 1 to 2 min). Hydrogen peroxide was 

added from a syringe through a luminometer port. The intensity of luminescence was 

recorded every 10 sec during at least 40 min with continuous traces being made on a chart 

recorder attached to the luminometer. 

1.4. NO donors and NO scavenger studies 

When NO donors were used, the seedlings containing reconstituted aequorin were floated 

in solution of donor for 30 min. After this time, the seedlings were washed in distilled water 

before stimulation with hydrogen peroxide. 
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Before the hydrogen peroxide treatment, NO scavengers carboxy-PTIO and 

methylene blue were added to the seedlings alone or together with a donor solution after the 

aequorin reconstitution.

1.5. Inhibitor treatments 

NOS inhibitor TRIM and NR inhibitor NaN3 were added to seedlings containing 

reconstituted aequorin for 30 min ageing. After this time, the seedlings were washed in 

distilled water before a hydrogen peroxide treatment.

1.6. Data analysis

Where indicated, values were expressed as means ± SD of at least five independent 

experiments. A value of P < 0.05 was considered as significant for mean differences. 

2. Results 

2.1. Hydrogen peroxide increases [Ca2+]cyt in Arabidopsis thaliana seedlings 

Hydrogen peroxide appeared to influence [Ca
2+

]cyt in a dose-depended manner and induced 

two peaks of calcium-dependent chemiluminescence of Arabidopsis seedlings (Fig. 1, A). 
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Figure 1. Effect of hydrogen peroxide on [Ca2+]cyt in transgenic Arabidopsis thaliana seedlings. A – effect of 

H2O2 on 2+-dependent chemiluminescence. B – elevation of [Ca2+]cyt. The first peak (1) was registered in 

20-40 sec and the second one (2) – in 20 min after hydrogen peroxide treatment.

When the samples were placed in a chemiluminometer and H2O2 was added, a 

single spike of calcium-dependent chemiluminescence was observed followed by the 

second sustained Ca
2+

-elevation. This specific cytosolic calcium signature followed a lag-

phase of 20 – 40 sec, peaked after 1 min and returned to a background level in 1.5 – 2 min,

and the second [Ca
2+

]cyt increase had a lag-phase of 5 – 10 min reaching maximum after 19 

min and lasted at least for 30 min without reaching the basal level (Fig. 1, B). At saturating 
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H2O2-concentration of 40 mM the [Ca
2+

]cyt elevations peaked at 0,707 0,174 μM and 

0,614 0,150 μM. 

2.2. Exogenous NO influences [Ca2+]cyt during oxidative stress induced by hydrogen 
peroxide treatment

To test the hypothesis that NO may mobilize Ca
2+

 in plants, we investigated first the ability 

of exogenously applied NO donors to affect [Ca
2+

]cyt in Arabidopsis thaliana seedlings. The 

treatment of seedlings with 5 mM NO donor SNP led to a transient increase in [Ca
2+

]cyt

after lag-phase of 2 min with maximum at 0,739 0,070 μ  lasting for 1 min (Fig. 2, A).
The magnitude of Ca

2+
-responses was dependent on the SNP concentration (Fig. 2, B). 
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Figure 2. Effect of SNP on [Ca2+]cyt in transgenic Arabidopsis thaliana seedlings. A – effect of 5mM SNP on 
2+-dependent chemiluminescence in transgenic Arabidopsis thaliana seedlings. B – elevation of [Ca2+]cyt.

At the same time, the pretreatment of samples with 5 mM SNP prior to hydrogen 

peroxide did reduced the first peak of [Ca
2+

]cyt by 42%, whereas the second elevation was 

not modified (Fig. 3). Thus, NO probably influences the first elevation in [Ca
2+

]cyt during 

the H2O2-mediated signalling. The second one is likely to originate from a source

insensitive to NO.

5 mM NO donor NOR-1 influenced Ca
2+

-response in a similar manner by triggering 

a transient Ca
2+

 increase reaching 0,682 0,166 μM. Pre-treatment of seedlings with 5 mM

NOR-1 before the addition of 40 mM H2O2 reduced the first peak of [Ca
2+

]cyt by 12 % (data 

not shown). 
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Figure 3. Effect of SNP on [Ca2+]cyt during oxidative stress induced by 40 mM

H2 2 in transgenic Arabidopsis thaliana seedlings. Ca2+ variation was evaluated as

a percentage of the maximum [Ca2+]cyt increase induced by 40 mM H2 2.

In order to correlate the above effects with NO release from donor solutions, the NO 

scavengers such as carboxy-PTIO and methylene blue were used.

In the same kind of experiment, carboxy-PTIO was added with SNP and NOR-1 

together. NO donor-induced Ca
2+

 - increase was completely suppressed by 5 mM carboxy-

PTIO confirming NO involvement in this process.

The effects of SNP- and NOR-1 on [Ca
2+

]cyt elevation during oxidative stress were 

arrested in the presence of carboxy-PTIO (Fig. 4). The same effects were obtained using 

methylene blue, another NO scavenger. These data are an evidence of NO participating in

the [Ca
2+

]cyt increase that is induced by H2O2.
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Figure 4.  Effects of 5 mM SNP and 5 mM cPTIO on transient peak of [Ca2+]cyt elevation in transgenic

Arabidopsis thaliana seedlings in response to oxidative stress induced by 40 mM hydrogen peroxide.

Ca2+ variation was evaluated as a percentage of the maximum [Ca2+]cyt increase induced by 40 mM H2 2.

2.3 The influence of NOS and NR inhibitors on [Ca2+]cyt during oxidative stress

To evaluate a possible effect of NOS inhibitors on the increase in [Ca
2+

]cyt under oxidative 

stress, the seedlings were pretreated with TRIM, a common NOS inhibitor. Pretreatment of 

seedlings with 5 mM TRIM before the addition of 40 mM H2O2 increased magnitude of the 
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first peak of [Ca
2+

]cyt by two times (Fig. 5). The lag-phase was diminished to 5-10 sec and 

the maximum was reached after 20 sec.

To analyse the possible contribution of NR to NO production under oxidative stress 

induced by H2O2, we studied the effect of sodium azide (NaN3), a potent inhibitor of NR on 

[Ca
2+

]cyt [11]. Fig. 5 shows that the increase in [Ca
2+

]cyt in the seedlings under oxidative 

stress conditions was insensitive to the treatment with NaN3, suggesting that NR is not 

involved in NO synthesis during the H2O2-induced oxidative stress.

Figure 5.  Effects of 5 mM TRIM and 50 μM NaN3 on transient peak of [Ca2+]cyt elevation in transgenic

Arabidopsis thaliana seedlings in response to oxidative stress induced by 40 mM hydrogen peroxide.

Ca2+ variation was evaluated as a percentage of the maximum [Ca2+]cyt increase induced by 40 mM H2 2.

3. Discussion

In the present study, we investigated the enzymatic source of NO and analysed its role in 

the increase of [Ca
2+

]cyt induced by H2O2-treatment using Arabidopsis thaliana seedlings. 

In our experiments we studied the influence of exogenous hydrogen peroxide on 

increase in [Ca
2+

]cyt in transgenic Arabidopsis thaliana seedlings expressing apoaequorin. 

Today, a Ca
2+

-dependent chemiluminescence of the photoprotein aequorin is extensively 

used to report changes in intracellular calcium levels in animal and plant cells [24]. The use 

of this method enabled us to report [Ca
2+

]cyt changes in whole Arabidopsis thaliana
seedlings.

The results described in this study suggest that oxidative stress in the form of the 

hydrogen peroxide treatment causes an increase in [Ca
2+

]cyt. The treatment of Arabidopsis
thaliana seedlings with hydrogen peroxide was shown to result in two peaks in [Ca

2+
]cyt.

H2O2 triggered the first transient increase in [Ca
2+

]cyt after a lag-period. The lag-phase is

probably necessary for the penetration of hydrogen peroxide inside the cell. Our data 

regarding the first [Ca
2+

]cyt peak are similar to those obtained by Price A.H. et al., which

describe a role of calcium in plant responses to oxidative stress in tobacco [21]. It is 

essential to note that our data about the second peak in the calcium increase are in 

accordance with the data obtained by Lecourieux et al. for tobacco cell suspensions treated

by elicitor cryptogein. The authors suggested that the second sustained Ca
2+

-increase in the

cryptogein signalling was caused by H2O2 [22].

In animal cells NO evoked changes in levels of [Ca
2+

]cyt in response to a number of 

stimuli. To investigate the ability of NO to influence [Ca
2+

]cyt in H2O2-signaling the effects 
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of NO donors were examined. The treatments of Arabidopsis thaliana seedlings with NO 

donors SNP and NOR-1 resulted in rapid and transient increase of [Ca
2+

]cyt. This finding 

confirms the ability of NO to mobilize [Ca
2+

]cyt in plants. Accordingly, Lamotte et al. 
obtained the similar results using tobacco cells expressing the apoaequorin in cytosol. They 

showed that NO donor diethylamine NONO-ate promoted an increase in [Ca
2+

]cyt with the 

maximum of 2,2 μM in 10 min after the treatment [16].  

At the same time, the pretreatment of samples with NO donors by SNP and NOR-1 

prior to hydrogen peroxide reduced the first peak of [Ca
2+

]cyt while the second elevation 

was not altered. In this case NO is likely to exert a protective function by detoxifying ROS 

resulted from the oxidative stress. The mechanisms of NO action are under discussion yet. 

For instance, Beligni and Lamattina have shown that the protective effect of NO during 

photo-oxidative stress can be originated from NO ability to directly scavenge ROS [11]. 

In order to define the role of endogenous NO in [Ca
2+

]cyt responses induced by 

hydrogen peroxide the possible effect of NOS inhibitor TRIM has been studied. In 

mammals, NO is produced mainly by NOS. The evidence for mammalian-type NOS in 

plants has been increased in recent years. NOS-like activities as well as inhibition of NO-

synthesis by inhibitors of animal NOS have been reported in plants. The pretreatment of 

seedlings with TRIM before the addition of H2O2 lead to increase of a magnitude of the 

first peak of [Ca
2+

]cyt by two times, suggesting the involvement of a NOS-like enzyme.  

In addition to NOS plant, NR can catalyse the NAD(P)H-dependent reduction of 

nitrite to NO [25]. But NR inhibitor NaN3 did not influence H2O2-induced Ca
2+

-response. 

Probably NO production during oxidative stress is NR-independent. In agreement with this 

hypothesis, the similar results were obtained by Lamotte et al. suggested that NR is not 

involved in NO synthesis observed in response to cryptogein [16].

In summary, the obtained results suggest that NO is unambiguously involved in the 

regulation of intracellular calcium concentration. It is likely to have a protective effect 

during oxidative stress by reducing the calcium increase induced by reactive oxygen 

species such as hydrogen peroxide. 
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Abstract Nitric oxide (NO) acts as intra- and inter-cellular signal in plant and 
animal cells. Recent findings point out that NO production is promoted in plants 
both by external and internal stimuli. The signalling pathways triggered by this 
reactive species also depend by cellular environmental conditions and by the 
presence of other reactive species. NO alters protein activity and/or structure, by 
directly interacting with thiol or heme groups or through pathways involving gene 
expression and/or protein synthesis. The NO effects on peroxidases (a super-family 
of heme–isoenzymes that play critical roles in both cell differentiation and defence 
responses), has been widely studied. NO is also a pivotal molecule in triggering 
programmed cell death (PCD) in plants. In this process NO, alone or in synergy with 
other molecules, affects different peroxidases acting at different levels of the 
signalling pathways leading to PCD. The relationship between NO and peroxidases 
involved in cell differentiation and in PCD is reviewed.  

Introduction 

Nitric oxide (NO) has been widely studied in animal cells for its roles as an intra- and inter-
cellular messenger that modulates essential biological processes [1]. Several physio-
pathological responses also are regulated by this short-lived, highly reactive gas and by its 
interaction with other reactive molecules [2]. In the last decade, an increasing body of data 
indicates that NO also affects plant development. It promotes root elongation and the 
formation of the shoot-born roots, replaces light in specific photo-morphogenetic processes, 
is involved in tuberization and gravitropism as well as affecting the senescence pattern of 
several plant organs [3 and references therein]. NO is also involved in adaptive or defence 
responses: from stomatal movement [4] to defence against oxidative stress [5, 6] and to 
phytoalexin synthesis [7]. Interestingly, cross-talk has been reported to occur between NO 
and the classical five classes of phyto-hormones [3]. In spite of the involvement of NO in 
such processes being clearly evident, the molecular mechanism through which NO acts is 
not yet clear. The study of NO effects is complicated by its complex redox chemistry: NO 
stability depends on its concentration, the redox state of the environment as well as the 
presence of transition metals and reactive oxygen species (ROS). Depending on these 
factors, NO has a cyto-protective role,  acting as an antioxidant, or it activates the defence 
responses typically induced under oxidative stress, acting as a pro-oxidant molecule [3]. 
Moreover, the various NO generators, used for studying the effects of NO, produce 
different chemical species: the free radical gas (NO·), the nitrosium cation (NO+) or the 
nitroxyl anion (NO¯ ) and have different timing of NO production. Consistently, different 
NO donors have been reported to diversely affect the same metabolic process in both 
animal and plant cells [8, 9]. 
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The discovery that biosynthetic pathways for NO production are active in plant cells 
further substantiates its regulatory role in plant metabolism (Table 1). The presence of 
different biosynthetic routes, the relevance of which varies in different conditions and/or 
tissues, increases the possibility of modulating NO production. Moreover, the activation of 
different pathways for NO production could respond to the requirement of synthesising 
different amounts of NO in order to trigger different physiological or defence responses.

Table 1 Enzymatic and non-enzymatic reactions for NO production in plants 
The cited references are not exhaustive, for a more detailed description of the pathways see [10]  

Consistently, the different isoenzymes of nitric oxide synthase (NOS), characterized 
in animal cells, differ in their amount and timing of NO production. Endothelial NOS, 
which is involved in several physiological processes, produces low concentrations of NO 
over a relatively prolonged period. On the other hand, the inducible NOS generates high 
amounts of NO and its expression/activation is required for counteracting pathogens and for 
coordinating T cell response during immune reaction [23]. 

Much attention has been paid to the capability of NO to alter protein activity and/or 
structure. Indeed, the presence of thiol or heme groups makes proteins putative NO targets. 
In animal cells the formation of S-nitrosothiol groups, ferrous-nitrosyl-heme complexes, or 
the nitration of specific tyrosine residues are part of the signalling pathways triggered by 
NO [24]. A guanylyl cyclase isoenzyme of smooth muscle is activated by the NO binding 
to the heme group located in its regulatory domain and the consequent increase of cGMP 
concentration activates a cGMP-dependent protein kinase [24, 25]. Moreover, NO trans-

M.C. de Pinto and L. de Gara / Nitric Oxide, Peroxidases and Programmed Cell Death in Plants 209



nitrolisation and oxidation of specific cysteine residues has been reported to induce 
conformational changes in trans-membrane calcium channel proteins in neuronal cells [1]. 
The activities of plant catalase and peroxidases, both heme-containing proteins as well as 
that of tobacco aconitase, a Rieske iron-sulphur containing protein, are strongly affected by 
the presence of NO. Furthermore, the impairment of these enzymes has been suggested as 
one of the mechanism through which NO could affect cell metabolism [26, 27, 28, 29]. 

1. NO and Peroxidases

Several peroxidase isoenzymes are involved in plant metabolism. They are hemo-proteins
catalysing the mono-valent oxidation of different substrates with the concomitant reduction 
of hydrogen peroxide to water. Depending on their different catalytic properties and their 
structural relationships, plant peroxidases belong to one of the classes of the peroxidase 
super-family. Ascorbate peroxidases (APXs) belong to class I, which are ubiquitous in 
plants and algae, whereas their presence has only been reported in a few cases in other 
taxonomic groups (the protozoan Trypanosoma cruzi [30] and the bovine eye [31]). The 
APX isoenzymes are characterized by a relatively high specificity for ascorbate as
physiological substrate, and are localized in several cellular compartments: chloroplasts 
[32], mitochondria [33, 34], microbodies [33, 35], cell wall [36] and cytosol [37, 38, 39, 
40]. The so-called secretory peroxidases (POD) belong to class III. They are mostly 
glycoproteins localised in cell walls and vacuoles, and use a wide range of substrates, 
mainly phenolic molecules, as electron donors for reducing H2O2 [41]. From a functional 
point of view, APX and POD differ greatly, since, in spite of both reducing hydrogen 
peroxide to water, only APX is a H2O2 scavenger. PODs have many different functions in 
plant metabolism but they are correlated with the oxidation of the reducing substrates more
than with H2O2 removal. Indeed, PODs utilise H2O2 for the oxidative polymerisation of 
lignin, the formation of cross links between the polysaccharides or proteins present in the 
cell wall matrix [42] and the oxidation of secondary metabolite precursors [43], even if 
specific POD isoenzymes could also be related to H2O2 level regulation [40].

As previously mentioned, NO affects peroxidase activity, forming a nitroso-ferrous 
(Fe(II)NO+) complex that subtracts enzymatic intermediates from the catalytic cycle with a 
Ki in the micromolar range [26, 44]. NO also acts as a competitive inhibitor of POD [45], 
replacing the reducing substrate and making its activity fruitless, at least as far as the
oxidation of the reducing substrate is concerned (Figure 1). 

Figure 1. Competitive inhibition of NO on POD activity.
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The peroxynitrite, generated in the reaction between nitric oxide and superoxide, is 
also a POD substrate. The reaction between peroxynitrite and the ferric form of the enzyme, 
directly produces compound II and the radical NO2˙. However, diversely from NO, 
peroxynitrite does not regenerate the ferric enzyme. The POD catalytic cycle can be 
completed in the presence of a phenolic electron donor. This suggests that the oxidation of 
a phenolic antioxidant, such as chlorogenic acid, could be coupled with peroxynitrite 
removal in the catalytic cycle of POD isoenzymes. In this way, PODs could prevent the 
oxidative damage induced by peroxynitrite [46]. 

Apart from being enzymes able to remove NO and its derivates, PODs are also 
involved in NO biosynthesis. Indeed, POD isoenzymes can oxidise nitrogen-containing 
molecules giving NO as a by-product of the reaction [47, 48]. 
A few data are also present in the literature on the effect of NO on APX. An inhibitory 
effect of NO on APX activity has been obtained by in vitro treatment of APX from tobacco 
leaves and tobacco BY-2 cells with different NO donors [27, de Pinto and De Gara 
unpublished results]. Such inhibition has been attributed to direct NO binding to the APX 
heme group. Intriguingly, during in vivo experiments performed by treating tobacco BY-2 
cultured cells with SNP, a decrease in APX activity is not induced, but there is even a 
transient increase in its activity during the first hours after the treatment [49]. The different 
in vivo and in vitro effects of NO generators also underline that NO concentration and the 
microenvironment in which it acts are important parameters affecting the reactivity of this 
molecule.

2. Nitric oxide and Programmed Cell Death 

Programmed cell death (PCD) is a genetically orchestrated process of cellular suicide 
activated by both endogenous stimuli and environmental stresses, both of biotic and abiotic 
nature. An increasing body of data indicates a central role for NO in the induction of PCD. 
In particular, the involvement of NO as a pivotal molecule has been extensively studied in 
the PCD induced by unfavourable environmental conditions. Treatment of cultured Citrus
cells with NO donors induces cell death that shares similarities with PCD, including 
chromatin condensation and loss of mitochondrial membrane electrical potential [50]. 

A lot of data also provide evidence of a key role for NO in the induction of 
hypersensitive response (HR), a PCD process activated in plant tissues for defence against 
pathogen attacks [51]. An early event in the signalling pathway leading to HR, is the 
generation of reactive oxygen species (ROS), which causes an oxidative burst [52]. It has 
been demonstrated that NO acts synergistically with ROS to strengthen the induction of 
hypersensitive cell death in soybean and Arabidopsis cells [11, 53]. It has also been 
reported that the generation of ROS alone, at least within a certain range of concentrations, 
is not sufficient to induce PCD in soybean and tobacco cells. On the other hand, when NO 
is also produced, in such a concentration that alone does not affect cell viability, a typical 
PCD is triggered. This suggests that the co-presence of ROS and NO is able to activate 
metabolic pathways different from those activated by the single reactive species [49, 54]. 
Consistently, inhibitors of nitric oxide synthesis compromise the HR induced by 
Pseudomonas syringae in Arabidopsis leaves [11]. Moreover, tobacco plants, resistant to 
the infection of Ralstonia solanacearum, exhibit high levels of NOS activity. Whereas in 
plants treated with NOS inhibitors the onset of HR is delayed and, as a consequence, the 
defence capability weakened [55]. In the infection with tobacco mosaic virus of resistant, 
but not susceptible, tobacco plants enhanced NOS activity has also been demonstrated [12]. 
Furthermore, infection of tobacco leaves with virulent pathogens induces a level of 
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hypersensitive necrosis reduced in transgenic plants over-expressing the cDNA of alfalfa 
haemoglobin (a NO scavenger protein) compared with the not transformed plants [56]. 

It is well known that different abiotic stresses, such as ozone exposure, low and high 
temperatures, mechanical stresses etc., can induce PCD [57, 58, 59, 60]. Several kinds of  
these abiotic stresses seem to require NO as a pivotal molecule for triggering PCD. Indeed, 
the mechanical stress in leaves and callus of Kalanchoe daigremontiana and Taxus
brevifolia caused by centrifugation induces NO production which is responsible for the 
activation of an apoptotic process, as shown by the analysis of the DNA ladder formation. 
The fact that a decrease in PCD efficiency occurs when cells or leaves are centrifuged in 
the presence of NMMA, an inhibitor of NOS, indicates that NO is directly or indirectly 
responsible for the occurrence of PCD [61]. In Arabidopsis plants, exposure to ozone 
induces NOS activity that precedes salicylic acid accumulation and cell death [62]. Alfalfa 
root cultures exposed to low oxygen tension produce NO and show cellular damage, which 
are characteristics of PCD. On the other hand, transgenic lines over-expressing 
haemoglobin have lower NO levels and, when subjected to the same treatment, do not show 
any cell structure damage [63]. Other abiotic stresses are also able to induce PCD, such as 
high temperatures, hyper-osmotic stress, and salinity generate a rapid and significant 
increase in NO levels [64]. Therefore, it is probable that NO production is a general event 
occurring during stress-induced PCD, even if more experimental evidence is still necessary 
to define a general correlation between stress-induced PCD and NO. 

Recently the involvement of NO as a key factor regulating developmental processes 
has also been suggested. In particular, Ros Barcelò and his co-workers have demonstrated a 
tight correlation between NO production and vessel differentiation. In order to study the 
factors promoting activation of the procambial cells differentiation into vessel, they used 
both Zinnia elegans plantlets and cultured mesophyll cells, in which vessel differentiation 
had been activated by an opportune culture medium [65]. In the differentiating vascular 
bundle of Z. elegans stems, the histochemical localization of NO, performed by using the 
NO-fluorescent probe 4,5-diaminofluorescein diacetate, indicates that cells differentiating 
to both vessels and phloem fibres actively produce NO. A spatial NO gradient is also 
evident in the vascular bundle, with an inverse correlation between the levels of cell wall 
lignification (higher in the procambial derivatives located at the bundle periphery) and NO 
production (higher in the younger differentiating vessels). The production of NO in the 
vascular bundle also decreases along the stem, from the younger to the more differentiated 
zones [65]. Trans-differentiating Z. elegans mesophyll cells showed a temporal gradient of 
NO production with the highest production in the still living thin-walled cells, which are 
differentiating into tracheary elements, and undetectable levels in the tracheary elements, 
which have almost completed the differentiation process. Removal of NO from the cultured 
cells with the NO scavenger 2-phenyl-4,4,5,5-tetramethyl imidazoline-1-oxyl-3-oxide 
(PTIO) causes a reduction in PCD as well as in tracheary element formation [65]. 
Interestingly, both the procambial derivatives differentiating vessels or fibres and the trans-
differentiating mesophyll cells also produce H2O2 [66], thus underlying that NO and ROS 
also act in synergy in developmentally-regulated PCD.  

The complexity of NO action is also evident in PCD. In spite of a lot of data 
supporting an inducing effect of NO on this process, a few data show that NO can also act 
as an anti-apoptotic modulator, preventing cell death. NO donors delay gibberellin-induced 
PCD occurring in barley aleurone layers during germination. Such a delay effect is 
specifically due to NO, since it is blocked by the NO scavenger PTIO [67]. NO also 
markedly decreases ion leakage and the number of lesions, indicative of cell death, 
produced upon infection of potato leaves with Phytophthora infestans [5]. The delay of 
gibberellin-induced PCD as well as the prevention of P. infestans induced death could be 
due to the fact that, in these contexts, the NO antioxidant properties prevail over its 
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capability to activate other metabolic pathways, perhaps due to the absence of other 
signalling molecules. The antioxidant capability of NO hinders the increase in the levels of 
ROS required to activate PCD. As previously mentioned, NO has been proved to remove 
ROS and, as a consequence, it can protect plant tissues from oxidative stress conditions [4, 
5].

3. Ascorbate Peroxidase and Nitric oxide in Programmed Cell Death 

It has been reported that during PCD, APX is finely regulated. Tobacco leaves inoculated 
with tobacco mosaic virus (TMV), activate a typical HR aimed to counteract the TMV 
penetration. During the hypersensitive PCD the activity of APX is suppressed [68]. 
Consistently, tobacco plants, transformed with antisense technology, with reduced APX are 
hyper-responsive to TMV attacks [69]. The mechanism of APX regulation seems to be 
quite complex, as in the TMV infected plants an increase in the expression of the cytosolic 
APX isoenzyme has been reported, despite the remarkable reduction in its activity being 
clearly evident [68]. This suggests that the post-transcriptional regulation of cytosolic APX 
is part of the signalling pathway leading to hypersensitive PCD. In the tobacco BY-2 cells, 
in which PCD has been induced by heat shock, the suppression of cytosolic APX also 
occurs as an early step of the process [60]. In this case, the reduction of the activity 
precedes for several hours the decrease in the amount of APX mRNA induced by the heat 
shock. The kinetic analysis show a change in the enzyme properties. In control cells, the 
cytosolic APX has a sigmoidal dependence on ASC concentration, which is indicative of 
the presence of two ASC-binding sites, as it has been reported in the literature for the same 
isoenzymes purified from other sources [70]. In contrast, the APX of cells en route to PCD 
has an hyperbolic dependence on ASC concentration, which is typical of enzymes having 
only one substrate binding site. These results suggest that the decrease in the APX VMAX

arise not only from a decrease in the amount of the enzyme, but also from modification 
involving substrate – enzyme interaction [60].  

As previously mentioned, the fact that APX is a hemeprotein makes it a putative NO 
target. However, when  NO is in vivo generated it could also indirectly affect APX by 
activating different regulatory mechanisms. Indeed, in tobacco BY-2 cells the activity of 
APX is not affected by the generation of NO (which, alone, does not trigger any PCD, at 
least in the used concentrations). However, if H2O2 is also generated in the culture medium 
at concentrations which are completely ineffective when it is produced alone, a strong 
decrease in the activity and in the protein amount of APX precedes the occurrence of PCD 
[49]. The effect of NO plus H2O2 can not be simply attributed to the oxidative environment 
caused by the interaction between these two reactive species in the cells, because when 
PCD blockage occurs by treatment with protein synthesis and gene expression inhibitors, 
the suppression of APX is also reverted (Figure 2). The collected data suggests that the 
contemporary presence of different reactive chemical species (in this case NO and H2O2)
induces metabolic responses that are quite different from those induced when only one 
reactive chemical species is generated. 

Also, the effect of NO on APX was reported in planta. Treatment of Arabidopsis
plants with the NO donor SNP induces a reduction of thylacoidal APX (tAPX) transcript 
accumulation and causes a partial reduction of tAPX enzymatic activity. Such decrease in 
the chloroplastic ROS scavenging capability determines damages in the leaves. 
Interestingly, SNP treatment induces a transcript accumulation of a cytosolic isoform of 
APX, even if the absence of information on the enzyme activity does not allow to verify 
whether other regulatory mechanism has also be activated (Murgia et al. 2004). Arabidopsis
lines overexpressing the tAPX gene show reduced damages when treated with SNP instead 
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of control plants [71]. Consistently, the antisense reduction of tAPX in Arabidopsis plants 
enhances NO-induced cell death and makes the plant more sensitive to paraquat [72].
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Figure 2. Effect of PCD inhibitors on the decrease in APX activity.
PCD has been induced by sodiumnitroprusside (SNP) and glucose oxidase-glucose (GOG) as
reported in [49] and blocked by inhibitors of gene expression and protein synthesis (left
panel). The inhibitors of PCD also determines a clear recovery of APX, despite of NO and
H2O2 presence (right panel). The activity of APX has been assayed as reported in [49] after 5
h of treatment from the induction of PCD

Regulation of the different APX isoenzymes represents a critical point in the
responses against oxidative stress. It is interesting to note that many data indicate that an 
increase in the ROS production, due both to abiotic and to biotic stresses which does not 
induce PCD, determines an increase in the expression/activity of specific APX isoenzymes
or of global cellular APX activity [73, 74, 75, 76]. Since an increase of ROS production 
also occurs during PCD, it is intriguing to hypothesize that the different behavior of APX 
could actually occur, due to the activation of NO synthesis by those stimuli able to activate 
PCD. A long way must still be covered in order to substantiate this hypothesis, in which the 
use of the same experimental model submitted to different conditions able to activate PCD 
or to improve the antioxidant defenses will be very useful.
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Abstract. Nitric oxide is a reactive gas involved in many biological processes of

animals, plants and microbes. NO was found to be formed under hypoxia in plant

tissues and it was demonstrated that NO reacts with class-1 plant hemoglobins. In

this review we will discuss the recent findings about NO and its reaction with Hb in 

plants. Hb expression in plant tissue results in the maintenance of redox and energy

status during hypoxic stress resulting in reduced production of ethanol and lactic

acid. Hemoglobin acts as a NO-dioxygenase to convert NO back to nitrate

consuming 2 ½ moles of NAD(P)H per mole of nitrate recycled during the reaction.

The modulation of NO within the cell due to hemoglobin expression may influence

root aerenchyma formation, a plant mechanism to avoid hypoxia.

Introduction

Nitric oxide (NO) is a molecule found in all biological systems (microorganisms, animals

and plants). In animals it is involved in many biological processes, including the central 

nervous, cardiovascular and immune systems; in platelet inhibition and programmed cell 

death (apoptosis), in host responses to infection and many others [1-5]. Its biological 

significance was recognized by Science magazine in 1992 in designating it the “Molecule

of the Year”. Moreover, the Nobel Prize for Medicine in 1998 was awarded to three

scientists who discovered that NO is a biological mediator produced by mammalian cells.

In spite of the recognition of the importance of NO in other biological systems, the

significance of NO in plants has only been apparent for the last 6 years [6, 7]. Today, NO is

believed to be involved in seed germination, root organogenesis, stomatal movement,

senescence and programmed cell death (apoptosis), cell wall lignification, nodule 

metabolism, chlorophyll biosysnthesis, photophosphorylation, cytochrome c oxidase, 

alternative oxidase, catalase regulation, aconitase modulation, protein nitration, ferritin 

(iron homeostasis), hemoglobins, reactive oxygen species (ROS), GSH, hormone signal

transduction, hypersensitive response, systemic acquired resistance, wounding, salinity, 

high temperature, drought, hypoxia [8]. In this review, we will discuss the recent findings 

concerning NO production under hypoxia and its reaction with plant class 1 hemoglobins.

We will also discuss how NO is formed and its significance for the survival of plants in

limited oxygen environments. Finally we will present a model to explain how NO and Hb 

interact in plants under hypoxic stress.

1. NO formation under hypoxia. 

Nitric oxide was found to be produced in relatively large amounts in maize suspension cell 
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cultures and also in alfalfa roots cultures grown under hypoxic conditions [9-11]. The levels 

of NO, based on results for Hb-underexpressing maize cells, is about 0,4 nmol/g fresh

weight/min [10]. This is lower than the 1.0-1.5 nmol/g fresh weight/min found upon 

bacterial treatment of Arabidopsis cell suspension cultures [12], but within the range where 

the NO effect on plant tissue might be similar. Since plant cell have the ability to scavenge

amounts of NO as high as 4-5 mol NO g
-1

 fresh weight min
-1

 [11], the measurements of 

NO formation in situ are probably an underestimation of the actual amount of NO that is

produced by plant cells. An effective system to break down NO in plant tissue possible 

through its reaction with Hb has been postulated [13].

In plants there are two main pathways of NO formation. One is through nitric oxide 

synthase (NOS) and the other through nitrate reductase (NR). In animals and 

microorganisms NO synthase is the main source of NO formation. NOS catalyzes the

oxygen and NADPH-dependent oxidation of L-arginine to NO and citrulline in a reaction 

requiring FAD, FMN, tetrahydrobiopterin (BH4), calcium and calmodulin [14]. NO 

synthase (NOS) has been detected in plants [15, 16]. NO generation by NOS may be

limited under hypoxic conditions by its requirement for oxygen and L-arginine. The NOS 

Km for oxygen can, however, be as low as 5 M [17]. Recently, a modified version of the 

P-protein of the glycine decarboxylase complex has been shown to have NO synthase

activity [18]. However, the activity is low and possibly present only in green tissue, where

glycine decarboxylase is abundant [19]. Another NO synthase involved in hormonal 

signaling has also been found which does not have any similarity to the mammalian

isoform [20].

Nitrate reductase is another potential contributor to nitric oxide production [21], and 

is also activated during hypoxia [22]. Moreover nitrate was found to provide protection to a

number of higher plants under hypoxia [23, 24]. Another advantage that nitrate reductase 

has compared with the NOS is that does not required oxygen for the reaction which 

consumes two moles of NAD(P)H per mole of NO formed. Another evidence that NO 

comes from NO3
-
 and possibly through the nitrate reductase is the absence of NO

production in hypoxic maize cell suspension cultures utilizing NH4
+
 in place of NO3

-
 as the 

nitrogen source and the evidence that 
15

NO is produced from
15

NO3
-
 under the same

conditions [10]. 

NO can also be formed in acidic and reducing environment by non-enzymatic

reduction of nitrite to nitrous acid, which reacts with ascorbate producing dehydroascorbate 

and NO [25]. In aleurone layers, NO is formed non-enzymatically [26]. Furthermore, 

xanthine oxidoreductase (an enzyme located in peroxisomes) has been reported to produce 

NO [27].

Nitric oxide (NO) is an extremely reactive molecule, interacting with many

biological molecules including hemoglobins. Plant class 1 hemoglobins are amongst this 

group [9-11]. In the following section, we will present the properties and chemistry of the

plant hemoglobins to put in perspective the interaction of class 1 hemoglobins with NO and 

their function in metabolism to assist in the survival of plants under hypoxic environments.

2. Plant Hemoglobins 

Hemoglobins are present in all organisms from animals to bacteria [28]. Currently, there are 

at least three distinct types of hemoglobins found in plants. These three types are the

symbiotic, nonsymbiotic and truncated hemoglobins. Symbiotic hemoglobins (or 

leghemoglobins) are the most well known of the plant hemoglobins as they are the first 

hemoglobins found in plants. They are present mainly in nodules of plants capable of 

symbiotic nitrogen fixation. The function of the symbiotic hemoglobins is to regulate 
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oxygen supply to nitrogen-fixing bacteria [29]. The other type of hemoglobins, the 

nonsymbiotic hemoglobins, are not found in the nodules and also are not involved in 

symbiotic nitrogen fixation. They are found throughout the plant kingdom, and also in

plants capable of symbiosis. Another difference between symbiotic hemoglobins and 

nonsymbiotic hemoglobins is that nonsymbiotic hemoglobins are experessed in almost all 

plant organs such as seed, root and stem tissue of both dicot and monocot plants [13, 30]. 

Recently it was found another type of hemoglobins the truncated hemoglobins which are 

probably found in all plant species and they share some of the characteristics and properties 

of the nonsymbiotic hemoglobins [31]. However the different origins, biochemistry and 

tertiary structure of the truncated plant hemoglobins indicates that these proteins may have 

separate cellular roles. 

The nonsymbiotic hemoglobins are divided in two different classes the class 1 

hemoglobins have very high affinity for oxygen and the class 2 hemoglobins have similar

oxygen binding properties to symbiotic hemoglobins. Class 1 hemoglobins are induced by 

hypoxic stress, reduction in ATP and oversupply of some nutrients (NO3
-
) [13]. 

Class 1 hemoglobins are probably evolutionary predecessors of symbiotic

hemoglobins together with the fact that they are found throughout the plant kingdom (more

than 33 plant hemoglobins have been found in more than 20 species) suggests that stress-

induced hemoglobins have most likely an important role in the metabolism of plants.

Despite the fact that stress-induced hemoglobins are present throughout in the plant 

kingdom, their function is unknown.

3. Biochemistry of stress-induced hemoglobins 

Hemoglobins have a heme domain and the ability to react with gases such as CO, O2 and 

NO. The most well studied reaction of hemoglobin is with O2. Different hemoglobins have

different rate at which they bind and release oxygen, and this property is very important in 

defining its function in the cell. For the stress induced hemoglobins and especially the 

barley hemoglobin the kinetics of oxygen association is quite close with myoglobin and 

about an order of magnitude lower than that of leghemoglobin [32]. However the rate of 

release of oxygen from barley oxyhemoglobin is extremely slow, which means that the 

equilibrium dissociation constant of the complex is about 3 nM. This property (low 

dissociation constant) is very important in defining its cellular function as these 

hemoglobins will be remain oxygenated at very low oxygen concentration and will not be

able to serve as an oxygen carrier, store or sensor [30]. 

Stress induced barley hemoglobin absorbs in the 400 nm region (Soret band) and 

also in the 500-600 nm region [32]. The spectral properties of the  and  region indicate

that the preferred orientation of the ferrous and ferric forms is low spin 6-coordinate and 

not 5-coordinate. A molecule such as oxygen or NO will react with the 5-coordinate species

of the hemoglobin which suggests that the rate of formation of the 5-coordinate form may

be rate-limiting. From the kinetics of the reaction of Hb with oxygen agrees with this 

hypothesis [32].

In many systems such as animals and microorganisms the function of hemoglobin is 

closely related with the reaction and function with NO. In red blood cells hemoglobin reacts 

with NO forming NO complexes in the lung, following the complex is transported to distant 

capillaries where NO is released and causes the expansion of the capillaries through the 

activation of guanylate cyclase [5, 33, 35]. The expansion of the capillaries facilitates the

oxygen delivery in the tissue. Ascaris is a parasitic intestinal nematode which has a 

hemoglobin with similar binding characteristics with barley stress induced hemoglobin. It 

has been proposed that Ascaris hemoglobin may function as a 'deoxygenase' reducing the 

C. Dordas and R.D. Hill / Plant Hemoglobins and Nitric Oxide in Acclimation to Hypoxic Stress220



levels of oxygen (which is toxic for Ascaris) using the reaction with nitric oxide [36]. In

microorganisma such as bacteria and yeast flavohemoglobin is found to act also as 

dioxygenases, which breaks down toxic NO to protect the organism from the toxic 

concentrations of NO [37]. All the above evidence that the function of Hb is closely related 

with the function of NO led us to study the formation of NO under hypoxic conditions and 

the interaction between NO and stress induced hemoglobins.

4. Mechanism of action of NO and plant hemoglobins in maintaining root growth
under hypoxic stress 

Plants that are exposed to hypoxic stress very rapidly lose a significant part of their ATP. In 

order to maintain the ATP synthesis they have to find an electron acceptor other than 

oxygen. Production of ethanol and lactic acid is one of the pathways to provide glycolytic 

substrate oxidation and ATP synthesis maintaining short term cell viability under hypoxic 

conditions. However there is evidence that stress-induced hemoglobin with high affinity for

oxygen and nitric oxide is a second process regenerating NAD
+
 through a reaction 

involving NO and Hb [9]. 

Plant hemoglobin was shown to react with NO in vitro [10]. Maize recombinant

HbO2 reacted with NO to form NO3
-
 and HbFeIII. The characteristic signal for the complex 

was not evident in aerobic systems, even though hemoglobin is present. Furthermore, using 

either NO traps or an NO electrode, it was shown that significant amounts of NO are

formed in hypoxic maize cells and in alfalfa root cultures during the first 24 hours of 

hypoxic treatment [9, 10, 13]. Transformed lines with reduced stress-induced hemoglobin

expression produced greater amounts of NO than wild type or overexpressing-hemoglobin

lines, suggesting that hemoglobin may be involved in turnover of the NO. It is possible 

from the above evidence that stress-induced hemoglobins function as dioxygenases, 

detoxifying NO produced during hypoxia. 

Another important issue is why NO is formed under hypoxic conditions. One 

possibility is that NO is used as a product in a series of reactions to assist in the 

regeneration of NAD
+

to maintain glycolysis under hypoxic conditions, as an alternative to 

the use of alcohol dehydrogenase. In bacteria, nitrate has been shown to act as a terminal

electron acceptor in the denitrification process in flooded soils and has been suggested to 

play a similar role in plants [38]. Moreover it has been suggested that stress-induced 

hemoglobins are implicated in regeneration of NAD
+

during hypoxia [9, 30]. The evidence 

for the implication of stress-induced hemoglobins on the regeneration of NAD
+
 comes from

that fact that alcohol dehydrogenase activity and CO2 production are reduced under hypoxia 

in maize cells constitutively expressing barley hemoglobin (Sowa et al. 1998). Also lines 

overexpressing Hb maintain root growth under hypoxia and ATP levels and they have

higher levels of NAD(P) [10, 11, 13]. Moreover stress-induced hemoglobin in Arabidopsis
is induced in the presence of elevated nitrate [40] which indicates that the hemoglobin is 

used to modulate NO levels.

Figure 1 outlines a metabolic scheme showing how stress induced hemoglobin is 

induced and how NO is formed under hypoxia and also the reactions involving both NO 

and hemoglobin leading to the regeneration of NAD
+
 under hypoxia in plant cells. Some

aspects of the arguments favoring this scheme have been presented [41]. There are two 

known routes, nitric oxide synthase [15, 43, 44], and nitrate reductase [21, 45], for

formation of NO in plants. While both pathways consume reduced pyridine nucleotide in 

the reactions, formation via nitrate reductase appears to be the more favoured route for the 

following reasons. Nitric oxide synthase consumes 1.5 moles of NADPH per mole of NO

produced, but it also consumes 2 moles of oxygen in the process. Nitrate reductase 
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consumes 2 moles of NADH, without oxygen consumption, per mole of NO. Furthermore,

nitrate reductase is activated upon exposure of plant roots to hypoxia [46] and nitrate 

assimilation during anoxia is blocked at the nitrite reductase step [47]. 

Hypoxia, ATP decline, NO3 supply 

Hb induction NR activationIncrease in glycolytic flux

NADH accumulationHbFe(II)O2

HbFe(III) + NO3
-

HbFe(II)

½ NAD(P)H½ NAD(P) H+

NO3
-

NO2
-

NO

NO

O2

NADH

NAD++H+

NADH

NAD++H+

NO accumulation

Programmed cell death (apoptosis)

Aerenchyma formation

Figure 1.  Suggested pathways by which nitric oxide formation and its 

interaction with hemoglobin may be involved in adaptation to hypoxic stress.

NO is highly reactive and toxic to the cells. In order for the cell to survive it is 

required to have a detoxification mechanism. The reaction of NO with hemoglobin is 

considered to be a major route for detoxification [48]. NO reacts rapidly with 

oxyhemoglobin forming nitrate and methemoglobin [Hb(Fe
+3

)] [49]. This route for

metabolism of NO, with nitrate being recycled, would be advantageous to the hypoxic plant 

cell, exposed to conditions of prolonged soil waterlogging where nitrates would be severely 

depleted [50]. Following hemoglobins (Fe
+3

) can be reduced to hemoglobins (Fe
+2

) via

NADH dependent reductases [51, 52]. An NADH-dependent reductase in hypoxic plant 

cells would provide an additional NAD
+
 for glycolysis. Moreover NO and hemoglobins

may be involved in other reactions than the metabolic regeneration of NAD
+
 as bacterial 

flavohemoglobins oxidize NO to nitrate aerobically and reduce it to nitrous oxide 

anaerobically [52]. Flavohemoglobins, unlike hemoglobins, contain a ferredoxin-NADP
+

reductase-like domain in addition to a hemeprotein domain. Thus, any similar reactions of 

class 1 hemoglobins with NO would require interaction with some other protein in the cell 
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to convert methemoglobin formed to hemoglobin. Several proteins could serve this

function, amongst them lipoamide dehydrogenase [41]. 

The levels of NO under low oxygen tension in the various cell cultures were 

inversely related to the hemoglobin content. NO reacts rapidly with oxyhemoglobin

forming nitrate and methemoglobin [49], a reaction that also occurs with class 1 

hemoglobins. We have evidence of an NO dioxygenase-like activity in alfalfa root cultures

[11] that may be responsible for the catalysis of this reaction.

5. Nitric oxide and aerenchyma formation 

The subject of NO in relation to plant biology is rapidly expanding and there are 

other areas relative to its involvement in plant anaerobiosis that warrant further

investigation, in addition to its interactions with hemoglobins. One of these is the question

of aerenchyma formation. Aerenchyma is the spaces, which are formed from selective cell 

death in the cortical area of the root, allowing the supply of air to the roots from the shoots. 

This is the major mechanism by which plants avoid hypoxic stress. Ethylene has been 

shown to be associated with aerenchyma formation in hypoxic maize roots [53-55]. This

relationship has remained tenuous because the observation has been restricted to maize [56] 

and other stresses (eg N and P deficiency) can also cause aerenchyma formation. In some

cases there is no need for an increase in ethylene production but only an increase in 

sensitivity to ethylene [57, 58]. NO is an attractive candidate for involvement in 

aerenchyma formation. Hypoxic alfalfa roots underexpressing Hb showed aerenchyma

formation [9]. In contrast, alfalfa lines overexpressing Hb do not show formation of 

aerenchyma under hypoxic stress. Transgenic maize cell suspension cultures under-

expressing class 1 hemoglobins produce up to six fold higher levels of ethylene than cells 

over-expressing the gene (Monac’h et al. 2005, Manuscript submitted). With the evidence 

in both maize and alfalfa systems that class 1 Hb modulates NO levels, this would suggest a 

relationship between NO and ethylene formation. Furthermore, if differential expression of 

class 1 Hb occurred in hypoxic root cells, it could be a possible explanation of why specific 

cells undergo programmed cell death during aerenchyma formation.

It is has been suggested that NO may interact with reactive oxygen species to

produce peroxynitrite and directly kill plant pathogens [59]. There is an abundance of 

literature on NO and programmed cell death in many mammalian tissues. Depending on 

NO concentration and other factors, NO may either accelerate or inhibit apoptosis [60]. The

effect may be either direct, through cell necrosis, or through regulatory pathways. It may

also be selective in relation to the cells that do respond. A similar type of reaction could be

responsible for selected cell death during aerenchyma formation in roots exposed to 

waterlogging [57]. NO, by its activation of guanylate cyclase, has pronounced effects on 

signal transduction pathways. Inhibitors of signal transduction pathways that have been 

linked to cGMP in mammalian cells [35] also effect aerenchyma formation in maize roots 

[58]. Similarly, NO has been implicated in programmed cell death of Arabidopsis cell

suspension cultures through its action on signal transduction pathways involving guanylate 

cyclase [12].

6. Conclusions 

Hemoglobin may be pivotal in the short term survival of plant root cells by regulating the 

levels of NO. Plant roots that express sufficient hemoglobin soon after exposure to hypoxic 

stress may modulate levels of NO, produced as a result of the stress, through reaction of the 
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NO with oxyhemoglobin. This would prevent the onset of cell death, maintaining ATP 

levels and energy charge, as has been observed in hypoxic maize cells overexpressing 

hemoglobin [39]. In primary roots, this may provide sufficient time for the plant to develop

adventitious roots, needed for prolonged survival under hypoxia. In roots developing 

aerenchyma, hemoglobin expression or action may be cell selective, resulting in 

(programmed) death of some cells that underexpress the gene.
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Abstract. Mounting evidences support the hypothesis that nitric oxide (NO) serves as a 

signaling molecule in plant cells and participate in several signal transduction pathways. 

In this communication we report how NO can stimulate the activation of cell division 

and embryogenic cell formation in alfalfa leaf protoplast-derived cells in the presence of 

auxin. Based on our observations, it is hypothesized that NO is involved in the auxin-

mediated activation but not in the progression of the plant cell division cycle.  

Introduction 

Understanding how plants grow and react to the environment is central to our attempt to realize 

basic mechanisms that drive biological processes as well as to create a rational approach to 

produce more or better quality food. Plants, as multicellular organisms, have developed highly 

sophisticated short and long-term adaptive mechanisms to the changing environment. Due to 

the simple fact that plants cannot alter their location in response to environmental changes, 

their development is highly flexible that results in a great variability of plant forms and growth 

that significantly influences productivity.

Depending on the concentration and type of the tissue where it is acting, nitric oxide 

(NO) can be considered either toxic or protective as well in animals as in plants [1, 2]. While 

some investigations consider NO as a stress-inducing agent, other reports emphasize its 

protective role as an activator of the plant defense system as well as a radical chain reaction 

breaker under oxidative stress conditions. In addition to its role in stress responses, NO has 

also been reported as an important signaling molecule during animal and plant development [3-

5]. For an overview on NO biosynthesis, biology and signal transduction the reader may refer 

to two excellent recent summaries [6, 7]. 

The question to answer in this review is how nitric oxide (NO) - as a signaling molecule 

– can participate in the communication processes between the plant and its environment and 

how this remarkable molecule can be involved in the regulation of cell division and 

differentiation, the two major processes determining plant growth and development. The role 

of NO in apoptosis, a further important phenomenon in plant development, will be separately 

discussed in other chapters. 
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1. Nitric Oxide in Plants  

Nitric oxide (NO) is a small, water and lipid soluble free radical and the first gas known to act 

as a biological messenger in animals. NO ultimately exerts its biological effects by reacting 

either directly or through other reactive nitrogen intermediates with a variety of targets such as 

heme groups, Fe-S or Zn-S clusters, sulfhydryl groups or various other chemical substrates [2, 

8]. This diversity of potential targets is reflected in the large number of different systems that 

utilize NO as a mediator. In mammals, it is involved in diverse signal transduction pathways 

controlling smooth muscle tone, responses to infection, apoptosis, cell proliferation as well as 

fertilization [9-11]. 

Although plant genes coding for the homologues of animal nitric oxide synthase (NOS) 

enzymes could not be identified or isolated, NOS-like activity and NO accumulation have been 

reported in different plants species and organs [12]. Considering its possible functions in 

plants, NO has been shown to serve as a defence signal that induces various defense genes [13, 

14]. Furthermore, NO was implicated in the adaptive plant response during drought stress [15] 

as well as in the regulation of plant growth and development under normal growth conditions 

[4, 16].

Recently, two different plant enzymes with significant biochemical, but not amino acid 

sequence, similarity to animal NOS proteins have been cloned by two different approaches [17, 

18]. A variant form of the P protein of the plant glycine decarboxylase was purified based on 

its NO-producing activity in response to pathogen infection or elicitation [17]. An Arabidopsis
mutant served to identify the AtNOS1 gene and the product of it was also proved to catalyse 

NO production in vitro as well as in vivo [18]. Both enzymes have been shown to be sensitive 

against the inhibitors of animal NOS enzymes, such as arginine analogues, that verified the use 

of these compounds in plant cells to decrease endogenous NO production. 

2. NO and the Regulation of Cell Division 

The role of NO in coordinating plant defense against biotic and abiotic stresses is probably the 

best established [7, 13, 19]. However, there are accumulating pieces of experimental evidences 

that NO is also involved in the regulation of plant growth and development [6, 7]. Among 

others, NO can stimulate plant growth in general [7], root [20], hypocotyl [16] and mesocotyl 

elongation [21] and induce adventitious root development in various plant species [5, 22, 23]. 

These observations indicate that NO may, directly or indirectly, affect cell elongation and 

division, the two basic processes of plant morphogenesis. The interaction of NO-mediated 

signaling with the regulation of cell division and differentiation in mammalian cells is well 

established [5], but similar observations are largely missing in the case of plants. An exception 

is the role of NO in the regulation of apoptosis that has been clearly demonstrated in both type 

of eukaryotic organisms (for a recent review [24], and see also other chapters in this book).

Cell division is a vital process that requires ordered progression through well defined 

phases of the cell cycle. These cell cycle phases include an initial gap (G1), synthesis of DNA 

(S), a second gap (G2) and the final mitotic nuclear and cellular division (M) to result in two 

identical daughter cells. Our attention focuses on the G1 phase since it is the main phase where 

cells must decide whether they divide further or exit the cell cycle and differentiate. During 

G1, cells must integrate relevant signals before making decision to initiate DNA duplication, 

which implies commitment not only to S phase but also to completion of cell division. 

Although the molecular machinery regulating cell cycle progression is well known in plants, 
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our knowledge is scarce concerning the mechanisms by which growth regulators exerts their 

effects on the balance between cell proliferation and differentiation during plant development. 

Endogenous hormones such as auxin, abscisic acid, gibberellins and brassinosteroids as well as 

environmental factors all have been shown to regulate this progression [25].

Cyclin-dependent kinases (CDKs) - a special class of serine-threonine protein kinases 

which are functionally defined as requiring binding of a regulatory protein known as cyclin for 

activity - are the major regulators of the eukaryotic cell cycle, thus they are the main targets of 

phytohormone signals that control cell differentiation as well as proliferation. The activities of 

CDK-cyclin complexes are controlled by several complicated molecular mechanisms, 

including phosphorylation and protein-protein interactions, which result in oscillating CDK 

activity during the division cycle. These fluctuations trigger transitions between the different 

stages of the cell cycle (for review [25]). For example, in the G1 phase during cell division, D-

type cyclins (CycD) interact with cyclin-dependent-kinase A (CDKA) regulating its kinase 

activity. The expression of genes coding for the CycD subunits is regulated by several growth 

factors such as auxin, cytokinin, gibberellin (GA), brassinosteroid (BR), abscisic acid (ABA) 

and sugars.

To get information about the possible role of NO during cell cycle activation and 

progression we used individual cell-wall-less plant cells, alfalfa leaf protoplasts, as in vitro
experimental models. Due to the simplicity of the experimental manipulation, observation and 

molecular/cytological investigation of protoplast-derived cells, the system proved to be 

especially useful to study the earliest events associated with the activation of cell division and 

embryogenic development [26]. Although they are isolated via stressful procedures, 

experimental evidences demonstrate that properly handled protoplasts quickly recover in 

culture and respond to hormonal as well as stress signals as do intact plant cells [27]. 

We could manipulate cell division of the protoplast derived cells by supplying a source 

of NO (SNP), a NOS inhibitor (L-NMMA) or a NO scavenger (PTIO) to the culture medium 

[28]. SNP (only in a tight concentration range (1-10 μM)) could increase, while application of 

the NOS-inhibitor, L-NMMA, as well as the NO scavenger, PTIO, decreased the division rate 

of alfalfa leaf protoplast-derived cells. It was also indicated that either directly or indirectly NO 

affects the activity of the cell cycle machinery in the protoplast-derived cells as the activity of 

the cognate p34cdc2 kinase, Cdc2MsA/B (the CDK partner for CycD) was decreased and 

increased, in L-NMMA and SNP-treated cells, respectively. This observation was unexpected 

as the negative effect of environmental stresses on cell division and on the cell cycle machinery 

including core components such as cyclins and cyclin-dependent kinases (CDKs) is well 

documented in plants and in mammals as well [3, 29-31].  

In animal cells, NO initiates a switch from proliferation to cytostasis during cellular 

differentiation and is considered as a regulator of the balance between cell proliferation and 

cell differentiation during development [10]. The acceleration of protoplast-derived cell 

division by NO - as a response to the 1-10 μM SNP treatment - might be a part of an adaptive 

strategy under stress conditions. This hypothesis is supported by the fact that the effect of L-

NMMA was transient and depended on the time of application ([28] and Fig. 1). Protoplast-

derived cells passing more than three days in culture become insensitive to the NO-synthesis 

inhibitor as cell cycle progression was concerned. In agreement, L-NMMA had no effect on 

cell cycle parameters of a continuously dividing suspension culture from the same ecotype. 

The observations that neither dividing leaf protoplasts nor dividing suspension cultured 

cells are responsive to L-NMMA support a hypothesis that the activity of L-NMMA-sensitive 

plant enzymes is not required to sustain cell division activity in plant cells. It can be rather 

supposed that such activity(s) is needed for processes preceding the cell cycle entry of 
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dedifferentiating plant cells. Further studies are required to reveal the underlying processes and 

L-NMMA-sensitive enzymes that are involved in these pathways. 

Figure 1. 10 mM L-NMMA transiently inhibits the expression of the Cdc2AMs cell

cycle regulatory gene and the SERKMs embryogenic marker gene in alfalfa leaf

protoplast cultures. Relative gene expressions were determined by the ABI PRISM 7000

Sequence Detection System and were normalised for actin gene expression as described

in details elsewhere [24] in three replicates (the averages are shown; SDs for CT

numbers were <0,2%).

0.2 μM 2,4-D

1 μM 2,4-D

10 μM 2,4-D

+ 10+ 10 μμM SNPM SNP

0.2 μM 2,4-D

1 μM 2,4-D

10 μM 2,4-D

0.2 μM 2,4-D

1 μM 2,4-D

10 μM 2,4-D

+ 10+ 10 μμM SNPM SNP

Figure 2. The NO donor SNP can alter auxin (2,4-D) sensitivity of alfalfa protoplast-

derived cells. Application of 10 μM SNP to the culture medium results in a new

morphology and division-type otherwise characteristic to cells grown in the presence of

higher auxin (2,4-D) concentrations.

3. NO and Somatic Embryogenesis

Under appropriate in vivo or in vitro conditions, certain somatic plant cells have the capability

to initiate embryogenic development (the process called, somatic embryogenesis) [26]. 

Somatic embryogenesis provides a unique experimental model to understand the molecular and 

cellular bases of developmental plasticity in plants. The influences of exogenously applied 

auxins, preferentially 2,4-dichlorophenoxyacetic acid (2,4-D), on the induction of somatic

embryogenesis are well documented [32, 33]. It has been previously shown that leaf protoplast-

derived cells can develop either to vacuolated, elongated cells or to small, isodiametric cells 
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with dense cytoplasm exhibiting embryogenic competence, depending on exogenous auxin 

concentration [33].

As it was discussed above, we were able to manipulate cell division by supplying a 

source of NO (SNP). Our further observations revealed that the application of 1-10 μM SNP 

resulted in the development of embryogenic-type cells already at low (1 μM) 2,4-D

concentration (Fig. 2), while the NOS inhibitor L-NMMA delayed exogenous auxin 

concentration-dependent formation of embryogenic cell clusters in the presence of the 

inductive 10 M 2,4-D concentration [28].

The high level expression of the MtSERK1 gene and the further development of the 

cells under culture conditions allowing somatic embryo formation verified that NO (SNP) 

application could indeed alter the developmental pathway of the treated cells [28]. A transient

inhibitory effect of L-NMMA on SERKMs expression could also be observed (Fig. 1B). The

SERKMs gene is the alfalfa orthologue of the carrot and Arabidopsis SERK genes implicated in

both somatic and zygotic embryogenesis, and used frequently as a gene expression marker of 

embryogenic competence [34].

Figure 3. Relative expression of the Aux28 auxin-regulated gene in alfalfa leaf

protoplast cultures in response to 2,4-D and/or the NO-donor SNP. Relative gene

expression was determined by the ABI PRISM 7000 Sequence Detection System and

were normalised for actin gene expression as described in details elsewhere [24] in three

independent experiments with three replicates each (the averages and SD are shown).

4. NO and Auxin 

The altered response of protoplast-derived cells to exogenous auxin concentration in the 

presence of L-NMMA or SNP, and a further observation that in the absence of auxin SNP 

could not promote the division of protoplast-derived cells [28], may indicate that NO alters

auxin sensitivity of the cells and/or is involved in the mediation of auxin action during these 

processes. However, our preliminary experiments could rather demonstrate a negative effect of 

NO on the expression of auxin-responsive genes (Aux28 or IAA4) (see Fig. 3). Auxin and NO 

have been suggested to share common steps in signal transduction pathways leading to root 

elongation [20] and adventitious root formation [5, 23, 35].

In cucumber explants, indoleacetic acid (IAA) treatment induced the level of 

endogenous NO in the region where the new root meristems developed. The effect of NO on 

IAA-induced root formation was shown to be dependent on intracellular cGMP levels, 
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although cGMP-independent pathways may also exist [5, 35]. The downstream events of the 

putative NO-dependent signaling cascade leading to mitotic activation by auxin in the root or 

in leaf protoplast-derived cells are unknown. Whether the same NO-affected signal 

transduction pathways operate during the formation of dividing, embryogenic cells from leaf 

protoplasts and adventious root meristem formation remains also a question to be answered.  

5. Concluding Remarks 

The life strategies of multicellular plant and animal species are fundamentally different. While 

active movement is characteristic of animal organisms, plants are sessile. This basic difference 

is reflected in the evolution of different approaches of short-term environmental adaptation by 

individuals. Animals respond to environmental signals or conditions by changes in their 

behavior, while plants accommodate environmental effects by altering metabolism and/or 

development. Developmental decisions of a plant are significantly influenced by environmental 

factors.

Striking examples of developmental plasticity of plants are provided by in vitro cultures 

where the differentiated fate of somatic plant cells can be easily altered. In vitro cultured plant 

cells de-differentiate and divide and develop into various organs or even into embryos 

depending on the culture conditions. Therefore it is obvious that environmental and hormonal 

signals control the regulation of cell division and differentiation more directly and with much 

more flexibility in plants as compared to animals.  

Based on the above considerations it is not surprising that stress and developmental 

signaling in plants are closely linked and share similar signaling steps. It seems likely, for 

example, that NO, this multi-faceted molecule, has an essential role in determining the 

appropriate developmental pathway plant cells have to follow during normal plant 

development as well as in response to the continuously changing environment.  
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Abstract. Genes for plant nitric oxide synthase (NOS) now help explain how NO is 

produced from nitrate, nitrite, and/or L-arginine in the culture medium and in cells. 

Evidence is presented that under aseptic conditions; plant NOS activity, NO bursts, and 

cell death (apoptosis) are important factors in the recovery of taxol (paclitaxel) from cell 

suspensions of several Taxus sp. Cell-suspension responses to mechanical stresses, 

simulated microgravity, and hypergravity were dominated by NO bursts and cell death 

(apoptosis) and by the overproduction and release of free and bound taxol into the 

culture medium. The synthesis of the taxane ring in the chloroplasts and gravisensing 

amyloplasts, and the subsequent assembly of taxol and related taxane diterpenoids were 

visualized by immunocytochemical, laser confocal and scanning electron microscopy. 

Drug-producing cells and taxane-bearing materials in the culture medium were recovered 

using immunoparamagnetic beads. Bound taxol and taxanes were recovered from 

xylanase hydrolyates. Binding was associated with the expression of two proteins for 

‘touch’ genes expressed under mechanical forces. Taxol recovery was increased by 64% 

by the use of a NO donor.  NOS inhibition with guandino compounds, and the use of a 

NO trap, reduced taxol recovery and reduced taxane diterpenoid biosynthesis. This 

offered countermeasures to NO-mediated stress, and reduced apoptosis. In hypergravity, 

the taxol and taxanes released from cells by syneresis were recovered on hydrophobic 

PVDF (polyvinylidene fluoride) filters. Cyclodextrins added to the culture medium 

enhanced biomass yield and altered the solubility of taxanes to improve the recovery of 

taxol and taxanes. 

Introduction

With NASA support this research aimed at evaluating early opportunities in Microgravity 

Sciences to commercialize space and to develop biotechnology facilities for the International 

Space Station [1]. The main task was to evaluate the production of taxol (generic name: 

paclitaxel) with cell suspensions in bioreactors designed for the Space Shuttle. Unexpectedly, 

this work led to the early demonstration of L-arginine-dependent nitric oxide (NO) bursts in 

mechanically and gravitationally stressed plant cells, to NO-dependent programmed cell death 

(apoptosis) (reviewed in [2]), and to a model describing how these factors contribute to 

increased taxol and taxane recovery from conifers. 

Earlier, when intermediates of the Krebs-Henseleit or urea cycle (Figure 1) were fed to 

conifers, several substituted guanidino compounds were synthesized from uniformly labeled 
14

C-L-arginine, and less so from UL-
14

C-L-citrulline [3-7]. At that time, the functions of 

Cell Biology and Instrumentation: UV Radiation, Nitric Oxide and Cell Death in Plants
Y. Blume et al. (Eds.)

IOS Press, 2006
© 2006 IOS Press. All rights reserved.

234

mailto:djdurzan@ucdavis.edu


substituted guanidines were either unknown or considered as respiratory inhibitors [8, 9]. 

Today, they are used as inhibitors of plant, animal and human NOSs. NOS substrates are L-

arginine and oxygen. NOS products are L-citrulline and NO. 

Since nitrite and nitrate reductases were known sources of NO, we obtained an 

Arabidopsis nitrate-reductase double mutant with the aim of finding out if cells could produce 

NO in the absence of nitrate, nitrite, and their reductases. With this mutant we reaffirmed that 

the source of NO was putative NOS activity [10]. The production of NO from L-arginine was 

blocked by D-arginine, and by the NOS inhibitor, NG
-monomethyl-L-arginine (L-NMMA)

ensuring that NO was produced in the absence of any possible residual nitrate reductase 

activity. NOS-dependent NO production was inhibited by other guanidino compounds but not 

by D-arginine. Subsequently, the discovery by others of two plant NOS genes [11, 12] 

provided evidence that plant genomes encode for NOS. In our work, the substituted guanidines

offered protection against mechanically induced stress and cell death (apoptosis). 

Figure. 1. The reactions of the Krebs-Henseleit (urea) cycle, a postulated citrulline-NO cycle, and the formation

of guanidino compounds (substituted and unsubstituted). Enzymes: 1. ornithine carbamoyl transferase, 2.
argininosuccinate synthetase, 3. argininosuccinate lyase, 4. arginase, 5. nitric oxide synthase, 6. arginine

deiminase, 7. arginine decarboxylase, 8. numerous enzymes contributing to the formation of substituted guanidino

compounds. Reactions 1 to 4 comprise the urea cycle. Reactions 2, 3, 5, may account for NOS activity in plants

(citrulline-.NO cycle, or arginine-citrulline cycle). Arginine deiminase was reported in chloroplasts but is mostly

found in microorganisms. Reactions 7 and 8 comprise decarboxylation, oxidation, methylation, transamidination,

phosphorylation, keeping the guanidino group intact or modify it by methylation, phosphorylation, etc. They

remove L-arginine as a substrate from the urea cycle, and from reactions 5 and 6. Arginine represents and

important branch point that links nitrate and ammonium nutrition to protein synthesis and turnover (not shown), to

the urea cycle, to a postulated citrulline-NO cycle, and to the formation of guanidino compounds that are NOS

inhibitors.

NO bursts are early stress responses even before the release of ethylene [13, 14]. High

levels of NO are potentially harmful due to its reaction with superoxide forming peroxynitrite 

[1]. The latter has the potential to ‘nitrate’ phenols, and the tyrosine residues of cell regulatory 
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proteins. We now know that high levels of NO predispose apoptosis in angiosperms and 

gymnosperms [15-19]. Thiols, especially glutathione, react with NO to transport and

translocate NO in signaling pathways involving guanylate cyclases [1, 20].

Figure 2.  Taxol structure and the structural moieties required for binding to microtubules and anti-cancer

activity. Color Plate 1 illustrates how antibodies specific for the N-benzoyl-3-phenylisoserine side-chain, the

taxane ring, and taxol are processed during biosynthesis in egg cells. The overlap of both antibodies equates to the

location of bound taxol shown in yellow. The taxane ring is synthesized in plastids. The N-benzyoyl-3-

phenylisoserine side chain and the hydroxyl groups are added by the endoplasmic reticulum and Golgi stacks as 

the drug is transported to the plasmalemma and newly forming cell wall before release into the culture medium.

Taxol is an effective anti-cancer agent that was first isolated from the bark of Taxus
brevifolia [21] (Figure 2). The bark of harvestable 100-year-old tree yields 0.017 % w/w taxol. 

Taxol binds to microtubules thereby offering a novel mechanism of blocking cell proliferation.

In tumors, the binding of microtubules prevents daughter cells from replicating DNA and

dividing. This contributes to the shrinkage of tumors and to the recovery of even a few

terminally ill patients. By 1999, taxol became the best-selling anticancer drug in history.

Commercial sales of were well over $ 1.5 billion [22, 23]. Over 350 different taxanes, with a 

wide range of physiological properties, occur in conifers [24, 25].

New models for taxol and taxane biosynthesis emerged [26-28] so that taxol 

biosynthesis could be followed at the subcellular level by immunocytochemistry, and by laser 

confocal and scanning electron microscopy [29-31]. The ability to bind microtubules suggested

that taxol in conifer cells was compartmentalized or biosynthesized as a bound form [26, 32]. 

The use of NO donors, NOS substrates, products, inhibitors (substituted guanidines), and NO 

traps provided new opportunities to control the citrulline-NO cycle (Figure 1), apoptosis, and 

taxol production in unit gravity, simulated microgravity, and in hypergravity. 

Haploid egg cells (oocytes) from female trees of Taxus brevifolia are easily screened

without the effects of dominance, recessive, and epistatic interactions characteristic of diploid 

cells ([26], Color Plate 1.1 and 1.2). Lethal genes are directly expressed and removed by 
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apoptosis to make the population more uniform. Recessive adaptive mutations would be 

expressed to stabilize the cultures [33]. Diploid cell suspensions were established from needles 

of 3-year-old T. brevifolia, T. cuspidata and T. media from Zelenka Nursery (Grand Haven 

MI), and from seeds of T. chinensis.

1. Experimental Conditions 

Taxus cell suspensions were maintained in darkness at 25 ± 2
o

C in a modified Gamborg’s B5 

medium [34]. Erlenmeyer flasks ( 125 ml, 60 rpm), 1 L nippled flasks on a clinostat (1 rpm), 

high-aspect rotating vessels (100 ml HARV 12.5 cm dia.) and rotating cylindrical culture 

vessels (100 ml RCCV 7.5 cm dia.) both at 10
-2

 x g (Synthecon, Houston, TX). The HARV and 

RCCV were used by NASA in early space shuttle experiments, and in a mini-payload 

integration center, designed as an in-flight laboratory [35]. 

Since weightlessness represents the condition where the acceleration of a cell is 

independent of its mass, true weightlessness is never achieved, even in the RCCV and HARV 

bioreactors that simulate 10
-2

 x g. The clinostat was a poor simulator of microgravity because 

its rotational motion generates centrifugal forces, particle oscillations with mass-dependent 

amplitudes of speed, and phase shifts, relative to the clinorotation [36]. The clinostat simulates 

2 x 10
-4

 x g, but with significant convective mixing of the gaseous and liquid environment 

around cells. Cells on semi-solid medium, moist filter paper or on PVPF membranes in Petri 

dishes were placed in low-speed laboratory centrifuges set at 3x, 20, 24 and 150xg. The lift-off 

of the space shuttle imposes ca 3 x gravity. Null hypotheses and conclusions were supported by 

t-tests or by analysis of variance (ANOVA ± 5%).

2. NO Production is Controlled by NOS Substrates, Inhibitors and Traps 

Ambient oxygen was used in all studies. NO released in, and from cells into the culture 

medium, was visualized with a fluorescent probe, viz. 4,5-diaminofluorescein diacetate (DAF-

2DA). This probe is highly specific at high pH for NO [37]. A red diaminorhodamine probe 

[38] with greater stability, and not pH dependent, was also tested, but with few visual 

differences between the two probes. The DAF-2DA gave clearer green images. 

The following experiment with T. brevifolia reports the effects of a NO donor, sodium 

nitroprusside (SNP), L-NMMA (NOS inhibitor), D-NMMA (control, a non inhibitor of NOS), 

and PTIO (2-(4-carboxyphenyl)-4,4,5,5-tetramethyl-imidazoline-1-oxyl-3-oxide, a stable 

radical scavenger for NO) on NO production. Heat-killed cells (1 g fresh wt) as a control did 

not produce NO. At unit gravity, 19% of the amyloplasts in live controls produced low levels 

of NO (Plate 1.3). Added 10
-4

 mM SNP quickly produced NO in > 98% of the cells. All cells 

centrifuged at 150 x g produced high levels of NO.  NO production was reduced to 26% when 

cells were centrifuged with 0.5 mM L-NMMA. When D-NMMA was substituted for L-NMMA,

92% of the cells produced NO. NOS activity was not significantly blocked by D-NMMA. NO 

production was inhibited only by the levorotary NOS inhibitor. This is consistent with the 

enzyme specificity expected of plant NOS activity. The addition of PTIO trapped most of the 

NO so that levels of NO were below the live controls.

In cells treated with SNP, 3-nitrotyrosine was found in the free amino acid pool and in 

protein hydrolysates. SNP nitrated the tyrosine residues of cell proteins, which were turned 

over and released 3-nitrotyrosine into the free amino acid pool. At 10
-4

 M SNP, cell protein 
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contained 40 M 3-nitrotyrosine/g dry weight (0.03% of the tyrosine residues were nitrated). 

The free amino acid fraction of cells contained 0.21 M of 3-nitrotyrosine/g dry weight.The

nitration of cell-regulatory proteins would block cell cycling, change the composition free 

amino acid pool, and predispose apoptosis.The percent free asparagine nearly doubled, while 

glutamine tripled to comprising 55 and 25% of the free amino acid pool, respectively. Now 

80% of the soluble pool was dominated by amides at the expense of a corresponding percent 

drop in aspartate, glutamate, and alanine. Aspartate and glutamate N rather than providing N

for arginine and NO biosynthesis now diverted their N to amides.

Figure 3. The addition of L-arginine to cells (500 mg fresh wt) at pH 6.2 consumes oxygen

consistent with L-arginine and oxygen being substrates for nitric oxide synthase.

3. Naturally occurring guanidino compounds regulate plant NOS activity 

A method for the determination of monosubstituted guanidines was developed and combined

with an automated amino acid analyser designed for physiological fluids [39]. The Sakaguchi 

reagent, paper chromatography, and authentic chemical standards, were also used to compile

lists of the yet unidentified naturally occurring guanidines in plants [8,9]. All are candidates as 

NOS inhibitors. 

In conifers, the synthesis and accumulation of naturally occurring guanidines in the free 

amino acid pool is favored by supplying ammonium rather than nitrate [40]. The addition of L-

arginine to cells under aseptic conditions consumes considerable oxgyen, the required substrate 

for NOS activy (Figure 3). Guanidines alter the generation of NADP, effect the citric acid

cycle, and inhibit mitochondrial respiration [41]. 

Synthetic NOS inhibitors with a guanidino moiety, such as S-2-aminoethylisothiourea

(AET or 2-mercaptoethyl guanidine), and bis-(2-guanidinoethyl) disulfide (GED) minimize the 

damage of DNA to ionizing radiation [42]. They have yet to be evaluated for a protective 

function against UV radiation damage. AET increases chlorophyll levels in Phaseolus [43]. 

Transamidination of the guanidino moiety accounts for the biosynthesis of most naturally

occurring guanidines. 
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4. High Levels of NO Predispose Apoptosis

Apoptosis helps in remodeling tissues during developments and when plants respond to 

environmental changes. The connection between the intensity of NO bursts and apoptosis in 

gymnosperms and angiosperms was demonstrated by Pedroso et al. [19]. The TUNEL reaction 

distinguished morphologically and histochemically, apoptotic from nonapoptotic cells. Nuclei 

were counterstained with 1 g/mL 4’-6-diamino-2-phenylindole dihydrochloride (DAPI). The 

TUNEL reaction uses the terminal deoxynucleotidyl transferase (TdT)-mediated dUTP 

labeling of the 3'OH ends of DNA generated by DNA nicking during the apoptosis [16,17]. 

Chloroplast DNA fragmentation was also detected in situ by the TUNEL method (Color Plate 

1.8, 1.9). 

NO formation, DNA fragmentation and cell death was observed using a Nikon (Tokyo, 

Japan) inverted microscope equipped with UV (excitation 360 nm; emission 420 nm) and 

FITC (excitation 450-490 nm; emission 520 nm) filters. Confocal images were obtained using 

Leitz Fluor 40x and 100x 1.3NA oil PL FLUOTAR objective lenses in a Leica TCS-NT

confocal laser scanning microscope (Leica Lasertechnik GmbH, Heidelberg, Germany) 

equipped with Argon/Krypton and UV lasers (ex. spliter DD488/586), and Leica TCS-NT 

software (TCS-NT version 1.5.451). Serial confocal optical sections were taken at 1μm.

Untreated cell populations (controls) at unit gravity never showed more than 3% death. 

SNP added at 10
-6

, 10
-4

, and 10
-2

 M yielded 18, 33, and 76 % apoptosis, respectively. The 

centrifugation of cells (3 x g), centrifugation plus L-NMMA, and centrifugation plus D-NMMA

gave 35, 9, and 32% apoptosis, respectively. NO released from SNP contributed to 3-

nitrotyrosine formation, and to increased apoptosis. NO production and apoptosis were 

significantly reduced by the addition of the NOS inhibitor, L-NMMA.

5. Effects of Gravitational Forces on Growth, Taxol Biosynthesis and Recovery

A National Cancer Institute survey reported that our T. brevifolia genotype produced an 

‘average’ solvent-extractable taxol content of 0.01% (w/w bark) compared to populations on 

the Pacific coast. Cells contained 0.05, 0.002, and 0.002 % taxol, cephalomannine, and 

baccatin III respectively. By 1995, it was already known that hypo- and hyper-gravity 

increased taxol and epicuticular wax biosynthesis in the Canadian yew (T. canadensis) [44]. 

Large-scale diploid tissue cultures were reported to yield up to 55 mg free taxol per liter per 

week [27]. 

Free baccatin III, taxol, and taxanes in cells and in the culture medium, or bound 

products released after xylanase activity, were measured with competitive inhibition enzyme-

linked immunoassay (CIEIA) kits from Hawaii Biotechnology for anti-baccatin (TA-12), anti-

taxol (TA 13), and  anti-taxanes (TA 14) [26,29] (Figure 4). For samples larger than 10 g fresh 

biomass, the taxanes extracted were separated and determined using their absorption spectra 

during elution by HPLC with taxil columns (MetaChem Technologies Inc.). Cells were 

examined by laser confocal microscopy (Zeiss LSM 410 Invert Scan Microscope) for 

fluorescent double-labeling with FITC (green) and Cy3 (red) of the taxane ring (baccatin III) or 

the C-13 side chain. Co-location of the two antibodies (yellow) indicated the simultaneous 

occurrence of both moieties. Gold labeling was especially useful to identify products of 

biosynthesis in transport vesicles, the plasmalemma, cell walls, and in the culture medium. 
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Colloidal 40 nm gold-immunolabeled antibodies to taxanes, taxol, and baccatin III were 

visualized with 7 to 21 nM sensitivity, with and without gold backscatter [46], (Figure 5).

Figure 4a. Top. T. cuspidata. The recovery pattern for free taxol (μg/g dry wt) using competitive inhibition

immunoassays at unit gravity, and as a function of the dry and fresh weigh ratio of biomass. Bottom.  Taxanes in

the same samples were recovered at much lower dry and fresh weight ratios.

With T. cuspidata in RCCV bioreactors and in 1 L nippled flasks after 3 wks (darkness 

at 24 
0
C), free taxol comprised 42 and 21 percent of the total taxanes (21 and 42 mg taxol/kg 

air-dry biomass weight), respectively. Centrifugation at 3 and 24 x g increased taxane content

more than 500 fold but reduced taxol recovery from 42 to 7% of the total taxanes [30]. The
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Figure 4b. Top. Centrifugation at 20xg increases the recovery of taxol at lower fresh and dry weight ratios.

Bottom. Taxane recovery was markedly increased at higher fresh and dry weight ratios. Note the high scale for the

y-axis.

recovery of taxol and taxanes at 1 and 20 x g as a function of the ratio of fresh weight to dry 

weight is shown in Figure 4. Taxol recoveries varied with biomass fresh and dry weight ratios. 

Taxane recovery at 20 x g was greatly increased at high fresh/dry weight ratios.
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Figure 5. Left Top. T. cuspidata. Scanning electron microscopy (SEM) shows the combined colloidal-

immunogold-antibody labeling of taxanes, taxol, and baccatin III (TA12, 13, 14). A surface gold-labeled vesicle is 

transported by motor proteins along cytoskeletal filaments within a cell. Left Bottom. A large vesicle, having

more immunogold-labeled taxol, taxane, and baccatin III is highlighted by  ‘gold backscatter’ SEM. Note the faint

backscatter on the small  vesicles with 8 or more gold beads to the left. Top Right. SEM image of the surface of a

cell releasing bound taxane-bearing materials to the medium. Bottom Right. Labeled paramagnetic beads locate

bound taxol and taxanes, and pull open and label the inside of the cell.

The tetracyclic diterpenoid ring of taxol is synthesized by cyclization of geranylgeranyl 

diphosphate to give taxa-4(5),11(12(-diene) in plastids and in light and darkness [28, cf. 45]. 

This basic ring structure gives rise to over 350 different taxanes (taxoids) [25]. One of these,

baccatin III, provides the ring structure for the biosynthesis of taxol. Although the mechanism

is not yet clear, taxol formation requires the addition of a C-13 side-chain originating from

phenylalanine. Finishing structural changes for taxol and other taxanes involve modifications

and hydroxylations in the endoplasmic reticulum and Golgi stacks (Plate 1.6).
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Actin microfilaments, and microtubules, provide stability for cell shape, architecture, 

and for transport systems in cells responding to changing environments. Bound taxol 

precursors were processed by vesicles arising from plastid membranes. Drug-bearing vesicles 

were transported along cytoskeletal filaments to the plasmalemma, where taxol and taxanes 

were incorporated into newly forming cell walls (Figure 5, Color Plate l.7). The release of 

bound products into the culture medium occurs by exocytosis or secretion. Secretion was 

blocked by 7-dehydrobrevfeldin A (unpublished, cf. [47]). Products may also be discharged 

into the culture medium by ‘osmocytosis’ i.e., the deletion of parts of the plasma membrane 

[48] or by discharge of the surface materials. 

The SEM of cell surfaces revealed several sites for the release of taxanes at the 

plasmalemma (Figure 5, top right). The number of sites was a function of how many 

amyloplasts and vesicles engaged in drug transport and release. In simulated microgravity, the 

flares of discharging materials changed the buoyancy and drag of suspended cells (Color Plate 

1.6).

6. NOS activity Increases Free Taxol Recovery

In media lacking nitrate, NO production was associated directly with NOS activity. Reduced N 

was added (500 mg/L L-glutamine) to replace the nitrate and to provide N for arginine 

biosynthesis. Nitrate addition with or without L-arginine served as controls.

With T. brevifolia at unit gravity, cells exposed to the NO-donor SNP produced18 

mg/Kg fresh weight of taxol after 10 d, (64% higher than the control without SNP).  NO 

production was significantly and positively correlated with increased taxol yield. (unpublished 

studies by Drs H-C Dong and C. Pedroso). The number of cells showing NO production with 

SNP, was 86.7% higher than the control. The addition of the NOS inhibitor, L-NMMA (0.5 

mM), reduced taxol recovery by 75% to 4.1 mg/Kg fresh weight, and NO production decreased 

by 87.3%. 

In a separate study, the effects of SNP (10
-4

 mM), a nitrate reductase inhibitor (sodium 

tungstate, 1 mM), and L-NMMA were used to evaluate taxol recovery after 5 d. SNP added 

alone, or tungstate and SNP added together, accumulated taxol at 8.0 and 8.1 mg/Kg fresh 

weight. Nitrate reductase was not a significant contributor to NO and taxol production. The 

addition of L-NMMA alone, or with added tungstate, reduced taxol recovery to 2.1 and 2.0 

mg/Kg fresh weight, respectively. This reaffirmed that NOS was the source of NO for 

enhancing taxol production. Taxol recovery was increased, albeit less effectively, by removing 

nutrients and starving T. brevifolia cells. It is possible that the calcium released during 

extended mechanical or gravitational stress, convectional mixing or starving, would activate 

the NOS genes and trigger apoptosis. 

7. Recovery of Bound Taxol and Taxanes from Conifer Wood and Pulp 

Touch genes (TCH) are expressed by plants in response to the gravitational and mechanical 

forces, and wind [50-52]. Expressed TCH4 encodes a xyloglucan endotransglycosylase (XET) 

that modifies and strengthens the cell wall at xyloglucan sites. This can lead to tracheid and 

fiber formation in cells (Figure 6) [15, 17]. 

Covalently bound taxanes occur in the wood of conifers [26,32,49,53]. The 7-OH 
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Figure 6. Left. T. brevifolia. Under strong mechanical forces, egg cells strengthen their cell walls with 

carbohydrates (iodine stained) from the amyloplasts (zones 1-4). Right. Differentiation continues as cells

differentiate into tracheids. Figure 7. Right. Left. Norway spruce (Picea abies Karst.) untreated pulp contains

bound taxanes (anti-taxane probe). Right. Bright-field image of the same fibers.

group of xyloglucan oligosaccharides in cells walls and wood link to the taxol ring forming 7-

xylosyl derivatives of taxol and 10-deacetyltaxol. Xylanase treatment of wood fibers from T.
brevifolia followed by HPLC (Taxil 5 μm MetaChem Technologies column, 66% methanol

isocratic elution, 0.66 ml/min at 25 
0
C) yielded 10-deacetyl baccatin III, baccatin III, 10-

deacetyl taxol, cephalomannine, taxol, and 7-epi-10-deacetyl taxol and a few unidentified 

taxanes. By comparison, the free taxanes recovered from RCCV and HARV bioreactors 

included many unidentified products, taxol, cephalomannine, baccatin III, and 10-deacetyl

baccatin III.

Samples of enzymatically processed Norway spruce wood pulp were obtained from 

Finland, where enzymatic pulping is used in the environmental friendly manufacture of paper

and other products. The pulp samples comprised xylanase-untreated (control) and treated 

(bleached) pulp. Treated pulp was prepared with a commercial xylanase (Ecopulp TX, 

Primalco, at 100 nkat xylanase/g dry pulp for 2 hours at pH 5). This xylanase was of 

commercial quality and not completely pure. Slight hydrolysis of other carbohydrates, e.g., 

glucomannan, cellulose, lignin, would occur. In this treatment, taxanes attached in cinnamoyl

complexes would be broken when the xylanases released lignin.

The second treatment used purified xylanase (100 and 5000 nkat/g) from Trichoderma
reesei.  Treated and untreated pulp fibers were probed with antibodies for baccatin III, taxol 

and taxanes labeled with Alexa 488 for microscopic visualization with controls. These 

compounds were detected only in untreated pulp (Figure 7). Taxanes were not detected in 

xylanase-treated fibers even after 2 and 24 hour hydrolysis. The higher concentrations and 

times simply hydrolyzed more xylan residues. Yields were 0.7 ± 0.04 and 0.17 ± 0.04 μg/100 g 

of pulp for taxanes and taxol, respectively (CIEIA TA02 and TA04 analyses were provided by 

Hawaii Biotechnology). 

Pulp mills are a major bulk source of conifer fibers, but the recovery of taxanes would

require significant changes in enzymatic and nonenzymatic pulping methods. The economics

and proof of this concept have not been worked out nor attempted.
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Figure 8. Top. T. cuspidata. Dynal paramagnetic beads, dia. of 4.5 microns, with anti-taxol bind to the surface

material of a drug productive cell. Note the individual beads attached to fibers on the cell wall and inside the cell.

Bottom. Collective baccatin III, taxol, and taxane labeling (immunogold, 40 nm dia.) of a plasmamembrane

isolated from the culture medium reveals linear striations of gold leading to the densely labeled gold clusters.

Limit of detection is ca. 7 nM.

8. Recovery of Drug-producing Cells and Cellular Materials

It would be an advantage to produce free and bound taxol and taxanes without depending on 

the need for live cultures. The cells and surface materials responsible for drug synthesis were 
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recovered by coated Dynal beads (M-450, 4.5 micron dia.). These are superparamagnetic, 

monodispersed, polymer beads with a hydrophobic surface. The beads were coated with sheep 

anti-mouse IgG molecules, and with anti-baccatin III, anti-taxol, and anti-taxane probes. A 

rare-earth cobalt magnet was used to collect the Dynal beads bound to the drug-containing 

cells, membranes, and fibers. Removal of the magnet freed and re-suspended the isolated cells 

and materials. This enriched the populations of drug-productive cells and cellular debris for 

further culture and study. After 10 d of culture, only ca. 6 % of the cells in suspension were 

recovered with taxol-labeled Dynal beads.

The recovery of bound products using Dynal beads offers materials that will be useful 

to collect and reveal the sequences of enzymes that are naturally responsible biosynthesis of 

taxol [53]. Membranes and cell materials may serve as cell-free preparations for the semi-

synthesis of natural isomers, intermediates, and finished products having added structural 

specificity. This approach would benefit from a better understanding of taxol biosynthesis, 

rate-limiting enzymes, and the identification of the genes coding for the biosynthetic pathway. 

The taxol on cells, membranes, and fibers was further located with 40 nm immunogold 

labeling. Labeling patterns revealed that the interdiffusion of polymers with taxol and taxanes 

occurred without significant intertanglement (Figure 8). The movement of a single flexible 

polymer in a newly forming cell wall or membrane seemed constrained by local obstacles, and 

to specific membrane and wall locations. The drug-bearing polymers formed by creeping, 

reptation [54], and possibly emerged further into the medium by percolation [55]. Their 

construction, assembly, and integration in membranes and cell walls may be usefully described 

by fractal reaction kinetics [56].

Cell wall enzymes involved in the distribution of polymers would include proton-

ATPases, expansins, endoglucanases, pectinases, peroxidases, pectin esterases, and 

debranching enzymes. All bound and freed taxol, synthesized this way, even if chemically 

identical to authentic standards, must be tested for effectiveness in the appropriate assays and 

clinical trials. 

9. Syneresis and Drug Recovery from Cells

A few cells of T. brevifolia somehow survived 150 x g continuously for three weeks in 

darkness without undergoing apoptosis or xylogenesis. The distribution of organelles inside 

cells was skewed to one side in a contracted cytoplasm.  Cells near the bottom of the buckets 

survived on the factors or ‘necrohormones’ released by syneresis or from apoptotic cells. When 

the surviving live cells were plated back into unit gravity on fresh semisolid medium, callus 

was slowly regenerated after two or three months.  

Exposures to 20 x g for 1h contracted the cytoplasm with a separation of liquids and 

materials from gels (syneresis). The liquids and materials containing taxol and taxanes released 

from cells were collected on hydrophobic PVDF (polyvinylidene fluoride) filters that 

supported the cells (Figure 9). Taxol recovery at 1 x g and 20 x g was ca. 3 and 24 μg/g dry 

weight, respectively. The greatest yields came from cells having the greatest fresh weight to 

dry weight ratio, rather than from those that were less vacuolated and more cytoplasmically 

dense.
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Figure 9. Top, T. cuspidata. Suspensions centrifuged at 20 x g for 1 hour produced more free taxol

than at 1 x g but the recovery was a function of the fresh and dry weight ratio of cell populations.

Bottom. Additional free taxol from cells at 1 and 20 x g were recovered on PVDF filters.

10. Opportunities and Challenges

The production of high-valued drugs using cell bioreactors has been historically disappointing 

[57, 58]. Taxol has recently been synthesized by Samyang Genex in small and large-scale 

balloon-type bubble bioreactors. Cell biomass was doubled by 12 d with a 30% inoculation

density [59]. More than 70% of the cells remained viable at harvest. After 27d, the yield was 3 
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mg/L taxol and 74 mg/L total taxanes. Taxol produced in cell bioreactors in Korea is now 

marketed as Genexol .

Regarding the prospects for metabolic engineering [61, 67], nitrate, L-arginine, NO 

release, guanidines, and apoptosis have yet to be tested as factors controlling taxol recovery on 

a large scale. Chlorsulfuron has value in reversibly maintaining cell cycling in the G1 phase for 

drug biosynthesis [61]. Biomass can first be scaled up and then G1 used for drug biosynthesis 

without the need to divert cellular energy and metabolites to replicate cells. Circadian genes 

that regulate the phasic and antiphasic expressions in the G1 of the cell cycle may also be 

involved

Cell-lines, suited to bioreactor conditions, remains an important factor in the adaptation 

of cells to aeration, nutrient feed, mechanical action, shear stress, gas circulation, etc., and to 

downstream processing [e.g. 61-65]. The long-term maintenance of stock cultures remains 

costly and a liability. While the use of drug-productive haploid or double-haploid cell lines 

may offer more long-term adaptive stability [66], the use of cell-free and enzymatic systems 

would provide more reliable control for drug biosynthesis  

The US patent literature teaches us that cyclodextrins added to culture media are 

effective in isolating hydrophobic compounds such as taxol produced by cell cultures [68, 69]. 

Cyclodextrins are cyclic oligosaccharides, consisting of 6, 7, or 8 glucose units. Cyclodextrins 

introduced into culture medium increase Taxus cell biomass, improve development, and 

enhance drug recovery. Cyclodextrins alter the physico-chemical properties that determine 

taxane solubility in water or organic solvents. 

Drug semisynthesis from extracted taxanes is now economically controlled by physical 

and chemical conditions. Three novel enzymes were discovered that convert taxanes into 10-

deacetylbaccatin III (taxol without the C-13 side-chain and C-10 acetate), a precursor for taxol 

semisynthesis. The enzymes cleave the C-13 side chain, the C-10 acetate, and the C-7xylose 

from various xylosyl taxanes. The chemical coupling of 10-deacetylbaccatin III or baccatin III 

to the C-13 side chain of taxol offers a method to prepare taxol by semisynthesis using 

precursors extracted from natural sources [45].

A new drug, discodermolide, from an ocean sponge has dramatically enhanced the 

effectiveness of taxol [70]. When combined with taxol, the drug reduced the proliferation of 

lung-cancer cells in a lab setting by 41%. Administered alone, discodermolide reduced cancer-

cell growth by 10%. Taxol alone reduced it by 16 percent. These drugs synergistically 

inhibited microtubule dynamics, mitosis, blocked cell cycle progression at G2-M, and 

enhanced apoptosis. This illustrates that much more work remains to be done. We are a long 

way from understanding the full potential of the wide range of natural products from Taxus sp., 

and how stresses imposed on cells control drug production in bioreactors. 
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COLOR PLATE 1 

1.1. T. brevifolia. Isolation and culture of an immature female gametophyte released numerous individual egg 

cells under aseptic conditions. Each protoplast is ca. 200  dia and can produce thin cell walls. 1.2. Ripe egg cells 

have 8 haploid nuclei. 1.3. When cells are stressed their amyloplasts produce NO (green fluorescence with DAF-

2A). 1.4. NO is produced in the plasma membrane and around amyloplasts that settle at the plasma membrane. 

Amyloplasts are responsible for the synthesis of the taxane ring. 1.5. Antibodies specific to baccatin III (green) are 
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localized in amyloplasts that dock at the plasmalemma. Baccatin-derived taxanes and taxol are then released into 

the culture medium or into the cell wall via the plasma membrane. Release sites tend to have the same diameter as 

the docking amyloplasts (dark shadows beneath the cell surface) (cf. Figure 5). Red background is 

autofluorescence. Nuclei are blue (DAPI). 1.6. T. cuspidata. Taxanes (green, yellow, and red) are processed by the 

endoplasmic reticulum and Golgi stacks before their release into the culture medium. 1.7. Surface view of a cell 

releasing taxol (yellow), baccatin-derived taxanes (green), and taxanes having N-benzoyl-3-phenylisoserine side-

chain (red). Note the free-floating taxane-bearing materials in the culture medium. 1.8. T. brevifolia. Amyloplasts 

and membranes release NO (green DAF-2A) in a cell with apoptotic nuclei (TUNEL blue-green nuclei). 1.9. A
fragmenting apoptotic cell releases bound taxol and taxanes (green) into the medium. Fragmenting nucleus (blue, 

DAPI), autofluorescence (red).  
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Abstract. The glutathione-dependent formaldehyde dehydrogenase (FALDH) is the
main enzyme of the formaldehyde detoxification system in eukaryotes. In
Arabidopsis, it is coded by a single gene, which is constitutively expressed in the
plant tissues. The importance of FALDH has been greatly increased by the
discovery of its potent activity toward S-nitrosoglutathione, the condensation
product of glutathione and nitric oxide (NO). Due to this activity it has also been
named GSNO reductase (GSNOR). We have characterized the Arabidopsis FALDH
showing that it exhibits kinetic and molecular properties in common with its 
mammal counterparts. Cloning of the gene encoding Arabidopsis FALDH (ADH2)
and construction of transgenic plants allowed us to investigate the potential
applications of FALDH in phytoremediation of formaldehyde. Our results show
that overexpression of FALDH in Arabidopsis plants results in a 25% increase in 
their efficiency to eliminate exogenous formaldehyde, whereas plants with reduced
levels of FALDH, bearing antisense constructs, exhibit a reduced ability and slower
rate in formaldehyde elimination. We have also investigated ADH2 regulation by
signals associated with plant defense, demonstrated that it is responsive to
mechanical wounding, jasmonic acid and salicylic acid.

1. Introduction 

Glutathione-dependent formaldehyde dehydrogenase (FALDH; EC 1.2.1.1), also known as
class III alcohol dehydrogenase, is a widely distributed enzyme and highly conserved
medium-chain dehydrogenase reductase. It catalyzes the NAD-dependent formation of S-
formylglutathione from S-hydroxymethylglutathione, which forms spontaneously from 
formaldehyde and glutathione [1]. The high conservation of the enzyme and its universal 
presence in prokaryotes and eukaryotes suggest a role in basic defense mechanisms of 
formaldehyde elimination. FALDH has been characterized and sequenced from a few plant 
species, including pea, maize and Arabidopsis thaliana [2, 3, 4, 5]. Structure comparisons
and phylogenetic relationships confirm that FALDH, that belongs to the complex family of 
alcohol dehydrogenases, constitutes a divergent family, common to plants and animals,
while the ethanol-active forms from plants (class P) and animals (class I) constitute separate
structures [3]. Evolutionary studies positions FALDH as an apparent ancestor from which 
all members of the ADH family are derived [6].
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The importance of FALDH has been greatly increased by the recent discovery of its 
potent activity toward S-nitrosoglutathione, the condensation product of glutathione and 
nitric oxide (NO) [7, 8, 9]. NO and NO-related metabolites, such as S-nitrosothiols (SNOs)
play a central role in signal transduction and host defence [10, 11, 12]. This positions
FALDH as a putative candidate to modulate NO levels and regulate NO-signaling 
functions.

2. Results

2.1. Molecular properties of Arabidopsis FALDH 

Arabidopsis FALDH cDNA (ADH2, accession number X82647) was cloned by a PCR-
based approach using degenerated oligonucleotides corresponding to conserved regions of 
the polypeptide chain [2]. Genome blotting on Arabidopsis DNA suggested that FALDH is
a single-copy gene that was later mapped on chromosome 5 [4]. Amino acid sequence 
deduced from the full-length cDNA demonstrated that the Arabidopsis enzyme exhibits a 
typical class III structure (69-89% identities with the corresponding forms from humans
and pea) while the relationships with the ethanol-active ADHs (class I for mammals and
class P for plants) are considerably lower (53-58% identities) (Table I).

The enzyme shows very low expression levels in Arabidopsis thaliana plants (5 
mu/mg protein, [2]), and thus we used Saccharomyces cerevisiae as expression system to 
produce and characterize the recombinant enzyme [13]. Arabidopsis FALDH, purified from 
S. cerevisiae has a molecular mass of 45 kDa, a specific activity of 15 units mg-1, and a Km

value of 7 M. The FALDH purified from a variety of different sources consists of two 
identical subunits and is, thus, a homodimer [1]. Based on a dimeric structure for 
Arabidopsis FALDH, we calculated a kcat value of 1351 min-1, and a kcat/Km of 193,000 
mM-1 min-1. This last value, which is the catalytic efficiency, is comparable with those of 
pea and other eukaryotes [3, 14].

Table I. Relationship of plant FALDHs (Arabidopsis and pea) to the human FALDH and to 
the ethanol-active forms (ADH I from humans and class P from plants).

Arabidopsis FALDH
Pea FALDH 

Human FALDH
Arabidopsis P

Pea P 

Pea FALDH 
89

Human FALDH
69
69

Arabidopsis P
59
58
54

M.C. Martínez et al. / FALDH/GSNO Reductase from Arabidopsis254



Pea P 
58
58
51
84

Human ADHI
53
54
62
51
47

2.2 Gene expression and gene regulation. 

Northern blot analysis shows that ADH2 mRNA levels are similar in all plant organs 
(Figure 1), in analogy with the ubiquitous distribution of the corresponding enzyme in 
animal tissues. This is also compatible with a constitutive pattern of expression proposed
for the animal class III enzyme.

Figure 1. Northern-blot analysis in Arabidopsis tissues. 15 μg total RNA from 2-week-
old plantlets grown in liquid medium (lane 1), and from flowers (lane 2), leaves (lane
3), roots (lane 4), and 10 μg total RNA from shoots (lane 5) from adult plants were
loaded. A radiolabeled probe derived from Arabidopsis FALDH cDNA was used. Size
of the transcript (kb) is indicated on the right.

Figure 2.  Wound-induced repression of FALDH in Arabidopsis. Plants
were sampled at the indicated times after wounding. A: 5 μg of total RNA
were loaded per lane and blots were hybridized with 32P-labelled probes 
derived from ADH2, or from WR3 (an Arabidopsis wound-inducible gene,
[16]). Ethidium bromide-stained rRNAs are shown as loading control. B: 
Western blot analysis using an anti-FALDH antibody. The Coomassie-blue
stained membrane is shown as loading control. C: Northern-blot analysis of
the wound response in Arabidopsis coi mutant (JA-insensitive).
Abbreviations: c, control rosette leaves from unwounded plants; w,
wounded rosette leaves; s, systemic unwounded rosette leaves from
wounded plants; up, cauline leaves from wounded plants
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The strong GSNO reductase activity exhibited by FALDH makes this enzyme a
strong candidate to modulate intracellular concentrations of GSNO/NO and regulate NO- 
signaling functions. This prompted us to investigate the response of the ADH2 gene to
wounding and to several hormones that act as signals for biotic and abiotic stress [15]. Our 
results demonstrate that ADH2 gene expression is down-regulated by wounding, and that the
response is transient and systemic (Figure 2A). A stronger repression is observed in locally
injured leaves than in systemic leaves and, in both cases, the expression return to basal levels
by 48 hours after wounding. Western blot analysis demonstrate a concomitant decrease in 
FALDH levels, that is first observed 2 hours after wounding and persisted up to 48 hours
(Figure 2B). This repression is abolished in the coi, Arabidopsis mutant (Figure 2C), that is 
jasmonic-insensitive, supporting the idea that JA mediates the wound-induced repression of 
ADH2 gene in Arabidopsis.

Salicylic acid is also an important signal in plant defense responses. An increase in the 
intracellular SA levels is necessary for transcriptional activation of defense genes [17, 11] and 
for the establishment of the systemic acquired resistance (SAR) [18]. Exogenous application
of 500 μM SA or 1 mM SA to Arabidopsis plantlets provokes a clear increase in FALDH
levels that correlate with an increase in ADH2 mRNA levels (Figure 3). These results strongly
suggest a transcriptional up-regulation of ADH2 gene by SA.

Figure 3. Up-regulation of FALDH by Salicylic acid in
Arabidopsis. Seedlings were treated with 0.5 mM SA (lanes 2, 4 
and 6) or 1 mM SA (lanes 3, 5, and 7) for the indicated times.
Samples were analyzed by Western (left panel) or Northern blots
(right panel).

2.3 Potential applications of FALDH in the phytoremediation of formaldehyde. Elimination 
of exogenous formaldehyde by transgenic Arabidopsis plants.

Formaldehyde is a toxic compound produced during plant C1 metabolism, mainly from 
methanol oxidation [19] and from 5,10-methylene-tetrahydrofolate. It can also have an 
exogenous origin from industrial waste, being a polluting agent of residual waters and of air 
[20, 21]. It is one of the main indoor air pollutants that has been classified as a mutagen and 
suspected carcinogen [5]. Exogenous formaldehyde can be incorporated into the 
metabolism of photosynthetic cells and be used as a carbon source [21]. Removal of 
formaldehyde can occur by different in vivo pathways [22] but biochemical and genetical 
studies in several eukaryotes point to the FALDH as the main enzyme responsible for the
metabolism of intracellular formaldehyde. To investigate the potential applications of this 
enzyme in phytoremediation of exogenous formaldehyde we generated transgenic plants by 
transformation of Arabidopsis with either sense or antisense constructs of the ADH2 gene, 
and we measured the formaldehyde elimination rate by the different lines.

FALDH cDNA was cloned under the control of the 35SCaMV promoter [13]. Three 
independent lines, exhibiting from 11- to 18-fold the wild type FALDH activity, were used
to test the capacity of plants overexpressing FALDH to eliminate exogenous formaldehyde.
We observed an increase in the elimination rate of 25%, both at 2 mM and at 5 mM
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formaldehyde (64 ml L-1 and 132.5 ml L-1, respectively) (Figure 4). At 2 mM
formaldehyde, plants overexpressing FALDH could completely eliminate the exogenous 
formaldehyde in 48h or less, without any visible damage. To the contrary, antisense lines, 
with decreased levels of FALDH enzyme, showed a 20% decrease in their ability to
eliminate formaldehyde. These results show that the capacity to take up and detoxify high 
concentrations of formaldehyde is proportionally related to the FALDH activity in the 
plant, revealing the essential role of this enzyme in formaldehyde detoxification.

Figure 4. Kinetics of formaldehyde detoxification.
Seedlings germinated and grown in liquid medium were 
subjected to formaldehyde treatment at an initial
concentration of 2 mM (A) or 5 mM (B), respectively.
Data are shown as % formaldehyde remaining in the
liquid culture at different times after inoculation.
Arabidopsis wild type plants (w.t.) or Arabidopsis
transgenic lines overexpressing the enzyme
(overexpression) or with reduced levels of the enzyme
(antisense and co-suppression lines) were used in the
experiment.

3. Conclusions

The molecular and kinetic properties of Arabidopsis FALDH are remarkably similar to
those of other FALDH forms studied in mammals, invertebrates and microorganisms [23], 
providing evidence of the high degree of structural and functional conservation of this
enzyme throughout all life forms. The low Km for S-hydroxymethylglutathione is 
comparable with the values reported for the FALDH from animals. These values are 
appropriate for the elimination of the endogenous formaldehyde produced in plants and 
animals. In contrast, FALDH from yeast and bacteria exhibits a much higher Km,
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consistent with a potentially higher level of formaldehyde in the environment of
microorganisms [23]. 

The strong expression of ADH2 gene in all tissues of Arabidopsis adult plants is
consistent with the constitutive pattern of expression reported in animal species and 
suggests a similar role in plants and animals, most probably related to the elimination of 
endogenous formaldehyde. However, we have demonstrated that ADH2 is transcriptionally
regulated in response to signals associated to plant defense, i.e. wounding, jasmonic acid 
and salicylic acid. These results have important implications for a role of FALDH in 
pathogenesis and may be related to the strong GSNO reductase activity exhibited by 
FALDH. GSNO/NO are signaling molecules in plant defense that can activate plant
defense genes [24]. NO production is necessary for the hypersensitive response in plant-
pathogen incompatible interactions [11], and there is also a burst of NO after wounding and 
a subsequent activation of wound-inducible genes [12]. FALDH might play a role in turning
off/on NO or GSNO signaling, and in modulating the concentration of intracellular thiol
compounds that can generate nitrosative stress.

The up-regulation of the ADH2 gene in response to SA suggests a role of FALDH in
protection against oxidative stress and/or nitrosative stress. In mice and yeast, deletion of the
gene encoding FALDH increases the susceptibility of the cells to nitrosative challenge and
produces an accumulation of nitrosylated proteins [8]. Although the interrelationship between 
the NO and ROS signaling pathways in plants is currently unclear, both compounds stimulate
the accumulation of SA [25, 26]. One of the consequences of the oxidative stress is lipid
peroxidation that might generate formaldehyde and other reactive lipid peroxidation products
that can be eliminated by FALDH.

Living plants are very efficient at absorbing contaminants from the environment and, 
thus, they may provide valuable tools to reduce contamination. Formaldehyde is a ubiquitous
chemical found in virtually all indoor environments with important toxic effects in humans.
We have achieved a significant reduction in the amount of exogenous formaldehyde by using 
transgenic plants that overexpress the enzyme FALDH. These plants are able to take up and 
detoxify formaldehyde without any visible damage, supporting the “green liver” concept of 
plant xenobiotic metabolism [27]. 
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Abstract. In diploid parthenogenesis, proembryos developed from binucleate egg-

equivalents containing an egg nucleus and an apoptotic ventral canal nucleus. As 

the axial tier of early embryos formed, the cell regulatory proteins in proembryonal 

cells were ubiquitinated and turned over as suspensors differentiated. Axial-tier 

formation was blocked at high levels of chlorsulfuron, an inhibitor of acetolactate 

synthase. This enzyme is required for the biosynthesis of branched-chain amino 

acids, which are especially abundant in ubiquitin. The block of acetolactate 

synthase led to the accumulation of free -amino-n-butyrate. The overall behavior 

of branched-chain amino acids revealed rigid and linear relations over all 

chlorsulfuron levels. The proliferating cell nuclear antigen (PCNA), required for 

DNA synthesis, was detected in rapidly cycling proembryonal cells. PCNA 

appeared to serve as a factor maintaining the cell replication typical of rapidly 

growing early embryos.  Less than 0.01% of nuclei reacted with epitopes to anti-

p53 and anti-p21 that are commonly associated with cell cycle arrest and DNA 

damage. The cleavage sites of early embryos involved apoptosis and contributed to 

their multiplication. Chlorsulfuron contributed to aborted axial-tier development 

due to disrupted patterns for the ubiquitination of cell regulatory proteins and 

changes in the soluble amino acid pool. 

Introduction 

Evidence is provided for the participation of proteins having epitopes that regulate cell 

division and body-plan development in early embryony in Norway spruce cell 

suspensions.  Second, acetolactate synthase is blocked by the herbicide, chlorsulfuron, to 

show how axial-tier development in early embryos is altered, and how these changes 

become evident in the composition of the soluble N pool. 

The experimental control of early embryo development in plants under natural and 

artificial conditions deals with the inception and regulation of basic organization and early 

body plan (1, 2, 3 and 4). Even so, models of somatic embryogenesis in angiosperms (5, 6, 

7), and gymnosperms (8) have not always recognized the importance of the early free 

nuclear stages, cleavage polyembryony, parthenogenetic alternatives, nor latent diploid 

parthenogenesis (LDP) (2).

 Oogenesis in spruce and pine occurs with the formation of a binucleate egg cell 

having an egg nucleus and an apoptotic ventral canal nucleus (9). Oogenesis is mimicked 

in cell bioreactors under artificial conditions where a large binucleate cell appears with 

nuclei often having similar fates. In the absence of fertilization, the egg equivalent nucleus 
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can replicate, especially after exposure to colchicine, become parthenogenic, or even die. 

The ability of these nuclei to form parthenogenetic diploid embryos is latent and expressed 

under certain controlled but artificial conditions (2). The parthenogenetic egg equivalent 

nucleus produces a neocytoplasm and a cell wall mimicking the processes in seeds (4, 10). 

In LDP, this new cell or its cellular derivatives is released from the cytoplasm of the 

original binucleate cell into the culture medium. The released products are usually called 

parthenotes.

Darlington (11) used the term ‘parthenotes’ for the products of parthenogenesis. 

Recognizing this distinction, and the terminology of Singh (4), we arbitrarily continue use 

the term ‘proembryo’, and ‘early embryo’, rather than ‘proparthenote’ and ‘early 

parthenote’, etc. This choice aims to minimize confusion to readers not familiar with 

parthenogenetic development and early conifer embryology. The development of an early 

embryo requires the formation of an axial tier of cells in the body plan. This tier comprises 

a proembyonal group of cells and embryonal-tube cells that contribute to the formation of 

the embryonal suspensor. The latter differentiates by apoptosis involving enucleation and 

nucleolar release to produce the elongated embryonal suspensors (12, 13 and 14). 

Suspensor formation requires the ubiquitination of cell regulatory proteins and the release 

of proteinaceous mucilage into the culture medium (15, 16).  

The seed development of Norway spruce embryos was classified by Dogra (17) as 

occurring without cleavage polyembryony (non-cleavage type). In contrast, Pinus sp. 

expressed a cleavage-type polyembryony. Our work with cell suspensions expressing 

somatic embryogenesis and LDP clearly showed that cleavage polyembryony in Norway 

spruce was a significant multiplication factor that could be controlled by abscisic acid 

(18).

First, in describing the physiological gradients of the early embryo, we show that 

the mucilage released by cells contains a protein with an epitope derived from the 

proliferating nuclear cell antigen (PCNA). PCNA does not have any enzymatic activity. It 

is a DNA polymerase  factor that re-enters dividing cells to maintain the rapid, cell-

division rates typical of embryonic cells (19). It does this by binding to mitotic 

chromosomes to facilitate DNA replication, hence its role as a cell replication ‘licensing 

factor’.  PCNA also coordinates DNA replication, DNA repair, epigenetic inheritance, and 

cell-cycle control. 

Second, preliminary evidence is provided for the occurrence of an epitope for a 

tumor necrosis factor (p53) that stops cell cycle progression in response to chlorsulfuron-

dependent DNA damage. In animal cells, p53 activates the WAF1/Cip1 (p21) gene, and 

executes p53-dependent cell death (20). The WAF1 gene is transcriptionally activated to 

produce p21 (21, 22).  The p21 binds PCNA to stop DNA synthesis (23). Cytochemical 

evidence is provided to show that in Norway spruce cells having DNA damage at high 

chlorsulfuron levels, proteins with epitopes for p53 and p21 were detected in nuclei. While 

this does not prove that the animal cell model can be applied to Norway spruce, the results 

show that proteins with these conserved epitopes participate in the response to DNA 

damage and in apoptosis. 

Third, the effect of chlorsulfuron on early development and on the composition of 

the free amino acid pool is evaluated. In plants, chlorsulfuron can usefully and reversibly 

block the mitotic cycle at G1 and G2 (24, 25). It also inhibits acetolactate synthase 

required for the synthesis of branched-chain amino acids, leucine, isoleucine, and valine 

(26). -Amino-n-butyric acid (AANBA), which is not normally found in the soluble N 

pool of cells, accumulates when branched-chain amino acid synthesis becomes limited. 

Chlorsulfuron also restricts the formation of ubiquitin, which is a heat stable, 76-residue 

polypeptide in all eukaryotic cells. Leucine, isoleucine and valine comprise ca 25% of the 

molecular weight of ubiquitin (27). Ubiquitination determines the half-lives of normal cell 
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regulatory proteins whose concentrations change in response to a variety of signals and 

stresses (14, 28). The unavailability of branched-chain amino acids would limit ubiquitin 

biosynthesis and its role in regulatory protein turnover, and is predicted to block axial-tier 

development. 

1. Materials and methods 

Suspension cultures (cell line KJ1) of Norway spruce (Picea abies (L.) Karst.) were 

established as described by previously (2). Cell populations were fractionated on a 

Ficoll
TM

 gradient and grown in a 0.5 LP medium in darkness, with or without branched-

chain amino acid supplements, and with or without chlorsulfuron. This enabled us to 

follow their subsequent developmental fates. Since acid casein hydrolysate contained 

branched-chain amino acids that would overcome chlorsulfuron’s block of acetolactate 

synthase, the casein hydrolysate was omitted from media designated as ‘free of branched-

chain amino acids’.  

Experimental design: Axial-tier development was studied over a range of 

chlorsulfuron concentrations (nil to 10
-4

 M) using not fewer than triplicated studies, and 

with the following medium formulations:  1. with casein acid hydrolysate (400 mg L), 2. 

without casein hydrolysate, but with a reconstituted hydrolysate lacking leucine, 

isoleucine and valine, and 3.  a medium lacking branched-chain amino acids. Cells and 

tissues were harvested after four subcultures, each 7 to 10-days. Proembryos and early 

embryos were recovered from the Ficoll
TM

 gradient (2).  Percent distributions for the 

numbers of cells in stained proembryos (Feulgen-Giemsa stained) having size-classes 

between 2 to 10 cells from chlorsulfuron treatments (> 5000 nM) lacking branched-chain 

amino acids were determined. 

Histo- and immunocytochemical studies: Cells and tissues were fixed in a mixture 

of 95% ethanol and glacial acetic acid (3:1) for 24 h. This was followed with hydration in 

35 and 17.5% ethanol and with water in 2-min. steps, and air-dried before staining with 

Feulgen and Giemsa (29), acetocarmine (30), or double-stained for apoptosis using DAPI 

(4'-6-diamidino-2-phenylindole dihydrochloride) and a modified TUNEL reaction  (15). In 

the TUNEL reaction, endonuclease activity was determined by a terminal 

deoxynucleotidyl transferase (TdT). This enzyme labeled the 3'OH ends of DNA, 

generated by DNA nicking with biotin-conjugated dUTP, for visualization with 

sulforhodamine as a fluorescent marker. Nonapoptotic nuclei were TUNEL negative. 

 Untreated controls of fixed and unfixed cells were examined in not less than three 

slides for their immunocytochemical reactivity to epitopes of PCNA, p53, p21 (also 

designated as WAF1/Cip1). Assays were with or without the TUNEL reaction, and  

counterstained with DAPI. Fluorescent assays using anti-ubiquitin and anti-PCNA were 

described by Durzan (16) and Havel et al. (31). The p53 epitope (monoclonal) comprised 

amino acids 371-380 of the human p53 protein. This antibody detected wild-type and 

mutant p53. The epitope for p21 corresponded to amino acids 1-159 and represented the 

full length of p21 of mouse origin (Santa Cruz Biotechnology Inc. CA). It was specific for 

p21 and non cross-reactive with p27. Anti-p21was conjugated either to Cy3 or FITC. 

Controls for all immunocytochemical experiments included the use of two independent 

antibodies, control stains, and assays where the first antibody was omitted. Antibody 

reactivity was visualized using fluorescence of FITC- (green), sulforhodamine- or Cy3-

conjugated (red) secondary antibodies. Antibodies were applied to spruce proteins and 

separated on SDS-Page gels to rule out cross-reactivity in specific protein fractions. 

Amino acid determinations: Biomass was ground in a Waring blender and 

extracted with 80% ethanol until ninhydrin-positive substances were no longer removed.  
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Extracts were filtered and dried at 20
o
C in a jet of cold air.  Dried samples were dissolved

in a known volume of pH 2.2, 0.2 M Li citrate buffer to which was added several ml of 

chloroform to remove pigments and lipids.  Known volumes of buffered extract were

applied to a Beckman automated amino acid analyzer for physiological fluids (Model 

3600). For each study, free amino acids, amides and imino acids were determined in

triplicate within ±5% error by the method of Slocum and Cummings (32). For the 

statistical correlations, a computer-assisted program (33) using the Pearson product-

moment method was used (34, Table 1). 

Figure 1 Left. Five-celled proembryo exposed to chlorsulfuron (< 50 mM) and stained with Feulgen-

Giemsa. This structure released from egg equivalents represented ca 22% of the early developmental

patterns found in cell suspensions that developed abnormally. Figure 2 Right. At low levels of

chlorsulfuron, proembryo development and the differentiation of axial tiers with suspensors also became

abnormal (cf. Figures 3, 4). Nuclei ca. 10 μm dia.

2. Results 

The effect of chlorsulfuron on axial-tier development: The lack of branched-chain amino

acids and >50 mM chlorsulfuron in the culture medium severely inhibited or blocked the 

development of the embryonal axial tier. The provision of branched-chain amino acids

(with and without low levels of chlorsulfuron < 50 mM), produced mostly multinucleate

egg-equivalents with the release of proembryos (sometimes termed proembryonal leader 

cells, cf. 2) with variable cell numbers. At high chlorsulfuron levels and without branched-

chain amino acids, the egg equivalents were collapsed and morphologically apoptotic. 
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Figure 3. Early embryos in controls without chlorsulfuron showed well-developed and elongated

suspensors. The axial tier comprised a darkly stained proembryonal group, the lightly stained embryonal

tubes, and the elongated embryonal suspensors. Note cleavage polyembryony in the proembryonal cells. The

three components of the axial tier were distinguished by the color and intensity of double-staining with

acetocarmine and Evan's blue.

Figure 4. Axial-tier development and cleavage polyembryony was blocked in media with chlorsulfuron, and

in media lacking leucine, isoleucine and valine. The proembryonal groups are darkly stained with

acetocarmine. The embryonal tubes and a few suspensors are stained lightly with Evans blue.
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Figure 5. Anti-PCNA, light-green FITC fluorescence) was detected in cells and on the cell surfaces of a 

proembryo (arrows). Large nucleoli were evident at this stage. Two asterisks identify apoptotic cells 

possibly initiating cleavage polyembryony. Figure 6. Cells reacting pink (rhodamine fluorescence, TUNEL

reaction) at the cleavage site in an early embryo were apoptotic, asterisk. DAPI (blue fluorescence)

distinguished the nuclei in nonapoptotic cells. Arrow shows the direction of axial-tier development. Figure
7. The proembryonal group of an early embryo covered with mucilage having anti-PCNA reactivity (light-

green FITC fluorescence). Figure 8. Mitotic chromosomes (white arrow) in a rapidly cell cycling proembryo

were heavily labeled by anti-PCNA whose green FITC fluorescence lighted up the image. Figure 9.

Cytoplasm from a tube cell differentiating into a suspensor reacted strongly with anti-ubiquitin (FITC green

fluorescence). n=pycnotic nucleus ca. 6 μm dia. Figure 10. An apoptotic nucleus (ca. 8 m dia) in a

proembryonal cell reacts with anti-p53 indicating chlorosulfuron-induced DNA damage (arrow, strong FITC 
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green fluorescence). Figures 11-13. An apoptotic nucleus probed for multiple reactions.  Nuclear DNA 

(DAPI Figure 12). The TUNEL reaction (rhodamine fluorescence, Figure 13). Anti-p21 (FITC fluorescence, 

arrows). 

 Histo- and immunocytochemical results: FITC-labeled anti-PCNA activity was 

detected on the outer wall surface of proembyros (arrows Figure 5). A few cells having a 

brown coloration with collapsed nuclei were evident (asterisk). The TUNEL reaction 

identified cells that initiated cleavage polyembryony (Figure 6). The PCNA on the surface 

of proembryos (Figure 7) was also detected in dividing cells where it became bound to 

chromosomes (Figure 8). The cytoplasm of embryonal tubes reacted strongly to anti-

ubiquitin before they differentiated into suspensors (Figure 9). All chlorsulfuron-damaged 

cells reacted with anti-p53 (Figure 10). The fluorescence pattern for an individual 

apoptotic nucleus, stained for DAPI (Figure 11), TUNEL (Figure 12) and p21 (Figure 13), 

shows the predicted concurrence of p53 and p21 epitopes in apoptotic cells. 

Ala AANB Glu Ile Leu Thr Val

Ala --- -0.495 0.928* 0.897* 0.822* 0.927* 0.880*

AANBA -0.495 --- -0.449 -0.440 -0.330 -0.401 -0.413

Glu 0.928* -0.449 --- 0.842* 0.767* 0.951* 0.824*

Ile 0.898* -0.440 0.842* --- 0.983* 0.914* 0.989*

Leu 0.822* -0.330 0.767* 0.983* --- 0.864* 0.974*

Thr 0.927* -0.401 0.951* 0.915* 0.864* --- 0.896*

Val 0.880* -0.413 0.824* 0.989* 0.974* 0.896* ---

*
 p = 0.001 to 0.0001 n=18 

Table 1.  A matrix showing the correlation coefficients among amino acids contributing to the branched-

chain amino acid pathway over all chlorsulfuron levels. AANBA -amino-n-butyric acid. Significant 

linearity based on 18 observations is indicated by the asterisk. 

Effects of chlorsulfuron on amino acid N and growth: Blocking acetolactate 

synthase and branched-chain amino acid synthesis by chlorsulfuron resulted in a sharp 

drop in biomass fresh weight (Figure 14). -Amino-n-butyrate (AANBA) now 

accumulated (Figure 15) as the free amino acid pool was significantly reduced (Figure 16). 

In controls, the total soluble N initially consisted mainly of alanine N (25-29%). As levels 

of added chlorsulfuron increased, glutamine N accumulated (Figure 16). At highest levels 

of chlorsulfuron, the total branched-chain amino acid N was predictably low as -alanine

N increased (Figure 17).  

Correlation coefficients for the decline of tissue biomass and most free amino acids 

in cells were linear, positive and highly significant (n=18 p .00l to .0001) except for 

glutamine, -alanine, and -amino-n-butyric acid. Branched-chain amino acids are 

degraded to non N-containing products, viz. acetoacetate, acetyl CoA, or propionyl CoA 

and CO2 (35). 
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Figures 14. After 7 d in suspension culture at 23 oC in darkness, tissue biomass was significantly reduced

with increasing concentrations of chlorsulfuron. Figure 15.  Levels of leucine, isoleucine, valine were all

reduced due to chlorsulfuron’s block of acetolactate synthase. The accumulation of -amino-n-butyric acid is

a typical marker for the inhibition of acetolactate synthase activity. Figure 16. Glutamine N as a percentage

of the total soluble N (circles) increased then decreased as the total soluble N continually decreased (black

squares) with higher concentrations of chlorsulfuron. Figure 17. Chlorsulfuron reduced the levels of

branched-chain amino acids as -alanine, a product of DNA breakdown and pyrimidine catabolism,

increased. Cell populations were now mainly apoptotic.
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Figure 18. Highly linear relation between leucine and isoleucine was rigidly maintained over all 

chlorsulfuron levels (cf. Table 1). Figure 19.  The nonprotein amino acid, -amino-n-butyric acid (AANBA)

accumulated at low valine concentrations due to a chlorsulfuron-induced block in acetolactate synthase. Cell 

cycling was no longer reversible when AANBA declined from its highest to lowest level at low valine

concentrations. Cell populations were mainly apoptotic.

Over all chlorsulfuron levels, the metabolites in the branched-chain amino acid

pathway showed strong, positive, and rigid linear correlation coefficients (Table 1). Levels

of leucine, isoleucine, and valine were strongly and linearly correlated to one another 

(0.983 to 0.974, cf. Figure 18). AANBA was strongly and negatively correlated to all

branched-chain amino acids and to their precursors, viz. alanine and glutamine, that could

provide N for their biosynthesis. 

A useful indicator for the inhibition of proembryo development was the

relationship between AANBA and valine (Figure 19). The rise in AANBA corresponded 

to an effective block of the mitotic cycle. Cells at the highest levels of chlorsulfuron 

became apoptotic. 

Discussion

The basal plan for the development of the axial tier of early embryos was readily 

blocked by the addition of chlorsulfuron to the culture medium (Figures 1 to 4). At least 

three separate physiological gradients were involved in developing the axial tier.  One 

arises from the linear daughter-cell lineage patterns in the proembryo.  Another arose from

lateral divisions in the proembryo and early embryo leading to cleavage polyembryony 

and its variations (Figure 3). The third gradient contributed to axial-tier development

involving terminal differentiation and enucleation to produce embryonal suspensors. The
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blocking of acetolactate synthase by chlorsulfuron restricted the production of ubiquitin 

composed of 25% branched-chain amino acids. Ubiquitination-dependent turnover of cell 

regulatory proteins and the differentiation of the axial tier became inhibited (Figure 4, 

cf.16).

In plant meristems, PCNA is an essential component of the DNA replication and 

repair machinery (23, 36). PCNA is present at very low levels in non-dividing cells, but as 

cells enter into the division cycle, the levels of PCNA increased significantly. The 

detection of anti-PCNA on surfaces and in proembryonal cells at interphase supports the 

view that PCNA acted as a licensing factor when it became bound chromosomes (Figures 

5, 7, 8). As new cells entered G1 the PCNA bound to DNA initiated rapid replication (19, 

36). PCNA was also detected in dividing Cupressus cells but not in those already 

undergoing xylogenesis (31).

Plant PCNA has a highly conserved binding site for the p53-inducible gene 

product p21
waf1

 (37). The C-terminus of p21
waf1

 binds to PCNA preventing DNA synthesis 

from occurring, but not DNA repair. In normal cells, p53 is a transcription proteins protect 

the genome when cells are exposed to stressful events. Ubiquitination also regulates the 

activities and functions of proteins with p53 epitopes (38). In cells with damaged DNA, 

ubiquitin does not bind to proteins with p53 epitopes. Cell division is therefore stopped to 

permit DNA repair. However, polyubiquitination of PCNA is needed for DNA repair. If 

repair fails, or the damage is too great as with high chlorsulfuron, the cells are eliminated 

by apoptosis. Chlorsulfuron also inhibited the release of mucilage having anti-PCNA 

activity into the culture medium. In carrot cells, another nuclear antigen is associated with 

the control of cell division. It is a component of the 26S proteasome in ubiquitination (39).  

In animal cells, the p21-gene product is normally transcriptionally activated by p53 

in response to DNA damage. This mediates the p53-dependent G1 and G2 arrest and 

inhibits PCNA activity (21, 23 and 40). p21
waf1

 is also a potent and reversible inhibitor of 

cell-cycle progression at G1 and G2.This may allow DNA repair to be completed. 

Irreversible arrest at G1 or G2 leads to apoptosis. In Norway spruce controls and over all 

developmental gradients, proteins with p53 and p21-epitopes were difficult to detect. Only 

in cells exposed to chlorsulfuron and having irreparable DNA damage were epitopes for 

p53 and p21 readily detected. 

Norway spruce central cells, eggs, and egg equivalents appear to have 

endoreduplicated DNA (2, 9). In plants undergoing DNA endoreduplication, a 

retinoblastoma (Rb)-like protein has been reported (41, 42 and 43). In maize, only 28-30% 

of the amino acids of the Rb protein were the same as in animal cells but the key amino 

acids required for protein function were conserved (43). Rb activity integrates signals 

affecting cell division and differentiation. Cell cycle control, mediated by p53 and Rb 

activity, is integrated with proteins having p21 epitopes. The binding of p21 to cyclin-

dependent kinases prevents phosphorylation and the activation of Rb (44). This inhibits 

cell cycling, cell proliferation, and differentiation. Other regulatory proteins interacting 

with DNA and controlling cellular processes have a leucine-zipper motif (45). Restriction 

of the availability of branch-chained leucine residues would limit motif formation, 

constrain gene-regulatory circuits, and contribute to the developmental patterns observed 

with exposure to chlorosulfuron. 

Regarding cleavage polyembryony, apoptotic cells were observed at the site of 

cleavage. The apoptotic process is analogous to sculpturing the shape of digits by 

apoptosis in developing limb buds in vertebrates (46). Structural changes in 

polyembryonic Arabidopsis mutants were due to an altered expression of valyl-tRNA 

synthetase (47). This mutant would lack the branched-chained amino acid valine for 

ubiquitin synthesis and for other proteins requiring this amino acid.  
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 Chlorsulfuron’s inhibition of acetolactate synthase limited the synthesis of 

branched-chain amino acids for ubiquitin synthesis in Norway spruce cells. This limitation  

resulted in linear correlations among metabolites in the branched-chain pathway and in the 

predicted accumulation of -amino-n-butyric acid (AANBA, Figure 18 and Table 1).

 A reversal of chlorsulfuron-induced blocks would require that glutamine (Figure 

16) provide carbon and nitrogen for the synthesis of branched-chain amino acids. Reversal 

did not occur if internal ratios between -AANB and valine started to fall after peaking as 

seen in Figure 19 because apoptosis was already been initiated. Nucleic acid breakdown 

was indicated by the conversion of pyrimidines to -alanine (e.g., 48). Purines are also 

converted to ureides and urea and rapidly re-assimilated into the soluble N pool (49, 50). 

 The demonstration of linear, rather than nonlinear, relationships are useful in 

metabolic engineering by characterizing, controlling and predicting metabolite 

overproduction and batch processing of embryos (51, 52). Coupling this approach to 

bioreactor process controls that simulate past and future climatic and environmental 

factors may reveal the latent adaptive plasticity of conifer genomes. This becomes 

important for understanding reproductive development in tree breeding and under cultural 

conditions that simulate climatic variables well before angiosperms evolved (53). 

Acknowledgments 

Authors thank F. Ventimiglia for technical assistance with the amino acid and statistical 

analyses.

References

[1]   Dogra PD. 1984. The Embryology, Breeding Systems and Seed Sterility in Cupressaceae. A Monograph. 

Glimpses in Plant Research. Aspects of Reproductive Biology VI, New Delhi. 1- 126. 

[2]  Durzan DJ, Jokinen K, Guerra M, Santerre A, Chalupa V, Havel L. 1994. Latent diploid parthenogenesis 

and parthenote cleavage in egg-equivalents in Norway spruce. International J Plant Science 155, 677-

688. 

[3] Simak M. 1973. Polyembryonal seeds of Pinus silvestris in arctic regions. Inst. För Skogsföryngring Res 

Note 45, 2-14.

[4]   Singh H. 1978. Embryology of Gymnosperms. Encyclopedia of Plant Anatomy, Gebrüder, Borntraeger, 

Berlin. 302 pp. 

[5] Kaplan DR, Cooke TJ. 1997. Fundamental concepts in the embryogenesis of dicotyledons: a 

morphological interpretation of embryo mutants. The Plant Cell 9, 1903-1919. 

[6]  Komamine A, Kawahara R, Matsumoto M, Sunabori S, Toya T Fujiwara A, Tsukahara M, Smith J, Ito 

M, Fukuda H, Nomura K, Fujimura T. 1992. Mechanisms of somatic embryogenesis in cell cultures: 

physiology, biochemistry, and molecular biology. In Vitro Cell Biology 28P, 11-14. 

[7]   Laux T, Jürgens G. 1997. Embryogenesis: a new start in life. The Plant Cell 9, 989-1000. 

[8]   Filonova, LH, Bozhkov PV, von Arnold S. 2000. Developmental pathways of somatic embryogenesis in 

Picea abies as revealed by time-lapse tracking. J. Exptl Botany 51, 249 264. 

[9]   Håkansson A. 1956. Seed development of Picea abies and Pinus silvestris. Med från Statens Skogsforsk 

46, 1-23.

[10] Camefort H. 1969. Fécondation et proembryogén se chez les Abiétacées (notion de néocytoplasme).                    

Rev Cytol Biol vég 32, 253-271. 

[11] Darlington CD. 1958. Evolution of Genetic Systems. Oliver & Boyd, Edinburgh. 

[12] Havel L, Durzan DJ. 1996a. Apoptosis in plants. Botanica Acta 109, 1-10. 

[13] Havel L, Durzan DJ. 1996b. Apoptosis during diploid parthenogenesis and early somatic embryony of 

Norway spruce. International J Plant Science 157, 8-16. 

[14] Durzan DJ. 1996a. Protein ubiquitination in diploid parthenogenesis and early embryos of Norway      

spruce. International J Plant Science 157, 17-26. 

[15] Durzan DJ. 1988. Metabolic phenotypes in somatic embryogenesis and polyembryogenesis. In: Genetic 
Manipulation of Woody Plants. Hanover JW, Keathley DE. eds. Plenum Press NY 293-311. 

D.J. Durzan et al. / Effect of Chlorsulfuron on Early Embryo Development 273



[16] Durzan DJ. 1989. Physiological aspects of somatic polyembryogenesis in suspension cultures of 

conifers.In: International Symposium on Forest Tree Physiology.  Ann. Sci. Forestières 46(suppl.), 101-

107. 

[17] Dogra PD. 1967. Seed sterility and disturbances in embryogeny of conifers with particular reference to 

seed testing and tree breeding in Pinaceae. Studia Forestalia Suecica 45, 1-97. 

[18] Boulay, M.P., P.K. Gupta, P. Krogstrup and D.J. Durzan.  1988.  Development of somatic embryos 

from cell suspension culture of Norway spruce (Picea abies Karst.)  Plant Cell Reports 7, 134-137. 

[19] Murray A, Hunt T. 1993. The cell cycle. WH Freeman, San Francisco. 

[20] Gorospe M, Cirielli, C, Wang X, Seth P, Capogrossi MC, Holbrook NJ. 1997.p21Waf1/Cip1  protects 

against p53-mediated apoptosis of human melanoma. Oncogene 14, 929-935. 

[21]  El-Deiry WS, Tokino T, Waldman T, Oliner JD, Velculescu VE, Burrell M, Hill DE,Healy E, Rees JL, 

Hamilton SR, Kinzler KW, Vogelstein B. 1995. Topological control of p21waf1/CIP1 expression in normal and 

neoplastic tissues. Cancer Research 55, 2910-2919. 

[22] Bayly AC, Roberts RA, Dive C. 1997. Mechanisms in apoptosis. Advances Molecular Cell Biology    

20,183-229. 

[23]  Kelman Z. 1997. PCNA: structure functions and interactions. Oncogene 14, 629-640. 

[24] Rost TL. 1984.The comparative cell cycle and metabolic effects of chemical treatments on root tip 

meristems. III. Chlorsulfuron. J Plant Growth Regulation 3, 51-63. 

[25] Rost TL, Reynolds T. 1985.  Reversal of chlorsulfuron-induced inhibition of mitotic entry by isoleucine 

and valine.  Plant Physiology 77, 481-482. 

[26] Rhodes D, Hogan AL, Deal L, Jamieson GC, Haworth P.1987. Amino acid metabolism of Lemna minor

L. II. Responses to chlorsulfuron.  Plant Physiology 84, 775-780. 

[27] Rechsteiner M. 1987. Ubiquitin-mediated pathways for intracellular proteolysis. Annual Review Cell         

Biology 3, 1-30. 

[28] Pollmann L, Wettern M. 1989. The ubiquitin system in higher and lower plants pathways in protein 

metabolism. Botanica Acta 102, 21-31. 

[29]  Anamthawat-Jonsson K, Atipanumpa L, Tigerstedt PMA, Tomasson T. 1986.  The Feulgen-Giemsa 

method for chromosomes of Betula species.  Hereditas 104, 321-322. 

[30] Sharma AK, Sharma A. 1980. Chromosome techniques, theory and practice. Norfolk: Frankenham 

Press Ltd p 121. 

[31] Havel L, Scarano M-T, Durzan DJ. 1997. Xylogenesis in Cupressus callus involves apoptosis. Adances. 
Horticultural Science 11, 37-40. 

[32] Slocum RH, Cummings JG. 1991. Amino Acid Analysis of Physiological Samples.Techniques in 
Diagnostic Human Biochemical Genetics. A Laboratory Manual. Wiley Liss NY pp 87-126.

[33] Knight WE. 1966.  A computer method for calculating Kendall's tau with ungrouped data. J American 

Statistics Assn 61, 436-439. 

[34] Noether GE. 1967. Elements of non-parametric statistics. John Wiley & Sons, New York. 326 pp. 

[35] Anderson MD, Che P, Song J, Nikolau BJ, Wurtele ES. 1998. 3-Methylcrotonyl-coenzyme A       

carboxylase from higher plant mitochondria. Plant Physiology 102, 957-1138. 

[36] Kosugi S, Suzuki I, Ohashi Y. 1995. Two of three promoter elements identified in a rice gene for 

proliferating cell nuclear antigen are essential for meristematic tissue-specific expression. The Plant 

Journal 7, 877-886. 

 [37] Ball KL, Lane DP 1996. Human and plant proliferating cell nuclear antigen have a highly conserved     

binding site for the p53-inducible gene product p21waf1. European J Biochemistry 237, 854-861. 

[38]   Giles J. 2004. Chemistry Nobel for trio who revealed molecular death-tag. Nature 421, 729.  

[39] Smith MW, Ito M, Miyawaki M, Sato S, Yoshikawa Y, Wada S, Maki M, Nakagawa H, Komamine A. 

1997. Plant 21D7 protein, a nuclear antigen associated with cell division, is a component of the 26S 

proteasome. Plant Physiology 113, 281-291. 

[40] Agarwal M, Agarwal A, Taylor W, Stark GR. 1995. p53 controls both the G2/M and the G1 cell cycle  

checkpoints and mediates reversible growth arrest in human fibroblasts. Proc Natl Acad Sci USA  92,

8493-8497. 

[41] Ach RA, Taranto T, Gruissem W. 1997. A conserved family of WD-40 proteins bind to the 

retinoblastoma protein in both plants and animals. The Plant Cell 9, 1595-1606. 

[42] Murray JAH. 1997. The retinoblastoma protein is in plants! Trends in Plant Science 2, 82-84. 

[43] Grafi G, et al 1996. A maize cDNA encoding a member of the retinoblastoma protein family - 

involvement in endoreduplication. Proc Natl Acad Sci USA 93, 8962-8967. 

[44]  Harper JW, Adami GR, Wei N, Keyomars K, Elledge SJ. 1993. The p21 ckd interacting protein Cip1 is 

a potent inhibitor of G1 cyclin-dependent kinases. Cell 75, 817-825.  

D.J. Durzan et al. / Effect of Chlorsulfuron on Early Embryo Development274



[45]   Alberts B, Johnson A, Lewis L, Raff M, Roberts K, Walter P. 2002. Molecular Biology of the Cell. 3rd

ed. Garland Pub Inc, NY.

[46] Hurle JM, Ros MR, Climent V. Garcia-Martinez V. 1996. Morphology and significance of programmed 

cell death in the developing limb bud of the vertebrate embryo. Microscope Research & Technology 34,

236-246. 

[47] Zhang JZ, Somerville CR. 1997. Suspensor-derived polyembryony caused by altered expression of 

valyl-tRNA synthetase in the twn2 mutant of Arabidopsis. Proc Natl Acad Sci USA 94, 7349-7355. 

[48] Pitel JA, Durzan DJ. 1975. Pyrimidine metabolism in seeds and seedlings of jack pine (Pinus 
banksiana). Canadian J Botany 53, 137-686. 

[49] Pandita ML, Durzan DJ. 1970. Metabolism of guanine-8-14C by germinating jack pine seedlings. Proc 

Canadian Soc Plant Physiologists 10, 42. 

[50] Durzan DJ. 1973. The metabolism of 14C-urea by white spruce seedlings in light and darkness. 

Canadian J Botany 51, 351-358. 

[51] Stephanopoulos G, Vallino J. 1991. Network rigidity and metabolic engineering in metabolite 

overproduction. Science 252, 1675-1681. 

[52] Durzan DJ, Durzan PE. 1991. Future technologies: Model-reference control systems for the scale-up of 

embryogenesis and polyembryogenesis in cell suspension cultures. In: Micropropagation. Debergh PC, 

Zimmerman RH. Eds. Kluwer Academic, Dordrecht, 389-423. 

[53] Durzan DJ. 1996b. Asexual reproductive adaptation to simulated Cretaceous climatic variables by 

Norway spruce cells in vitro. Chemosphere 33, 1655-1673. 

D.J. Durzan et al. / Effect of Chlorsulfuron on Early Embryo Development 275



Spruce Embryogenesis – A Model for 
Developmental Cell Death in Plants 

Peter BOZHKOV 
Department of Plant Biology and Forest Genetics, Swedish University of Agricultural 

Sciences, Box 7080, SE-75007 Uppsala, Sweden 

Abstract. Programmed cell death (PCD) is indispensable for embryogenesis in 
animals and plants. Dysregulation of PCD in the embryos often has a lethal 
effect on the nascent organism. In animals, embryonic PCD has been studied for 
over a century, with the main breakthrough being the characterization of core 
cell-death machinery. The basis for this discovery was a powerful developmental 
model system of Caenorhabditis elegans, which has been thoroughly studied at 
different organization levels to link cell division, cell differentiation and cell-
death programmes into the overall scheme of body patterning. The molecular 
control of PCD during plant development remains obscure. Plant embryogenesis 
requires PCD for a timely elimination of the terminally-differentiated organ, 
embryo-suspensor, providing an elegant paradigm for developmental cell death 
research. In this chapter, I give a brief presentation of a versitile developmental 
system, somatic embryogenesis of spruce, which is used for studying regulation 
of PCD at the earliest stages of plant development. 

Introduction 

As plants grow they not only form new tissues and structures using highly coordinated 
cell-division and cell-differentiation programmes but also continuously kill many of their 
own cells through activation of programmed cell death (PCD). The latter is required to 
ablate surplus and “no longer needed” cells during development (e.g. leaf senescence), to 
prepare functional cell corpses (e.g. wood formation), as well as to cull damaged cells in 
response to stresses and pathogens [1]. The earliest functions of PCD in plant ontogenesis 
are fulfilled during embryogenesis. The plant zygote divides asymmetrically to establish 
two fundamentally distinct parts - the embryo-proper (or embryonal mass) and suspensor. 
Embryo-proper gives rise to plant, whereas the terminally-differentiated suspensor 
transports nutrients and hormones to the embryo and is eventually eliminated by PCD. 
The developmental programs of embryo-proper and suspensor are tightly coordinated and 
imbalance causes embryonic defects or lethality [2, 3]. We have developed a model 
system to address cellular and molecular regulation of embryonic patterning, including 
the mechanisms of cell-death control. This chapter presents a brief description of the 
model system (for more in-detail analysis of embryonic PCD in plants see ref. 3).  

1. Developmental Pathway – Making an Embryo 

Embryogenesis in planta takes place under multiple layers of tissues so that its direct 
observation is obscured. Furthermore, even within the same plant, different ovules 
develop asynchronously, which hampers collecting embryos at a common developmental 
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stage for subsequent analyses. To obviate these obstacles to studying cell and molecular 
mechanisms of plant embryo development we have developed a model system of somatic 
embryogenesis of a gymnosperm, Norway spruce (Picea abies). This system provides a 
unique opportunity to control the entire pathway of embryo development in laboratory 
conditions and to isolate large numbers of embryos at common developmental stages. 
Somatic embryogenesis of spruce includes a stereotyped sequence of developmental 
stages and corresponding regulatory treatments [4]. Somatic embryos develop from 
proembryogenic masses (PEMs), which pass through a series of three characteristic stages 
distinguished by cellular organization and cell number (stages PEM I, PEM II and PEM 
III). Proembryogenic mass will not differentiate to somatic embryos unless a stage PEM 
III has been achieved. Plant growth regulators, auxin and cytokinin, stimulate 
proliferation of PEMs and, in contrast, suppress embryo pattern formation. Consistently, 
withdrawal of the growth factors triggers the PEM-to-embryo transition, providing a 
synchronous start of early embryogeny, which is accomplished within approximately 
seven days in the medium lacking growth factors. Subsequently, early embryos require 
exogenous abscisic acid to undergo late embryogeny and maturation. Besides a 
substantial synchronization of embryo development, another significant advantage of this 
system is that the morphology and anatomy of somatic embryos are similar to those of 
zygotic embryos, even though embryo origin is different (i.e., somatic cells in PEMs 
versus zygote; ref. 4).

Programmed cell death is an integral  part of the embryo patterning process. The 
first wave of PCD kills PEM cells at the PEM-to-embryo transition induced by 
withdrawal of growth factors [5]. Consistently, artificial inhibition of the cell death in 
PEMs suppresses embryo formation, indicating that PCD in PEMs and normal embryo 
development are closely interlinked processes [6]. This idea has been strengthened by the 
experiments with the cell lines composed of PCD-deficient PEMs, which are unable to 
form embryos regardless of treatment [7, 8] The second wave of PCD affects terminally-
differentiated suspensors of early embryos, so that the suspensors are eliminated within a 
period of three to four weeks [4]. In spruce, as in all gymnosperm species, the suspensor 
is composed of several layers of terminally-differentiated cells, originating from 
asymmetric cell divisions in the embryonal mass. Suspensor cells do not proliferate but 
instead become committed to PCD as soon as they were formed. While the cells in the 
upper layer of the suspensor (adjacent to the embryonal mass) are in the commitment 
phase of PCD, the cells in the lower layers exhibit a gradient of successive stages of cell 
dismantling towards the basal end of the suspensor where the hollow walled cell corpses 
are located [3, 7]. Thus, successive cell-death processes can be observed simultaneously 
in a single embryo. Furthermore, position of the cell within the embryo can be used as a 
marker of the cell-death stage. 

2. Cell Dismantling Pathway – Eliminating the Unwanted 

How PCD actually proceeds in the embryo-suspensor at the cellular level? We distinguish 
six major stages of cell dismantling beginning from stage 0, which applies to proliferating 
cells of the embryonal mass [3, 7]. These cells are small and have isodiametric shape. 
They contain dense cytoplasm and a rounded nucleus, which occupies a substantial 
proportion of the protoplast. F-actin and microtubules in these cells form fine networks; 
microtubule-associated protein MAP-65, known to be essential for cytokinesis [9], is 
bound to a subset of microtubules. 

The cells located in the basal part of embryonal mass divide asymmetrically in 
the plane perpendicular to the apical-basal axis of the embryo and give rise to two 
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daughter cells with fundamentally different developmental fates. One daughter cell retains 
meristematic identity and remains in the embryonal mass (stage 0), whereas its sister cell 
elongates and undergoes terminal differentiation to lay down the first cellular layer of the 
suspensor. The cells from this layer are at the commitment stage of PCD (stage I), which 
is characterised  by the formation of autophagosomes from the Golgi and proplastids. 

The execution phase of the PCD includes stages II to V corresponding to the 
successive layers of cells in the suspensor starting already from the first cell layer. During 
stage II, MAP-65 dissociates from the microtubules and the microtubule network is 
disrupted, while F-actin forms thick longitudinal bundles. The cells at stage II are much 
larger than the cells at the previous stages and they expand further as they progress 
towards stage III. At the same time autophagosomes increase in size and number, which 
sometimes lead to the formation of small lytic vacuoles. It is during stage III when the 
earliest nuclear envelope events, nuclear lobing and dismantling of nuclear pore complex, 
occur. By this stage, several large lytic vacuoles occupy most of the cell volume. No 
microtubules are left by this stage and only microtubule fragments can be seen in the 
cytoplasm. In contrast to microtubules, the actin is still preserved in the suspensor cells 
and forms thick longitudinal cables. By stage IV, the nuclear DNA is fragmented into a 
chromatin loop-length (50 kbp) and internucleosomal-length (180 bp) fragments, and the 
nuclei are sometimes segmented. The cells at this stage contain a thin layer of the 
cytoplasm confined between the plasma membrane and the tonoplast of a large lytic 
vacuole. Once the vacuole collapses, the remaining cytoplasm is degraded leaving a 
hollow walled cell corpse (stage V). 

Cell dismantling in the suspensor is a slow process; it takes approximately five 
days for complete autodestruction of an individual suspensor cell. The transition from one 
stage of the PCD to the next stage takes approximately 24 hours (i.e., the frequency of the 
addition of the new layers of cells to the suspensor; ref. 4), with the only exception being 
the transition from the last but one to the last stage (i.e., rupture of the tonoplast and the 
clearance of the remaining cytoplasm), which is apparently a very rapid process [10].

As in all developmental cell deaths in plants, the pathway of cell dismantling in 
the embryo-suspensor is executed by autophagic machinery. Inhibiting formation of 
autophagic vacuoles by an autophagosome-specific inhibitor 3-methyladenine suppresses 
PCD and disrupts embryogenesis [3]. Despite autophagy is the major mechanism of plant 
cell disassembly, our recent data suggest that, in addition to vacuolar pathway, another, 
nucleo-cytoplamic pathway, is also critically involved in the execution of PCD. This 
pathway encompasses type-II metacaspase mcII-Pa [11], which activates a protease or a 
group of proteases with a high proteolytic activity on the mammalian caspase-6-specific 
substrates containing peptide VEID [12]. Hence, autophagic PCD in plants appears to be 
executed by two cooperating pathways, one pathway activated in the autophagic vacuoles 
and another pathway acting in the cytoplasm and in the nucleus (see also ref. 13). 

3. Conclusion - Why It is Important to Study Programmed Cell Death in Plants? 

A knowledge of the mechanisms regulating PCD in plants will provide important clues 
to the understanding evolution of eukaryotic cell-death machinery. In contrast to 
animals, plants have not evolved apoptotic type of PCD, which relies on the activation 
of canonical caspases and pro- and antiapoptotic functions of Bcl-2 family proteins. 
Furthermore, in apoptosis, cell corpses are cleared by phagocytosis, the phenomenon 
never occurring in plants and fungi owing to the presence of rigid cell walls. Instead 
plant and fungal cells dye by autophagy, where one and the same cell commits suicide 
and cleans itself [3, 14]. The importance of understanding autophagic PCD processes 
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goes far beyond the areas of plant and fungal biology, because animals too – like plants 
and fungi – recruit autophagic cell death during development and disease, when 
apoptosis can not manage with large numbers of cells to be killed [15]. As plants 
represent one of the oldest phyla of living eukaryotes, they possess ancestral core cell-
death machinery (including metacaspases) that was either substantially modified 
(apoptosis) or conserved (autophagic PCD) by evolutionary younger organisms.  

From practical standpoint, expanding our knowledge of the processes of plant 
PCD has many potential economic benefits. The timing and efficiency of PCD has an 
important role in determining the yield and pre-harvest quality of many cereal, forage 
and horticultural crops, as well as wood quality of forest trees. Plant resistance to 
stresses and pathogens is another area where the role of PCD is difficult to overestimate. 
Therefore increased knowledge of the plant PCD processes will provide information for 
plant and forest breeders and biotechnologists to generate crops and trees with improved 
yield, quality and resistance with benefits for growers, suppliers and consumers. One 
example of successful implementation of this knowledge is improvement of yield and 
quality of Norway spruce clonal material through artificial regulation of PCD during 
somatic embryogenesis [6]. 
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Abstract. The ability of cadmium to induce a programmed cell death in tomato 

(Lycopersicon esculentum Mill.) suspension cells, line Msk8, was explored. Using a 

pharmacological approach with specific inhibitors, we have identified some of the 

biochemical processes that are involved in the signal transduction. Specific inhibitors of 

different biochemical steps were tested by simultaneous application with either CdSO4 or 

topoisomerase-1 inhibitor camptothecin (CPT). Cell viability (FDA staining of the viable 

cells) after 24 hours and the dynamics of H2O2 production were studied. H2O2 production 

was measured by chemiluminescence in a ferricyanide-catalised oxidation of luminol. Both 

Cd and CPT enhanced the production of hydrogen peroxide. By the application of specific 

peptide inhibitors we have demonstrated that caspase-like proteases participate in Cd-

induced cell death in tomato cells thus giving evidence that the cell death elicited by Cd is 

most probably a form of programmed cell death. Treatments with ethylene further reduced 

Cd-inhibited cell viability. The application of ethylene inhibitor AVG restored the cell 

viability previously diminished in response to the Cd treatment. Also, by application of 

antioxidants (ascorbic acid, catalase and spermine) and a calcium channel blocker LaCl3
involve oxidative stress and calcium in Cd-stimulated PCD machinery. The cell response to 

cadmium elicitation and the inhibitors is comparatively discussed to the cell behavior under 

the administration of CPT. Collectively, the data indicate that by analogy with the CPT 

effect on cell death, Cd-triggered cell death in plant cells exhibits similarities to HR and cell 

death induced by known apoptosis-inducing chemicals and to its effect in animal systems.

Introduction

Programmed cell death (PCD) is an active process of cell suicide found throughout the animal and 

plant kingdoms, aimed at eliminating cells that are harmful, unwanted or misplaced in specific 

structures and organs during the life cycle of multicellular organisms. PCD is involved in the 

development and tissue homeostasis and plays an essential role in defensive mechanisms acting 

against infected or mutated cells. Deregulation of PCD is implicated in various human diseases, 

including birth defects, ischemic vascular diseases, neurodegenerative diseases (e.g. Alzheimer’s 

and Parkinson’s diseases), autoimmune diseases, AIDS, and Diabetes mellitus type I.

In animal cells, PCD is often associated with the occurrence of a specific set of cellular 

morphological features [1] such as condensation of the nucleus and the cytoplasm, fragmentation 
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of DNA and fragmentation of the cell into membrane confined DNA containing vesicles 

(apoptotic bodies). According to recent definitions, apoptosis is the caspase-dependent cell death 

(programmed, physiological, pathological, or inducible in nature) that is associated with apoptotic 

morphology [2]. 

1. Role of caspase-like proteases, oxidative stress and ethylene in plant cell death 

Caspases are specific cysteine proteases that show a high degree of specificity with an absolute 

requirement of cleavage an adjacent aspartic acid residue and recognition of sequence of at least 

four amino acids in N-terminal to this cleavage site [3]. A sequence of caspase-activation cascade 

involving initiator caspases and down-stream activation of executioner caspases leads to the 

apoptotic phenotype [4]. 

In plants, programmed cell death is essential machinery for growth, development, and 

survival [5-7]. A number of studies have been recently devoted to assess the key steps playing a 

central role in PCD performance in plants. Cellular suicide is involved in, for example, 

xylogenesis [8], aerenchyma formation [9], plant reproduction [10], leaf and petal senescence 

[11], and endosperm cell death during germination [12,13]. Furthermore, PCD plays an important 

role during a cell death in response to pathogens [14-16], and during responses to various abiotic 

stresses such as heat shock [17-19], toxic chemicals [20], ozone exposure [20-24], UV radiation 

[25], and hypoxia [26].

Morphological similarities have been found between animal cells undergoing apoptosis 

and dying plant cells, including condensation and shrinkage of the cytoplasm and nucleus, DNA 

and nuclear fragmentation and formation of apoptotic-like bodies [27-29]. Biochemical changes 

involving formation of reactive oxygen species (ROS) [21,30,31], Ca release [32,33], proteolysis 

[27,34-36], and ethylene [37-41] were found to actively participate in the signal cascade of PCD 

in plants. 

Although no true structural homologues of animal caspases have yet been identified in 

plants, there is accumulating evidence that cysteine proteases showing functional similarity to 

caspases, as in animal systems, participate in the programmed cell death in plants. Caspases can 

be selectively inhibited by small peptides mimicking the substrate recognition site. Using such 

pharmacological approach, caspase-like activity has been detected following the infection of 

tobacco with bacteria and at virus challenge [42,43], and a role of caspase-like proteases has been 

established at the apoptotic cell death of tomato suspension cells at camptothecin and fumonisin 

B1 elicitation [27,44]. Camptothecin (CPT) – topoisomerase-1-inhibitor is an anticancer drug. In 

tomato cells 5 μM CPT caused cell death accompanied by nuclear condensation, the appearance 

of TUNEL positive niclei and DNA laddering. DNA laddering was also detected in fumonisin B1 

treated tomato cells treated by fumonisin B1 [27]. Proteases with caspase-like activity are shown 

to play a determinative role in shoot selection of pea seedlings [45]. In addition, macromolecular 

proteins such as cowpox serine proteases inhibitor crmA and the broad-spectrum caspase inhibitor 

p35 from baculovirus are able to specifically block caspase activity [43,46]. Caspase-3-like 

protease activation has been observed in tobacco [18] and barley [47]. 

Metacaspases are candidates to the role of specific plant cysteine proteases [48]. Three-

dimensional model of protein structure of metacaspases indicates structure homology to the 

caspase-hemoglobinase fold of animal caspases [49]. Caspase-like proteolytic activity has been 

shown for the yeast metacaspase that is activated at hydrogen peroxide stimulation [50], tomato 

metacaspase LeMCA1 was induced during infection of tomato leaves with Botrytis cynerea [51], 

and fundamental requirement of plant metacaspase (VEIDase) for embryogenesis has been 
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recently demonstrated in Norway spruce [52,53]. Caspase-specific CMK-based protease inhibitors 

have been shown to prevent victorin- and heat-shock-induced proteolysis of Rubisco. Two 

proteases (SAS-1 and SAS-2), named saspases that are apparently involved in Rubisco proteolytic 

cascade, have been purified, characterized, and found to exhibit caspase-like hydrolytic activity 

and to display amino-acid sequences homologues to plant subtilin-like Ser proteases [54]. 

1.1. ROS are key players in plant cell death 

The production of ROS is a key event in plant and animal apoptosis and a sustained oxidative 

burst is required for induction of the hypersensitive cell death in a plant [30, 31, 55]. ROS are 

components of the hormonally regulated cell death pathway in barley aleurone cells [56] and 

an enhanced production of ROS is involved at different cellular stresses such as chilling, 

ozone, toxic chemicals, hypo-osmotic stress, or drought [57]. The oxidative stress induces cell 

damage by ROS that are hydroxyl radical, superoxide, hydrogen peroxide, and peroxynitrite. 

Under normal conditions, ROS are cleared from the cell by the action of superoxide dismutase 

(SOD), catalase, or glutathione (GSH) peroxidase. ROS enhances the lipid catabolism resulting 

in the lipid peroxidation of polyunsaturated fatty acids in the cell membranes that in turn leads 

to structural decomposition and change in permeability and also induces damage by alterations 

of essential proteins, and DNA. Additionally, the oxidative stress and ROS are implicated in 

disease states, such as Alzheimer's disease, Parkinson's disease, cancer, and aging [58]. When 

attacked by incompatible pathogens, plants respond by activating a variety of defense 

responses, including ROS-generated enzyme complex [59]. Upon pathogen recognition, one of 

the earlier cell reactions is opening the specific ion channels, and the formation of superoxide 

and H2O2 [60]. Is has been shown that H2O2 drives the cross-linking of cell wall structural 

proteins and functions as a local trigger of PCD in pathogen challenged cells. In addition, H2O2

acts as a diffusible signal inducing genes to encode thecellular protectants in adjacent cells 

[31]. CPT-induced PCD in tomato cell culture is accompanied by a release of ROS into the 

culture medium. Cell death and accumulation of H2O2 were effectively suppressed by addition 

of NADPH oxidase inhibitor diphenileneiodonium (DPI) and caspase inhibitors [41,61]. 

1.2. Ethylene is involved in plant programmed cell death 

Although the processes of plant PCD share similarity to animal PCD, the control of cell death in 

plants involves different regulators. In addition to common suicidal cascades, in a number of 

experimental plant systems it has been demonstrated that the plant hormone ethylene plays an 

important role in programmed cell death and senescence. 

The role of ethylene in pathogen-induced cell death has been evaluated in ethylene-

insensitive NR-tomatoes. Following the infection of these mutants, greatly reduced cell death was 

observed, indicating ethylene involvement in the programmed cell death [39]. Abiotic elicitors, 

such as ozone (O3), can also elicit the plant defense reactions. Ozone forms ROS in the apoplast 

and causes the plant cell itself to produce ROS in an oxidative burst. In sensitive plants this leads 

to the formation of HR-like lesions. Ozone exposure upregulates ethylene biosynthesis and, if 

ethylene biosynthesis or perception is blocked, the incidence of lesions is reduced. It was therefore 

suggested that ROS and ethylene together are involved in the induction of cell death in O3-

exposed plants [22].  

Also in a number of other systems ethylene was closely associated with increased cell 

death. Cell death could be hastened by treatment with ethylene and blocked by ethylene 

inhibitors [13]. During the aerenchyma formation, cell death shows features of apoptosis and is 
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dependent on ethylene [9,62]. Maize endosperm development is accompanied by occurrence of 

DNA ladders and by an increase in ethylene production. Death of epidermal cells at the site of 

adventitious root emergence in submerged rice seedlings was found to precede the root 

emergence and to depend on ethylene [63]. Chilling-induced cell death in melon was 

significantly less in transgenic melons (antisense ACC oxidase) producing only trace amounts 

of ethylene [64]. Cell death induced by the mycotoxin fumonisin B1 involves ethylene 

signalling in Arabidopsis and tomato [65, 66]. In oat mesophyll cells, the administration of 

ethylene antagonists, aminooxyacetic acid (AOA) and silver thiosulphate (STS), have 

effectively inhibited the victorin-induced PCD, involving Rubisco cleavage, DNA laddering, 

and changes in mitochondrial permeability [67]. Microarray study of AAL-toxin-treated 

tobacco revealed that genes responsive to ROS, ethylene and a number of proteases, were 

among the earliest to be upregulated, suggesting that the oxidative burst, production of ethylene 

and proteolysis, played a role in the activation of the cell death [68]). In Taxus chinensis
suspension cells, ethylene enhances cell death induced by a fungal elicitor from Aspergillus
niger [69]. Overproduced ethylene correlates closely with expression of lethal symptoms and 

apoptotic changes in hybrid tobacco seedlings. The lethality can be suppressed by ethylene 

synthesis inhibitors AOA and aminoethoxyvinylglycine (AVG) [70]. 

Additional evidence supporting the role of ethylene in cell death signaling came from 

the study on Arabidopsis thaliana double mutants. Crosses of the lesion mimic mutant 

accelerated cell death 5 (acd 5) and ethylene insensitive 2 (ein 2), in which ethylene signaling 

is blocked, show decreased cell death [71]. TUNEL positive nuclei and DNA laddering 

accompany flower petal and ovary senescence. Ethylene treatment induced the senescence and 

DNA breakdown in petals that could be blocked by ethylene inhibitors [72]. 

2. Role of cadmium in plant cell death

An extensive research is going for characterisation of PCD in plants at pathogen attack, chemical 

elicitation and abiotic inducers, but there are still limited reports on the role of heavy metals in 

PCD induction and little is known about cadmium-triggered signal transduction in plant systems. 

Contamination of biosphere with heavy metals has hazardous effect on agricultural crops and 

human health [73, 74].  

Cadmium is a toxic trace pollutant originating from industrial sources and phosphate 

fertilizers [75]. In animal models, cadmium intoxication occurs through apoptosis appearing by 

activation of endonucleases, DNA laddering, and chromatin condensation. Indirect oxidative 

stress through inhibition of antioxidant enzymes is involved in the mechanism of Cd action [76]. 

In HeLa tumour cells Cd can induce apoptosis and oxidative cellular damage [77]. It was 

demonstrated that in rat C6 glioma cells cadmium is a potent inducer of apoptosis and the 

apoptotic effect is mediated via generation of oxidative stress [78]. When Cd is in excess in plants, 

it inhibits respiration, photosynthesis, cell elongation, plant-water relationships, nitrogen 

metabolism, and mineral nutrition, resulting in poor growth and low biomass [79]. In plant cells, 

cadmium induces a number of genome-related changes including chromosomal aberrations, 

decrease of mitotic index in root cells [80], and abnormalities in nuclear structure [80,81]. 

Symptoms of Cd toxicity include changes in cell membrane integrity and cell ultrastructure; 

stimulation of ROS production; alterations of antioxidant enzyme system; disturbance of cell ionic 

equilibrium; triggering of InsP3/Ca
2+

 transduction processes [82-86]. The accumulation of 

oxidized proteins and lipid peroxides was observed in shoot and root tissues of pea plants upon 

the cadmium stress [87,88]. The augmented level of malondialdehyde (MDA) and ion leakage are 
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markers of the initiated destructive processes and oxidative stress [89]. Increase of MDA content 

in rice leaves [90] and stimulation of ion leakage in pea plants [91] have been recently reported as 

a consequence of Cd toxicity.  

An increased amount of H2O2 was observed in leaves from pea plants grown with 50mM 

CdCl2. Treatment of leaves from Cd-grown plants with different effectors and inhibitors showed 

that ROS production was regulated by different processes involving protein phosphatases, Ca
2+

channels, and cGMP [91]. In rice leaves Cd caused a toxicity associated with the increase in H2O2

content, decrease in reduced form glutathione and ascorbic acid contents, and alterations in the 

specific activities of antioxidant enzymes (superoxide dismutase, glutathione reductase, ascorbate 

peroxidase, catalase, and peroxidase [90]. 

Increase of ethylene production was observed in bean leaves under cadmium stress [92, 

93]. In barley plants (H. vulgare L., cv. CE9704), high concentrations of Cd triggered serious 

disturbances of the chloroplast membranes and caused an increase of ethylene production whereas 

the occured a decrease of 18:3 fatty acid content occurred, indicating that Cd mediates the lipid 

peroxidation in the thylakoids. The enhanced ethylene production is proposed to be used as an 

early indicator of Cd-induced membrane degradation [94]. Cd-induced superoxide anion and 

nitric production are known as potential inducers of apoptosis [95], however, in rice leaves, 

protective effect of nitric oxide against the cadmium toxicity has been established [90]. 

In this work we have studied the ability of cadmium to induce a programmed cell death in 

cultured tomato cells and, using a pharmacological approach with specific inhibitors, we have 

identified some of the biochemical processes involved in the signal transduction cascade. By the 

administration of specific peptide caspase inhibitors, we have demonstrated for the first time that 

caspase-like proteases are mediators in the Cd-induced cell death in plants, thus supporting the 

view that Cd triggered cell death is a form of programmed cell death. Also, by inhibition studies, 

we have shown that hydrogen peroxide, calcium, and ethylene plays a role in Cd-stimulated PCD 

machinery. Ethylene was shown to enhance the effect of cadmium on the cell viability reduction. 

Similar pattern of H2O2 stimulation was found in both Cd- and CPT-treated cells. Collectively, the 

data indicate that, in analogy with CPT effect on cell death, Cd-triggered cell death in plant cells 

exhibits similarities to HR and cell death, induced by known apoptosis-inducing chemicals, and to 

the effect in animal systems. 

3. Experimental procedure 

The experiments were conducted with tomato (Lycopersicon esculentum Mill.) suspension 

cells, line Msk8 grown on a liquid Murashige-Skoog medium, supplemented with 5 M -

naphtalene acetic acid, 1 M 6-benzyladenine, 3% (w/v) sucrose, and vitamins. The cells were 

subcultured every 7 days by 1:4 dilution with fresh medium and kept on a rotary shaker at 

25
o
C. For the experiments, 5 days after subculture 5 ml of the suspension was transferred to 30 

ml vials with screw-caps, at sterile conditions. The treatments were provided with CdSO4 or 

camptothecin (CPT). In order to assess suggested signals involved in cell death pathway, 

inhibitors of different biochemical steps were tested. Caspase peptide inhibitors, antioxidants, 

and ethylene blockers were added simultaneously with either CdSO4 or CPT. Parallel control 

of non-treated suspension cells was subcultured at the same conditions.  

For determination of cell viability, 24 h after the treatments with the chemicals, 250 l

from the cell suspension were taken and diluted with 4 ml tap water in small Petri dishes. 

Fluorescein diacetate (0.002% FDA) was used to stain the viable cells. The cell viability was 
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calculated as a percentage of living cells to their total number of cells. Data were statistically 

processed, presented as average values from at least three independent experiments, and compared

by SEM.

The amount of hydrogen peroxide was determined by the luminol method as described

earlier [96] and measured by chemiluminiscence in a ferricyanide-catalised oxidation of luminol.

For details on methodology, see [42, 61]. 

4. Results and discussion 

Tomato suspension culture represents good model system for testing inducers and inhibitors of

apoptotic cell death. The suspension cells were treated with a range of CdSO4 concentrations: 10 

M, 100 M, 1 mM, and 10 mM and the percentage of viable cells was determined by FDA 

staining. A reduction of cell viability appeared with the increase of Cd dose reaching complete 

lethality at the application of 10 mM CdSO4 (Fig. 1). In the same set of experiments, the treatment

with 5 M CPT reduced cell viability to 72.5 % (Fig. 2). For further determination of the 

similarities between cadmium- and CPT-induced cell death, in the experiments with inhibitors, 

100 μM CdSO4 was used. Tomato suspension cells showed a gradual restoration of cell viability

48 hrs after the beginning of treatment with 10 and 100 μM CdSO4 (data not shown). 

CdSO4 10 mM

CdSO4 1 mM

CdSO4 100 microM

CdSO4 10 microM

Control

80 1000 20 40 60 120

cell viability (%)

Figure 1. Effect of CdSO4 concentration on cell viability in tomato suspension cells. Percentage

of cell viability (FDA staining of viable cells) was scored 24 hrs after the treatments. Data are 

means of at least three independent experiments. Error bars indicate SEM.

Development of resistant sub-population, sequestrian of Cd to the vacuole or enhanced

synthesis of phytochelatins might be a possible explanation. Reversible apoptosis, DNA repair,

and 3-days-long lag phase for Cd-induced cell death has been reported for tobacco (TBY-2) cells

treated with 50 μM CdSO4 [97]. 150 μM CaSO4 has strongly inhibited the initial growth of

tomato cells but the reduced growth rate has been restored after 4 days and these results have been

attributed to phytochelatins synthesis in contrast to azuki bean cells that have not survived the 

high cadmium concentrations [98]. In contrast to Cd-treated cells, CPT-treated cells continued to 

loose viability after 48 hrs and no living cells were detected after 96 hrs. 

To test if the cadmium-induced cell death is apoptotic in nature, caspase-specific

inhibitors were administrated simultaneously with 100 M CdSO4. The human caspase-1
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inhibito

ason to assume that in tomato 

suspens

 same time H2O2 plays a thought role as 

signalli

ctively these data indicate 

that in 

to suspension, antioxidants were applied simultaneously with 100 μM CdSO4.

The H2

r Ac-YVAD-CMK and the broad range caspase inhibitor Z-Asp-CH2-DCB, at 

concentrations of 100 nM preserved the cell viability of Cd-treated cells at a level close to the 

control non-treated cells (Fig. 2). This strongly suggests that the cell death pathway, induced by 

cadmium, employs caspase-like proteases. Similar maintenance of cell viability by the caspase 

inhibitor Ac-YVAD-CMK was found for CPT treated cells. Inhibitors of human caspases have 

been shown to suppress plant cell death also in other experimental plant systems. Caspase-3 

inhibitor Ac-DEVD-CHO effectively blocked menadione-induced PCD in tobacco protoplasts 

[20] and co-infiltration of Ac-DEVD-CHO with Pseudomonas syringae pv. tabaci resulted in a 

reduced plant cell death [99]. Ac-YVAD-CMK and Z-Asp-CH2-DCB completely abolished HR 

lesion formation and significantly reduced H2O2 production and malondialdehyde amount in 

isolated leaves of transgenic and wild type tobacco when applied together with Pseudomonas
syringae pv. tabaci [100]. The inhibition of cell death with specific peptide caspase inhibitors in 

animal systems [3] and in plants [27,42] is an indication that the cells undergo a cell suicide 

program. Abiotic stress can induce programmed cell death in plant systems. Heat shock, ethanol, 

and H2O2 have been shown to stimulate cell death in carrot suspension cells but an inhibition of 

cell death by membrane-permeant ICE inhibitor Z-Val-Ala-Asp-flutomethylketone and by 

cysteine protease inhibitor leupeptin has not been detected [101]. 

Here we demonstrate (Fig. 2) that the broad-spectrum caspase inhibitor Z-Asp-CH2-DCB

was able to block the Cd-induced cell death. This gives a re

ion cells Cd-triggered cell death most probably resembles features of the programmed cell 

death. DNA laddering is a hallmark of animal apoptosis, but in plants the necessity of 

nucleosomal DNA fragmentation for complete apoptotic phenotype is still controversial. In some 

cases of plant cell death, the DNA degradation has not been observed [95,102]. No detectable 

DNA ladder was found in soybean cells undergoing chitosan-induced cell death [33]. Neither 

TUNEL positive nuclei nor DNA fragmentation have been reported for Cd-treated pea leaves 

[91]. In contrast, there is the chronic exposure of tobacco cells to cadmium-triggered DNA 

fragmentation [103]. But in those experiments cadmium concentration was 1000 times higher 

(100 mM CdCl3)) that that used in this work (100 μM CdSO4). It remains to look for DNA 

fragmentation in Cd-treated tomato suspension cells. 

In the cell death during the HR [31] and following, e.g. CPT treatment of tomato cells, cell 

death is accompanied by an oxidative burst. At the

ng molecule in apoptotic machinery [61]. H2O2 production was measured in the modified 

culture medium by chemiluminiscence in a ferricyanide-catalised oxidation of luminol, for 5 hrs 

following cadmium and CPT treatments. One hour after the application of cadmium, H2O2 level 

increased (Fig. 3), whereas CPT caused a rise of H2O2 amount with 30 min delay after cadmium 

injection. At time points of 1.5 hrs and 3.5 hrs following the beginning of the treatments, the 

concentration of H2O2 was the same in both Cd- and CPT-elicited cells. 

After 3.5 hours, the concentration of hydrogen peroxide in Cd-treated cell declined, while 

in CPT-treated suspension the H2O2 amount stayed at high level. Colle

analogy with CPT effect on cell death, cadmium-induced oxidative burst is integral part of 

the tomato cells response. To this end cadmium-induced cell death in plant cells exhibits 

similarities to HR and cell death induced by known apoptosis inducing chemicals and to its effect 

in animal systems. 

To further elucidate the involvement of oxidative stress in Cd-induced reduction of cell 

viability in the toma

O2 scavengers (100 μM ascorbic acid, 10 U/ml catalase and 100 μM spermine) were 

effective stimulators of cell viability of Cd- and CPT-treated cells (Fig. 2). 
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is in line with the finding that the same H2O2 scavengers prevented H2O2 accumulation and 
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The inhibition of Cd-induced cell death by ascorbic acid and catalase in tomato suspe

s Cd-induced cell death, suggest that H2O2 is responsible for the induction of PCD. Similar

cell death inhibition by catalase has been reported in animal cells exposed to Cd. Co-incubation of 

rat glioma cells with catalase and cadmium did strongly inhibit the Cd-induced DNA ladder

formation, indicating the fact of H2O2 involvement into apoptotic activity of Cd in animal systems

[78].

In parsley cells the scavenging of H2O2 by catalase completely abolished detection of

H2O2 by luminol assay [104]. In addition, TMP (superoxide radical scavenger), DPI, and

lanthan

cium-fluxes-activated H2O2 production are involved [91].

Ascorbic acid (AA) is a major antioxidant in photosynthetic and non-photosynthetic

tissues and is utilised as a substrate for ascorbate peroxidase catalised detoxification of H2O2

[105]. In tomato suspension cells AA strongly prevented loss of viability of

ig. 2). Since it is found that in Cd-stressed pea leaves the level of AA decreases [90], our 

results are additional indication that Cd is a strong inducer of oxidative stress. 
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y and similar stimulation of cell viability was observed at the simultaneous application of 

CPT and spermine (Fig. 2). Spermine is found to prevent apoptotic cell death in rat cerebellar

granule neurons [106]. Spermine is a polyamine and due to positively charged end NH
2+

 groups 

has a capacity to scavenge ROS [107]. To our knowledge, our data are the first indication that

polyamines can be effective inhibitors of Cd-induced cell death in plants.

Ca
2+

 is a second messenger and an important element in elicito

ng. To study the role of Ca
2+

 in PCD triggering, we assayed the cell viability in the 

presence of Cd
2+

 and calcium channel blocker La
3+

 applied as LaCl3. A stimulation of the cell

viability was determined at the treatment with 1 mM La Cl3 (Fig. 2).

In mammalian systems elevated levels of intracellular Ca
2+

 ca

nd DNA digestion through direct stimulation of endonucleases or via Ca-dependent

proteases, phosphatases, and phospholipases [101,108]. In bacteria-elicited tobacco suspension

cells the increased Ca
2+

 influx and HR response have been prevented by La
3+

 [109]. La
3+

 has also

been reported to completely block the cell condensation and shrinkage of cultured carrot cells

triggered by ethanol, heat shock, and H2O2 [110]. Other chemical modulators capable of

decreasing the cytosolic free Ca
2+

, such as ruthenium red, W-7 (N-[6-aminohexyl]-5-chloro-1-

naphthalenesulfonamide), and Ca
2+

 chelator EGTA, can also inhibit the programmed cell death in

plants [37]. Ca
2+

 is also a mediator of signal transduction pathway leading to caspase-3-like

dependent cell death following administration of low doses of chitosan [38]. In our experiments

with tomato suspension cells, La
3+

-treatment prevented the Cd-stimulated cell death (Fig. 2) thus

indicating that Ca
2+

 is implicated in Cd-triggered signalling. Lanthanum also effectively inhibited

Fumonisin B1-induced cell death in tomato cells [100].

It has been demonstrated that the depletion of
2+

spruce cells [96]. Our previous study indicated that La
3+

decreased H2O2 in the tomato

suspension treated with CPT [61] and this effect was most probably due to a blockage of Ca

channels, thus preventing the activation of enzymes involved in ROS production. This is in line 
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with the findings that inhibitors of elicitor-stimulated ion fluxes block the oxidative burst [104]. 

Similar mechanism can be suggested for the effect of lanthanum on Cd-induced cell death.

Ethylene was found to be an important mediator of plant cell death although its mode of 

action is under investigation. Treatment of the cells with relatively high concentrations of ethylene

did not have any effect on viability of the cells (Fig. 4). Concentrations of up to 100 ppm in the

headspace, giving about 12 ppm in the liquid phase, were applied during 24 h. Addition of ACC 

to the nutrient medium, despite its stimulating effect on ethylene production, also did not induce a

cell death [41]. This shows that ethylene is not a primary trigger of the cell death in these cells. 

However, when ethylene was applied to Cd- or CPT-treated cells, a significant decrease in the cell 

viability was observed as compared to Cd- or CPT-treatments alone (Fig. 4). Experiments with 

AVG inhibitor of ethylene synthesis, revealed that ethylene is an essential factor mediating the

Cd- and CPT-induced cell death. When AVG was administrated simultaneously with either 

CdSO4 and ethylene or CPT and ethylene, the cell viability could not be restored (Fig. 4). 
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Figure 4.  Effect of ethylene and ethylene synthesis inhibitor AVG on cell viability in cadmium- and CPT-

treated tomato suspension cells. Percentage of cell viability (FDA staining of viable cells) was scored 24 

hrs after the treatments. Data are means of at least three independent experiments. Error bars indicate SEM.

We have reported that the inhibition of ethylene receptor by STS significantly abolishes 

the cell death triggered by CPT and CPT+ethylene. Ethylene markedly stimulates the amount of 

hydrogen peroxide produced in response to CPT treatment [41,61]. In addition, AVG and STS 

blocks the effect of CPT on hydrogen peroxide production [61].

The general proposition can be made that ethylene apparently increases the oxidative

stress invoked by the primary stressors (CPT and CdSO4). If we generalise this view, it could

explain the stimulatory role of ethylene in the symptom expression in a number of cases where

oxidative stress is believed to induce the cell death such as in the effects of temperature extremes,

ozone, wounding and pathogen challenge. Ethylene insensitivity in double mutants of ein 2 and 

the O3- sensitive radical –induced cell death 1 (rcd 1) blocks ROS accumulation that is required 

for a lesion propagation, while exogenous ethylene increases the ROS-dependent cell death [22].

Limiting of the spread of pathogen-induced cell death in tomato involves the down-regulation of 

ethylene [111]. The mechanism of ethylene-enhanced oxidative stress is not known and may vary 

from case to case. Possible modes of action of ethylene in enhanced ROS levels may be the

stimulation of NADPH oxidase activating proteins, the down regulation of ROS scavenging

pathways, or interference with mitochondrial functioning.
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Cell death in Taxus chinensis cell culture treated with fungal elicitor was reported to 

involve ethylene and polyamines. The addition of ethylene precursor 1-aminocyclopropane-1-

carboxylic acid (ACC) has remarkably enhanced the elicitor-induced cell death and diminished 

the level of endogenous spermine. Exogenous application of spermine, spermidine and putrescine 

together with the fungal elicitor abolished both the cell death and ethylene production. Addition of 

ACC synthase inhibitor AVG led to a decrease of ethylene production and reduction of the cell-

death-stimulating effect of ACC on elicitor-induced cell death [69]. 

Biosynthesis of ethylene and polyamines (PA) are linked through a common precursor S-

adenosylmethionine (SAM) that may be an explanation of the inhibitory effect of ethylene 

biosynthesis inhibitors on the cell death. Enhanced PA concentration may decrease the C2H4

production because PA can inhibit ACC synthase transcripts [112]. Reduction of ethylene 

production by administration of PA was also observed in other plant systems [107].  

Since in the tomato cells studied here ethylene additionally diminished Cd- and CPT-

reduced cell viability and since cell viability was enhanced in response to spermine, we 

hypothesise that the effect of PA might be attributed not only to their H2O2 scavenging properties, 

but also to the inhibition of C2H4 synthesis. Moreover, by laser photoacoustic detection of C2H4,

Cd was found to significantly stimulate endogenous C2H4 production in the tomato cells 

(Iakimova et al., in preparation). Ethylene and nitric oxide are both integrated in cell death 

elicitation by pathogenic challenge or abiotic stress [113].  

In Pseudomonas syringae pv. tabaci and P. s. pv. phaselicola elicited tobacco plants the 

HR is associated with enhanced NO production as measured by photoacoustics. Treatments with 

NO donor sodium nitroprusside (SNP) led to increased biphasic ethylene emanation and a model 

for NO, salicylic acid, C2H4, and ROS interplay in the HR is proposed [114]. Antioxidant 

properties of NO have been found to counteract the Cd-induced oxidative stress, reduce the 

paraquat toxicity in rice [90,115] and to inhibit the programmed cell death in barley aleurone 

layers [116]. It is further to be elucidated the involvement of NO in Cd-triggered cell death in 

tomato suspension cells. 

5. Conclusion 

Evidence is accumulating that caspase-like cysteine proteases, showing a functional similarity to 

the animal caspases, participate in the programmed cell death in plants. In addition to discoveries 

that caspase-like proteases are involved in cell death in response to a pathogen invasion, abiotic 

stresses, or chemical elicitation, our data show that cell death induced by cadmium is also a form 

of programmed cell death mediated by caspase-like proteases. We have established a key role of 

hydrogen peroxide and calcium in the cadmium-induced apoptotic cell death and have 

demonstrated that oxidative stress is associated with both the cadmium- and camptothecin-

triggered cell death. We have also shown that polyamines can effectively preserve the cell 

viability in the conditions of chemical stress. Ethylene was found to be an important mediator of 

plant cell death. The finding that ethylene greatly stimulates cadmium-induced cell death, and that 

cadmium treatment enhances endogenous ethylene production, indicates that ethylene participates 

in the cadmium-induced cell death in tomato suspension cells. 

Collectively, the cell response to cadmium elicitation and the inhibitors indicate that Cd-

triggered cell death is analogous to a cell death in response to CPT treatment and involves 

caspase-like proteases, oxidative stress and ethylene. Cd-induced cell death in plant cells exhibits 

similarities to HR and cell death induced by known apoptosis-inducing chemicals and to its effect 

in animal systems. 
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To assess the complete mechanism of Cd stress in the performance of apoptotic cell death 

in plants further investigations on nuclear morphological changes and characterization of other 

biochemical processes are necessary. 
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Abstract Daylily (Hemerocallis spp.) represents an ideal model system for the study 
of plant programmed cell death in plants. The progression of petal senescence in the 
daylily flower is under tight genetic control and progresses over a relatively short 
period of time. While small-scale studies in expressed gene analysis along with the 
general assessment of physiological events have been explored, the use of new global 
analysis technologies has not been applied. This report describes how novel classes 
of regulatory proteins were discovered using a shotgun proteomics approach applied 
to senescing daylily petal tissues over three time points. These rare proteins were 
previously undetected in daylily using conventional molecular biology approaches. 
All of the information presented here is novel, given that the daylily proteome is 
relatively unexplored and that none of the proteins we describe match the 33 proteins 
that have been previously described in this entire genus. A diversity of daylily 
proteins that exhibit homology to cell signaling molecules from other plant taxa, and 
signal transduction cascades that are known to be involved in controlling cell death 
were identified. Our results indicate that a number of the newly identified proteins 
participating in the cell death process in senescing petals are part of the signal 
transduction machinery including cell surface and cytoplasmic protein kinases, along 
with transcription factors. Parallels are implied between the hypersensitive response 
to pathogens in plants and daylily petal senescence.  

Introduction 

Senescence and the processes related to genetically programmed cell death in plants have 
been studied to some extent from a physiological perspective in regard to embryogenesis 
[1], germination [2], tracheary element formation [3], and leaf and stem morphogenesis [4]. 
The activation of the plant defense response upon pathogen infection is often accompanied 
by a rapid process of a local cell death at or around the site of infection [1, 4, 5]. This 
process is immediately responsive to environmental stimuli (pathogens) and subsequent 
signal cascade results in host cell death around the infection site to prevent spreading of 
disease.

Inducible defense response in plants may include the activation of defense genes 
and proteins [6-9]. For instance the MAPK pathway, implicated as one of the converging 
points of different cell surface receptor signaling pathways, is sensitive to pathogens and 
pathogen derived elicitors [10]. Many of these enzymes are serine/threonine kinases and 
can be either transmembrane proteins (receptor kinases) or cytoplasmic signaling molecules 
[11]. Functional work using kinase inhibitors and phosphatases revealed that 
phosophorylation plays a key role in the process of cell death [12, 13].
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When NtMEK2 was induced in Nicotiana the result was spontaneous HR type cell 
death [14]. NtMEK2 is now known to be an upstream regulator for other kinases involved 
in relaying a signal that ultimately induces cell death in response to plant pathogens [15, 
16]. Pathogens are known to induce the expression of receptor kinases that ultimately have 
a role in regulating the hypersensitive-response [17]. Members of the WRKY transcription 
factor superfamily control many kinases at the transcriptional level in response to 
pathogens or salicyclic acid [18, 19].

The WRKY transcription factor superfamily in plants covers a wide molecular 
weight range with proteins (~17-210kDa) all related by the presence of two domains that 
contain the Trp-Arg-Lys-Tyr (WRKY) sequence motif adjacent to a zinc-finger motif [20]. 
In addition to the WRKY superfamily, other types of transcription factors are associated 
with hypersensitive cell death and senescence such as MYB, GRAS, bZIP, NAC and C2H2 
[21,22]. Interestingly the WRKY factors are themselves controlled by MAP kinase 
signaling [23]. The auto regulatory nature of this type of transcription factor has been well 
established and was a subject of the recent review of the WRKY superfamily [20]. 
Furthermore WRKY appears to have a negative regulatory effect on specific modes of plant 
growth and differentiation [24]. Several types of transcriptional control elements exist in 
the Arabidopsis genome that are sites for WRKY and MYB factor binding. These cis-acting 
elements are implicated in the plant immune defense system and responsiveness to stress 
[25], and can exhibit considerable crosstalk between different types of biological responses. 

The rapid and distinct process of senescence in daylily petals provides a key model 
for studying cell death in plants as it occurs naturally. The process occurs autonomously in 
an isolated plant organ, rapidly, and synchronously over a 24-hour period thus allowing 
precise biological correlations. Before flower opening, there is a decrease in activity of 
protective enzymes such as catalase and ascorbate peroxidase [26]. At about 12 h after 
opening, lipid peroxidation and increased levels of H2O2 are observed [26] which is 
followed by a loss of differential membrane permeability and ion leakage [27-30]. The 
activity of hydrolases such as certain wall-based enzymes [29], proteinases [28,31-33], and 
RNases [29,30] increases markedly during senescence. The ubiquitination, cellular labeling 
for protease and proteasomal degradation, of specific types of proteins has been correlated 
with specific senescence stages [33]. Changes in cellular anatomy during the entire 
senescence process are also well documented [26,29]. Similarly, in other liliaceous species 
that are insensitive to ethylene (Alstroemieria), cysteine protease expression is induced, 
which correlates with increased protease activity and a decrease in total protein over the 
senescence period [34]. At the same time in Hemerocallis and other lily genera [28,34] the 
use of cyclohexamide delays the onset of senescence indicating the requirement for de-
novo protein synthesis. 

We have taken an advanced shotgun proteomics approach to the analysis of the cell 
death and senescence process in daylily petals. Three stages of senescence were chosen for 
their distinct reflection of the progression of cell death in daylily petals. Our results indicate 
that many of the proteins involved in the cell death process have not yet been completely 
characterized functionally in the context of senescence, and are novel entities at this point. 
We observed considerable parallels between the cell death processes that function in 
hypersensitivity to pathogens and the processes that regulate senescence as a normal part of 
the daylily plant life cycle. In particular, the induced expression of a 70kDa protein with 
substantial homology to plant serine/threonine kinases at the point of bloom opening is of 
interest. Furthermore, the detection of daylily proteins with homology to plant transcription 
factors and senescence associated proteins that are expressed at the same stage as the 
predicted daylily kinase is indicative of a signal transduction cascade that controls petal 
senescence, which is very similar to the signal transduction control mechanisms involved in 
compatible pathogen induced HR cell death.  
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1. Materials and Methods 

1.1 Plant tissue extraction 

A diploid daylily variety (Slinky Dink, Hemerocallis spp.) was grown and petals at 
different stages of senescence were collected. Stages for petal harvest were as follows: T-12

(12 hours prior to petal opening), T0 (time of petal opening), and T12 (12 hours after petal 
opening). About 3-5g of petal tissue was collected from each stage and immediately frozen 
in liquid nitrogen and stored at –80ºC before use. Petals were ground with pestle and mortal 
in the presence of liquid nitrogen, sepals were excluded, and the resulting powder was 
extracted in 40ml of ice-cold acidic (pH 5.5) lysis buffer [25mM sodium phosphate, 
100mM potassium chloride, 2mM ethylenediaminetetraacetate disodium salt (EDTA), 1.5% 
polyvinylpolypyrrolidone (PVPP), 1mM phenylmethylsulfonylflouride (PMSF) and 2mM 
thiourea]. Lysis and solubilization of proteins was carried out at 4ºC while stirring for 2hr. 
Petal tissue debris were pelleted by centrifugation at 10,000 RCF (4ºC); the supernatant was 
collected and protein was precipitated with ammonium sulfate at 80% saturation. The 
resulting protein pellet was dissolved and dialyzed against 2L of Milliq water with two 
changes and followed by 2L of 10mM ammonium bicarbonate (ambic) in 3kDa cutoff 
dialysis tubing. The dialyzed material was then concentrated in Speedvac to approximately 
1mg/ml as assessed by BCA protein assay (Pierce).  

1.2 2D proteome separation and analysis by SDS/PAGE and HPLC 

A total of 20μg of total protein from each stage was separated on a 10-20% precasted gel. 
SDS/PAGE was run at 200 volts in a Protean-2 system (BioRad) until the tracking dye 
(Bromophenol Blue) ran through the gel. The gel was then stained with 50ml of 0.1% 
Commasie Briliant Blue in 40% methanol and 10% acetic acid for an hour and destained in 
50 ml of 40% methanol and 10% acetic acid for about an hour before equilibrated in water. 

Each lane of the gel containing separated petal proteins was sectioned into 35 1mm2

X 4mm bands with a gel slicer, which was sub-sectioned into four individual 1mm3 pieces. 
The four pieces from each band (total of 105 bands) were washed twice in 0.2ml of wash 
solution [50% acetonitrile, (ACN) 0.2M ambic] by 40 min sonication to remove the 
Coomassie stain. The washed gel pieces were covered in 100μl of wash solution 
supplemented with 0.003ml of 45mM DTT (dithiothrietol) for reduction of disulfide bonds 
at 37ºC for 20min. After cooling at room temperature for 15 min 0.004ml of 100mM IAA 
(iodoacetamide) was added for alkylation at room temperature for 20min in the dark. The 
reduction and alkylation solution was removed and the gel pieces were washed for 15min in 
wash solution. The gel pieces were dried for 15min at 37ºC in an incubator to semi-dry that 
ensures adsorption of trypsin into gel matrix during rehydration process. Sequence grade 
modified porcine trypsin (5,000 units/mg) (Promega) was diluted to 0.02mg/0.606ml of 
10mM HCl as working solution, the gel pieces were hydrated with 5ml of 0.2M ambic and 
0.004ml of the working solution. An additional 20ml of 0.2M ambic was then added to 
ensure that the gel pieces were covered and the in-gel digest was carried out overnight at 
37ºC. The digestion was terminated at 18hr by adding 1.5ml of 0.1% trifluroacetic acid 
(TFA), the mixture was transferred to a clean tube and the gel cubes were extracted twice 
with 0.1ml of 60% ACN in 0.1% TFA. The peptide containing fractions were pooled and 
dried in an Eppendorf tube under vacuum followed by two successive washes to remove 
residual salt. 

B.J. Cuthbertson et al. / Exploitation of the Daylily Petal Senescence Model 299



The resulting lyophilized tryptic peptides were reconstituted in 0.05ml of injection 
solution [50% methanol, 0.1% formic acid (FA)], vortexed and centrifuged at 13,000 RPM 
in a tabletop centrifuge for 5min. An aliquot of 0.045ml supernatant was transferred to a 
0.3ml polypropylene injection vial and placed in the sample tray for auto injection. The 
tryptic peptides from each sample were auto-injected by an auto-sampler into a Waters 
CapLC system and separated on a C18 reverse phase column (Microtech) using 2-40% ACN 
gradient in 0.1% FA. Peptides from reversed phase chromatography were analyzed in real 
time by a mass analyzer (Waters Q-ToF micro). Instrumentation was run by Masslynx 
software.

1.3 Peptide sequencing and identification

Tryptic peptides were subjected to a number of acquisition methods including MS scan 
which measures peptide ion mass (m/z), retention time and peptide ion counts; a DDA (data 
dependent acquisition) method, which performs collision induced dissociation to selected 
ion and produce a series of fragmented ions that can be used for de novo sequencing of the 
peptide. An external calibrant, glu-fib [glu-fibrinogen peptide (Sigma)] was used to 
calibrate the mass shift. 

MS/MS fragmentation spectra were processed and searched protein databases using 
Waters ProteinLynx 2.0 Global Server software. Non-redundant, plant protein and 
SwissProt databases were searched for protein identification. Peptide mapping using tryptic 
ions searching against the theoretically digested protein databases using GPMAW 6.11 
(general protein mass analysis for windows) was done to provide the score for coverage, 
co-eluting therefore overlapping identification, as well as a second view of all ions present 
in a single gel band. All mass analysis was done in duplicate. The final protein sequences 
were double checked for accuracy. 

2. Results 

2.1 Mass spectrometry analysis of daylily peptides 

Analysis of the fragmentation spectra generated from tryptic peptides from each of the three 
time points produced a total of 1,364 different possible sequences. After repeating the 
experiment a second time and relying on searches on plant protein database, a total of 430 
different possible sequences were obtained and is selected as the focus group of our study. 
Since so few daylily proteins have been described, the actual number of unique proteins 
detected may be somewhere between each of these estimates. Many of the protein 
sequences in the non-redundant and plant protein sequence databases are from predicted 
proteins, deduced from gene (open reading frame) or transcript based (cDNA) sequences. 

2.2 Daylily signal transduction proteins 

The middle time point (T0) chosen in our pilot study of daylily senescence is uniquely 
characterized by expression of a 70kDa protein with homology to several plant protein 
kinases. The 70kDa region of the daylily SDS/PAGE gel revealed six unique sequences 
with some homology to various plant kinases (Table 1). These kinase matching peptides 
were most abundant at the middle stage of senescence (T0) and represent the strongest 
evidence indicative of plant kinase expression during daylily senescence.  

Similarly peptide mapping of the daylily proteins using GPMAW 6.11 detected 
several different kinases with a predicted digest pattern similar to those observed for the 
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daylily 70kDa protein. [The digested plant protein database identification number recorded 
by GPMAW is listed after the GPID# prefix.] Comparison to these known and predicted 
proteins from plants revealed as much as 43.9% sequence coverage for casein kinase I from 
Arabidopsis (GPID# 9759511) and 35.7% sequence coverage for putative serine/threonine 
kinase from Arabidopsis (GPID# 2476220). Nine different kinase sequences in the plant 
protein database detected by tryptic peptide mass searches exhibited 29.4-35.7% sequence 
coverage when matched against the daylily tryptic peptide masses and all were within the 
general predicted range of 70-75kDa that we estimate for the daylily protein kinase.

Plant Homologue Identity Identified Daylily Protein Sequence e-value NCBI ID#

Receptor like protein kinase 1* NLLTGPFPSVSFSKAPELLKAHPPQTR 0.8994 34915202
Serine threonine kinase* SFSGCGNGGSFKSSSGVSN 1.83783 15810437
Serine threonine kinase* YNPYTLGRKLRPKVMPRSLTVGNNK 18.9892 12278524
Inositol trisphosphate kinase SLDLDLSLAEVK 23.3053 5262190
Leucine rich transmembrane
kinase*

LKFQMRAEER 28.377 15238872

Thermosensitive
gluconokinase

FSSSSGGYNACR 6.34072 7248407

Table 1. de novo sequencing and analysis results using the ProteinLynx Global Server 2.0: Six of the
fourteen-kinase MS/MS sequence matches were from the same T0 70kDa mw range. All but three of
the plant kinase matches were from the mid phase time point. NCBI (National Center for
Biotechnology) protein ID numbers are listed. Asterisks (*) indicate putative (hypothetical) proteins.

Plant Homologue Identity Mass
(kDa)

Sequence
Coverage

GPMAW GPID#

Protein kinase family
protein†

77.3 31.6% 7487297

MAP kinase*† 76.3 32.4% 3439522
Transmembrane kinase 74.6 33.7% 3324290
Serine threonine kinase*† 74.5 35.7% 3068546
Serine threonine kinase*† 72.4 33.2% 2019698
Receptor lectin kinase* 70.4 29.4% 1523174
Kinase like protein*† 68.5 40.5% 9759133
Kinase (EC 2.7.1.37) 5 † 64.6 43.9% 421843
Casein kinase I† 53.6 43.9% 9759511

Table 2. Peptide mapping homologues for the daylily kinase observed at the 70kDa range.
GPID (plant protein digested database ID) numbers are listed. Asterisks (*) indicate putative
(hypothetical) proteins. Crosses (†) indicate more than one similar match in the database.

Daylily proteins from the 40kDa molecular weight range were observed at the T0 time point 
which exhibited homology to more than one type of cell signaling molecule including 
kinases, senescence associated proteins and nuclear factors. A glycine-rich sequence 
obtained from daylily at T0 from the 40kDa mass range matched mitogen-activated protein 
kinase kinase (MEK MAPKK) from Medicago (ID# 15528439) (Kiegerl et al. 2000) with 
an e-value of 0.24. The actual mass of the full-length Medicago MEK MAPKK homologue
is 40.5kDa including the leader peptide, but minus the 19 residue leader peptide from the 
protein sequence present in the database the protein is 38.7kDa. Considerable variability in 
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sequence and molecular weight across plant species is observed for MAPKKs of this type 
[35].

Hit no.: 27 of 400 Score: 198 
Protein: protein kinase family protein [Arabidopsis thaliana] 
ID: gi|3068546 Mass (av): 74511.59 Da pI: 8.03 Coverage: 35.7% 
mwkFKPFAQK EPAGLEGRFL EIGNLKVQVR NVIAEGGFSS VYLAQDVNHA SKqyalkHMI 60 

CNDEESLELV MKeisvlksl kghpnvvtly ahgildmgrn kkeallamdf cgkslvdvle 120 

nrgagyfeek qaltifrdvc navfamhcqs priahrdlkA ENLLLSSDGQ WKLCDFGSVS 180 

TNHKIFERae emgieednir kyttptyrap emwdlfrrem isekvdiwal gcllfricyf 240 

knafdgeskl qilngnyrip espkysvfit dlikemlqas pderpditqi wfrvneqlpa 300 

nlqkSLPDRP PEMQSTGVHD GSSKSATKPS PAPRRSPPPP PPSSGESDSG GPLGAFWATQ 360 

HAKtsvvsed nknmpkFDEP NSNTSKSERV RVDSHQPKKP SPVRgeargi qrNKDLETTI 420 

SQKNTTPAAA NNMTRvskdd afnsfvadfd ttkfdngnkp gkeealeaei qrlkdelkqt 480 

ksekAEITAK feklsaicrs qrQELQDLKq tlasksasps psrdssqnqp spgmhsmsst 540 

psrdkmegtm welqqdrsnw stgssdtnsw qpfsdeakpv mesaskgnnn tinqsvrtrS 600 

KPASAAGTQG FEPWGFETES FRaaatsaaa tsasgtqrsm gsgnstsqry gnskmrenqk 660 

taqpagwagf 670 

Figure 1. Putative serine/threonine kinase from Arabidopsis. This GPMAW result from the 
digested plant protein database gave the highest sequence coverage for a predicted protein in the
size range observed for the 70kDa daylily protein from T0. There is a strong correlation between
serine/threonine kinases of this size and the hypersensitive response to pathogens in plants that
prevent infection by rapidly induced cell death. Kinases of this type induce immediate early 
response to pathogens in minutes (15-30) leading to the onset of cell death in a matter of hours .
Coverage areas for MS ions obtained from daylily at T0 are highlighted in bold capital text.

The second tryptic peptide from this band matched to a protein kinase like protein 
from Arabidopsis (ID# 7270019) with an e-value of 2.56, which has a predicted molecular
weight of 46.1kDa including the predicted leader sequence. GPMAW analysis of MS ions 
from this range revealed few hits for protein kinases. Another daylily protein from this 
range exhibited homology to a protein sequence that has been named senescence-associated
family protein from Arabidopsis (ID# 18398541) with an e-value of 6.20905, which is a 
peptide (14.9kDa including the leader sequence) predicted by conceptual translation from
the Arabidopsis genome. GPMAW analysis of MS ions from this region of the daylily gel 
revealed 12.9-15.3% tryptic sequencing coverage for each of three different predicted
senescence associated proteins from Arabidopsis (GPID# 4257200, 1283689 and 1840848), 
each of these matches were approximately 46kDa.

Plant Homologue Identity Identified Daylily Protein Sequence e-value NCBI ID#

WRKY transcription factor
24*

SLNNKFASFLDKVR 1.36179 15384231

Putative transcription
factor*

NNKFAPHLDKVR 4.79811 41469336

MEK map kinase kinase SGGGGNGLGSGKER 0.24359 15528439
Protein kinse* VPNSGSSVSMSVSVAFGHTTLPFGAE 2.56105 7270019
Senescence associated
protein*

LSSLHAKELKYEELKRADR 6.20905 18398541

Table 3.  de novo sequencing matches from the T0 40kDa mw range.
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Plant Homologue Identity Mass (kDa) Sequence
Coverage

GPMAW PPID#

Senescence-associated protein*† 45.8 15.3% 1840848
Senescence-associated protein 46.5 12.9% 1283689
Protein kinase 64.9 11.0% 1522146
Putative zinc-finger protein*† 47.4 11.8% 3827552
MYB transcription factor† 42.2 16.3% 4161920

Table 4. Peptide mapping revealed several homologues for signal transduction
proteins observed at the 40kDa range. Asterisks (*) indicate putative (hypothetical)
proteins. Crosses (†) indicate more than one similar match in the database.

Finally, the 40kDa range of T0 also contained a daylily protein sequence obtained 
from MS/MS analysis with homology to WRKY transcription factor from Arabidopsis (ID#
15384231), which are involved in many plant cell processes involving response to 
pathogens. GPMAW analysis also revealed several hits for putative daylily transcription 
factors including a putative zinc-finger protein from Oryza and the MYB transcription
factor from Arabidopsis (GPID# 3827552 and 4161920). Each of these putative 
homologues corresponds to the molecular mass range in which the daylily protein 
sequences were observed.

A large protein (116kDa) in the T12 time point sample contained a tryptic peptide
with sequence homology to a predicted nuclear protein kinase from Oryza (ID# 23237831). 
This daylily tryptic peptide matched to the Oryza homologue with an e-value of 2.69. Very 
few intact proteins were observed at this relatively high molecular weight range in the T12

time point. Finally, one of the most obvious hits for a daylily nuclear factor was also 
observed at T12 in the form of a sequence with homology to Anthocyanin 1, a basic helix-
loop-helix protein that directly regulates transcription of structural anthocyanin genes [36].

3. Discussion

Detection of a daylily kinase that is induced in the mid-senescence time point (T0 – time of 
flower opening) indicates that this type of cell signaling enzyme may function to regulate 
the senescence process. The T0 time point is when flower opening occurs and can be
viewed as the starting point for petal death, which occurs rapidly in daylily. Plant kinases
(including transmembrane and cytoplamsic) are known to participate in the regulation of 
cell death in response to infection [12,14-16]. Pto is a good example of a serine/threonine 
kinase [19,37] that directly regulates the hypersensitive cell death response to pathogenic
Pseudomonas [38].

Pto can induce cell death in leaves rapidly (less than 24hr) in response to pathogenic 
stimulation [19,37]. The daylily 70kDa kinase matches closely in function to Pto and is 
within the molecular weight range of plant serine/threonine kinases. NtACIK1 is a 
serine/threonine kinase that is very similar to Pto [39], which is observed to be one of the 
immediate early response genes for disease resistance. This kinase can be induced within 
15-30min after pathogen stimulation and subsequently functions to prevent infection. It is 
possible that the daylily kinase expression is sensitive to environmental queues such as 
photoperiodicity as the pathogen induced kinases that regulate hypersensitive response cell 
death. In the case of the hypersensitive response in cell death there are cell surface
receptors that are compatible with molecules that certain pathogens produce, which initiate
the signal transduction cascades. 

It is not at all clear at this point how a putative light based signal could be 
transduced to the daylily kinase. The loss of chloroplasts in daylily tissues that mature into
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petals accompanies the petal senescence process. Since chloroplasts contain photosynthesis 
machinery it is possible that the degradation or complete absence of such light sensitive 
biological molecules is connected to the induction and/or activation of the daylily 70kDa 
kinase. Certainly, the transcriptional regulation of the daylily kinase is of great interest 
given the induction of expression at T0. It is possible that the control of this type of cell 
signaling molecule is a key regulator of daylily petal senescence as well as the plant cell 
death process in general.

Not only were cytoplasmic signal transduction proteins observed, but also nuclear 
proteins were expressed at high relative levels in the T0 time point. The expression of a 
WRKY type transcription factor at T0 is another association with the pathogen response in 
plants since these factors are associated with disease resistance [20-22,25]. Furthermore, 
the actual MS/MS sequence obtained from T0 that matched WRKY also matched to other 
putative proteins described generally as disease resistance proteins deduced from 
conceptual ORF translation or expressed gene sequences from other plant species. It has 
been observed recently that receptor-like protein kinases that regulate cell death are under 
transcriptional control of WRKY transcription factors [17].

In the case of daylily petal senescence the WRKY and disease resistance like 
proteins are likely regulating the expression of proteins that are important mediators of cell 
death and the established precedence of association with kinases suggests that there may 
also be a link between this type of transcription factor and a senescence kinase in daylily. 
Moreover the auto regulatory nature of members of the WRKY family indicates that that 
the signaling cascade that the daylily kinase is participating in is further regulating the 
production of WRKY transcription factors. Since the daylily 70kDa kinase is expressed at 
the same time point there is a good possibility that we are observing a window into the 
senescence process that contains both a transcription factor and the proteins encoded by 
downstream activated target genes, which are functioning to carry out the senescence 
process. If this is the case then transcriptional regulatory elements that are being utilized to 
express these proteins may be interesting subjects for future genetic manipulation of plants 
for the purpose of arresting or altering the onset of senescence.

The final time point examined in our study was characterized by expression of a 
protein in the 205kDa range that provided an MS/MS sequence with only one plant protein 
identity for a germ cell specific nuclear protein kinase. The potential exists that this is a 
large protein that functions during the senescence process in petals that happens to exhibit 
homology to haploid germ cell specific kinase. Expression of the Anthocyanin1 
transcription factor at T12 along with a protein that exhibits homology to a kinase indicates 
the possibility that we are observing the remaining components of a signal transduction 
cascade that is responsible for pigment production in daylily petals.

It is therefore likely that multiple signal transduction cascades are functioning at the 
mid to late stages of daylily petal senescence. These results reveal that macromolecule 
degradation and nutrient reuptake, which are hallmarks of the daylily petal senescence 
process, are not the only physiological activities that have relevance to the senescence 
process. More importantly our results provide data from multiple time points during 
senescence that can be used to examine genomic elements that may control the senescence 
process. These data have great potential for further exploration and direct application given 
that genomic tools already exist for daylily [40].
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Abstract. At the higher level of chromatin compaction, nuclear DNA is arranged into 
the loop domains by periodical attachment of chromatin fibre to the nuclear matrix. 
Previously we have demonstrated the regular cleavage of nuclear DNA into ~300 kb 
and 50-100 kb high molecular weight (HMW) DNA fragments, which represent DNA 
loop domains or their associates. Here we show that the pattern of excision of DNA 
loop domains varies in plant tissues differing by the proliferative activity and/or 
differentiation status. The least HMW-fragmentation was observed in the embryos of 
dry quiescent seeds, whereas the induction of growth and development was 
accompanied by the increased excision of DNA loop domains, which was the most 
prominent in differentiated and senescent tissues. Analysis of the embryos from the 
aged rye seeds also demonstrated that the loss of germination capacity was 
accompanied by decreased excision of chromatin loop domains. The results thus 
demonstrate that the pattern of excision of DNA loop domains possesses a dynamic 
feature and reflects changes in physiological activity of plant tissues. We hypothesize 
that excision of DNA loop domains is related to DNA metabolic processes in a cell 
nuclei and is necessary for maintaining the active physiological status of plant tissues. 

Introduction

There are several orders in hierarchy of chromatin structures, which exhibit different 
degrees of condensation and organization of the genome. The first order chromatin 
structure is 10-nm chromatin fiber, which represents the nucleosome array. Coiling of the 
nucleosome array into solenoid-like structures results in 30-nm fiber, which provides the 
second order chromatin structure. At the higher level of chromatin compaction, nuclear 
DNA is arranged into the loop domains by periodical attachment of chromatin fiber to the 
nuclear matrix. Chromatin loops represent the basic structural components of the higher 
order chromatin folding, which are maintained during the cell cycle and in differentiated 
cells.

An increasing number of facts suggest existence of the strong relationship between 
chromatin structure and function in the cell nucleus. Changes in functional state of the cell, 
such as proliferation arrest, differentiation, or senescence, are accompanied by considerable 
rearrangements of chromatin structures, which can be related to changes in the activity of 
DNA metabolism, especially at the level of replication and transcription. Such functional 
rearrangements in chromatin structures are studied mainly at the level of nucleosome 
arrays. Numerous facts of evidence suggest, however, that the chromatin rearrangements 
could involve DNA regions as long as of 100 kb, thus being comparable with the size of 
individual chromatin loop domains. While chromatin changes at the nucleosomal level are 
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exhaustively analyzed, the little is known about the changes in chromatin structure at the 
higher levels of chromatin folding. 

Previously we showed that regular DNA cleavage into high molecular weight 
(HMW) DNA fragments can be induced in intact nuclei, resulting in formation of ~300 kb 
and 50-100 kb fragments [1]. The pattern of induced HMW-DNA cleavage in isolated 
nuclei was essentially similar to that found in high-salt-extracted nuclei [2,3], suggesting 
that HMW-DNA fragments represent DNA loop domains or their associates. In this study 
we demonstrate the distinct pattern of HMW-DNA cleavage in plant tissues differing by the 
proliferative activity and differentiation status. We also show that two different types of 
plant senescence, namely, senescence of coleoptile of developing rye seedling and the loss 
of viability of the long term stored rye seeds, were also accompanied by changes in HMW-
DNA fragmentation pattern. 

1. Experimental Procedures 

1.1. Preparation of Intact Nuclear DNA Embedded in Agarose 

Nuclei were prepared from the various tissues of pea (Pisum sativum) and maize (Zea
maize) seedlings, embryo of dry and moistened seeds, and seedlings of S. cereale, and from 
seedlings and cultured in vitro tissues of C.capillaris. Fresh plant tissue (0,2-1,5 g) was 

ground in a prechilled mortar and pestle on ice with 3-5 ml of cold (4 C) nuclei isolation 
buffer (50 mM Tris HCl, pH 8.0; 0,3 M mannitol, 2,5 mM MgCl2; 0,05 mM 

-mercaptoethanol, 0,5 mkM phenylmethylsulphonyl fluoride (PMSF)). Extra buffer was 
added to bring the final volume to 10-12 ml, and suspension was filtrated through 4 layers 

of cheesecloth. Nuclei were then pelleted by centrifugation at 1500g at 4 C for 10 min and 
washed once more. Finally, nuclei were resuspended in the isolation buffer to concentration 
about 106-107 nuclei×ml-1, mixed with an equal volume of 1% low melting temperature 

agarose preheated at 37 C and applied to a mold to form the plugs. 
Histone depleted nuclei (nucleoids) were obtained by incubation of agarose-

embedded nuclei in extraction buffer (2M NaCl, 10 mM TrisHCl, pH8.0; 1 mM EDTA, 
0,5 mkM PMSF) at 4oC twice for 30 min, and then washed 4 times for 25 min with the 

same buffer without NaCl. Extracted plugs were treated for 1-3 h at 45 C in lysis buffer (10 

mM EDTA; 1% SDS) and stored in the same buffer at 4 C.

1.2. Pulsed Field Gel Electrophoresis 

Samples were fractionated in 1% agarose gel in 0.5×Tris–borate–EDTA buffer for 18-42 
hours at the voltage gradient of 5 V/cm by filed inversion gel electrophoresis (FIGE) with 
constant (8 sec) or exponentially increasing pulse time (from 1 to 50 sec) and forward/back 
time ratio 3, p.p. 1. These running parameters allow resolving of  fragments with size up to 
300 kb in the first case and up to 600 kb – in the second one  The gels were stained with 
ethidium bromide and photographed in UV-light. 

To evaluate the residual noncleaved DNA left on the gel start, the agarose blocks 
were removed from the gel pockets, transferred to microtubes, and incubated at 65°C for 2 
h with a presence of 10 mM EDTA, 1% SDS, and 200 mg/ml proteinase K. Then the 
samples containing melted agarose with the residual DNA were poured into the pockets of 
a fresh 1% agarose gel and the DNA was fractionated at the constant current under electric 
field strength of 5–7 V/cm for 2–4 h. 
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2. Results 

2.1. Dynamics of HMW-DNA Fragmentation Patterns in Plant Development 

To investigate the possible rearrangements in higher order chromatin structure during the 
plant development, we examined the patterns of HMW-DNA fragmentation in nuclei 
prepared from various plant tissues, which differ by age, differentiation level, or 
proliferative status. We found that the pattern of HMW-DNA fragmentation varies during 
germination of the seeds (maize or pea) (Fig.1). The efficiency of HMW-DNA cleavage in 
developing seedlings progressively increased in parallel with increase of the imbibition
time. Probably the induction of the physiological activity of the plant tissues is 
accompanied by enhanced excision of DNA loop domains.

Figure 1. Changes in the pattern of HMW-DNA fragmentation during plant development. Nuclei from the 
embryos of dried and imbibed for various periods of time maize (panel A) and pea (panel B) seeds were 

isolated, embedded into agarose and extracted with NaCl to obtain nucleoids. Nucleoids were then treated 
with SDS (SDS +) followed by fractionation in FIGE. For comparison, as a control, nucleoids were 

fractionated without SDS treatment (SDS –). Patterns of HMW-DNA cleavage are shown in upper parts.
The lower panels show the levels of non-cleaved intact DNA removed with agarose blocks from the wells

after FIGE fractionation.

Data in Figure 2 demonstrate differences in the pattern of HMW-DNA
fragmentation in the high-salt-extracted nuclei prepared from the apical and the basal part 
of leaves, as well as in the high-salt-extracted nuclei preparations from the apices and the 
rest of the roots of the maize seedlings. In both cases the efficiency of excision of DNA 
loop domains was increased in proliferatively quiescent differentiated tissues as compared
to the proliferatively active meristematic cells.
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Figure 2. Increase in the efficiency of HMW-DNA fragmentation
in proliferatively quiescent differentiated cells of maize seedlings.
Nuclei from basal (lane 1) or apical (lane 2) parts of leaves from
10-days-old maize seedlings, and apical (lane 3) and central part 
(lane 4) of roots from 5-days-old maize seedlings were isolated,

embedded in agarose, and extracted with NaCl to obtain 
nucleoids. Nucleoids were then treated with SDS followed by
FIGE-fractionation. The lower panels show the results of re-

fractionation of non-cleaved DNA left at the gel start by
conventional gel-electrophoresis.

Similarly, marked enhancement of the excision of DNA loop domains was observed 
in proliferatively quiescent leaf tissue of mature plants as compared to the proliferatively 
active seedlings (Fig. 3, A) or de-differentiated proliferatively active callus tissue culture of
Crepis capillaris (Fig. 3, B). The results further suggest the tight relationship between the 
efficiency of the excision of DNA loop domains and physiological status of the tissues. 

Figure 3. Varying pattern of HMW-DNA fragmentation in 
tissues differing by proliferative activity. Nuclei from different
tissues of C. capillaries were isolated, embedded in agarose and

treated with SDS followed by fractionation by FIGE. The patterns
of HMW-DNA cleavage were compared in nuclei prepared from
2-days old seedlings and leaves of the mature plant (lanes 1 and 

2, respectively),
and in nuclei of the mature plant and in vitro cultured

rhizogenous callus of C .capillaris (lanes 3, 4, respectively).

2.2. Changes in the HMW-DNA Fragmentation Pattern in Senescent Plant Tissues 

We analyzed next the changes in the HMW-DNA fragmentation pattern during senescence 
of plant tissues. Two distinct models were chosen, p.p. coleoptile of developing rye 
seedlings and rye seeds stored for different periods of time. Coleoptile in cereals is 
functional for a relatively short period of time at the early stages of ontogenesis, and dies 
quickly as the seedling grows and develops. Seed ageing is accompanied by the gradual 
decline in the germination rate as an integral result of many biochemical and physiological 
events.
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We found that an enhanced excision of DNA loop domains accompanies the 
senescence of rye coleoptile (Fig. 4). Indeed, both the increase of the total level of cleaved 
DNA and the increased proportion of 50-100 kb DNA fragments, as compared to the 300 
kb DNA fragments, were observed in senescent coleoptile (Fig. 4A). It should be noted that 
enhanced excision of the DNA loop domains was found in the apical part of the same
coleoptile as compared to its basal part (Fig. 4B). 

Figure 4. Enhanced excision of loop domains
during senescence of rye coleoptile. Panel A. 

Nuclei prepared from coleoptile of rye seedlings of
different age were isolated, embedded in agarose, 

extracted with NaCl to obtain nucleoids. Nucleoids
were then treated with lysis buffer and fractionated

by FIGE. Panel B. The results of FIGE 
fractionation of nucleoids from basal (lane 1) and 
apical (lane 2) parts of coleoptile from 5-days-old

rye seedlings.

Analysis of the aged rye seeds demonstrated also changes in excision of DNA loop 
domains during rye seed ageing (Fig. 5). We found that after 4 years of seed storage the 
germination ability of rye seeds dropped to 40%, and less then 10% of seeds remained
viable after 7 years of storage (results not shown). The loss of the germination ability of
aged rye seeds was accompanied by decrease in excision of loop domains, which was 
observed as the overall decline in DNA fragmentation in parallel with decrease in amount
of 50 kb fragments (Fig. 5A). The further stimulation of endogenous nucleases by 
incubating the agarose-embedded nuclei in the presence of magnesium ions showed also 
the decline in the Mg-induced high molecular weight DNA cleavage (Fig.5B). 

3. Discussion 

Our results demonstrate an ordered disintegration of nuclear DNA into two types of HMW-
DNA fragments of about 300 kb and 50 kb. Larger band represents compression region 
upon pulsed field electrophoresis fractionation [4], it covers all DNA fragments with the 
size beyond the limits of resolution (results not shown). In contrast to 300 kb fragments, the 
50-100 kb DNA fragments were invariably observed in nuclei taken from various species 
including animals and plants regardless of the methods of DNA fractionation [1,5-9]. 
Interestingly, essentially similar patterns of HMW-DNA cleavage were observed both in 
intact and in high-salt-extracted nuclei [2,3]. As high-salt-extracted nuclei comprise nuclear 
matrix with attached halo of DNA loops which size ranged from 30 to 100 kb [10, 11], one 
can suggest that observed 50 kb DNA fragments represent excised DNA loop domains.
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Figure 5. Decreased level of HMW-DNA fragmentation in 
embryos from aged rye seeds. Panel A. Nuclei were isolated 
from the embryos of the seeds stored for one (lane 1), four 
(lane 2), and seven (lane 3) years, treated with lysis buffer 

followed by FIGE-fractionation. Panel B. The same
preparations as in the panel A with exception that HMW-
DNA cleavage was induced by additional incubation in 

Mg2+-containing buffer before the lysis. Patterns of HMW-
DNA cleavage are shown in the upper parts. The lower

panels show the levels of non-cleaved intact DNA removed
from the wells after FIGE fractionation.

Analysis of a number of nuclear preparations revealed no obvious fragments in 
nuclear DNA after fractionation of deeply salt extracted nuclei by pulsed field gel 
electrophoresis. Only in the embryos of the non-viable seeds or in senescent coleoptile, 
some disintegration of nuclear DNA into 50-100 kb fragments have been detected (data not 
shown). At the same time our results show that the treatment of plant nuclei as well as 
nucleoids with strong protein denaturants (SDS) results in ordered disintegration of nuclear 
DNA into HMW fragments. This suggests that ds-DNA breaks leading to the formation of 
HMW-DNA fragments are clumped by the high-salt-resistant proteins, which the most
probably are representing the component of the nuclear scaffold.

Our previous study on DNA fragmentation in nuclei, extracted with 2M NaCl 
(nucleoids), reveals the nuclease activity resistant to the salt extraction [12, 13]. The 
properties of this salt extraction-resistant nuclease, namely, i) necessity for protein 
denaturants for visualization of HMW-DNA fragments, ii) formation of protein-associated 
DNA breaks, iii) sensitivity of the fragmentation to the topoisomerase II (topoII)-specific 
poisons (e.g. etoposide and teniposide), and iv) relegation of cleaved DNA fragments into 
noncleaved DNA under conditions favorable for the topoII-dependent rejoining reaction 
[2,3,12,13], add an essential credence to the idea for the involvement of scaffold-associated 
topoII-like activity in the excision of DNA loop domains. This is consistent with the reports 
showing that topo II is a major component of nuclear scaffold (see for review [14]) and 
interacts with matrix associated regions (MARs), which comprise the specific class of 
genome sequences that anchor DNA to the nuclear matrix proteins (see for review [15,16]). 
DNA topoisomerases form a unique class of enzymes that change the topological state of 
DNA by breaking and rejoining the phosphodiester backbone of DNA [14]. Thus, changes 
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in the pattern of HMW-DNA fragmentation may reflect the changes in higher order 
chromatin organization at the level of chromatin loop domains. 

We demonstrate here that the intensity of HMW-fragmentation in geeply salt-
extracted nuclei varies in different plant tissues, and apparently is related to physiological 
activity of plant tissues, namely, their differentiation status and the level of senescence. The 
lowest intensity of DNA loop excision was observed in low-active nuclei from embryo of 
dry seeds and, interestingly, the loss of viability of aged seeds was paralleled by decrease in 
the capacity to excise DNA loop domains. Germination and development of seedlings was 
accompanied by the progressive increase in HMW-DNA fragmentation, and the most 
intensive level of HMW-DNA fragmentation was observed in differentiated tissues, such as 
mature leaves and roots, or senescent tissues, e.g. coleoptile of rye seedlings. The data thus 
suggest that chromatin organization at the level of loop domains possesses dynamic feature, 
and reflects changes in physiological status of the plant tissues. 

Taken together, our data demonstrate that changes in the physiological status of the 
plant tissues are accompanied by the changes in the pattern excision of DNA loop domains. 
This suggests that higher order chromatin structure possess a dynamic feature, which varies 
during development and correlates with the overall metabolic activity of plant tissues. 
Whether the dynamic feature of the loop domain reflects changes in chromatin accessibility 
to nuclease, or results from the increase in the enzymatic activity of matrix-associated 
nucleases needs further elucidation. 
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Maintenance of Stomata Function is Required 
for Containment of Hypersensitive Response 

Per MÜHLENBOCK 
Department of Botany, Stockholm University,
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Abstract. Using artificial restriction of gas exchange and pathogen infection we 
have set out to investigate the role of stomata in biotic stress. Stomata function is 
imperative for the plant’s interaction with its environment. This is widely accepted 
for abiotic interactions but the stomata functions in biotic interactions are only 
starting to elucidate. Many plant - pathogen interactions involve a defence system 
termed the hypersensitive response a kind of programmed cell that increases the 
plant’s resistance against another pathogen attack. Stomata close in response to 
elicitors and to avirulent bacterial infection. By artificially restricting gas exchange 
we aim to mimic the effects of closing stomata and to study its effects on 
development of disease symptoms. 

Introduction 

Plants have evolved several different strategies to be able to cope with biotic stress. One of 
these is the development of the hypersensitive response (HR) [1-3]. This programmed cell 
death response is one of the more efficient of the plant defences against pathogen infection. 
In the light of a previous study were we investigated the spread of uncontrolled HR in the 
lsd1 mutant of Arabidopsis thaliana, we hypothesized that stomata conductance is pivotal 
in the control of the HR integrity. The studies of the cell death mutants lsd1, eds1 and pad4
had shown that the Runaway Cell Death (RCD) phenotype was associated with a 
simultaneous decrease in stomata conductance and increase in levels of ROS. [4] 

To mimic the effects of closed stomata we devised a simplified approach of 
restricting stomata gas exchange by blocking stomata openings with inert lanolin wax that 
proved to induce RCD in the lsd1 mutant together with increased amounts of ROS.  

We reasoned that restriction in gas exchange was able to overflow the 
photorespiration [4] and thereby contributed to an increased sensitivity to the induction and 
spread of RCD. To assess whether the artificial restriction of gas exchange had an effect on 
the cell viability in Arabidopsis thaliana wild type plants and if gas exchange plays a role 
in HR we conducted a series of simple experiments based on artificial reduction of gas 
exchange and Pseudomonas syringae infection.

Our preliminary data, presented here, indicate a role of stomata regulation during 
the hypersensitive response. 

For all experiments we grew Arabidopsis thaliana plant in SD conditions (8h, 100 
μE light and 16 darkness in 21ºC) for 4 to 6 weeks.
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1. Pathogen infection causes stomata closure 

We infected Arabidopsis thaliana plants with Pseudomonas syringae strains (DC3000 105

cfu, avrRPS4 106 cfu), as described in Rusterucci et al,. 2001. [5-7] 10mM MgCl2 was used 
as control solution.

Plants infected with virulent (DC3000) and avirulent strains (avrRPS4) of 
Pseudomonas syringae reduced stomata conductance by 50% after 48 hours compared to 
uninfected plants and reduced stomata conductance significantly compared to plants treated 
with the control solution containing 10mM MgCl2 (Fig1). The reduction was seen both in 
infected leaves (local) and in uninfected leaves of the same plant (systemic). Stomata
conductance was measured using an AP4 porometer (Delta-T Devices, Cambridge, UK). 

2. Reduced gas exchange causes HR-like necrosis 

Artificial blocking of stomata openings caused cell death in several focused areas after 48h 
in Arabidopsis thaliana leaves (Fig 2). The lesions, shown here by trypan blue staining, 
bore a phenotypical resemblance to the hypersensitive cell death like lesions described in
Rusterucci et al., 2001. [5] Cell necrosis was detected as described in Koch and Suslarenko, 
1990. [8] Artificial restriction of gas exchange was achieved by adhering strips of 
semitransparent tape to abaxial sides of 6 week old Arabidopsis thaliana (Col) leaves
directly after infection. 

3. Reduced gas exchange promotes accumulation of ROS and the spreading of cell 
death in infected plants 

At 48h post infection, combined with restriction of gas exchange there was a clear 
development of focused lesions in plants infected with the virulent Pseudomonas syringae,
DC3000 and an uncontrolled spreading of lesions in the avirulent (RPS4) infection (Fig 3). 
In both cases the phenotype was associated with an increased accumulation of ROS. 
Detection of Reactive Oxygen Species was performed as described in Mateo et al. 2004, 
using H2DCF-DA (Sigma). [4]

Arabidopsis. Pathogen infection induces stomata closure in.1ureFig

P. Mühlenbock / Maintenance of Stomata Function is Required for Containment of HR316



 control R.G

Figure 2. Cell death specific Trypan Blue stain. After 48h of artificially 
blocking gas exchange focused lesion can be detected.

Our data indicate that when plants induce hypersensitive response, a sufficient 
amount of gas exchange is important in order to prevent further spread of lesions. We have 
assessed that stomata closure is induced upon pathogen infection. We observed no 
difference in stomata conductance between the compatible DC3000 strains and the 
incompatible (giving rise to HR) RPS4 strains. Restricting gas exchange after infection
leads to formation of spot like lesions in the compatible interaction and runaway cell death
like lesions in the incompatible interaction. We propose that three things may be happening 
in the subdermal tissues when plants are exposed to the artificial restriction of gas
exchange. Due to rising levels of oxygen and decreased levels of carbon dioxide, 
photorespiration is overflowed, followed by increased levels of ROS. [4] This is supported 
by our observation that wild type forms spot like microlesions when gas exchange is 
limited.

It has been shown that the early phases of the incompatible interaction is preceeded
by localized temperature increases and that temperature differences of that magnitude are 
probable to be the effect of closing stomata. [9] Furthermore it has been proven that in 
defence responses, plants produce a range of gaseous compounds that serve as either
systemic signals or as antimicrobial agents like e.g. NO. [10] We propose that we are not 
only dealing with the trapping of metabolic substances, such as oxygen and carbon dioxide 
but also with the trapping of gaseous signals, such as NO or Me JA. It has been shown that 
NO is required for the development of HR. [3]

In a previous study, presented by Samuilov et al., 2003, it was shown that 
chloroplasts are involved in CN induced PCD and that the effects of light largely 
contributes to the spreading of the cell death. In Mateo et al., 2004 we proposed that the 
mechanism of this function lies in the chloroplasts contribution to ROS signalling. [4, 11]
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Figure 3. 48 h after infection no visible lesions were detected on infected leaves. 
When additionally restricting gas (R.G.) exchange lesion formation was clearly
detected, accompanied by an increase in ROS formation (H2DCF-DA staining). 

The role of light in the regulation of stomata conductance is a widely accepted
concept and has contributed to a great deal of the understanding of the physiology behind 
abiotic stress regulation e.g. senescence and cold acclimation. We will continue this study 
by analysing the significance and regulation of stomata conductance in biotic interactions. 
This study suggests that in the combination of abiotic and biotic stress situations, were 
stomata conductance is known to be affected, a tight control of stomata is required in order 
to prevent detrimental effects.
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Abstract. Potato mop-top virus (PMTV) is the type member of the genus 

Pomovirus characterized by a tripartite, single-stranded, positive-sense RNA 

genome. However, PMTV differs from the other pomoviruses by having an open 

reading frame (ORF) for a 8-kDa cysteine-rich protein (CRP) on RNA 3, 

downstream the triple gene block. Site-directed mutagenesis of infectious cDNA 

clones of PMTV showed that the CRP ORF is not needed for the systemic 

infection in Nicotiana benthamiana and several other hosts. CRP of PMTV was 

not capable of RNA silencing suppression in agroinfiltration tests. However, the 

expression of CRP using vectors based on Potato virus X (PVX) or Tobacco 
mosaic virus (TMV) resulted in necrotic symptoms on N. benthamiana and 

tobacco plants, respectively. Sequencing of PMTV isolates obtained from the 

field revealed significant sequence variability of the CRP. These data suggest that 

the functions of CRP may be expressed only in certain hosts or at certain phases 

of the PMTV infection cycle.  

Introduction 

Potato Mop-Top Virus (PMTV) is one of the causative agents of potato ‘spraing’ disease 

worldwide and induces spraing symptoms (brown rings and arcs) in potato tuber flash 

[1]. The molecular basis for this type of symptoms has not been identified. There are 

indications of variation in virulence/pathogenesis between PMTV isolates as tested in 

indicator plants [2], but molecular basis for that is not understood. 

PMTV, a type member of genus Pomovirus, consists of tripartite single-stranded 

RNA genome of positive polarity, organised into 8 ORFs. RNA 1 and RNA 2 encode 

viral replication and encapsidation/transmission functions, respectively [3, 4]. RNA 3, the 

smallest RNA in PMTV genome, encodes a triple gene block (TGB) involved in cell-to-

cell movement of the virus [5] and a 8K cyctein-rich protein (CRP, ORF4) that in earlier 

study was reported not to function in virus replication, accumulation, movement or 

virulence in Nicotiana benthamiana host [6]. However, there is no conclusive evidence 

Cell Biology and Instrumentation: UV Radiation, Nitric Oxide and Cell Death in Plants
Y. Blume et al. (Eds.)

IOS Press, 2006
© 2006 IOS Press. All rights reserved.

320



that this protein is expressed in infected plants. Another pomovirus Broad Bean Necrosis 
Virus (BBNV) also carry ORF for a small 6K protein [7]. However, this protein does not 

contain cysteine/histidine motifs resembling zinc-binding domains characteristic for 

‘zinc-finger’ proteins and some regulatory proteins including many viral proteins and 

transcription factors. Moreover, there is no sequence similarity between BBNV 6K 

glycin-rich protein and PMTV 8K CRP [7, 8]. Two other pomoviruses BSBV and BVQ 

do not carry ORF4 on RNA 3 and do not encode CRP similar to the PMTV 8K. 

Analysis of the sequences for PMTV CRP from several isolates revealed 

considerable sequence variability at amino acid level [2] with amino acid sequence 

identity being as low as 88% when compared Danish and Swedish isolates. However, 

sequences of CRP from Swedish and Todd (Scottish) isolates appeared to be identical. 

One of the characteristic features of all sequenced Danish isolates appeared to be the 

replacement of the AUG start codon of the CRP ORF by GUG start codon. Thus, based 

on the sequence comparison of different isolates, PMTV CRP can be divided into two 

groups: Danish type and Swedish type of CRP.

In several virus genera including Hordei-, Peclu-, Beny-, Furo- and Tobraviruses
CRPs were shown to be pathogenesity determinants and appeared to be effective 

suppressors of host defense mechanism against invading nucleic acids known as RNA 

silencing [9-11]. However, PMTV CRP has no statistically significant similarity to the 

aforementioned CRPs.  

Despite of the worldwide distribution of PMTV and its high economical impact 

on modern agriculture, little information is available on virulence variation between 

isolates and virus pathogenesity determinants. In this study we have shown that the 

PMTV CRP is a candidate virulence factor of the virus. 

1. Sequence analysis of PMTV CRP 

Previous amino acid sequence analysis revealed that the CRP is the least conserved 

PMTV protein [2; our unpublished data]. Alignment of the PMTV CRP sequences 

available for six virus isolates, Swedish (Sw), Todd and four Danish isolates (D, D54-10, 

D54-15 and D54-19) [2; our unpublished data], revealed identity of the Sw and Todd 

isolates and a close relation of the four Danish isolates, which were distant from the Sw 

and Todd isolates. The most remarkable feature of the Danish isolates is an absence of 

the CRP initiator AUG codon replaced with GUG encoding Val [2].  

To predict probable properties of PMTV CRP, we further analysed its sequence. 

The central region of the protein was found to be highly hydrophobic, indicating that 

PMTV CRP could interact with cell membranes.  

2. CRP is not essential for PMTV virulence, accumulation, and systemic movement 
in several hosts.

Re-examination of the pPMTV-3 [6] sequence revealed that ORF for 8K CRP starts with 

GUG codon instead of AUG and bears Danish type of the CRP. To test whether the type 

of the CRP influence PMTV infection phenotype in N. bentamiana, we obtained 

recombinant PMTV carrying Swedish type of the CRP by replacing the 8K gene in 
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pPMTV-3 clone with corresponding sequence from a clone for Swedish isolate using 

convenient restriction sites. N. bentamiana plants inoculated with in vitro synthesized 

RNAs transcribed from the full-length infectious PMTV cDNA clones for RNA1, RNA 2  

[6] and new clone for RNA 3 (pPMTV-3-Sw8K) developed symptoms undistinguishable 

from those induced by a wt inocolum at 14 dpi. DAS-ELISA and Northern blot analysis 

did not reveal any differences in accumulation of the virus and viral RNA in two types of 

samples analyzed both in inoculated and systemically infected leaves. Thus, the type of 

the 8K gene in PMTV genome does not have any effect on virulence, accumulation, and 

long-distance movement of the virus in N. bentamiana.

Previously, it was reported that the presence of CRP ORF is dispensable for 

systemic virus movement in N. benthamiana [6]. To address the possible role of the CRP 

in systemic virus movement and symptom expression in the hosts other than N.
benthamiana, PMTV mutant carrying the deletion of CRP cistron [6] was used for 

inoculation of Nicotiana debneyi, Nicotiana tabacum cv. Samsun and Nicandra 
physalode. However, in all experiments no significant differences were found in systemic

virus movement and symptom expression of PMTV deletion mutant in comparison to wt 

virus.

3. PMTV CRP influence on TMV and PVX symptom expression 

To study whether PMTV CRP could have an effect on infection phenotypes of 

representatives of two other plant viral genera, the CRP gene was inserted into 

engineered cDNAs of Tobacco mosaic virus (TMV, genus Tobamovirus) and Potato 
virus X (PVX, genus Potexvirus).

A TMV-based expression vector TMV30B [12] was modified to give 

TMV30B[PMTV-CRP] carrying the PMTV CRP gene under control of a subgenomic 

RNA promoter. As it was reported previously [12], the parental construct TMV30B 

caused no visible symptoms on the inoculated leaves of N. benthamiana and displayed 

mild mosaic on the systemically infected leaves. TMV30B[PMTV-CRP] was also able to 

infect N. benthamiana leading to the development of localized necroses about 2 mm in 

diameter on the inoculated leaves at 4 dpi. Later on, these necroses expanded to cover 

substantial part of the leaf surface. At 7-9 dpi TMV-30B-8K developed mild systemic 

mosaic closely resembling that caused by TMV-30B. Dot-blot RNA analysis with a 

PMTV CRP probe failed to detect CRP gene in leaves systemically infected with 

TMV30B[PMTV-CRP], suggesting that the CRP gene was eliminated from the 

recombinant viral genome during the viral infection. When the PMTV CRP gene with a 

translation termination codon six nucleotides downstream of the CRP start codon was 

introduced into TMV-30B similarly to the native gene, the resulting virus had an 

infection phenotype similar to that of the parental vector TMV-30B (data not shown), 

indicating that the observed necrotization of N. benthamiana leaves inoculated with 

TMV30B[PMTV-CRP] resulted from expression of PMTV CRP. To test if the PMTV 

CRP effect on the recombinant TMV was host-specific, we compared infection patterns 

of TMV30B and TMV30B[PMTV-CRP] in another tobacco species, N. tabacum cv. 

Samsun (nn). Infection of this host with TMV30B causes mild systemic mosaic [13]. In 

control plants infected with TMV30B, TMV-specific RNA was readily detected in both 

the symptomless inoculated leaves and systemic leaves showing mosaic symptoms. In 
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contrast to TMV30B, leaves inoculated with TMV30B[PMTV-CRP] displayed small 

necrotic lesions about 1-2 mm in diameter at 4 dpi. RNA blot analysis revealed that 

TMV30B[PMTV-CRP] is accumulated in the inoculated leaves to lower levels than 

TMV30B. The upper non-inoculated leaves remained symptomless in most of 

TMV30B[PMTV-CRP]-infected plants, and TMV RNA was not detected in these leaves. 

In 20% of plants (4 out of 20 inoculated plants in two repeated experiments), systemic 

symptoms were observed similar to those produced by TMV30B. In these leaves, TMV 

was readily detected by RNA blotting, however a CRP-specific probe failed to detect the 

presence of CRP gene, pointing to its elimination from the recombinant genome during 

the virus multiplication. 

The PMTV CRP gene was inserted into an engineered PVX cDNA to yield a 

PVX[PMTV-CRP] chimera. This construct was inoculated onto N. benthamiana plants, 

along with PVX used as a control. Systemic infection with PVX caused mild mosaic 

symptoms on the upper non-inoculated leaves at 7 dpi while the inoculated leaves 

remained symptomless. In contrast, PVX-8K caused localized necroses on the inoculated

N. benthamiana leaves at 5 dpi, followed by the development of severe necroses and 

wilting of the whole upper non-inoculated leaves 9 to 10 dpi. 2 to 3 days later these plants 

died. This finding suggests that PMTV CRP expressed in the PVX genome dramatically 

enhances the symptom severity of PVX.  

Being considered in total, our data show that despite the PMTV CRP is not 

capable of RNA silencing suppression in agroinfiltration and cross-protection tests [our 

unpublished data], it induces necrotization of virus-infected tissues when expressed in the 

background of PVX and TMV genomes. Our findings as a whole suggest that PMTV 

CRP is a determinant of viral virulence and this conclusion could not be simply drown 

from analysis of the PMTV CRP knockouts in N. benthamiana, N. debneyi, N. tabacum 
and N. physalode but rather by conducting comprehensive analysis of the phenotypes 

induced by expression of the protein from heterologous viruses. Therefore, further studies 

in potato, a natural host of PMTV, are needed to determine the role of the PMTV 8K 

CRP in the virus life cycle.  
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Abstract. Nitric oxide (NO) is a precursor of reactive nitrating species, peroxynitrite 

and nitrogen dioxide, which modify proteins to generate oxidized species such as 3-

nitrotyrosine that has been used as a hallmark of peroxynitrite-mediated oxidative stress 

on proteins. A growing body of evidences indicates that NO also regulates a myriad of 

physiologic responses by modifying tyrosine residues. As a result of these 

investigations, the cytoskeleton becomes the main cellular fraction containing 

nitrotyrosinated proteins, and -tubulin is the major target. 3-Nitrotyrosine is 

posttranslational incorporated into the carboxyl terminus of the -tubulin molecule by 

tubulin-tyrosine ligase. Incorporation is similar to the unmodified tyrosine residue, but 

is irreversible in comparison to tyrosination/detyrosination. Nitration can occur on 

animal -tubulin at sites other than the C-terminus. We positively identify Tyr-161 and 

Tyr-357 as two specific amino acids endogenously nitrated. Regarding the 

nitrotyrosination of --tubulin, we reconstructed the spatial structure of nitrotyrosinated 

plant -tubulin isoforms and modeled the possible mechanisms of this posttranslational 

modification on cellular processes. Reconstruction of -tubulin from goosegrass, and 

the redistribution of surface electrostatic charge, revealed that the nitration of Tyr-161 

increases the negative electrostatic potential in the lateral contact interface of the 

molecule (H4-S5 region). The nitration of Tyr-357 results in more significant 

reorganizations of the molecular surface structure in comparison with nitration of Tyr-

161. We can predict the influence of Tyr-357 nitration on the interaction with GTP 

molecule that is attached to -tubulin of next dimer. We also assume that nitration of 

Tyr-161 and 357 can increase their ability to undergo  phosphorylation. The results of 

reconstruction the spatial structure goosegrass -tubulin with detyrosinated, tyrosinated 

and nitrotyrosinated C-termini testify that these modifications change substantially the 

flexibility of the -tubulin C-terminal domain. The tyrosination increases substantially 

the mobility of the C-terminus. The breakdown of the tyrosination/detyrosination cycle 

due to incorporation the nitrotyrosine into C-terminus should resulted in the 

predominance of short-time living microtubules over long-time living microtubules. 

The modelling of -tubulin interaction with MT-binding domain of dynein heavy chain 

allows us to speculate that nitrotyrosination can influence tubulin-MAP recognition and 

interaction.  

Introduction 

Nitric oxide (NO) is one of the 10 smallest molecules in nature and has been a favorite 

subject of research for chemists, beginning with it s discovery more than 200 years ago. In 

spite of the intense interest in the biological roles of the nitrogen oxides, it came as a great 

surprise in the 1980s when a number of investigators demonstrated that not only was NO 

formed in mammalian cells, but it was involved in an astonishingly large number of 
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critically important physiological and pathophysiological processes in mammals [5, 10]. 

These findings prompted researchers to look for the presence of NO in other organisms , and 

found NO to be a ubiquitous signalling molecule in all living organisms, including bacteria, 

yeast, and plants [56]. 

This a highly diffusive gaseous free radical that has been reported to play a key role 

in plant ethylene emission [26, 34], senescence [9, 22, 35], plant response to drought stress 

[35], plant disease resistance [11, 12, 15, 16, 20, 21, 33, 46, 57] and plant stress in general 

[32, 40]. NO was able to reduce the oxidative injury of plants produced by UV-B radiation 

[38, 54] and it might function as a signalling molecule of ultraviolet-B inhibiting plant 

growth to carry out stress-signalling transduction [1, 60]. A number of new exciting reports 

on NO function in germination, growth and reproduction support the view that NO is a “do 

it all” molecule that plays a crucial role during the entire lifespan of the plant [11, 13]. 

Recent evidences suggest that key components of animal NO signaling are also 

operating in plants [11, 12, 15, 16 57, 58]. Plants not only respond to atmospheric nitric 

oxide, but also possess the capacity to produce nitric oxide enzymatically [17, 32]. Initial 

investigations into nitric oxide functions suggested that plants use nitric oxide as a signalling 

molecule via pathways remarkably similar to those found in mammals. These findings 

complement an emerging body of evidence indicating that many signal transduction 

pathways are shared between plants and animals. NO can be produced in plants by non-

enzymatic and enzymatic systems. The NO-producing enzymes identified in plants are 

nitrate reductase, and several nitric oxide synthase-like activities, including one localized in 

peroxisomes which has been biochemically characterized [13, 32]. Recently, two genes of 

plant proteins with NOS activity have been isolated and characterized for the first time, and 

both proteins do not have sequence similarities to any mammalian NOS isoform. However, 

different evidence available indicate that there are other potential enzymatic sources of NO 

in plants, including xanthine oxidoreductase, peroxidase, cytochrome P450, and some 

hemeproteins [13]. In plants, the enzymatic production of the signal molecule NO, either 

constitutive or induced by different biotic/abiotic stresses, may be a much more common 

event than was initially thought. 

Nitric oxide and protein post-translational modifications 

In animals, NO functioning as an intra- and intercellular messenger, being involved in 

several pathophysiological processes including programmed cell death [8, 36, 42, 44, 45, 

53], involving signalling via microtubules [24, 25, 31, 51, 59] as important constituent part 

of cytoskeleton. It was shown that nitric oxide leads to irreversible DNA fragmentation and 

plant cell death under stressful conditions (mechanical stress), and that its effect can be 

prevented by inhibitors of NO-synthase [48-50]. Moreover, NO appears to be involved in 

the pathway(s) leading to the accumulation of transcripts encoding the heat shock proteins, 

the ethylene-forming enzymes, and cell death.[13, 33]. 

The pathophysiological actions of NO congeners are primarily rooted in their 

capacity to alter the function of biological macromolecules through covalent modifications. 

The formation of nitric oxide in biological systems has led to the discovery of new post-

translational protein modifications that could regulate protein functions or potentially be 

utilized as transducers of nitric oxide signalling. Principal among the nitric oxide-mediated 

protein modifications are: the nitric oxide-iron heme binding, the S-nitrosylation of reduced 

cysteine residues, and the C-nitration of tyrosine and tryptophan residues [28]. With the 

exception of the nitric oxide binding to heme iron proteins, the other two modifications 

appear to require secondary reactions of nitric oxide and the formation of nitrogen oxides. 

The most known metabolite generally reflecting in vivo production of reactive nitrogen 

intermediates is the amino acid derivative 3-nitrotyrosine (NO2Tyr). The significance of 
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NO2Tyr in vivo was highlighted during last years by observations that protein-linked 

NO2Tyr is markedly elevated in a broad range of human diseases and clinical disorders [27, 

28].

Analyses of NO-dependent processes in animal systems have demonstrated protein 

S-nitrosylation of cysteine and C-nitration of tyrosine residues to be placed among of the 

dominant regulation mechanisms for many animal proteins. The rapid development of 

analytical and immunological methodologies has allowed for the quantification of S-

nitrosylated and C-nitrated proteins in vivo revealing an apparent selectivity and specificity 

of the proteins modified [27, 28]. S-nitrosylated [37] and C-nitrated [30] proteins were 

found recently in plant material even among cytoskeletal proteins (actin). The results imply 

that the varied nitration of tyrosine residues in proteins/enzymes may occur as a post-

translational modification in vivo, and such discriminative nitration may be vital in PN/NO-

regulated signal transduction cascade. The functional consequences of protein nitration are 

manifold: the impact is mainly on the structural and conformational properties and catalytic 

activity but noticeable effects include a decreased effectiveness as tyrosine kinase substrates 

[41].

Although protein tyrosine nitration is a low-yield process in vivo, 3-nitrotyrosine has 

been revealed as a relevant biomarker of NO-dependent oxidative stress; additionally, site-

specific nitration focused on particular protein tyrosines may result in modification of 

function and promote a biological effect [52]. Tissue distribution and quantitation of nitrated 

proteins, recognition of their functional role at different functional states can open new 

avenues for the understanding and treatment of different pathologies. It was shown that free 

NO2Tyr is taken up by mammalian cells and irreversibly incorporated into -tubulin - but no 

other protein - via a posttranslational mechanism catalyzed by tubulin-tyrosine ligase, a 

process that alters microtubule function [18]. Later was shown that the in vivo tyrosine 

nitration of such cytoskeletal proteins as actin and -tubulin is most common for animal 

tissues [9] and -tubulin can be identified as as the major target of nitration [6].

Nitrotyrosination of -tubulin: prediction of potential functional role based on 
structural modelling 

Although it was shown firstly that free NO2Tyr is incorporated into C-terminus of -tubulin

[18] via irreversible posttranslational mechanism catalyzed by tubulin-tyrosine ligase [29], 

the results about reversibility and not detrimental role to dividing cells were obtained [2]. 

Quite later using Western blotting and matrix-assisted laser desorption/ionization-time of 

flight analysis, was shown, both in vivo and in vitro, that nitration can occur on -tubulin at 

sites other than the C-terminus: at Tyr-161 and Tyr-357 [55]. 

Comparative alignment of -tubulin sequences from different plants and animals has 

shown the high conservativity of tyrosine residues in 161 and 357 positions and amino acid 

motives which contain these residues (Fig. 1). Consequently, we can assume the existence of 

common mechanisms for tyrosine nitration for -tubulins from plants as well as animals. To 

investigate potential spatial effects of nitrotyrosination of  these residues  we used 3-D  

model of -tubulin from goosegrass (Eleusine indica (L.) Gaerth.) [4] with introduction of 

nitrogroups in respective positions (Fig. 2). It is obviously that Tyr-161 is localized on the 

lateral contact interface of -tubulin (H4-S5 region). The nitration of the residue results in 

increase of negative electrostatic potential in this area and, accordingly, can modify 

processes of interaction between tubulin protofilaments. Tyr-357 is located in immediate 

proximity to interdimer contact residues Ala-247, Val-324, Pro-325. The nitration of Tyr-

357 results in more significant reorganizations of molecular surface structure in comparison 

with nitration  of Tyr-161.  Moreover such  reorganization does not disrupt of interdimer 
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Figure 1. Alignment of -tubulin sequences from human and goosegrass (Eleusine indica)

surface structure. However, we can predict the influence of the nitration of Tyr-357on the 

interaction with GTP molecule that is attached to -tubulin of next dimer, because of above

mentioned contact residues are involved in this interactive process. Also we can assume that 

nitration of Tyr161 and 357 can increase their ability to undergo a phosphorylation.

Respectively the nitration of these two residues can have impact on assembly of 

microtubules and dynamics of microtubules, including, for example degradation of tubulin 

[47]. For example, it was proposed that nitric oxide-mediated -tubulin posttranslational 

nitrotyrosination may be a major mechanism through which cytokine, TNF-alpha, exerts its

tumor-selective cytotoxic effects in certain cancers [24]. It was shown, too, that motor

neuron apoptosis might be induced by free 3-nitro-L-tyrosine via incorporation into -

tubulin [51] as well as apoptosis in colorectal carcinoma cells [31] and this modification can 

be considered as “last check point” apoptotic step [25]. 

However, -tubulin C-terminal nitrotyrosination results in an appearance of some

changes in animal cell morphology and their microtubule organization, a loss of some

cellular functions, and in intracellular redistribution of cytoplasmic dynein [18]. As it was

mentioned above incorporation of 3-nitrotyrosine into the C-terminus of -tubulin is not 

detrimental to dividing cells [2]. In animal cells alteration of the C-terminal amino acid of -

tubulin via nitrotyrosination specifically inhibits myogenic differentiation [7]. Our results on 

reconstruction of the spatial tubulin structure demonstrate that substitution of C-terminal

tyrosine by 3-nitrotyrosine has very specific effects on conformation and flexibility of C- 
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Figure 2. View of goosegrass -tubulin molecule from surface location of Tyr-161 (a-c) and Tyr-357 (d-f):
a, d – Whole molecule models with marked location of Tyr-161 (red) and Tyr-357 (pink). Amino acid residues

involved in lateral contacts are indicated as green, involved in interdimer contacs are indicated as blue,

involved in GTP interaction are indicated as brown;

b, e – Distribution of electrostatic charges on -tubulin surface (positive charge – blue, negative – red) near 

Tyr-161 and Tyr-357, respectively (location of the residues is marked by a frames);

c, f - Redistribution of electrostatic charges on -tubulin surface after nitration of Tyr-161 and Tyr-357,

respectively (NO2Tyr are indicated by yellow arrows).

terminal part of investigated molecule [3]. The results of reconstruction the spatial structure 

of detyrosinated, tyrosinated and nitrotyrosinated goosegrass (Eleusine indica (L.) Gaerth.) 

-tubulin forms, and of their behavior investigations, testify that these modifications change 

substantially the level of mobility of flexible -tubulin C-terminal domain (Fig. 3). The last

10-12 amino acid residues of -tubulin C-terminal region, unlike the main part of the

molecule, form a free oscillating tail that can be considered as individual structural domain.

Respectively, it was found that tyrosination increases substantially the mobility of C-

terminus of goosegrass -tubulin (Fig. 1b). 
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Figure 3. Modelling of different allowed conformation of C-terminal tails of -tubulin from goosegrass:

a - Detyrosinated molecule; b - Tyrosinated molecule; c - Nitrotyrosinated molecule

The root mean square deviation (RMSD) in coordinates of amino acid residues 

composing this region grows from 0.48 A for detyrosinated form, to 0.55 A for tyrosinated 

-tubulin as was calculated on the basis of molecular fluctuations trajectory in 500 psec 

interval. These results correlate with data about predomination of detyrosinated -tubulin in

long-time living microtubules and vice versa [7]. The breakdown of 

tyrosination/detyrosination cycle due to incorporation the nitrotyrosine into C-terminus

should be resulted in predomination of short-time living microtubules over long-time living 

microtubules. It is necessary to note that mobility of nitrotyrosinated terminus is lower than 

tyrosinated one, but it is higher than detyrosinated. In last case RMSD consists 0.52 . It 

can lead to appearance of microtubules with certain “intermediate” life-time and, as 

consequence, to modifying of the microtubules organization in living cells. 

It is known that tubulin C-terminal region is responsible for interactions with 

structural and motor MAPs (dynein and kinesin) [43]. In combination with the above

mentioned data about redistribution of cytoplasmic dynein after nitrotyrosination of -

tubulin [18] we can speculate that nitrotyrosination can influence on processes of tubulin-

MAP recognition and interaction. This assumption is confirmed by our results on modeling 

of -tubulin interaction with MT-binding domain of dynein heavy chain [3]. The high 

content of dicarboxy amino acid residues, especially glutamate residues, is the hallmark of

flexible C-terminal region of both tubulin subunits. It has to be correlated with necessity of 

presence a surface enriched with diamino acid residues in dynein MT-binding domain

structure. The surface of dynein MT-binding domain formed by residues Lys-148, Lys-151, 

Lys-154, Lys-155, Arg-162, Lys-287, Lys-300, Arg-327, Lys-328 is correspondent to this

factor. The surface is flanked by residues Asp-144, Asp-146 and Asp-320, Asp-321 from

both sides. The nitrogroup, included into nitrotyrosine, possesses an additional negative 
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charge, that is not typical for dynein-tubulin interaction, and locates closely to flanking 

residues. This location results in strong decreasing of the affinity between dynein contact 

surface and -tubulin C-terminal region. These results support the idea that nitrotyrosination 

of C-terminus of -tubulin can change the effectiveness of tubulin interaction with motor 

proteins and with structural MAPs. 

Concluding remarks 

Up to now it was found that both in vivo and in vitro, that nitration can occur on -tubulin at 

sites other than the C-terminus and Tyr 161 and Tyr 357 were positively identified as two 

specific amino acids endogenously nitrated in animal cells. Taking into account the 

conservativity of the parts of tubulin molecules with nitrotyrosinated sites in plant and 

animals, the results of reconstruction the spatial structure of -tubulin from goosegrass and 

redistribution of surface electrostatic charge revealed that the nitration of Tyr-161 increases 

negative electrostatic potential in the lateral contact interface of the molecule (H4-S5 

region). The nitration of Tyr-357 results in more significant reorganizations of molecular 

surface structure in comparison with nitration of Tyr-161.

We can suppose the influence of Tyr-357 nitration on the interaction with GTP 

molecule that is attached to -tubulin of next dimer. Also it is possible to assume, that 

nitration of Tyr-161 and 357 can increase their ability to undergo a phosphorylation. The 

results of reconstruction the spatial structure goosegrass -tubulin with detyrosinated, 

tyrosinated and nitrotyrosinated C-termini testify that these modifications change 

substantially the level of flexibility of -tubulin C-terminal domain. The tyrosination 

increases substantially the mobility of C-terminus. The breakdown of 

tyrosination/detyrosination cycle due to incorporation the nitrotyrosine into C-terminus 

should resulted in predomination of short-time living microtubules over long-time living 

microtubules. The modelling of -tubulin interaction with MT-binding domain of dynein 

heavy chain allows us to speculate that nitrotyrosination can influence tubulin-MAP 

recognition and interaction. Overall, these results point to a novel potential physiologic role 

of NO and free 3-nitrotyrosine in the control of the -tubulin molecular properties. 
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aminoethoxyvinylglycine (AVG) 284 

aminooxyacetic acid (AOA) 284 

ammonia 6 

ammonium nutrition 235 

amyloplasts 234 

angiosperms 236 

angular elevation 32 

anion channels 171 

anoxia 180 

antenna pigment 98 

anthocyanins 97, 129 

anthropogenic haze 50 

antimutagenic bacterial assays 129 

antioxidant capacity 129 

antioxidant effects of NO 177 

antioxidative activity 132 

anti-PCNA 265 

antisense and co-suppression lines 257 

anti-ubiquitin 265 

apoaequorin 201 

apoptosis 5, 173 

apoptotic nucleus 269 

apoptotic ventral canal nucleus 263 
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applied electrical field 120 

aquatic ecosystems 67 

aquatic environment bacteria 157 

Arabidopsis 95 

Arabidopsis nitrate-reductase double 

mutant 235 

arc-lamp monochromator 18 

Arctic Basin 50 

Arctic campaign 64 

Arctic Haze 50 

Argentina 62 

arginase 235 

arginine decarboxylase 235 

arginine deiminase 235 

arginine-citrulline cycle 235 

argininosuccinate lyase 235 

argininosuccinate synthase 235 

artificial lighting 105 

Ascaris 220 

ascorbate peroxidase 181 

asparagine 238 

aspartate 238 

atmospheric ozone 31 

AtNOS1 178 

ATR Interacting Protein 102 

ATR-Chk1-Cdc25 pathway 102 

ATR-dependent pathway 104 

attenuation coefficient of intrinsic 

radiation 76 

autophagosomes 278 

auxin 131 

auxin-responsive genes 

(Aux28 or IAA4) 231 

axial-tier development in early 

embryos 263 

azimuth 32 

azuki bean 286 

β-alanine 269 

baccatin III 239 

backscatter 13 

bacteria in air or water 13 

bacterial nitric oxide dioxygenase 185 

balloon-type bubble bioreactors 247 

bandwidth 19 

barley aleurone 182 

base excision repair 99 

Bcl-2 family proteins 278 

Beer law 64 

Belamcanda chinensis 143 

B-family error-prone polymerase 

zeta 101 

bifurcation functions 6 

binucleate egg-equivalents 263 

bioaerosol monitoring 7 

bioenergetics 6 

bioinformatics 6 

biological endpoint 11 

biological factors 11 

biologically active doses 75 

Bioluminescent Bioreporter Integrated 

Circuits (BBICs) 6 

bioreactors 234 

bioreporters 6 

biotic stress responses 177 

biotic/abiotic transduction pathways 195 

birth defects 281 

bis-(2-guanidinoethyl) disulfide 

(GED) 238 

blue-light hazard meters 20 

body-plan development 263 

bongkrekic acid 165 

Borland Database Engine 88 

Botrytis cynerea 282 

bound taxol 242 

branch point 235 

branched-chain amino acids 263 

brassinosteroid 229 

Brewer Spectrophotometer 70 

Brewer Spectrum 69 

broadband irradiance 31 

broadband radiometers 28 

broadband radiometry 46 

Bunsen-Roscoe Law 17 

buoyancy 243 

by cinnamic acid 132 

bypass polymerases 101 

Ca
2+

 binding elongation factor  172 

Ca
2+

 channels 171, 190 

cadmium 6 

cadmium-induced cell death 286 

Caenorhabditis elegans 276 

calcium 177 

calcium-dependent 

chemiluminescence 199 

calibration 30 

calibration of spectroradiometers 31 

calmodulin 219 

camptothecin 281 

cancer 4 

candela 20 

cannabinoids 130 

carbon dioxide 317 
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carboxymethoxylamine 191 

carotenoids  172 

carrot 180 

carrot cells 165 

casein kinase 301 

caspase inhibitor Z-Asp-CH
2
-DCB 287 

caspase substrate 122 

caspase-1 inhibitor 125 

caspase-3 inhibitor 125 

caspase-6-specific substrates 278 

caspase-like activities 104 

caspases 180 

catalase 156, 285 

Cd-triggered cell death 285 

cell cycle 95 

cell cycle checkpoints 96 

cell death 3 

cell proliferation 236 

cell regulatory proteins 264 

cell walls 131 

cellular energy 248 

cellular membranes 4 

cellular networks 4 

cellular redox state 193 

centrifugation 240 

cephalomannine 239 

chalcone synthase 185 

charge transport in DNA 111 

chitosan 289 

Chlamydomonas 98 

Chlorella pyrenoidosa 185 

chlorogenic acid 211 

chlorophyll 135 

chlorsulfuron 248, 263 

chlorsulfuron-damaged cells 269 

chromatin compaction 307 

chromatin condensation 122 

chromatin folding 307 

chromophore 17 

chromosomal aberrations 284 

CIE photobiological bands 12 

CIE Standard Observer 15 

circadian genes 248 

cis-acting elements 298 

citric acid cycle 238 

citrulline-NO cycle 235 

Citrus sinensis 180 

cleavage polyembryony 267 

climate change 6 

clinostat 237 

cloud particle size 51 

cloud phase 51 

cloudless skies 35 

C-nitration 327 

colchicine 264 

coleoptile 308 

Collectothricum lindemuthianum 172 

colloidal 40 nm gold-immunolabeled 

antibodies 240 

colorectal carcinoma cells 328 

Commelina 185 

computational infrastructure 9 

conductivity measurements 113 

conifer cells 5, 236 

conifer embryology 264 

conifer wood and pulp 243 

continuous-wave (CW) laser 18 

convective mixing 237 

copper 6 

corneal damage thresholds 20 

correlation algorithms 7 

cosine response 13 

Crepis capillaris 310 

Crimea 90 

cryptogein 191 

cryptogein transduction pathway 191 

cryptogein-triggered NO production 192 

cucumber 99 

Cupressus 272 

cuticular waxes 97 

cyclic ADP ribose (cADPR) 173, 190 

cyclic GMP (cGMP) 190 

cyclic nucleotide-gated Ca
2+

channels 190 

cyclic oligosaccharides 248 

cyclin-dependent kinases 

(CDKs) 229, 272 

cyclobutane-pyrimidine dimer 96, 109 

cyclodextrins 248 

Cyprinus carpio 156 

cysteine protease inhibitors 122 

cysteine proteases 180 

cysteine/histidine catalytic diad 124 

cytochrome-c 138, 165, 180 

cytokinesis 277 

cytoplasmic dynein 328 

cytoskeletal filaments 242 

cytosolic free Ca
2+

 concentration 192 

damage recognition 99 

damage tolerance 100 

D-arginine 235 

data-assimilation modeling 50 
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daughter-cell lineage patterns 271 

daughter-strand gaps 101 

daylily petals 298 

debranching enzymes 246 

decision cycles 8 

dedifferentiating plant cells 230 

Deep Space “climate satellite” 54 

deep-space vantage points 44 

defence-related genes 179 

defense polypeptides 166 

defense response 171 

deforestation 8 

dehydration 180 

deletions 101 

deoxyribose 140 

developmental fates 278 

differential spectroscopy 27 

differentiation of the tracheary 

elements 122 

Diffey curve 74 

diffraction grating 29 

dimensionless RAF values 150 

dimer bypass 95 

diode array 29 

diploid cells 236 

diploid parthenogenesis 263 

directional radiance 30 

discodermolide 248 

disinfection 84 

dispersion of spectral sensitivity 87 

disrupted mitochondrial function 180 

diurnal regulation 98 

DNA 17 

DNA breakdown 270 

DNA damage 5, 95 

DNA endoreduplication 272 

DNA fractionation 311 

DNA fragmentation 122 

DNA ligase 100 

DNA ligase IV 103 

DNA polymerases 95 

DNA repair 264 

DNA repair mechanisms 96 

DNA repair mutants 126 

DNA replication 5, 96 

DNA sequence 95 

D-NMMA 237 

dose measuring error 86 

dose meters  84 

dose rate 11 

dose-dependent DNA damage 3 

dosimetric concepts 11 

dosimetry 15 

double-strand breaks 101 

drought 163 

drought stress 180 

drug biosynthesis 248 

drug recovery 248 

drug-bearing polymers 246 

drug-bearing vesicles 243 

DSCOVR 44 

DSCOVR Science and Operations 

Center (TSOC) 49 

ds-DNA absorption intensity 116 

ds-DNA molecular network layers 119 

ds-DNA polymerized molecules 111 

ds-DNA water solution 110 

dynal paramagnetic beads 245 

dynein 325 

dynein-tubulin interaction 331 

E. coli 101, 124 

early embryos 263 

early warning of solar events 52 

early warning 7 

Earth radiation budget (ERB) 47 

Earth’s atmosphere 34 

Earth’s atmosphere and surface 50 

Earth’s magnetic field 27 

Ecopulp TX 244 

effect of altitude 40 

effect of clouds 41 

effect of ozone 37 

effective albedo 40 

effective dose 21 

effectiveness spectrum 25 

egg cells 236 

egg equivalents 266 

egg nucleus 263 

electromagnetic spectrum 4 

electron spectrometer 53 

Electron Spin (Paramagnetic) 

Resonance 137 

electron transport 134 

electrostatic charges 329 

Eleusine indica 329 

elicitor challenge 177 

elicitors 179 

embryonal suspensors 264 

embryonic callus in maize 123 

emission of a black body 34 

endonucleases 99 

endonucleolytic cleavage of DNA 171 
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endoplasmic reticulum 183 

endopolygalacturonase 191 

endoreduplicative cycle 100 

engineering 273 

environmental health 3, 4 

environmental impacts 3 

environmental snapshots 7 

enzymatic and nonenzymatic pulping 

methods 244 

EPIC spectral imagery 52 

epicatechin 130 

epidemiological studies 132 

epidermal pigments  97 

epigenetic inheritance 264 

epistatic interactions 236 

equator 36 

erdosemeter 84 

error-free bypass polymerases 101 

error-free repair pathways 95 

error-prone bypass polymerase 102 

erythema 15, 16 

erythemal meters 20 

erythemally weighted UV irradiance 37 

estimates of the global albedo 51 

ethylene 182 

ethylene biosynthesis 164, 165 

ethylene inhibitors 284 

ethylene-forming enzyme cEFE-26 192 

Euglena gracilis 150 

Evan’s blue 267 

evolution 4 

exocytosis 243 

expansins 246 

experimental error 17 

exposure geometry 11 

exposure limit 18 

exposure time 86 

exposures and health risks 50 

extinction law of Beer 35 

extratropical regions 67 

fabricated photometric devices 86 

false signals 7 

fatigue 5 

Fenton reaction 135, 182 

Fenton-type reaction 132 

FEO-M and professional FEO-P 

photometers 89 

ferric reducing antioxidant power 139 

ferritins 182 

ferrous-nitrosyl-heme complexes 209 

field conditions 4 

First Law of Photobiology 16 

FITC fluorescence 268 

fitness 97 

flavones 129 

flavonoid pigments 97 

flavonols 129 

flower specific-homeotic genes 166 

flowers 6 

fluence 11, 13, 14 

fluence rate 12, 13 

flux meters 82 

flux-balance analyses 4 

formaldehyde 256 

formaldehyde detoxification 253 

fractal reaction kinetics 246 

fragmentation patterns 309 

Fraunhofer lines 34 

free-radical(s) 129, 134 

functional plant genomics 4 

fungi 99 

FWHM values 21 

G1 phase 228 

G1/S arrest 95 

G2/M arrest 102 

Galeopsis tetrahit 143 

gallic acid esters 133 

gamma plantlets 103 

Garmisch-Partenkirchen 41 

gas circulation 248 

gelsolin 123 

gene-for-gene interaction 171 

genetic stability 97 

genetic variation 8 

genomic integrity 95 

genotypes 8 

geomagnetic disturbances 49 

geostationary orbit satellites 44 

germination of seeds 122 

germline 95 

gibberellin 182 

global positioning systems 7 

global solar irradiance 30 

global thermometer 51 

glutamate 238 

glutathione 136 

glutathione peroxidase 171 

glutathione S-transferase 171 

glutathione transferases 181 

glutathione-dependent formaldehyde 

dehydrogenase (FALDH) 253 

glycine decarboxylase 219 
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glycine decarboxylase complex 192 

glycolysis 222 

glycosylation 133 

Golgi apparatus 200 

Golgi stacks 236 

goosegrass 327 

gravitropism 178 

green light 185 

Green model 64 

grey filter 62 

GSNO reductase 258 

GTPase activity 166 

guanidines 248 

guanine 115 

guanylate cyclase  173 

gymnosperms 236 

H
2
O

2
-signaling 205 

haemoglobin(s) 181, 212 

haploid cells 101 

health risk assessment 11 

heat management 7 

heat shock 123 

heat-killed cells 237 

heat-shock protein 192 

Helix pomatia 191 

heme groups 209 

heme–isoenzymes 208 

Hemerocallis 298 

hepatoma 174 

herbaceous species 97 

high elevations 5 

high flux LEDs 7 

high mountain conditions 39 

high-aspect rotating vessels 237 

higher-plant-weighted irradiances 68 

high-speed sampling 7 

high-throughput screening 6 

homeostasis 3, 190 

HOMO–LUMO transition 111 

hormonal regulation 131 

horticultural crops 279 

household UV radiation dose meter 78 

Huggins band 35 

human conjunctiva data 23 

human diseases 15 

humidity 5 

hydrogen peroxide 136, 164, 180 

hydrophilicity 136 

hydroxybenzoic acid 133 

hydroxyl radical 136 

hydroxyurea 209 

hygroscopicity 76 

Hymenoptera 130 

hypergravity 234 

Hypersensitive Response (HR) 123, 179 

hypocotyl 228 

hypoxia 133 

hypoxic stress  178 

hysteresis 5 

ice water path 51 

image montages 7 

immunocytochemistry 236 

immunoparamagnetic beads 234 

in vivo imaging 4 

incident solar flux 57 

indicator plants 320 

inhibition of transcription 97 

inhibitors of gene expression and 

protein synthesis 214 

inositol trisphosphate kinase 301 

insects 8 

integrated circuits 6 

intensity of the sun 34 

intercomparison 32 

interference light filters 75 

International Commission on 

Illumination 11 

international communication 11 

International Lighting Vocabulary 12 

International Space Station 234 

inter-seasonal comparison 65 

intra-S arrest 95 

intra-S checkpoint 102 

ion fluxes 171 

ion leakage 284 

ionizing radiation 238 

IR-A 12 

IR-B 12 

IR-C 12 

iron homeostasis 182 

irradiance 12–15, 35, 37 

irradiation measuring error 86 

ischemic vascular diseases 281 

isoflavonoid formation in bean 151 

isoflavonoids 129 

isoleucine 264 

isoprenoids 130 

jasmonic acid 167, 178 

Jungfraujoch 38 

K
+

 channels 196 

Kalanchoe daigremontiana 212 

Kara-Kum Desert 56 
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kinesin 330 

Krebs-Henseleit 234 

Ladoga Lake 56 

lamins 123 

Lamium album. 143 

Lamium purpureum 143 

large lytic vacuoles 278 

large-scale integration 6 

L-arginine 4 

L-arginine-dependent nitric oxide 

(NO) bursts 234 

laser confocal microscopy 3 

laser photoacoutsic detection 4 

latent diploid parthenogenesis (LDP) 263 

L-citrulline 190 

lead 6, 182 

leaf anatomy 131 

leaf and stem morphogenesis  297 

leaf mesophyll 97 

leaves 104 

LEDs 7 

leghemoglobin 220 

legumain 125 

Leonurus cardiaca 143 

lesion-specific glycosylases 99 

lethal genes 236 

leucine 264 

leucine-zipper motif 272 

leupeptin 287 

licensing factor 272 

light flux 79 

light intensity 5 

light (visible) 12 

light-dark cycles 5 

light-emitting diodes 7 

lignin 172 

lipid peroxidation 135 

lipid peroxidation products 258 

lipophilicity 136 

lipoxygenase 1, 192 

L-NMMA 237 

local air pollution 35 

long-wave radiances 51 

loop domains 307 

low surface albedo 31 

low-pressure mercury lamps 18 

luminol 281 

luminous efficacy functions 16 

lunar surface 47 

lupin roots 182 

Lycopersicon esculentum 281 

magnetic field measurements 48 

maize 167 

maize recombinant HbO
2
 221 

malondialdehyde (MDA) 284 

malonic aldehyde 155 

mammalian apoptosis regulators 126 

mammalian NOS inhibitors 191 

Marrubium vulgare 143 

mass spectrometry  185 

matrix-associated nucleases 313 

measurement site 32 

measuring channels 86 

mechanical action 248 

mechanical stress(es) 181, 234 

melting temperature 76 

membrane-bound NADPH oxidase 171 

menadione 123 

mercury 6 

meristematic identity 278 

meristematic tissues 96 

metabolic 273 

metabolic activity 163 

metabolic networks 4 

metabolic pursuit 5 

metabolism 284 

metabolomics 4 

metacaspases 124, 282 

metal ions 130 

metallothioneins 178 

meteorological conditions 5 

methemoglobin 222 

methylviologen herbicides 182 

microbes 6 

microbodies 210 

microtubule-associated protein 

MAP-65 277 

microtubules 236, 243 

mineral uptake 130 

mini-payload integration center 237 

mitochondrial permeability 284 

mitochondrial terminal oxidases 163 

mitochondrion 99 

mitogen-activated protein kinase 

(MAPK) 171, 183, 191 

mitotic chromosomes 268 

modified silicon 118 

modular design 7 

monochromatic radiation 17 

moon as a calibration reference 51 

mop-top virus 320 

morphogenesis 5 
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Moscow 201 

motor proteins 242 

MtSERK1 gene 231 

multinucleate egg-equivalents 266 

multispectral imagery 46 

murine lymphoma 174 

mutations 95 

myoglobin 220 

NADPH oxidase 283 

NADPH oxidase-dependent reactive 

oxygen species 191 

NADPH-dependent peroxidation 132 

nanotechnologies 6 

National Oceanic and Atmospheric 

Administration 49 

naturally occurring guanidines 238 

N-benzoyl-3-phenylisoserine 

side-chain 236 

near infrared 47 

necrohormones 246 

necrotization 322 

nectar-producing flowers 6 

nematodes 123 

neural processor 7 

neurodegenerative diseases 281 

neutral gravity point 44 

new UV meters and software 82 

N
G

-monomethyl-L-arginine 

(L-NMMA) 235 

N-hydroxyarginine 209 

Nicandra physalode 322 

Nicotiana benthamiana 166 

Nicotiana debneyi 322 

Nicotiana longiflora 167 

Nicotiana tabacum 166 

NIR/VIS ratios 52 

nitrate reductase  167, 172 

nitric oxide (NO) 4, 170 

nitric oxide bursts 3 

nitric oxide synthase 135 

nitrite 178, 179 

nitrogen dioxide 179 

nitrogen dioxide profile 64 

nitrosonium cation  172 

nitrosylated thiols 167 

nitrosylation 190 

nitrotyrosinated sites 331 

nitroxyl anion  172 

N-methyl-D-aspartate receptor 190 

NO burst 192 

NO concentrations 185 

NO dioxygenase-like activity 223 

NO electrode(s) 185, 221 

NO production 179 

NO/Ca
2+

 cross-talk 194 

Nod factor 130 

NO-dependent programmed cell 

death 234 

NO-dioxygenase 218 

NO-induced cell death 173 

noise filtering 7 

nonapoptotic cells 239 

non-enzymatic synthesis  178 

nonlinear fluctuations 5 

non-symbiotic haemoglobin(s) 178, 220 

non-visual effects 13 

nonvolatile memory 85 

normalized radiation fluxes 42 

Norway 63 

Norway spruce 244 

NOS genes 235 

NOS inhibitors 180 

nuclear matrix 307 

nuclear matrix proteins  312 

nuclear scaffold 312 

nucleoids 309, 310 

nucleoli 268 

nucleotide excision repair 96, 99 

nucleus 99 

nutrient feed 248 

of geranylgeranyl diphosphate 242 

of S-formylglutathione 253 

oilseed rape plants 185 

oogenesis 263 

optical correlator 7 

optical density 14 

optical energy irradiation 82, 84 

optical spectrum 15 

organellar DNAs 99 

organelle dysfunction 164 

organelle-based electron transport 163 

ornithine carbamoyl transferase 235 

osmocytosis 243 

oxidative burst 211 

oxidative stress response 164 

oxidized or alkylated bases 99 

oxidoreductase 178 

oxygen 4 

oxylipin metabolism 164 

ozone anomalies 50 

ozone depletion 105 

ozone measurements 53 
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ozone vertical profile 64 

p35 gene 124 

P450 oxidases 135 

p53 126 

p53 tumor-suppressor protein 4 

p53-dependent programmed cell 

death 104 

papain 125 

Papaver pollen 123 

Parkinson’s disease 283 

PARP cleavage  123 

particle oscillations 237 

particle shape 51 

pathlength of the photons 40 

pathological changes 4 

pectin esterases 246 

peptide mapping 301 

perception time  5 

percolation 246 

peroxides 132 

peroxisomes  172 

peroxynitrite 134, 211 

pesticide usage 122 

phenetics 4 

phenolic compounds 129 

phenotypic abnormalities 97 

phenylalanine ammonia lyase 173 

phosphate fertilizers 284 

phosphodiester backbone of DNA 312 

phosphorylation 235 

photic maculopathy 16 

photoacoustic laser spectroscopy 185 

photobiological efficiency 77–79 

photobiological threshold data 18 

photochemical injury 17 

photochemical reaction 16 

photochemistry 11 

photodetectors 85 

photokeratitis 16 

photokeratitis threshold data 20 

photoluminescence 111 

photoluminescence spectra of 

ds-DNA polymerized molecules 116 

photolyases 98 

photomultiplier 29 

photon energy 16 

photon fluence 12 

photoreactivation 95, 98 

photorespiration 317 

photosynthesis 8, 15 

photosynthetic apparatus 164 

photosynthetic inhibitors 165 

phototherapy 15 

physical factors 11 

physiological fluids 238, 266 

physiological gradients 264 

physiological rhythms 5 

physiological state 5 

phytic acid 137 

phytoalexin biosynthetic genes 164 

phytoalexins 130 

phytochelatins 286 

Phytophthora cryptogea 191 

pigmentation 130 

Pilumnus hirtellus 156 

pines 97 

Pinus sp. 264 

Pinus sylvestris 185 

Pisum sativum 308 

planetary energy balance 60 

plant action spectrum 67, 72 

plant cell expansion 166 

plant hypersensitive disease resistance 

response 174 

plant leaves 186 

plant life cycle 122 

plant NOS activity 234 

plant secondary metabolites 129 

plant-growth meters 20 

plant-pathogen interactions 122, 172, 179 

plasma membrane 172 

PlasMag instrument suite 48 

PlasMag instruments 52 

plasmalemma 236 

plastid 99 

plastid targeting sequence 99 

plotting error 21 

PMTV 320 

point mutations 97 

Poland 71 

pollen grains 97 

pollinators 130 

pollutants 6 

poly (ADP-ribose) polymerase 123 

polyamines 289, 291 

polyphenols 129 

polyubiquitination 272 

pomoviruses 320 

portable photometer 84 

post-translational modification 190 

potato 182 

PR proteins 164 
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premutagenic lesions 96 

procyanidins 129 

proembryo 263 

proembryogenic masses (PEMs) 277 

professional photometer 84 

professional UV radiation meter 79 

programmed cell death 95 

programming memory 85 

proliferating cell nuclear antigen 

(PCNA) 5, 263 

proline-rich glycoproteins 172 

propionyl CoA 269 

proplastids 278 

protein kinase 303 

protein kinase Chk1 103 

protein modification 163 

protein nitration 173 

protein nitrosylation 177 

protein phosphatases  183 

protein phosphorylation 177 

proteinaceous mucilage 264 

proteins 6 

proton and electron densities 53 

protoplast shrinkage 122 

protoplasts 125 

Pseudomonas syringae 173 

pterocarpans 130 

public health 67 

pulp mills 244 

PVDF (polyvinylidene fluoride) 

filters 246 

pycnotic nucleus 268 

pyrimidine catabolism 270 

pyrimidine dimers 95 

quality assurance 31 

Rad30 in yeast 101 

radiant energy 14 

radiant exposure 12–14 

radiant fluence 12 

radiant fluence rate 14 

radiant intensity 14 

radiant power 14 

radiation amplification factor 

(RAF) 37, 149 

radiometers of IR radiation 82 

radionucleotides 5 

Raleigh scattering 35 

Ralstonia solanacearum 211 

rate of removal of dimers 98 

rate-limiting enzymes 246 

Rayleigh scattering radiation 64 

reaction norm 5 

reaction time 5 

Reactive Nitrogen Species (RNS) 134 

Reactive Oxygen Species (ROS) 134 

reactive oxygen species 163 

recessive adaptive mutations 237 

recovery of drug-producing cells 245 

redox balance 135 

Relative Spectral Effectiveness 

function 19 

remediation 7 

remote sensing 52 

repair bubble 100 

repair defective Arabidopsis plants 105 

repair mechanisms 8 

replication fork 102 

replication protein A 102 

reproduction 122 

reptation 246 

respiration 181 

respiratory burst oxidase homologs 

(Rboh) 163 

respiratory inhibitors 235 

resveratrol 132 

retro-reflection position 46 

reverse-genetic approaches 104 

rhodamine fluorescence 268 

rice 98 

Rieske iron-sulphur containing 

protein 210 

RNA polymerase 95 

RNA silencing 323 

Robertson-Berger biometer 68 

Robertson-Berger broadband meters 74 

root aerenchyma 218 

root growth 104 

root meristem 104 

rotating cylindrical culture vessels 237 

Rubisco 283 

Rule of Reciprocity 17 

Runaway Cell Death (RCD) 315 

Russia 201 

S phase 95, 228 

S-2-aminoethylisothiourea 238 

sacrificial antioxidants 132 

S-adenosylmethionine (SAM) 291 

salicylic acid (SA) 130, 170, 178 

salinity stress 180 

Salmonella typhimurium 141 

sand 56 

sanitization 84 
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satellite observations 51 

scanning electron microscopy 234 

scavenging systems 163 

Schottky barrier 74 

scintillation crystal 75 

scintillator-photodiode detectors 75, 76 

Scripps-Earth Polychromatic 

Imaging Camera (EPIC) 45 

Scripps-NISTAR 47 

Scutellaria baicalensis 133 

seasonal and inter-annual variability 51 

seawater 160 

secondary damage tolerance phase 101 

secretory peroxidases 210 

senescence 122, 283 

senescence-associated family protein 302 

senescence-associated protein 303 

senescence-related transcripts 164 

sensors 28 

serine threonine kinase 301 

shear stress 248 

shotgun proteomics 297 

S-hydroxymethylglutathione 253 

signal transduction pathways 163 

signalling cascades 183 

signature-less sensors 7 

silver thiosulphate (STS) 284 

simulated microgravity 234 

sinapic acid 95 

single-cone vision 16 

single-stranded (ss) DNA 109 

singlet oxygen 134 

site information 32 

situational analysis 8 

skeletal ryanodine receptors 190 

skin pigmentation 17 

slit function 19, 21, 29 

small insertion/deletions 97 

smoke and dust plumes 50 

S-nitrosoglutathione 178, 179 

snow blindness 18 

snow-covered terrain 39 

sodium azide 205 

sodium nitroprusside 181 

sodium tungstate 243 

software for monitoring 87 

soil waterlogging 222 

soils 185 

solar dosimeter 75 

solar ultraviolet irradiance 28 

solar UV radiation 35 

solar wind 52 

solar wind early warning 48 

solar wind magnetic field 53 

solar zenith angle 34–36 

somatic embryogenesis 230 

somatic mutation rate 5 

sources of error 11 

sources of uncertainties 17 

Space Shuttle 234 

space weather 52 

space weather forecasts and advisories 49 

space weather monitors 52 

specialized dosimetry 15 

spectral absorption and diffusion 60 

spectral bandpass 18 

spectral bandwidth 11 

spectral irradiance 31 

spectral resolution 29 

spontaneous dismutation 163 

spread-sheet programs 17 

spruce wood pulp 244 

ssDNA 102 

Stachys betonica 143 

standard observer 16 

standardized terminology 11 

standardized terms and units 11 

state-network maps 4 

sterilization 84 

stilbene synthase  193 

stock cultures 248 

stomata conductance 318 

stomata functions 315 

stomatal closure 167 

stomatal conductances 185 

store-operated Ca
2+

 channels 190 

stray radiation 19 

structural modelling 327 

sub-cellular microdomains 177 

substituted guanidino compounds 234 

sugars 229 

sulfur dioxide 44 

sunburn 15 

superoxide anion 180 

superoxide anion radical 134 

superoxide dismutase 193 

surface electrostatic charge 331 

surface exposure (accumulated) dose 13 

surface exposure dose 11, 17 

surface exposure rate 13 

surface remote sensing 53 

surface ultraviolet exposure estimates 53 
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survival response 181 

Svalbard Island 63 

symbiotic hemoglobins 219 

symbiotic nitrogen fixation 219 

syneresis 246 

synergistic link between Earth 

observing satellites 54 

synoptic view of the Earth 45 

system reliability 6 

systemic infection 323 

T. canadensis 239 

T. chinensis 237 

T. cuspidata 237 

T. media 237 

tannins 131 

taxane diterpenoids 234 

taxane recovery 241 

taxoids 242 

taxol biosynthesis 246 

taxol (paclitaxel) 234 

taxol production 236 

Taxus 180 

Taxus brevifolia 212, 236 

Taxus chinensis 284 

temperature 5 

temperature measuring error 86 

terrestrial radiation 5 

tetracyclic diterpenoid ring of taxol 242 

Tetraselmis suecica 155 

thermal effects 17 

thermal infrared radiances 51 

thermosensitive gluconokinase 301 

thiol groups 183 

thylakoids 285 

thymine 115 

tissue biomass 270 

tissue-specificity 95 

tobacco 123 

tobacco aconitase 210 

tobacco mosaic virus 213 

tomato metacaspase LeMCA1 282 

total exposure time  45 

total global irradiance 36 

total irradiance 42 

total ozone content 34 

total ozone decline 67 

Total-Sky Camera (TSC) 62 

touch genes (TCH) 243 

tracheids 5 

tracking curves 5 

transamidination 235 

transboundary pollution 8 

transcription 96 
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