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Preface

This book is the second in a series that examines how geographic information tech-
nologies (GIT) are being implemented to improve our understanding of a variety
of hazard and disaster situations. The main types of technologies covered under the
umbrella of GIT, as used in this volume, are geographic information systems, remote
sensing (not including ground-penetrating or underwater systems), and global posi-
tioning systems. Our focus is on urban areas, broadly defined in order to encompass
rapidly growing and densely populated areas that may not be considered “urban” in
the conventional sense.

The material presented here is also unabashedly applied — our goal is to provide
GIT tools to those seeking more efficient ways to respond to, recover from, mitigate,
prevent, and/or model hazard and disaster events in urban settings. Therefore, this
book was created not only with our colleagues in the academic world in mind, but
also for hazards professionals and practitioners. We also believe graduate students
will find the material presented here of interest, as may upper division undergraduate
students.

Pamela S. Showalter
San Marcos, Texas Yongmei Lu
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Chapter 1
Introduction

Pamela S. Showalter and Yongmei Lu

1.1 Overview

This volume is a compilation of recent research using geographic information
systems (GIS), remote sensing (RS), and other technologies such as global posi-
tioning systems (GPS) to examine urban hazard and disaster issues. The goal is to
improve and advance the use of such technologies during the four classic phases
of hazard and disaster research: response, recovery, preparation, and mitigation.
Reflecting what has become common practice, the above technologies have been
folded into a single term, “geographic information technology” (GIT), along with
other spatial-technical aids that appear later in the book. We use GIT interchange-
ably, regardless of the number of technologies employed in any given study, or
whether one or more is given primacy in the work. Chapters were solicited using
a broad multidisciplinary call resulting in contributions from scholars representing
Africa, Asia, Europe, Latin America and North America. All of the chapters under-
went a double-blind peer-review process. It is every author’s goal in this book to
reduce the impact of future extreme events in urban environments by improving
understanding of GIT and expanding its role at the local, regional, state, and federal
levels.

The discipline of geography has developed broadly accepted meanings for the
words “hazard”, “disaster”, and “urban”, which we have expanded somewhat in
order to embrace the range of work presented here. For example, a hazard is gener-
ally considered to be a component of the landscape that creates risk when it inter-
sects with human activities. One example is a floodplain—unoccupied, it presents
no risk; occupied it presents the risk of flooding and the potential for disaster. Con-
versely, terrorism is spatially indistinct because it can occur anywhere, any time,
and is a direct result of human activities. An occupied floodplain and a terrorist

P.S. Showalter ()

James and Marilyn Lovell Center for Environmental Geography and Hazards Research,
Department of Geography, Texas State University-San Marcos, San Marcos, TX 78666, USA
e-mail: ps15@txstate.edu
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2 P.S. Showalter and Y. Lu

represent potential problems. A disaster, however, is the embodiment of a real sit-
uation that must be addressed immediately (Tobin and Montz 1997) because it
represents an event of such magnitude that it disrupts the social fabric (Stallings
2002).

An in-depth discussion of the many scholarly definitions of “urban” is far beyond
the scope of this book. While Westerners have a tendency to associate the term
“urban” with areas replete with high-rise building or skyscrapers, such is not the
case in some rapidly expanding cities of the developing world. There, large num-
bers of people are urbanizing areas poorly equipped to absorb them, often result-
ing in the creation of “informal settlements”. For our purposes, Hartshorn’s (1992)
concept that “urban” includes areas within or near a city (as opposed to a vil-
lage, town, or hamlet) is appropriate, as well as the idea that cities, and/or areas
considered to be urban, share broad characteristics such as population concentra-
tion; shared and distinctive employment patterns, lifestyle and land use; and the
existence of a variety of institutions that coordinate the use of public facilities.
The use of a broader definition allows the incorporation of studies that include
extra-urban areas (e.g., stands of coastal mangroves) because there can be a direct
relationship between the health of such ecosystems and the survival of nearby
urban areas in the wake of a natural disaster such as a hurricane or tropical
cyclone.

Due to the technical nature of this book, certain assumptions are made regard-
ing the reader’s familiarity with common GIT terminology and acronyms. For those
readers unfamiliar with such terms, we recommend the glossaries and related chap-
ters found in textbooks we have employed in our classrooms, such as DeMers
(2008), Jensen (2000), Lillesand et al. (2008), and Longley et al. (2005).

The book is organized into five parts: sea level rise and flood analysis; metropoli-
tan case studies; earthquakes, tsunamis, and international applications; hurricane
response/recovery; and evacuation studies. The rationale for the book’s organiza-
tion is twofold. The first part addresses flooding because it is the most commonly
experienced problem across the globe, both in terms of its frequency and spatial
distribution. Not surprisingly, flood-related studies represented the largest number
of submissions we received, resulting in that part containing the largest number of
chapters in the book. Second, the book’s focus on applied work led us to organize
subsequent parts in such a manner that readers seeking specific guidance on, say, the
use of GIT to address hurricane issues, would quickly be able to locate the majority
of that material. However, we encourage such readers to look closely at the chap-
ters in other parts because there is some “cross-over” work—for example, a chapter
in the evacuation studies part is based on the scenario of a hurricane occurring in
Key West, Florida while two in the flood analysis part address issues occurring in
metropolitan locations.

Some readers may wish to quickly locate information regarding the basic
contents of each chapter. Therefore, a brief description of each chapter follows
describing the type of GIT employed (including new tools offered to advance
our understanding of risk and vulnerability), as well as the spatial focus of
the work.



1 Introduction 3

1.2 Part Descriptions

1.2.1 Part I—Sea Level Rise and Flood Analysis

This part contains five chapters, beginning with Usery, Choi, and Finn’s global ani-
mation of sea level rise. Their work is offered not as a predictive model but to
demonstrate a methodology for using GIS data layers to create models, animate
data, and provide the basis for more detailed modeling which can lead to improved
coastal policy-making. In keeping with the theme of sea level rise but focusing on
a more specific area, Pavri follows with an examination of sea level rise related
flood vulnerability for Mumbai (Bombay), India using remote sensing. Through the
use of readily available RS data and commonly employed classification methods,
the author demonstrates that a relatively “low tech” approach yields results that
can support the need for more aggressive flood control activities. Chapter 4 uses
GIS to address the risk of flooding in Flanders, Belgium, a coastal area susceptible
to sea-level rise as well as riverine floods. The team of Deckers, Kellens, Reyns,
Vanneuville, and Maeyer developed a flood risk assessment tool (LATIS) to assess
flood risk based on hydrologic models, land use information and socio-economic
data with the goal of performing risk analysis quickly and effectively. Their chap-
ter is followed by Maantay, Maroko, and Culp’s examination of the flood risk in
New York City. These authors developed the Cadastral-based Expert Dasymetric
System (CEDS) and the New York City Hazard Vulnerability Index (NYCHVI)
in order to more accurately estimate vulnerable populations in densely developed
mega-cities, characterizing those populations based on measures of social, phys-
ical, and health vulnerability. The final chapter in this part presents the research
of Bizimana and Schilling, who combined GIS, Quickbird imagery, GPS, and sur-
veys to perform flood risk analysis for informal settlements in the Nyabugogo
flood plain of Kigali City in Rwanda. Their work impacted local policy, resulting
in the relocation of a major market and development restrictions within the flood
plain.

1.2.2 Part II—Metropolitan Case Studies

Composed of five chapters, this part represents our “least traditional” portion of
the book, describing the use of GIT in studying atmospheric pollutants, wild fire,
and agriculture (vis a vis food security). Leading off is Chapter 7, where Macey
uses GIS to examine the “respiratory riskscape” of five major metropolitan areas
in Texas. The study utilizes readily available “criteria air pollution data” from fed-
eral government sources to determine the spatial pattern of urban air pollutants and
combines this information with respiratory and nonrespiratory decedents’ demo-
graphic characteristics to identify levels of variation between urban areas’ pollu-
tion data and mortality rates. In a similar vein, Wang and Feliberty examine the
spatial distribution of Chicago’s toxic release inventory sites in an effort to iden-
tify whether environmental inequity exists in the area. The authors incorporate
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data from the census and the Environmental Protection Agency’s Toxic Release
Inventory into a GIS to examine whether or not minority and low-income groups
are disproportionately exposed to environmental hazards. Next, Ruddell, Harlan,
Grossman-Clarke, and Buyantuyev examine risk and exposure to extreme heat in
the semi-arid city of Phoenix, Arizona. The authors used the Weather Research
and Forecasting (WRF) model to simulate air temperature variability throughout
the region, and studied 40 diverse neighborhoods through survey analysis to bet-
ter understand perceived temperatures and heat-related health problems during the
summer of 2005. In keeping with the theme of heat, Lu, Carter, and Showalter
follow with a wildfire risk analysis of Travis County’s Wildland-Urban Interface
(WUI). The authors combined historic wildfire records, land cover types, topograph-
ical characteristics, and housing density information into a GIS to create a wildfire
risk profile and identified the need for expanded fire control and fire regulations
in the WUI. The part closes with a chapter by Brown and Funk that details their
use of GIT to investigate the growing food security crisis in Harare, Zimbabwe.
Using MODIS NDVI data to estimate corn production shortfalls enabled early
and decisive resource distribution by humanitarian groups to forestall a food crisis
in 2007.

1.2.3 Part III—Earthquakes, Tsunamis, and International
Applications

This part begins with a timely chapter by Li, Chen, Gong, and Jiang who stud-
ied the recent (May 2008) Wenchuan Earthquake in China. Beginning with a dis-
cussion of China’s disaster management and emergency management systems, the
authors relate how GIT was applied as a disaster relief tool following the earthquake,
and conclude with a description of China’s new “Small Satellite Constellation for
Environment and Disaster Monitoring and Forecasting”. The next chapter’s focus
is Mexico City, where Martinez Viveros and Lépez Caloca discuss development
of “Geodisplat”—an interactive, computerized tool that fuses data from multiple
sources and models systems that interact during the disaster cycle. The goal of the
tool is to efficiently support decision makers’ information needs during all stages of
the disaster cycle. Tsuami research is the focus of the next chapter, where Merati,
Chamberlin, Moore, Titov, and Vance use geospatial data and GIS to build a tsunami
forecasting system for US Tsunami Warning Centers. The authors discuss the use
of open source and commercially available GIT to improve tsunami research and
hazard mitigation as well as how they coupled tsunami model results with coastal
risk, vulnerability, and evacuation models. The part concludes with a more general
discussion of the use of GIT in managing hazards and disasters. Eguchi, Huyck,
Ghosh, Adams, and McMillan pooled their efforts to introduce new and emerg-
ing technologies that have either proven effective in disaster management or show
future promise. The authors conclude by addressing research/implementation issues
as well as problems related to real-time event monitoring, privacy protection, infor-
mation sharing, and trust management.
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1.2.4 Part IV—Hurricane Response/Recovery

The fourth part of the book addresses hurricanes, and begins with a contribution
by Hodgson, Davis, and Kotelenska who describe the use of GIT—with a focus on
remote sensing—during the response and recovery phases of the disaster cycle. Ana-
lyzing three major hurricanes that impacted the US, they conclude GIT is still not
uniformly implemented during those phases and work needs to be done to increase
its use and acceptance by potential users. Hurricane Katrina’s impact on the US Gulf
Coast created the next two studies found in this part. Ward, Leitner, and Pine utilize
GIT in New Orleans to assess the level of recovery, determine the most appropri-
ate scale to use for studying the spatial aspects of recovery, and to identify spatial
indicators of recovery. Curtis, Mills, McCarthy, Fotheringham, and Fagan follow
with another New Orleans study that produced a Spatial Video Acquisition System.
This system improved the collection of post-disaster geospatial damage assessment
data in the spatially and temporally dynamic urban environment of a post-disaster
neighborhood.

1.2.5 Part V—Evacuation Studies

The final part of the book contains three efforts to improve evacuation. Noltinius and
Ralston test evacuation time estimates in Key West, Florida and found that there are
three important aspects of pre-evacuation trip making behavior that run counter to
common evacuation modeling assumptions. Incorporating these findings into future
evacuation models will improve efforts to remove populations from harm’s way.
Choi and Lee create a 3D geometric network and agent-based evacuation model at
the “micro-level”—buildings—in which they incorporate models of human behav-
ior when attempts are made to exit the building. They found that the rate of building
evacuation is greatly influenced by jamming situations, which are not uncommon
under such circumstances. And, finally, Wang, Belhadj, and Wei developed a Com-
munity Evacuation Planning Support System (CE-PSS) to aid urban communities
tasked with identifying likely terrorist targets as well as the optimum location for
shelters following an attack. Developed with a GIS, the goal of the CE-PSS is to
assist planners, citizens, and community leaders in their efforts to plan for possible
terrorist attacks.

1.3 Closing Remarks

The maturity of GIT in hazards and disaster analysis is becoming more evident.
As recently as six years ago, a book describing different methods applied to dis-
aster research (Stallings 2002) devoted one chapter to the use of a single type of
geographic technology, GIS (Dash 2002). Happily, there have been recent notable
additions to the literature regarding the use of GIS, remote sensing, and other GIT
in hazards and disaster analysis, e.g., Laben (2002), Cutter (2003), Mansor et al.
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(2004), Van Oosterom et al. (2005), Adams and Huyck (2005), Li et al. (2007),
National Research Council (2007), Shailesh and Zlatanova (2008), and Zlatanova
and Li (2008). It is our hope that this volume makes a modest contribution to this
growing body of literature, specifically through its focus on the application of GIT
to urban hazard and disaster studies.

The chapters in this volume present a broad spectrum of applications of geo-
graphic information technologies to studies of various types of hazards and disas-
ters in different urban settings. Our reading of the material has led us to conclude
that there are several issues that warrant additional scrutiny by the community of
hazards professionals. The first of these relates to the creation and dissemination
of geographic information data that can be incorporated into GIT to reduce losses
from urban hazards and disasters. This problem is twofold. On the one hand, in
some urban areas (especially in the developing world) there is a lack of available
information critical for understanding and preparing for hazard situations. This data
shortage represents the major barrier to GIT’s ability to contribute to urban hazard
and disaster management in those locales. On the other hand, there is “an embarrass-
ment of riches” in other parts of the world, where the amount of information is so
great that there exists an urgent need to better oversee its proper dissemination and
usage. How to ensure that appropriate geographic information and technologies are
properly used in a proper manner at a proper time for a proper hazard and disaster
reduction purpose? As we wrote in a recent column (Showalter and Lu 2009), we
again urge the GIT community to address issues related to ready access to GIT infor-
mation and how GIT is being used to communicate risk and other disaster-related
data to non-professionals and members of the general public.

The second issue relates to urban hazard/disaster modeling that uses GIT. The
combination of rapid development of computing power, richer data sets, and more
efficient data collection/processing technologies, has led to models that tend to be
more sophisticated, based on algorithms that can be extremely complicated, creat-
ing sometimes enormous data input demands, and perhaps hard-to-intepret results.
While all of the above have the potential to advance scientific understanding of the
specific disaster or hazard being investigated, we wish to reaffirm the applied nature
of urban hazard and disaster analysis. Efforts linking advances in research labs with
real-world hazardous event prediction, preparation, response, recovery, and overall
loss reduction are encouraged. Some chapters in this book provide good examples
of such efforts. We applaud research that both advances our scientific understanding
of urban hazards and disasters, and attempts to determine the best manner of putting
those scientific tools into public use to solve an actual problem. Significant contri-
butions to urban hazard and disaster studies occur not only from the advancement
of complicated models but also from their simplification and operationalization.

Last, GIT has helped, and will continue to help, strengthen the interdisciplinary
nature of the study of urban hazards and disasters. As can be seen from the wide
array of disciplines that form the roots of our chapter authors, the application of
GIT to urban hazard and disaster analysis brings together social and physical sci-
entists, engineers and planners, geographers and hydrologists, federal/regional/local
public servants and the private sector, as well as many others not listed here. This
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disciplinary “soup” not only has significant implications for education and training
programs for specialists in urban hazard and disaster studies; it also signifies the
importance of cross-disciplinary collaboration. In a sense, GIT’s ability to absorb
and massage data representing a variety of instruments, formats, scales, and levels
of accuracy mirrors the field of urban hazard and disaster analysis, which absorbs
input from a host of disciplines but has a singular two-pronged goal: saving lives
and reducing losses.
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Sea Level Rise and Flood Analysis



Chapter 2

Modeling Sea-Level Rise and Surge

in Low-Lying Urban Areas Using Spatial
Data, Geographic Information Systems,
and Animation Methods

E. Lynn Usery, Jinmu Choi, and Michael P. Finn

Abstract Spatial datasets including elevation, land cover, and population of urban
areas provide a basis for modeling and animating sea-level rise and surges resulting
from storms and other catastrophic events. With a geographic information system
(GIS), elevation data can be used to determine urban areas with large population
numbers and densities in low-lying areas subject to inundation from rising water.
This chapter provides details of the analysis and modeling procedure, as well as
animations for specific areas of the world that are at risk from inundation from
moderate rises or surges of sea level. The work is not an attempt to predict sea-
level rise, but rather a methodological study of how to use GIS data layers to create
the models and animations. Whereas global sea level rise is currently measured
by millimeters per year, this work examines theoretical rise measured in meters as
well as coastal threats posed by tsunamis, such as occurred in the Indian Ocean in
2004. Global, regional, and local animations can be created using widely available
elevation, land cover, and population data. The models and animations provide a
basis for determining areas with large population numbers in relatively low-lying
areas and potentially subject to inundation risk, as was the case when Hurricane
Katrina devastated New Orleans. This determination can provide a basis for more
detailed modeling and policy planning such as development and evacuation.

Keywords Map projection - Global GIS data - Urban GIS data - Sea level
rise - Modeling - Animation

2.1 Introduction

The development of high resolution geographical data (e.g., elevation, population,
land cover) and geographical modeling and animation capabilities makes it possible
to develop comprehensive spatial models of the effects of high surges and moderate
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rises of sea level on human populations in areas of risk. This chapter makes no
attempt to predict sea level rise, but rather provides a methodology for combin-
ing GIS data layers in a simulation and animation that reveals low-lying areas with
large population numbers that may be subject to inundation and thus require evacu-
ation planning. For global modeling, 30 arc-second resolution equiangular grid data
from the US Geological Survey for elevation (GTopo30) and land cover (Global
Land Cover), and population (Landscan 2005) from the Oak Ridge National Lab-
oratory provide a basis for determining areas of land cover types and numbers of
people below specific elevations that are subject to inundation. For regional areas
outside the United States (US), 90-m resolution Shuttle Radar Topographic Mis-
sion (SRTM) elevation data are used and for US coasts, 30 m resolution elevation
and land cover data are used with population converted to 30 m raster cells from
the vector polygons of US Census block data. Whereas such global and regional
datasets can be used to model sea-level rise, the resolution prohibits illustrating
small increases as are now occurring. An extreme upper limit of 80 m, the approx-
imate theoretical maximum rise in sea level if all icecaps and glaciers melt, is used
for some of the global simulations because of resolution limitations. A limit of 30 m
is used for the local and urban area simulations. The model of rising water is based
only on elevation and does not attempt to account for tidal changes or the way a
tidal wave would actually interact with coastal features.

The approaches discussed in this paper are most appropriate simulating large
surges of sea water, such as the 30 m wave that occurred during the Indian Ocean
Tsunami in 2004 and the 4 m inundation from hurricanes Katrina and Rita in
2005. With higher resolution data, for example a 10 cm resolution elevation grid
from LIDAR data, the same methods can be used to model small rises of a few
millimeters, as are now occurring each year. It is the purpose of this paper to present
these global and regional modeling techniques and methods of animating the results
of the models as potential tools for risk assessment, development, and evacuation
planning.!

The next section of this chapter provides a motivation for the work and a brief
discussion of the history and potential heights of sea-level rise. The third section pro-
vides information regarding storm surge and potential surge levels. Section 2.4 of
the chapter discusses data preparation methods, particularly projection and resam-
pling of raster data. The fifth section examines the multiscale modeling approach
and includes discussion of the visualization and animation methods. A final section
draws conclusions, discusses limitations, and provides recommendations for future
research.

2.2 History and Potential Heights of Sea-Level Rise

Global sea level and the Earth’s climate are intricately linked. With the consis-
tent trend towards higher temperatures, conditions are less icy in the Artic regions
as seen in increasing melt areas over the Greenland ice sheet, retreating glaciers,

! Animations are available at http://cegis.usgs.gov/sea_level_rise.html.
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reduced sea ice coverage, and permafrost thawing (Arctic Climate Impact Assess-
ment 2005). Comiso et al. (2008) determined that the extent of Arctic sea ice cov-
erage was 24 percent lower in September 2007 than September 2005, the previous
record low.

The Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment
Report (IPCC 2007) estimates of sea-level rise range from 0.18 to 0.59 m by
the 2090s from the average level between 1980 and 2000. The Greenland and
West Antarctica ice sheets may be collectively adding 0.35 mm/yr to sea-level
rise in recent years (Shepherd and Wingham 2007). Because it is unknown how
these ice sheets may respond to the increased polar temperatures expected during
this century, it is essential that ice sheet monitoring be expanded (Horton et al.
2008).

Estimates of current (2008) rates of global sea-level rise vary from 1.0 to
3.1 mm/yr (Douglas et al. 2001; Miller and Douglas 2004; Wadhams and Munk
2004; Church and White 2006; Holgate 2007; IPCC 2007). The 20th century accel-
eration of sea-level rise appears to be a global phenomenon (Gehrels et al. 2008).
This rise is likely associated with the concurrent upsurge in global temperatures and
is demonstrated by Gehrels et al. (2008) by the rate of sea-level rise in New Zealand,
which was determined as approximately 2.8 mm/yr. In the Mediterranean Sea and
Atlantic Ocean, Marcos and Tsimplis (2007) determined that the residual sea-
level rise corrected for post-glacial rebound processes were 0.9 and 1.3 mm/yr,
respectively.

Research by Beckley et al. (2007) determined a global sea-level rise rate of 3.36
+ 0.41 mm/yr during 14 years from 1993 to 2007, whereas Chao et al. (2008) show
an essentially constant rate of rise for global sea level of +2.46 mm/yr during at least
the past 80 years. Chambers (2008) provides a description of methods for measuring
global sea-level rise using satellite altimetry and reports that a rise of 3.5 £ 0.5 mm
is the average for the entire ocean. Chambers (2006) indicates that the rise rate is
not constant across the oceans, but is affected by temperature and salinity, that affect
gravity measurements.

One of the most important consequences of diminishing mountain glacier cover
is rising sea level (Arendt et al. 2002). Schiefer et al. (2007) determined that
between 1985 and 1999 the rate of glacier loss in the Coast Mountains of British
Columbia approximately doubled that observed for the previous two decades and
could account for about 8.3 percent of the contribution from mountain glaciers
and ice caps. For example, the retreat of the Grinnell Glacier since the early
1900s is shown in Fig. 2.1. The images show the former extent of the glacier in
1938, 1981, 1978, and 2006. Mountain glaciers are excellent monitors of climate
change; the worldwide shrinkage of mountain glaciers is thought to be caused by
a combination of a temperature increase from the Little Ice Age (which ended
in the latter half of the 19th century) and increased greenhouse-gas emissions
(Poore et al. 2000).

Small magnitude changes in the rate at which sea level is observed to rise
enhance the ability to monitor sea level and predict its change (Cazenave and Nerem
2004). Jenkins and Holland (2007) put bounds on potential sea-level rise associated
with ice shelf melting, icebergs, and sea ice currently afloat in the world’s oceans.
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Fig. 2.1 The melting of the Grinnell Glacier from 1938 to 2006 in Glacier National Park (USGS)

Kolker and Hameed (2007) also find that beyond broad climatologic data there is a
meteorological driver of sea-level trends through atmospheric centers of action that
have some affect on winds, pressure, and sea-surface temperatures, thereby influ-
encing sea level via a suite of oceanographic processes.

Most current (2008) global land ice mass is in the Antarctic and Greenland ice
sheets (Fig. 2.2). Complete melting of these ice sheets would cause a maximum
sea-level rise of 80 m (Table 2.1). Whereas today’s rates of sea-level rise are only a
few millimeters per year, the geological record shows a 20 m rise over a 500 year
period, resulting from Meltwater Pulse 1A during the collapse of Earth’s former ice
sheets (Weaver et al. 2003).

DISTRIBUTION OF EARTH’S WATER
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sheets (Thomas, 1993)
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Table 2.1 Potential sea-level rise from the Earth’s ice sheets

Location Volume Potential sea-level rise (m)
East Antarctic Ice Sheet 26,039,200 64.80
West Antarctic Ice Sheet 3,262,000 8.06
Antarctic peninsula 227,100 0.46
Greenland 2,620,000 6.55
Other ice caps, fields, glaciers 180,000 0.45
Total 32,328,300 80.32

Source: Thomas (1993).

Ice sheets are composed of a largely homogeneous material and move so slowly
that turbulence, Coriolis, and other inertial effects can be ignored by climate
modelers; yet rooted within ice sheets are outlet glaciers (Vaughan and Arthen
2007). These glaciers, for example, those flowing from the Greenland Ice Sheet,
discharge ice directly into the ocean at 200 to 12,000 mm/yr (Joughin et al. 2008).
Recent reports record the rapidly escalating discharge of Greenland’s outlet glaciers
(Joughin et al. 2004; Rignot and Kanagaratnam 2006; Truffer and Fahnestock 2007).
Data indicate summer increases of 50 to 100 percent of the volume of surface
meltwater reaching the ice-bedrock interface of the ice sheet (Joughin et al. 2008).
Current (2008) observations demonstrate that the ice flow all along western fringe
of Greenland’s ice sheet accelerates all through the summer as surface meltwater
lubricates sliding at the interface (Zwally et al. 1998; Joughin et al. 2008). Das
et al. (2008) described the swift drainage of a 5.6 km? supraglacial lake on the
Greenland Ice Sheet signifying that an efficient drainage system dispersed the melt-
water subglacially. Such findings can clarify calculations regarding observed net
regional summer ice flow increase by incorporating the impact from multiple lake
drainages. Variation on the Antarctic Ice Sheet surface noted from satellite obser-
vations also seems to indicate moving subglacial water under a huge ice stream
(Fricker et al. 2007).

2.3 Storm Surge and Effects: Tsunamis and Hurricanes

Across our planet, civilization is vulnerable to disaster events that can annihilate
because they catch individuals by surprise. Sea waves act to dissipate concentrations
of energy in the Earth’s dynamic systems that stem from various meteorological
or geophysical sources, and can sometimes result in a natural disaster (Zebrowski
1999). Tsunamis are seismic sea waves generated spontaneously by a rapid release
of energy from submarine earthquakes, explosions of sea-level volcanoes, and by
undersea landslides along the continental shelves. Tsunamis have long wavelengths
and periods, i.e., the time for passage of one wavelength, and the first wave peak
hitting land is not necessarily the largest (Zebrowski 1999). These long periods often
cause unexpected wavefronts to hit local populations.
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In 2004, a massive tsunami occurred in the Indian Ocean. Coastal areas in
Indonesia, Thailand, India and surrounding locations received significant inunda-
tion including a 30 m wave that hit Banda Aceh on the northwestern tip of the island
of Sumatra in Indonesia. In Sri Lanka and other locations the wave heights crested
10 m or more. Wave heights at these levels can inundate large coastal areas causing
significant loss of life and damage to property and infrastructure (as of this writing, a
selection of before/after images of the tsunami’s impact on Banda Aceh were avail-
able on the World Wide Web at http://homepage.mac.com/demark/tsunami/9.html;
Demark 2005).

While tsunamis are particularly devastating with high surges of sea water, hurri-
canes occur more frequently, in more world locations, and can also cause high water
surges. The 1900 Galveston hurricane is on record as the worst natural disaster in US
history with an estimated loss of life of between 6000 and 12,000 persons (McGee
1900; Zebrowski 1999). Barrier islands, similar to the one on which Galveston is
built, are found along the coasts of the US Atlantic Ocean and Gulf of Mexico,
and are areas most prone to hammering by high-energy waves and storm surges
(Zebrowski 1999).

On August 28, 2005, Hurricane Katrina passed across the Gulf of Mexico and
became a Category 5 storm on the Saffir-Simpson hurricane scale, with winds esti-
mated at 175 miles per hour (NOAA 2007). Hurricane Katrina devastated New
Orleans and other Gulf Coast areas destroying lives, homes, and city infrastruc-
ture. As of this writing, many people are still coping with Katrina’s devasta-
tion. The storm surge was particularly destructive (see http://www.snopes.com/
katrina/photos/surge.asp), flooding a large area around New Orleans. Coastal storm
surge flooding was 7 to 10 m (20 to 30 feet) above normal tide levels (FEMA 2007).
In the same year that Katrina hit the Gulf Coast, Hurricane Rita caused a second
wave of devastation a few months later. A series of before and after maps and images
of the effects of Katrina and Rita are available from the USGS (2008a).

The potential for damage from hurricanes and tsunamis becomes apparent from
these few examples. To better perform risk assessment, understand development
opportunities and challenges, and improve evacuation routing, it is necessary to
develop methods to model areas subject to inundation that include the number of
persons who could be affected, various land covers (that can impede or exacerbate
the movement of coastal surges), and infrastructure at risk. Following is a descrip-
tion of methods employed for global, regional, and local areas.

2.4 Global, Regional, and Local Modeling of Sea-Level Rise

The availability of global elevation, land cover, and population datasets at 30 arc-
sec (approximately 1 km at the Equator) resolution have made it possible to model
inundation effects globally and regionally. The SRTM elevation data are available at
90 m resolution for much of the world, and provide a basis for more accurate model-
ing in regional areas. In the US, higher resolution 30 m elevation and land-cover data
can be augmented with population numbers from the US Census block converted to
30 m raster cells (Table 2.2).
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Table 2.2 Datasets used in models and animations

Area Elevation Land cover Population

Global Gtopo30 30 arc-sec USGS Global Land LandScan 2005 30 arc-sec
Cover 30 arc-sec

Regional SRTM 90 m USGS Global Land LandScan 2005 Resampled
Cover Resampled to 90 m
to 90 m

US Coasts/ National Elevation National land Cover US Census Block Numbers

Local Dataset 30 m Dataset 30 m Converted to 30 m

2.4.1 Problems and Solutions for Global Projection
and Resampling

In order for global, regional, and local models to be created, the data used in these
models must be resampled to a standard projection. Whereas elevation data can be
resampled with an averaging resampler (e.g., bilinear interpolation), land cover and
population data require different methods. Categorical (land cover) data must be
resampled with a nearest neighbor algorithm causing significant pixel gain/loss in
some locations (Seong and Usery 2001; Seong et al. 2002). Population data (num-
bers of people in each raster cell) cannot be resampled with averaging or nearest
neighbor methods, but instead require an additive resampler. In the additive resam-
pler, the output pixel value is a result of combination of multiple input pixel values.
The software adds all complete input pixels that map to the area covered by a sin-
gle output pixel. We proportionally assign input pixels that are split across output
pixel boundaries. Thus, each output pixel has a unique value (number of people)
that results from the additive combination of the appropriate set of input pixels. We
validate the process by checking the total number of people in the output image
against the total number from the input image. These must exactly match so we do
not loose or gain people in the resampling process.

For global projections, significant problems were encountered with commercial
software when attempting to resample and project the 2 Gb elevation and 1 Gb land
cover/population raster files. Software problems included unreliable global projec-
tions, inability to account for singularities such as the North and South Poles, and
specific projections unable to process to completion (aborting before the plane rep-
resentation is complete). Inverse projection results moved North America across the
Atlantic to the Greenwich meridian, increased file sizes by orders of magnitude, and
repeated areas at edges of a global projection (i.e., caused both Alaska and Siberia
to appear on both edges of the map). Computation time was also an issue because
it can be extensive, lasting up to 200 hours or more on high-end desktop computers
(Usery and Seong 2001; Usery et al. 2003).

To solve such problems, a USGS software package called mapIMG was used
(available from http://carto-research.er.usgs.gov/projection/acc_proj_data.html). To
account for pixel loss and gain in categorical data, the resampling method uses a
statistical strategy, such as the modal category or some other user-defined strategy.
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For example, to down-sample the data from a 30 arc-sec to an 8 x 8 km pixel, 64
input values are used to determine a single output value. The mapIMG software
examines the 64 values and tabulates the number of values in each category. The
user can then assign the modal category (the value that occurs the highest num-
ber of times) to the output cell. The result is a smoother image of categorical data
with a reduction in pixel loss and gain (Steinwand 2003). For population data, an
additive resampler was used. Using the above example of 64 input pixels to one
output pixel, the mapIMG software adds the values of the 64 pixels to create one
output value. MapIMG, is available for various computing platforms and can be
downloaded without charge.

2.4.2 Multi-Scale Modeling Approach

Global and regional effects of rising sea level are modeled using elevation, popu-
lation, and land cover data at 30 arc-sec spatial resolution projected and resampled
to 1 km cells as described in the previous section. The datasets were transformed
to the Mollweide projection to provide a global view with equal areas of land cover
(Fig. 2.3), using a decision support system for map projection selection that is freely
available to users of global and regional raster/vector datasets (USGS 2008b).

Fig. 2.3 Transformation of the global datasets for elevation, land cover, and population from geo-
graphic coordinates to the Mollweide projection
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The subsequent modeling effort utilizes statistical summaries and animations.
Statistical summaries show sea-level rise effects at global and regional scales, as
well as surge effects in low-lying urban areas at local scales and in relation to
affected populations and land cover loss. Animations are used to illustrate the loca-
tions of affected areas; a blue mask aids the visualization of rising water as it “inun-
dates” existing land cover. One caveat regarding the simulations, animations, and
statistical models presented here is that their accuracy is dependent on the resolu-
tion and accuracy of the elevation data. Determining the extent of land classes and
numbers of people affected depends on the resolution and accuracy of the land cover
and population data. As with all models, any errors in these data will be propagated
throughout the models, and may invalidate the results.

To determine areas of inundation and affected land cover types, and to extract the
number of people in inundation areas of specific levels of rise, a conditional overlay
and global summation operation are used (Fig. 2.4). The model is established to
operate on intervals of sea-level rise and create an output map for each interval.
For example, on a 1 m interval, individual maps are created for 1, 2, 3, 4, 5 m
and so forth. To extract the number of people residing in the inundation area, the
first conditional overlay uses population and elevation data. A population value is
assigned to an output pixel only when the location is at an elevation equal to, or
lower than, the specified elevation in the condition. Otherwise, a 0 value is assigned
to the pixel. The second conditional overlay considers both elevation and land cover
type from the 25 land cover categories in the Global Land Cover dataset as listed

DEM POP LC
(Mollweide) (Mollweide) (Mollweide)

: e ”ITE)EMS.HZ 3 SD}and“‘x
: {-/ If DEM¢1{2 = -

. ,80) Land Caver = 1(..24) )i

then POP elsﬂ__ﬁ__/ then POP eliei_’/

. Conditional Overlay___

liﬂw_s_ﬂ,il

Total Population Affected Land Loss and Population Affected
By Rising Sea Level By Rising Sea Level

Land Cover Type: 1.Urban and Built-Up Land, 2.Dryland Cropland and Pasture,
3.Irrigated Cropland and Pasture, 5.Cropland/Grassland Mosaic,

6.CroplandWoodland Mosaic, 7.Grassland, 8.Shrubland, 9.Mixed Shrubland/Grassland,
10.Savanna, 11.Deciducus Broadleaf Forest, 12.Deciducus Needleleaf Forest,
13.Evergreen Broadleaf Forest, 14.Evergreen Needleleaf Forest, 15.Mixed Forest,
16.Water Body, 17 Herbaceous Wetland, 18, Wooded Wetland,

19.Barren or Sparsely Vegetated, 21.Wooded Tundra, 22 Mixed Tundra,

23.Bare Ground Tundra, 24.Snow or lce, 100.Unclassified (islands)

Fig. 2.4 A schematic of the conditional model used to determine areas of land cover and numbers
of people in areas of inundation. The if-then conditional on the left side of the figure assigns
population numbers as pixel values when the elevation of the pixel is below a specified value or a
0 otherwise. The conditional on the right side assigns land cover values if the elevation is above
a specified value, otherwise a O is assigned. The global summation function tabulates numbers of
people and total areas of each land cover category at below specified elevations
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in the figure. If a pixel value is a specified land cover type and meets the elevation
condition, the overlay assigns the population value at the location in the result data.
Otherwise, a 0 is also assigned. The population in the area that is inundated, assigned
a blue mask color, is totaled and shown in the running counter and the land cover
categories outside the inundation area are used to set colors for the remainder of the
map in the animations.

2.5 Sea-Level Rise Effects at Global and Regional Scales

Approximately 11 percent of the world’s population lives in areas subject to a 5 m
rise in sea level (Table 2.3). Nearly 1.5 billion people, or approximately 23 percent
of the world’s population, live in areas that would be inundated area in the event of
a 30 m rise in sea level. The model used in this study indicates that there is a linear
relationship between rising sea level and the number of people affected by that rise.
As people become affected, so too will be their surroundings, including homes,
infrastructure, critical facilities (e.g., hospitals), and schools. Community cohesion
may be ruptured as relocation becomes necessary, and social stressors may increase
as cities attempt to absorb the displaced.

Rising sea level impact on people and land cover was examined by exploring
the 25 land-cover categories of the Global Land Cover dataset shown in Fig. 2.4.
Among these categories, urban and built-up areas contain the highest population
densities (about 3600 people per km?); over 960 million people (about 16 percent
of the world’s population) live in those areas (Table 2.4). With a 5 m rise in sea
level, 125 million people (about 2 percent of world population) living in urban and
built-up areas are affected, or approximately 13 percent of the total urban popula-
tion. Other land cover categories with high population densities include three crop-
land areas, Dry Land Cropland and Pasture, Irrigated Cropland and Pasture, and
Crop Land/Woodland Mosaic, that are residence to more than 50 percent of the
world’s population. While population densities are not as high in these areas as in
the Urban and Built-up Land, more land falls into this category. Therefore, should
sea levels rise 5 m in these three cropland areas, over 250 million people would be
affected.

Table 2.3 Population affected by rising sea level

Water level increase (m) Area of land loss (km?) Number of people affected (percent)
5 5,431,902 669,739,183 (10.8)

10 6,308,676 870,751,960 (14.0)

20 7,888,233 1,176,709,476 (18.9)

30 9,459,562 1,405,824,876 (22.6)

Total world population 6,228,997,089 (100)
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2.5.1 Surge Effects at Local and Urban Scales

The impacts of 2004’s Indian Ocean Tsunami and 2005°s Hurricanes Katrina and
Rita indicate the importance of local flood simulation. From the model, estimates
of the number of people affected by 1—30 m flooding in the Los Angeles, Wash-
ington, DC, and New York areas are shown in Tables 2.5, 2.6, and 2.7, respectively
(note that the numbers reflect the areas selected for modeling and do not apply to
urban areas as defined by the US Census or other spatially defined boundaries).
The highest surge flooding from Hurricane Katrina was 13 feet (approximately 4
m) along the coasts of Louisiana and Mississippi. Using 4 m as a “design surge”
in Los Angeles produces an impact on about 276,000 people; in Washington, DC
on about 1,500,000; and in the New York area on about 1,300,000. If the flooding
is increased to 30 m, the approximate number of people living in these areas that
would be affected is 3,600,000; 7,000,000; and 12,000,000, respectively.

Table 2.5 Population affected by urban flooding in the Los Angeles area

Percent of total

Flooding height (m) Population affected population®
1 95,443 0.79
2 114,583 0.94
3 198,879 1.64
4 276,014 2.28
5 350,898 2.89
6 433,352 3.57
8 602,799 4.97

10 851,246 7.02

12 1,117,857 9.22

14 1,379.794 11.38

16 1,668,664 13.76

18 1,956,670 16.16

20 2,218,638 18.29

22 2,497,027 20.59

24 2,844,003 23.45

26 3,126,605 25.78

28 3,380,608 27.87

30 3,677,386 30.32

Total population™ 12,128,147 100.00

* Total number of people in the area used for the model and animation

2.5.2 Visualization with Animation

Animations can be created using elevation and land cover data by taking “snapshots”
of inundated land cover at particular elevations/water levels. The snapshot images
are imported into animation software such as Macromedia® Flash® or Microsoft®
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Table 2.6 Population affected by urban flooding in the Washington, DC area (including Baltimore,
Philadelphia, Richmond)

Percent of total

Flooding height (m) Population affected population®
1 220,811 1.22
2 542,712 3.00
3 1,042,825 5.76
4 1,503,203 8.30
5 1,907,150 10.53
6 2,376,907 13.12
8 2,901,938 16.02

10 3,395,204 18.75

12 3,917,752 21.63

14 4,322,253 23.86

16 4,676,841 25.82

18 5,041,001 27.83

20 5,399,400 29.81

22 5,750,108 31.75

24 6,092,345 33.64

26 6,458,236 35.66

28 6,781,498 37.44

30 7,095,692 39.18

Total population™ 18,112,065 100.00

* Total number of people in the area used for the model and animation

Table 2.7 Population affected by urban flooding in the New York area

Percent of total

Flooding height (m) Population affected population®
1 240,798 1.17
2 478,033 2.32
3 963,085 4.67
4 1,344,586 6.52
5 1,832,608 8.89
6 2,502,664 12.14
8 3,497,555 16.96

10 4,652,513 22.57

12 5,655,103 27.43

14 6,477,280 31.42

16 7,376,177 35.78

18 8,256,420 40.05

20 9,022,190 43.76

22 9,816,514 47.62

24 10,466,181 50.77

26 11,103,041 53.86

28 11,672,852 56.62

30 12,184,647 59.10

Total Population*® 20,616,311 100.00

* Total number of people in the area used for the model and animation
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Powerpoint®. The images are arranged sequentially to simulate the rise of sea level
from 1—30 m (or, 80 m in the case of some of the global and regional animations).
Finally, the sequential images are exported to an animation file such as .avi or .wmv
to create a flipbook animation.

Figure 2.5 illustrates land covered by rising sea levels of 5, 10, 20, and 30 m
in several areas including Florida in the US, the Netherlands in Europe, and China
in East Asia. The figure includes the number of people worldwide who would be
affected by each level of rise. Most areas in Florida would be flooded by a 30-m rise
in sea level. Beijing and Shanghai, the two largest cities in China, would be flooded
by 10—20 m rises. And, in Europe, the western one-half of the Netherlands would
be flooded by a 5-m rise in sea level.

More moderate rises were also modeled to examine localized results. Although
the western coast of the US does not normally experience hurricanes, severe storms
can occur in the area, including tropical cyclones and tsunamis (Butler 2005).
Figure 2.6 displays simulated storm surge flooding in Los Angeles, California. As
flood levels increase, the southern part of the city is increasingly flooded. With 30
m flooding, about half the city is inundated.

Simulations for Washington, DC (Fig. 2.7) and New York (Fig. 2.8) show sig-
nificantly larger land areas affected by sea level rise. Examining these figures with
Tables 2.6 and 2.7 demonstrates how low east coast elevations expose more people
to inundation at low levels of rise.
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Fig. 2.8 Storm surge flooding simulation in the New York area

Flood simulations such as those shown in Figs. 2.6, 2.7, and 2.8 can help plan-
ners focus on areas that may experience inundation, plan evacuation routes, and
undertake appropriate mitigation measures. The US Geological Survey is currently
producing flood simulation animation files for all US coastal areas using 30 m ele-
vation, land cover, and population data. The 90 m SRTM data are being used to
produce animations for major urban areas along the world’s coasts. These global
animations with regional enlargements have been created with data at 30 arc-sec
resolution for elevation, land cover, and population. All of these animations are
available at http://cegis.usgs.gov/sea_level_rise.html.

2.6 Conclusion

Large numbers of people living in rural and urban coastal areas are at risk from
sea-level rise and storm surge. Using a multi-scale approach, sea-level rise at global
and regional scales and storm surge effects at local and urban scales were modeled.
Modeling sea-level rise effects across the globe utilized land cover, elevation, and
population at 30 arc-sec resolution projected and resampled to 1 km raster cells.
Results show that a 5 m rise in sea level would potentially affect about 700 million
people; of these, 125 million live in urban and built-up areas. A 30 m rise places 1.4
billion, or 23 percent, of the world’s people in areas of risk.

Storm surge modeling for Los Angeles, Washington, DC, and New York is based
on 30 m resolution data for land cover, elevation, and population. Southern Los
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Angeles has relatively low elevation so that area is easily flooded. Raising sea level
1 m in the Los Angeles area would inundate locations occupied by over 95,000
people; a 1 m rise in Washington, DC and New York will affect over 220,000 and
240,000 people, respectively. In Los Angeles, a 5 m rise would affect over 350,000
people, whereas, in Washington, DC and New York, a similar rise inundates over
1,900,000 and 1,800,000 people, respectively. And a 10 m rise in global sea level
would affect more than 8 million people in these three urban areas.

The methods presented in this chapter are used with available global and regional
datasets, limiting the ability to model small sea level change, such as the 3.5 mm that
is now occurring each year. Higher resolution datasets, such as elevation data from
LIDAR placed on a 10 cm grid, can be used to model small rises in sea level using
the same methods outlined here. These methods provide a basis for visualizing risk
and can help guide urban planning, development and evacuation decisions.

Future research includes the development of complete datasets at 30 m resolu-
tion for the United States and at 90 m for selected parts of the world where large
coastal populations are found. An interactive capability allowing users to access
these datasets on the World Wide Web to conduct user-selected area of interest sim-
ulations is also being developed. Such an interactive capability will permit GIS lay-
men and the general public to educate themselves and others to the potential harm
of global warming through “playing” with the website with different simulations,
adjusting areas to those of immediate interest. Additionally, simulations incorporat-
ing high resolution LIDAR data are being created and further refinements are being
added, such as data layers containing boundaries and place names.
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Chapter 3

Urban Expansion and Sea-Level Rise Related
Flood Vulnerability for Mumbai (Bombay),
India Using Remotely Sensed Data

Firooza Pavri

Abstract Rapid growth and expansion of the developing world’s urban areas has
both social and biophysical consequences such as increased population density,
inadequate infrastructure and services, the expansion of impermeable surfaces, and
habitat fragmentation with a loss of green space. Data from NASA’s Landsat and
Shuttle Radar Topography Mission (SRTM) programs are employed to examine
urban patterns between 1973 and 2004 for the coastal mega-city of Mumbai (for-
merly Bombay), India. By 2015 Mumbiai is expected to be the world’s second largest
city containing 22.6 million people with one of the highest population densities (UN
Population Division 2006). This chapter considers the city’s ongoing and future
vulnerability to flood hazards in the light of climate change models predicting an
increased intensity of monsoonal storms, as well as a 0.38—0.59 m sea level rise by
the end of the 21st century. Landsat MSS and ETM+ data are used to map change
in urban patterns, while an unsupervised classification produces a land use map for
the city and its environs. SRTM data are used to build an elevation model which
is analyzed in conjunction with the land use map. Zones of vulnerability to floods
are identified for the city and its environs. The results suggest that the predicted
consequences of climate change will exacerbate the city’s ongoing vulnerability to
flooding if urgent measures are not taken to improve storm water drainage systems
and shore up other flood control defenses.

Keywords Urban expansion - Vulnerability - Sea-level rise - Satellite data - Mumbai
(Bombay) - India
3.1 Introduction

On July 26, 2005 a severe 24-hour monsoon event resulted in close to 965 mm of
rain falling in the city of Mumbai (formerly Bombay), the commercial and financial
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capital of India. The ensuing disastrous flooding led to loss of life, property damage
that rose into the millions, epidemic threats, and the city coming to a grinding halt
for days (TNN 2005a). While the monsoonal event was unusual in its severity and
was coupled with astronomical high tides, the vulnerability of the city to climate
hazards is not new. The city has long struggled with regular monsoon-related floods
owing to antiquated sewer and flood control infrastructure, now clearly unable to
cope with the level of population explosion and development witnessed over the
past 50 years.

The most recent and definitive (to date) report by the Intergovernmental Panel
on Climate Change (IPCC) has confirmed the global threat of rising sea levels and
extreme weather patterns to coastal regions (Nicholls et al. 2007). Across South
Asia, research suggests that sea level rise will test the coping capacity of coastal
cities to their limits, while a study ranking India’s coastal zones by their vulnerabil-
ity found Mumbai to be the most likely to experience considerable damage from sea
level rise (Nicholls 1995; Nicholls et al. 2007; TERI 1996; Wilbanks et al. 2007).
A recent United Nations’ report on World Urbanization Prospects has projected that
by 2015 the Mumbai Metropolitan region of India will be the world’s second largest
urban agglomeration with 22.6 million people, up from its current 18 million resi-
dents (UN Population Division 2006). This increase will only add to already over-
burdened city services and result in predictable demands on housing, infrastructure
and transportation. Added to this, Mumbai’s island orientation, high population den-
sity, lack of suitable housing for a vast section of its population, and its vulnerability
to persistent flooding will further complicate planning efforts.

The growth and expansion of urban areas creates a variety of impacts with both
social and biophysical consequences. In the 21st century, the mega cities of the
world will be primarily concentrated in developing nations where resources are lim-
ited and the ability of local governments to provide services are already stretched
to their breaking point (UN Population Division 2006). Population density is par-
ticularly high in the developing world’s cities and can be problematic on a num-
ber of fronts. Governments often fall short in providing infrastructure and services,
preserving intra-city green space, and crafting adequate disaster management plans
(Demographia 2007). Furthermore, urban sprawl leads to leapfrog development as
the growth of satellite towns and bedroom communities expand into the rural hin-
terlands, consuming essential agricultural land. The expansion of urban surfaces
also reduces ground permeability and increases runoff and the risk for flooding. The
semi-variable predictability of seasonal rainfall like the monsoon, while providing
residents with some opportunity for preparation, can still have very different impacts
even within neighborhoods and households based on housing structure, the floor a
resident occupies, and socio-economic status.

Historically, hazards researchers have sought to identify and provide practical
risk reduction alternatives to perilous environmental conditions including severe
meteorological, hydrological or geological events and their consequences. This
work commonly provided human-engineered solutions to minimize threats faced
by populations (Barrows 1923; White 1964). The now well established field of vul-
nerability research traces its roots back to this earlier hazards work. Vulnerability
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research recognizes that human systems are inextricably linked to understanding
the variable impact of hazards on individuals and their abilities to cope, resist and
recover from these hazards (Blaikie et al. 1994, p. 9; Burton et al. 1993; Cutter 1996;
Cutter et al. 2000; Few 2003; Hewitt 1997; Kasperson et al. 1995; Smith 1992).

More generally, vulnerability research helps clarify and make explicit the con-
nections between hazard events and their impact on the coping capacity of pop-
ulations based on their socio-economic and demographic characteristics. Hazard
events have traditionally been considered momentous events such as earthquakes
and tsunamis or extreme weather related occurrences such as hurricanes. Recent
vulnerability research has expanded the definition of hazard to include longer term
evolving conditions such as drought, desertification, pollution, deforestation, and
more recently conditions related to climate change such as sea level rise and chang-
ing precipitation patterns. Vulnerability research has much to contribute in terms of
assessing the impact of a changing environment on affected populations. Further-
more, the focus on coping capacities and adaptations to these changing conditions
offers important policy prescriptions to help tackle this situation.

The use of satellite imaging technology to monitor urban environments in
the developing world is rapidly expanding (Alrababah and Alhamad 2006; Al
Rawashdeh and Saleh 2006; Ji et al. 2001; Kaya 2007; Kwarteng and Chavez 1998;
Maktav and Erbek 2005; Mundia and Aniya 2005; Weber et al. 2005; Zhang et al.
2002). Remote sensing technology can be particularly useful given the paucity and
limited accessibility of data from some parts of the developing world. Vulnerabil-
ity research, in particular, has been hindered by the dearth of reliable data to feed
its data rich models. Analysis of satellite imagery provides one step toward fill-
ing this data void. This technology also allows for quick assessments and hence
can be practical for post-hazards adaptation and rescue and recovery operations.
Thus far, systematic studies using satellite imagery to monitor urban growth pat-
terns and map flood vulnerability zones for Mumbai and its immediate surrounding
are largely lacking (TNN 2005b). As researchers have suggested, such assessments
provide necessary information for decision-makers and are an important first step
to identifying effective urban planning options in the face of hazard events (Maktav
et al. 2005). Mumbai is often promoted as the financial and commercial capital of
one of the world’s fastest growing economies. If the city is to sustain such growth
and provide an acceptable quality of life for its citizens, its planners, as a first step,
will need to monitor existing sprawl patterns and their impact on habitat fragmenta-
tion, flood vulnerability and the population’s ability to cope with changing environ-
mental conditions.

3.2 Background

Located on the west coast of India by the Arabian Sea, Mumbai’s history can be
traced back to seven original islands reclaimed and filled-in over centuries. The
seven original islands currently contain most of the older part of the city and its
central business district (CBD). Ruled by various regional Hindu and Muslim rulers,
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it was not until the landing of Francis Almeida and the Portuguese take-over in 1534
that this deep natural harbor was named Bom Bahia (the Good Bay). In 1668 the
islands were acquired by the British East India Company, who later shortened the
name to Bombay, and made it their Company headquarters. This marked the turning
point in Bombay’s history. Thereafter the city grew in size from 13,726 in 1780
to 977,822 by 1906, fed largely by early merchant migrants and those interested
in commerce (TIFR 1999a). Post-independence expansion and the large influx of
rural migrants contributed to the current approximate size of 18 million (MMRDA
2003). In 2001, population density for the Greater Mumbai Metropolitan region was
reportedly at 27,715 people per square kilometer, and second only to Hong Kong,
China (Demographia 2007; MMRDA 2003).

Today, Mumbeai is a microcosm of larger India. It has an ethnically and religiously
diverse population, tens of different languages spoken by its newer migrants, and
citizenry living at the extremes of staggering wealth or abject poverty typical of
the developing world. Aptly named “Maximum City” in a recent account of the
metropolis, the city’s “larger than life” aura is apparent to even the most casual
visitor (Mehta 2004). Geographically, the greater metropolitan region of Mumbai
spans approximately 482 km? with much of the city’s coastline at or just above
sea level. The island of Mumbai has an average elevation ranging between 10 and
15 m with the highest point found in the city’s northern section at 460 m. Mumbai
experiences southwest monsoons between the months of June through September,
with an average rainfall of 1800 mm (TIFR 1999b).

The rapid urbanization experienced by the city and its environs over the past
four decades has left planners struggling to cope. Development is often unplanned
with once small suburbs and neighboring towns becoming overnight bedroom com-
munities and cities in their own right with minimal improvements in infrastructure
and amenities. Recent data indicate that the rate of growth in the outlying suburbs
and satellite towns has far outpaced that observed within the city (MMRDA 2003).
For example, Navi Mumbai (formerly New Bombay), conceived in 1971, is one of
the largest planned cities in the world and was designed to accommodate approx-
imately 2 million residents and alleviate some of the population pressures experi-
enced by Mumbai (MMRDA 2003). Today, however, it is widely recognized that
even though the planned city contained approximately 704,000 residents in 2001,
it failed to draw some of the more important business and employment oppor-
tunities away from Mumbai (MMRDA 2003). For the most part, Navi Mumbai
serves as a bedroom community to its larger neighbor across the creek. On the
other hand, Mumbai’s shanty town or slum population has steadily increased to
a staggering 50% of the city’s population (MMRDA 2003). These densely packed
parcels of land contain makeshift huts and inadequate infrastructure (Leahy 2008).
One example is Dharavi, also infamously known as Asia’s largest slum, which
houses approximately 60,000 families and is located in a low lying district close
to the center of the city (Leahy 2008). For the most part, slums are interspersed
on open land throughout the city and abut high rise apartments, which them-
selves command astronomical prices comparable to many of the developed world’s
megalopolises.
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The island orientation of the main city of Mumbai, with limited space for expan-
sion, has led to a steady destruction of green space and fringing coastal wetlands,
compounding the effects of habitat fragmentation and stretching ecosystem
resources and services to their breaking point. Despite this, Mumbai is one of the
few mega cities of the world with a National Park within its geographic boundaries.
Besides being the largest park in the world within a metropolitan city, the Sanjay
Gandhi National Park (SGNP) occupies a vast section of the north-central portion
of the city and houses three important water reservoirs specifically for the city’s
populace. However, the encroachment of shanty towns and housing developments
within and along the park boundary has been steady and unabated, spurred on by
strong development pressures (Zerah 2007). Likewise, fringing coastal mangroves
on both the eastern and western coasts of the city, while theoretically protected by
coastal zone development moratoriums, face constant development and encroach-
ment pressures.

The Mumbai Metropolitan Region Development Authority (MMRDA) is
responsible for the planning goals of the city. The Authority includes an Emer-
gency Operations Center and develops emergency management and hazard response
plans. This agency also assesses risk and vulnerability to a myriad of hazards
including cyclones, earthquakes, epidemics, and industrial disasters and outlines
response scenarios (MMRDA 1999). Even with these agencies in place, inad-
equate response during the catastrophic flooding of July 2005 made obvious
the deficiencies in the city’s emergency response infrastructure (TNN 2005c¢).
Basic emergency response systems such as ambulance, fire and rescue services
were unable to operate; rail and other transport links stalled, and electricity
for vast sections of the city was not restored for days. Despite India having
much past experience coping with natural disasters, researchers have puzzled over
the weak response of the Indian government to hazard events in general (Ray-
Bennett 2007).

This chapter uses data from the US National Aeronautics and Space Administra-
tion’s (NASA) Landsat and Shuttle Radar Topography Mission (SRTM) programs
to analyze urban sprawl patterns for Mumbai city and its surroundings from 1973
through 2004. Particular attention is given to the contraction of green space due to
sprawl, in-filling of open city space, leapfrog urban development patterns, and iden-
tifying flood vulnerable zones. Recent climate models predict a global sea level rise
of anywhere between a 0.38 and 0.59 m by the end of the 21st century with signifi-
cant local variations (Meehl et al. 2007). In the case of Mumbai not only would sea
level rise have a very significant impact, but additionally, more severe monsoonal
activity and increased precipitation as also predicted by general circulation climate
models would compound its vulnerability (Meehl et al. 2007). By using readily
downloadable multispectral data through NASA’s Landsat mission and merging
these with elevation data through the SRTM program, this chapter employs methods
tested and accepted in the conventional literature to assess the potential impact of
predicted sea-level rise for the greater Mumbai Metropolitan region. In so doing,
it provides a template for similar such studies for the developing world’s coastal
cities.
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3.3 Data and Methods

Data used for this study were derived from the Landsat program’s long histor-
ical archive of multispectral imagery. The first image is a Multispectral Scan-
ner (MSS) four band dataset from 9 January 1973 at 79 m spatial resolution
and obtained through the Earth Science Data Interface (ESDI) at the Global
Land Cover Facility website supported by NASA (GLCF 1997). This image is
used primarily to assess the city’s urban extent in 1973. The image is one of
the earliest cloud-free and downloadable images of the city available from the
Landsat archive and provides an important glimpse of the city’s geographical
extent prior to the recent exponential growth in population. The coarse spatial
and spectral resolution of these data, however, limits detailed analyses. Addi-
tionally, the lack of data in the region of 400—500 nm limits its use for urban
applications.

The second image is a 17 October 2004 gap-filled six band dataset from the
Enhanced Thematic Mapper + (ETM+) sensor at 30 m spatial resolution obtained
from the Earth Resources Observation and Science (EROS) Data Center (USGS
EROS 2006). These data were captured after the ETM+ sensor developed the Scan
Line Corrector (SLC) problem, which compensated for the forward movement of
the satellite. To correct this problem, the US Geological Survey (USGS) now pro-
vides ETM+ gap filled data products using an average DN from previous passes
over the same area. In this case, values from a previous pass were used to fill in
the SLC missing data. However, filling in these data sometimes causes striping to
occur and this is evident on the 2004 ETM+ image. While data from both time
periods (1973 and 2004) are not captured during the same time of year, they are
acceptable because both were obtained during the dry season. However, because
the ETM+ image was acquired in October, it should be noted that the recent end
of the monsoons in September of that year will significantly influence the vegeta-
tion signal. Given the mismatch in terms of time of capture and the lack of any
sensor calibration data for the MSS image, the two images were only visually com-
pared to assess obvious changes in the spatial extent of the city. Most analytical
efforts focused on the 2004 ETM+ image to map land use and identify zones of
vulnerability.

In addition to the imagery, an SRTM elevation dataset also obtained via the
USGS EROS website at 3 arcsec (90 m spatial resolution) is used to construct a
digital elevation model for the city and aid in identifying zones of vulnerability to
sea level rise and flood events (SRTM 2006). At present, these elevation data are
only available at 1 m z-value increments. Consequently, mapping fine-scale vul-
nerability zones is limited by the dataset and to 1 m increments. While some issues
have been raised about the accuracy of the SRTM dataset (Rabus et al. 2003), SRTM
are the only systematic elevation dataset freely downloadable for most of the globe
and as such provide an enormously rich source of information for data poor regions
across the developing world. Given the 90 m spatial resolution for these data, they
are coarser than that captured by ETM+ and the dataset does contain a few gaps
in terms of dropped pixels. However, for the study site, these gaps are minimal
and appeared mostly in non-urban areas. Reference data for ground control points
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and for accuracy assessments were obtained through a topographic map and high
resolution Google Earth™ imagery. All image processing and analysis was con-
ducted using ERDAS® Imagine® software and ESRI’s ArcGIS™ was used for an
overlay analysis and to produce vulnerability data.

The paper uses existing methodologies and analytical tools established in the lit-
erature (Auch et al. 2004; Jensen et al. 2005). False color composites (FCC) for
both the 1973 and 2004 datasets using standard stretching and contrast techniques
are examined and findings reported. An unsupervised classification procedure is
used to build a land use map from the 2004 ETM+ dataset. The Iterative Self Orga-
nizing Data Analysis (ISODATA) algorithm in ERDAS® which uses a minimum
distance function to assign pixels to a cluster, is employed (Lillesand et al. 2008). To
appropriately capture land surface variability, selecting a suitable number of clus-
ters is an important parameter to take into account when running the ISODATA rou-
tine (Mundia and Aniya 2005). After experimentation, 15 clusters were determined
to be the most appropriate number for the ETM+ image. After visually inspecting
and naming the clusters, the 15 were further reclassed into eight clusters. Accuracy
assessments were performed on the ETM+ classified dataset using 256 points gener-
ated using a stratified random sample, while high spatial resolution Google Earth™
imagery, local knowledge, and topographic maps of the area were used for verifi-
cation. The final unsupervised classification results were imported into ArcGIS™
to be analyzed in conjunction with the SRTM elevation dataset. ArcGIS’s Spatial
Analyst module was used to overlay the SRTM elevation data with land use classes
to map and examine vulnerability zones to sea level rise across the city and its envi-
rons. Attention was focused on simulating flood vulnerability zones from 1 to 4 m
above sea level. While the predicted rise in sea level is less than 1 m over the next
100 years, the ensuing vulnerability to flooding will likely spread across low lying
regions. Spatial Analyst’s raster calculator functionality is used to calculate land use
impacted within the flood vulnerable zones and the areas are mapped to assess their
spatial distribution across the city.

3.4 Analysis and Results

The data analysis proceeds in four stages. First, a visual assessment of the 1973
MSS and 2004 ETM+ false color composites are presented, focusing in particular
on deciphering urban patterns and changes therein. Next, results of the unsupervised
classification and accuracy assessments for the 2004 ETM+ image are discussed.
Third, an SRTM elevation model is constructed for the greater metropolitan area.
Finally, results from the land use analysis and the SRTM elevation model are com-
bined in ArcGIS’s Spatial Analyst to assess the impact of potential climate change
on land use activities across the region and identify zones of flood risk.

3.4.1 False Color Composites for 1973 and 2004

A visual assessment of the 1973 MSS false color composite (FCC) of Bands 1, 2, 3
(Fig. 3.1) shows most of the city of Bombay contained within the southern portion of
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Fig. 3.1 Landsat MSS false color composite for the Greater Mumbai Metropolitan region and
surrounding, 1973

the island peninsula (“A” on the bottom left of the figure). Key arterial expressways
can be seen extending out from the city center into the northern suburban sections
of the island on either side of the Sanjay Gandhi National Park (SGNP; “B”), with
some suburban development along either side of these expressways (C). The image
shows green space interspersed throughout the city. The SGNP covers a vast section
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of the north-central portion of the image. Taken in the month of January, the image
displays some mixed tropical deciduous tree cover with leaf-off conditions. Devel-
opment activities, including cleared tracks, are seen interspersed within and adja-
cent to the park’s boundaries. Also noteworthy are the robust coastal mangroves
and estuarine wetlands that border the northeastern and northwestern sections of the
island city (D). These habitats are an essential and important protective buffer from
tidal surges and cyclonic activity and appear relatively healthy. Extensive mudfiats
appearing during low tide conditions are also apparent along the eastern coast of the
island.

The southern end of the island, south of Mahim bay (E), contains the city’s core
central business district and original residential areas. It is also in the south end of
the island that most reclamation activities were undertaken, and where the original
seven islands of Bombay were eventually joined together. In this case, the FCC
suggests a fairly dense urban landscape. Urban density declines north of the city’s
airport (F), which is typified by greater expanses of green space.

Overall, the MSS image from 1973 suggests that the densest concentration of
urban activity was largely limited to the southern section of the island. While devel-
opment is clearly expanding outward from the core old city, it is mostly restricted to
areas along the western and eastern expressways that make their way out of the cen-
tral city and into the island’s suburban northern reaches. The mainland to the north
of Bassein creek (I) and east of Thana creek (H) is typified by the city’s rural hinter-
land. Agricultural activities dominate here, but for the most part, the data indicate
fallow agricultural fields yet to be planted with the winter crop. At this spatial res-
olution, smaller towns in the rural hinterland are difficult to distinguish. The city of
Navi Mumbai across the harbor to the east of the island has not yet been developed.
Urban development on the mainland north of the city is also largely absent. For
the most part, this land is used for salt panning activities (G). In 1971 the Mumbai
Metropolitan Region’s population stood at approximately 7.8 million with an annual
growth rate of 3.7%, the highest it had seen in its history (MMRDA 2003).

A cursory visual comparison between in the 1973 MSS (Fig. 3.1) and the 2004
ETM+ false color composite (Fig. 3.2) reveals dramatic shifts in land cover over
the 30 year period. The obvious changes are in the expansion and intensification of
developed land surface across the city and its outlying townships. Also observed is
an ensuing contraction of the city’s green space. As indicated earlier, the vegetation
signal is quite strong because the 2004 image was taken at the end of the monsoon
season where almost every non-paved surface is taken over by ephemeral shrubs
and grasses. The 2004 image also indicates that the vital coastal mangroves along
the main island have are encroached upon by development activities since the time
of the 1973 image.

By 2004 the city of Mumbai has seen a tremendous boom in suburbs on the
island itself, now occupying virtually all of the open space on the island with the
exception of the SGNP. Moreover, the larger region has also witnessed an expansion
of new suburbs and satellite towns on the mainland. The cities of Navi Mumbai (A),
Thane (B), Kalyan (C), Dombivili (D), Bhiwandi (E) and Panvel (F) on the mainland
to the northeast of the city and Mira (G) and Nalasopara (H) to the north of the
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Fig. 3.2 Landsat ETM+ false color composite for the Greater Mumbai Metropolitan region and
surrounding, 2004

city were small towns in the 1973 image. Today, they all contain populations of
over 100,000 residents, with Thane and Kalyan containing over 1 million residents
each (MMRDA 2003). A visual analysis of the changes between 1973 and 2004
indicates these dramatic shifts. Urban expansion for the city and its environs has
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been typified by intensification across the island, encroachment into open space
along coastal mangroves and green pockets across the city, expansion into outlying
suburban areas, and leapfrog development into the rural hinterland especially across
the mainland east of the island.

3.4.2 Land Use Classification

Land use classification maps are an effective way to observe spatial patterns. In this
case, an ISODATA routine is employed to arrive at a land use map for the city and
its surroundings using the 2004 ETM+ dataset. The routine was originally run with
a large number of clusters and later collapsed into eight classes representing land
use patterns for the city (Fig. 3.3).

Quantifying the accuracy of any classification routine is a necessary step toward
building confidence in the results. For the accuracy assessment, a stratified random
sample of 256 pixels with a minimum of 20 pixels per class was generated to ensure
coverage of all eight cover classes and to minimize bias. These reference pixels are
checked against 3 m high spatial resolution Google Earth™ imagery and substan-
tiated by extensive local knowledge and topographic maps. The results of the error
matrix generated indicate an overall classification accuracy of 83.5% (Table 3.1).
The overall Kappa index of agreement, which indicates the extent to which the
assignment of pixels in the error matrix were due to “true” versus “‘chance” agree-
ment, was reported at 0.81 (Lillesand et al. 2008). In terms of Producer’s Accuracy
all classes were above 70% with the exception of the Encroaching Development
class at 60.71%. All classes were above 70% in terms of User’s Accuracy. The
important Urban/Developed class was at 81.25 and 72.22% for Producer’s and
User’s Accuracy respectively. Overall, the ISODATA routine, a simple yet pow-
erful algorithm, provided better than expected results in terms of producing a final
land cover map. The map was exported into ArcGIS’s Spatial Analyst for further
analysis.

3.4.3 SRTM Elevation Model

SRTM data were downloaded and imported into ArcMap for further analysis
(Fig. 3.4). Figure 3.4 uses a color palette to distinguish elevation above sea level,
and large expanses of land can be seen at or just above sea level for the greater
metropolitan region of Mumbai.

Table 3.2 reports the spatial coverage of elevation zones across the image. Par-
ticularly noteworthy is the extent of land under a 4 m elevation cut-off. On the main
island of Mumbai, these areas are also some of the more densely packed sections
of the city and with low to middle income housing. Strikingly, this section of the
island city was particularly impacted by the severe monsoon event and flooding of
2005 referenced at the beginning of this chapter. Low lying areas across the city



42 F. Pavri

N Land Cover Classes (ETM+ 2004)
A . v [ urbanpevetoped
0 25 5 10 15 [ Inland Waterways [ Encroaching Development
[ tua natsiuban Surface Agricultural Land/Undeveloped Urban

K it - Coastal/Riverine Marsh/Green Cover - Green Space

Fig. 3.3 Land use map using ETM+ data for the Greater Mumbai Metropolitan region and
surrounding, 2004

are already prone to flooding. In many cases, this area houses some of the city’s
poorer shanty town residents who are already economically vulnerable and whose
ability to cope with and recover from hazard events is very limited. The flood of
2005 produced large numbers of fatalities from these areas (TNN 2005d).
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Table 3.1 Error matrix for the Greater Mumbai Metropolitan region land use map derived from
Landsat ETM+ data

Land-use Producer’s  User’s Kappa
class 1 2 3 4 5 6 7 8 Total accuracy accuracy  statistic
1 3 0 0 0 0O O 0 0 38 100.00 100.00 1

2 020 0 O O O O 0 20 100.00 100.00 1

3 o 0 18 0 2 1 0 0 21 81.82 85.71 .84

4 0o o0 0 23 1 1 3 2 30 92.00 76.67 74

5 0O 0 2 0 26 6 2 0 36 81.25 72.22 .68

6 o o 1 o0 3 17 3 0 24 60.71 70.83 .67

7 0 0 1 1 0 0 36 2 40 70.59 90.00 .87

8 o o o 1 o0 3 7 36 47 90.00 76.60 72
Total 38 20 22 25 32 28 51 40 - - - -

Overall classification accuracy = 83.5%
Kappa Index of Agreement = (.81

Land Use Class Index: 1 Water; 2 Inland Waterways; 3 Mud flat/urban surface; 4 Coastal/
Riverine marsh/Green cover; 5 Urban/Developed; 6 Encroaching Development; 7 Agricultural
Land/Undeveloped Urban; 8 Green space

3.4.4 Land Use and SRTM Overlay Analysis

The SRTM elevation model is used in conjunction with the land use map to calcu-
late the areal size of each of the land use classes contained within O—1 m, 1—2 m,
2—3 m and 3—4 m elevation zones (Table 3.3). These are identified as critical,
severe, high and moderate risk zones for flooding, respectively.

Given the predicted 0.38—0.59 m rise in sea level over the next 100 years and
increased severity of storms, these zones will be subject to the most hazardous flood
conditions. It is here that efforts need to be focused to build more effective flood
control measures, redesign housing structures, or perhaps even resettle populations
and development activities over the next 50-100 years. While the total amount
the of Urban/Developed land use class within the 0—1 m critical flood vulnera-
bility zone comprises a relatively small area of 3.05 km?, when one considers the
high population density for the metropolitan region at 27,715 km? reported in 2001
(Demographia, 2007), that area could amount to as many as approximately 83,000
affected people (see Table 3.3). Additionally, vulnerability will not just be contained
to the predicted approximate 0.58 m sea level rise zone — its effects would permeate
across most low lying areas of the city, with its impact compounded in economically
poor neighborhoods.

The two land uses affected the most significantly between 0 and 4 m in eleva-
tion vulnerability zones include the Coastal/Riverine marsh/Green cover class for
a total of 12.7 km? and the Urban/Developed class for a total of 11.6 km? (see
Table 3.3). This finding suggests that mangrove areas already under pressure from
present development will face additional pressures from sea level rise and flood
vulnerability and perhaps, as observed elsewhere, will affect the configurations of
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Fig. 3.4 SRTM elevation model for the Greater Mumbai Metropolitan region and surrounding

wetland species. Of more concern would be the area of the Urban/Developed class
that falls within the 4 m vulnerability zone. The coping strategies and local response
to these conditions at present involve ad-hoc household level adaptations and a
reliance on kinship networks to survive periodic flood conditions. However, with the
increased severity and frequency of these conditions, longer term response measures
will need to be developed. The data from this analysis suggest that a very significant
proportion of the city and its suburbs will be subject to more persistent hazardous
conditions based on climate predictions for the next 50-100 years.

To date, Mumbai has utilized large World Bank loans for piecemeal improve-
ments in potable water and drainage infrastructure. However, as most citizens will
attest, these improvements are short lived as population densities increase and sheer
numbers of people overwhelm city services. To have more long lasting benefits,
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Table 3.2 Land area at or

above sea level for the Elevation (m) Area coverage (in kmz)
S/Ireater N.[umba1. . 0-1 1015
etropolitan region using

SRTM data 1-2 95.5
2-3 85.3
34 74.7
4-5 67.8
5-10 320.8
10-15 276.0
15-30 495.3
30-50 275.9
50-150 375.0
50-830 181.6

Table 3.3 Extent of land use (in square kilometers) within flood vulnerability risk zone

Land use 0—1 m (critical) 1—2m (severe) 2—3 m (high) 3—4 m (moderate)

Mud flat/urban 1.28 1.01 0.82 0.61
surface

Coastal/Riverine 3.79 3.40 2.73 1.87
marsh/Green
cover

Urban/Developed 3.05 3.05 2.82 2.69

Encroaching 0.75 0.81 0.97 0.76
Development

Agricultural 1.09 1.21 1.34 1.50
Land/Undeveloped
Urban surfaces

Green space 0.37 0.45 0.45 0.47

efforts to tackle flood vulnerability need to be considered from several angles.
The city’s planners and governance bodies need to give more serious consideration
to updating and expanding storm drainage systems and flood control barriers and
defenses, protect the city’s natural mangrove defenses from development activities
and expand mangrove coverage, engage in politically charged slum redevelopment
schemes to provide adequate housing, and shore up the city’s disaster response sys-
tems, all of which have been promised for decades. Perhaps the information from
recent climate models suggesting higher sea levels and the increased intensity and
frequency of storms, coupled with the results of studies such as the present one,
will provide the impetus to address, with some urgency, the city’s vulnerability to
persistent flood events.

3.5 Conclusion and Future Recommendations

The analysis conducted for this study provides a synoptic view of a developing
world city and its environs. Such an approach to understanding the landscape can
be useful as it offers a comprehensive look at the interconnection of systems within
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an urban environment, helps identify areas that require quick attention or target
others for further analysis. Classification techniques, such as the one used in this
study, form an important aspect of image interpretation and pattern recognition.
Such analyses provide quantifiable information on land use activities and provide
planners with essential data when crafting development plans. Regional or urban
land use planning is a multi-faceted process that requires economic, social, demo-
graphic and spatial data to inform the planning process. The application of remote
sensing data as demonstrated in this chapter provides one approach to analyze urban
systems, illustrating its usefulness for planners, environmentalists, developers, and
even non-government groups engaged in improving land use conditions in urban
areas.

There is much scope for future remote sensing applications research on hazards
and vulnerability for the city of Mumbai. With over 50% of the city’s population
living in shanty towns lacking basic infrastructure, future efforts must focus on more
detailed analyses of these zones. As was pointed out in this chapter, shanty towns
often occupy the city’s low lying regions and face the persistent threat of monsoonal
flooding. As a start, these areas need more fine scale mapping using high resolution
imagery. Likewise, the city’s few remaining green spaces require protection from
development activities. Intra-urban green space is fundamental to the health of urban
ecosystems and must be paid more attention by planning efforts. In the case of
Mumbai, fringing coastal wetlands will serve as important natural barriers as the
city copes with rising sea levels over the next century. City planners must not only
protect remaining coastal marshes, but also engage in active wetland regeneration
activities where encroachment has caused losses. Finally, as planning efforts focus
on the city, satellite towns must not be inadvertently overlooked, as these are the
growth areas of the 21st century. Planning lessons learned for the metropolis should
be heeded and transferred as attention shifts to these newer cities.

Remote sensing technology has revolutionized the way we can assess change
in land use and land cover over time. Imagery has provided scientists with a data
rich environment to examine parts of the world that have heretofore been over-
looked. Data scarcity is particularly problematic in the developing world and as
a result, until very recently, vulnerability and hazards studies were mostly focused
on the developed world. This chapter demonstrates that the use of readily available
remotely sensed data coupled with conventional techniques can prove informative.
Today, the proliferation of high spatial resolution data makes it possible to engage in
analyses at higher levels of detail that enhance our ability to decipher fine-scale pat-
terns and thereby improve policy recommendations. While the costs associated with
such data are still high, increased future competition in the private remote sensing
sphere and increased demand for such products will undoubtedly reduce prices. The
limited number of spectral bands available through commercial enterprises, how-
ever, still provides an essential role for Landsat data. Moreover, the recent USGS
announcement to make all of its Landsat data archive available free of cost to users,
now makes virtually every part of the globe accessible to those with the necessary
theoretical and technical skills to contribute to Land Use and Land Cover Change
science in general and hazard vulnerability research in particular.
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Chapter 4
A GIS for Flood Risk Management in Flanders

Pieter Deckers, Wim Kellens, Johan Reyns, Wouter Vanneuville,
and Philippe De Maeyer

Abstract In the past decades, Flanders, a region of north Belgium that extends
from the coastline inland (in northwest Europe), has suffered several serious river-
ine floods that caused substantial property damage. As Flanders is one of the most
densely populated regions in the world, a solid water management policy is needed
in order to mitigate the effects of this type of calamity. In the past, Flemish water
managers chose to drain off river water as quickly as possible by heightening the
dikes along the rivers. However, this method leads to a higher flood probabil-
ity further downstream. Moreover, water defence infrastructure can always suffer
from technical failures (e.g., breaching) creating even more damage than would
have occurred if no defences were in place. In a search for a better solution to
this recurring problem, the Flemish administration proposed a new approach in the
1990s. This approach focuses on minimizing the consequences of flooding instead
of attempting to prevent floods. To implement this approach, large amounts of
data were gathered for the Flemish Region. Using a Geographic Information Sys-
tem (GIS), a risk-based methodology was created to quantitatively assess flood
risk based on hydrologic models, land use information and socio-economic data.
Recently, this methodology was implemented in a specifically designed GIS-based
flood risk assessment tool called LATIS. By estimating the potential damage and
number of casualties during a flood event, LATIS offers the possibility to per-
form risk analysis quickly and effectively. This chapter presents a concise overview
of LATIS” methodology and its implementation for flood risk management in
Flanders.
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4.1 Introduction

Flanders is located in the centre of northwest Europe, in the low-lying northern
part of Belgium, bordering the North Sea (Fig. 4.1). The region is characterised
by a number of river valleys with moderate slopes and minor elevation differences.
During heavy torrents or long-lasting rainy weather, parts of Flanders are regularly
flooded due to overflow (and in rare occasions by breaching) of river dikes. For
example, the Dender catchment (the dark grey region west of Brussels indicated by
the “D” in Fig. 4.1) suffered heavy floods in 1995, 1999 and 2002-2003.

As Flanders is one of the most densely populated and industrialised regions in
the world, adequate flood risk management is necessary. In the past, the solution of
the Flemish administration to the flood problem was to drain the water downstream
as quickly as possible by heightening the dikes along the river banks. However,
experience showed that this was far from an ideal solution. It has become clear
that this method leads to higher water levels and a higher flood risk downstream.
Moreover, water defence infrastructure can collapse due to technical failure such
as breaching, often creating more damage than would have occurred if no flood
defence infrastructure had existed.

The Flemish minister responsible for addressing these types of issues launched a
new approach in the governmental note, “Mobility and Public Works 2000—2004”
(Vanneuville et al. 2003). The new idea was a paradigm shift away from attempting
to protect against high water levels to reducing damages caused by the water. This
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Fig. 4.1 Situation of the region of Flanders (the gray region in the rectangle) in northwest Europe
Source: Vector versie van het “Voorlopig Referentiebestand Gemeentegrenzen”, AGIV, toestand
22/05/2003 (GIS-Vlaanderen) and — Vectoriéle versie van de “VHA-waterlopen and —zones”,
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Fig. 4.2 Economic optimum in a cost benefit analysis for water infrastructure

shift created the need to identify the level of investment represented on the land-
scape (e.g., buildings, infrastructure) and the cost of repairing those investments
following a flood. Figure 4.2 provides a graph of this cost benefit analysis, where
a point has been placed on the “Total cost” to illustrate the “Optimum minimal
total cost”. The lower the investment in flood defence infrastructure, the higher the
expected costs for damage. As investments in infrastructure increase, expected dam-
age decreases as does the total cost. At a certain point, higher investments no longer
lead to major decreases in expected damages and the total cost begins to increase
again. At this point, the total cost of investments and expected damage is minimal
(De Nocker et al. 2004).

In agricultural areas, the impacts of floods are limited due to low population den-
sity, fewer buildings, and reduced amounts of infrastructure. In other areas (e.g.,
nature conservation zones), flooding can even have positive effects. The opposite is
true in densely populated areas or in areas with important industrial activities. In
these areas, extra effort and investment must be made to try to reduce the effects of
flooding, such as delineating controlled inundation areas to provide short term stor-
age for large volumes of water. In order to estimate and compare the benefits from
each of different types of measures, a uniform risk analysis approach is necessary.
In this context, several objectives were set by policy makers in the governmental
note described earlier (Vanneuville et al. 2003):

e The development of a methodology for the uniform calculation of damage and
risk for the whole of Flanders;

e Use of this methodology to calculate change in flood risk and damage due to
change in local infrastructure works and/or land use; and,

e A definition of data and software necessary for running the equations in a geo-
graphic information technology (GIT) environment.
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To meet these goals, Flanders Hydraulics Research,! in cooperation with the
Department of Geography at Ghent University, developed a risk-based methodology
to assess potential flood damage. This chapter describes how the risk-based method-
ology was implemented via the assessment tool LATIS, providing an overview of the
input data, chosen assumptions, and different calculations performed. The method-
ological framework is provided, as well as how flow velocity was modeled as a
damage factor and how flood casualties are calculated. Because there is a need
for more effective and adaptable tools, LATIS is offered as a substitute for earlier
GIS-based models. The capability of using LATIS to calculate flood risk scenarios
with regard to climate change is also demonstrated. The chapter concludes by dis-
cussing methodological issues and future research.

4.2 Overview of the Risk-Based Methodology

Generally, risk is defined by the probability of an event (e.g., a flood) and the mag-
nitude of its consequences (Jacobs and Worthley 1999). These consequences can
be measured in terms such as buildings damaged or lives lost (Ahola et al. 2007).
Although some researchers have added additional criteria to the definition of risk,
flood risk studies in European countries are usually performed using the combi-
nation of probability and consequences (Verwaest et al. 2008). The methodology
described in this chapter follows this general definition.

Several steps are required to calculate damage and risk (Vanneuville et al. 2005),
as is shown in Fig. 4.3. The first step requires the generation of a set of flood maps,
each representing the extent of a flood with a certain return period, using hydro-
logical, hydraulic, and digital elevation models. Second, different land use maps
are combined with a variety of socio-economic data resulting in a maximum dam-
age map. This maximum damage map is subsequently combined with the different
flood maps to create damage maps for each return period. In the final phase, these
damage maps are combined into a single risk map.

4.2.1 Flood Map Calculations

Before calculating damage and risk, it is necessary to estimate an area’s flooding
probability through statistical analysis of past water levels and flow rates. First,
the return period, or average period of time in which a particular maximum water
level and discharge may occur, is calculated. Higher water levels and discharge vol-
umes correspond to longer return periods of occurrence. Calculating probability of
occurrence is performed using composite hydrographs, which are synthetic hydro-
graphs integrated from Quantity/Duration/Frequency (QDF)-relationships. These

IFlanders Hydraulics Research is part of the Department of Mobility and Public Works of the
Flemish Government and is responsible for the navigable waterways in Flanders.
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Fig. 4.3 Framework for risk mapping (to be read counterclockwise, starting at upper left)

QDF-relationships statistically link every river discharge with its duration and return
period. Composite hydrographs have the advantage that in every point along the
waterway (and in the flood zones) the calculated water levels have the same return
period. Only one calculation is required for every return period, resulting in more
rapid risk calculation models (Vaes et al. 2002).

As stated above, flood maps are created using hydrological, hydraulic, and digi-
tal elevation models. These maps show maximum water levels and flooding extent.
Additional information such as flow velocity and the “rise velocity” of water (espe-
cially important for casualty assessment) can also be obtained. Thus for each return
period, a set of maps is available indicating flood extent, flow velocity and rise
velocity. Since creating and validating composite hydrographs is time-consuming,
only a discrete set of flood maps was created (e.g., 1,2, 5, 10, 25, 50, 100, 250 years
for the Dender catchment). If more historical data are available, flood maps for even
longer return periods can be calculated.

4.2.2 Damage Calculations

In this step, land use information and socio-economic data are used to produce a
maximum damage map. This maximum damage map contains the potential damage
value per surface area, where maximal damage can occur from a hazardous event.
Put differently, this map indicates the cost value for a virtual scenario in which
everything is destroyed by a (flood) event. By combining the maximum damage map
with the flood maps, expected damage for a given inundation can be calculated.
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4.2.2.1 Different Types of Damage

Numerous definitions of damage can be found in the disaster literature (e.g.,
Cochrane 2004). However, a number of distinctions are common with regard to
flooding (De Maeyer et al. 2003). Financially, damage can be split into monetary
(tangible) and non-monetary (intangible — including emotional) damage. A second
classification can be made between internal and external damage. Internal damage
is damage caused in the inundated zone itself, external damage occurs outside the
inundated area. An example of the latter is production loss due to economic depen-
dence on customers and/or suppliers located in the flooded area. A third classifi-
cation is between direct and indirect damage. The first refers to damage affecting
buildings, furniture, stocks, crops, and the like while the second refers to production
losses and clean-up costs.

The risk methodology used here only considers monetary, internal, and direct/
indirect damage. Although several authors have performed flood risk assess-
ment including non-monetary (Yates 1992; Lekuthai and Vongvisessomjai 2001;
Simonovic and Carson 2003) and external damage (Penning-Rowsell et al. 2003;
Van der Veen and Logtmeijer 2005), these criteria were beyond the scope of this
study.

4.2.2.2 Maximum Damage Map

Different land use categories have different potential maximum damage values.
Damage values for completely destroyed cropland are less when compared to the
total destruction of a factory. Therefore, land use information is needed to create a
maximum damage map. Two major resources were used to create an overall land
use map of Flanders: CORINE Land Cover (a classified land use map that covers
all European member states) and the Small Scale Land Use map of Flanders and
Brussels.? The combination of these data makes it possible to classify land use into
different categories such as built-up areas, industrial grounds, crop lands, pastures,
transport infrastructure and airports (Vanneuville et al. 2003). Both CORINE Land
Cover and the Small Scale Land Use Map are based on LANDSAT images with a
resolution of 30 m per pixel. As this resolution was insufficient to fulfill all needs,
vector-based land use information such as road and railroad networks, and locations
of highly valued buildings (e.g., hospitals, fire stations, schools, churches, electricity
and communication infrastructure) was added to the database.

Once land use information is available, the maximum damage values have to be
linked to the land use categories. To perform this task, socio-economic data is gath-
ered. As it is difficult? to incorporate the individual value of each household, factory

2Both land use maps are included for two reasons: (i) the combination provides additional land
use information unavailable when using only one data source, and (ii) each data set has a different
renewal period, so the most recent land use map can be used when required.

3Insurance companies possess information on the monetary value of individual households, but
are generally unwilling to disclose such private information. For croplands, another problem arises
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or cropland, aggregated spatial data was used (e.g., mean housing value per statis-
tical area, average value of crops per agricultural area, average value of factories
per industrial sector). This approach causes every house in a particular statistical
area to have the identical maximum damage value, but homes in residential areas
will have higher values than those found in areas that are economically disadvan-
taged. Similarly, croplands in agricultural areas where fruits and vegetables are most
important will carry a higher maximum damage value than croplands in agricultural
areas where potatoes and cereals are more common. Data was gathered and grouped
for each land use category (for a detailed description, see Vanneuville et al. 2003).
After combining the land use map with the damage values, a maximum damage map
can be produced.

4.2.2.3 Calculating Damage Maps

The next step combines the maximum damage map with the different flood maps to
create maps of real flood damage suffered during each return period. Floods rarely
lead to total destruction. The extent of damage depends on water depth because
all land use categories have different relationships between the amount of damage
that occurs and water depth. These relationships are defined by damage functions or
a-factors (Penning-Rowsell et al. 2003). To illustrate, five different damage func-
tions are shown in Fig. 4.4. The quantitative relationship reflected in these functions
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Fig. 4.4 Damage functions: real damage as a function of water depth

because of regular shifts in cultivation. For example, one year potatoes may be cultivated and the
next corn; the gathering of such information is very intensive, time-consuming and sometimes
impossible (due to privacy reasons).
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are based on Van de Sande and Corné (2001) and Vanneuville et al. (2003). Each
damage function represents a relationship between a given water depth (X-axis)
and the dependent damage factor (Y-axis) that can be expected for that land use
category. For example, a water depth of 3 m equals a damage factor of approxi-
mately 0.36 (36%) for industry. The same water depth causes nearly 100% damage
to agriculture. The odd shape of the furniture curve is caused by the assumption
that all homes and offices have a “ground floor” containing furniture and the slight-
est amount of water depth can cause substantial damage. A water depth of 2 m
or higher corresponds to an increasing damage factor caused by the appearance of
furniture installed on higher floors of a building.

Another important concept in our approach is the “doorstep level” (Vanneuville
et al. 2003), or the height above ground level that defines the “zero” level for dam-
age. For industry and housing the “doorstep level” is a physical reality; the concept
is based on calibration methods performed in the Netherlands, by which people
were asked to indicate the water height above their doorsteps (Vrisou Van Eck et al.
1999). Water levels were conservatively grouped into 25 cm increments, with all
water levels in the flood map rounded to the next multiple of 25 cm. Below the
“doorstep level”, damage is set to zero. For housing, the doorstep level is 25 cm,
whereas for roads and industry the doorstep is 50 cm (for roads, the assumption is
that low water heights do not cause any damage in the short term). For all other
classes of land use, the doorstep level is 0 cm, meaning that damage occurs the
moment there is water.

In a flood zone the real damage caused by inundation at a certain water height
can be calculated by summing all unique surface entities (i.e., discrete land use
categories) and combining the water depth (translated to the corresponding a-factor,
the parameter that is represented in Fig. 4.4) with the maximum damage of that land
use category. Mathematically, this is described as:

Sw = Z a; X Si max 4.1

landusei

Where

Sw :real damage in a zone

Si max: maximal damage in a land use class i

a; :coefficient expressing the relationship between water depth and damage
for land use class i

4.2.3 Risk Calculation

In the final step, the different damage maps for each return period are combined into
one risk map. As stated above, risk is defined as the probability of a certain event
multiplied by the damage caused by that event. The risk (expressed as the mean
annual damage per surface unit per year) is then equal to the damage caused by
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an event with a 1-year return period, plus half of the damage difference between a
2-year flood and a 1-year flood, plus one-third of the damage difference between a
3-year flood and a 2-year flood, and so forth. The mathematical explanation of this
procedure is explained in Equations 4.2 and 4.3:

= 1
R=3 ~(Si=Si1) 4.2)
i=1

Or

1 1 1 1
R= TSI + E(Sz - S+ 5(53 —S)+ ..+ ;(Sn —Su-1) (4.3)

Where

R risk
S; the damages related to a flood with a return period of i years
n the highest return period

As explained above, the creation and validation of flood maps is time-consuming,
so only a few have been created. To calculate risk in practice, it is assumed that linear
interpolation of the flood damage between two return periods is valid, so the formula
(in the case of return periods of 1, 2, 5, 10, 25, 50 and 100 years) can be simplified
to (Vanneuville et al. 2003):

1.1 I+i1+1%
R=1Si+58=-Sn+3"1=

1 1 1 1 1
tti+titit+is
s (85— S)+ T TR (S0 =85+
(4.4)

Equation 4.4 can be further simplified to:

R = 0.5 x 81 40.2389 x §2 4+ 0.132 x S5 4 0.07 x Sjo + 0.0318

X Sps 4+ 0.0135 x Sso 4+ 0.0138 x S 100 4.5)

4.3 Flow Velocity

Until recently, damage and risk calculations were performed only for flood events
caused by the overflow of dikes, restricting the main cause of damage to water depth.
However, overflow is not the only failure mechanism. Technical failures caused
by dike/dune breaching may inflict damage to built-up areas that is much greater
than that caused by overflow. In the vicinity of a breach, high flow velocities can
even cause total collapse of buildings (Jonkman et al. 2008). Therefore, the poten-
tial for flow velocity damage needs to be incorporated into damage calculations
based purely on depth. This additional damage cannot be greater than the difference
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between maximum damage and damage caused by water depth. Based on Vrisou
Van Eck et al. (1999), new damage functions were developed combining levels of
water depth with flow velocity (Verwaest et al. 2008).

In cases of breaching, flow velocity at a certain location is a function of three
parameters: (i) distance to the breach, (ii) bottom shear, and (iii) the presence of
obstacles in the inundated area (e.g., a road above ground level). The approach dif-
fers depending on whether a 1-D or 2-D hydraulic model is available.

In cases where hydrodynamic boundary conditions are known only from a
1-D model, no detailed information on depth or velocity in the inundated area
is available. This limitation necessitates a conceptual approach (Kellens and
Vanneuville 2007), which is schematically depicted in Fig. 4.5 and which represents
a dike breach along a river. Around the breach, three concentric zones (A, B, C) are
defined according to expected amounts of property damage. In Zone A, closest to

linear structure
(e.g. embankment)

additional damage
considering shear effects
JSromzone A
no additional
damage

no additional
damage

breach

line of siéi“
maximum additional
damage
zone B
. zone C
additional damage
considering shear effects no additional
Jfromzone A damage

Fig. 4.5 Summary of the conceptual approach (Kellens and Vanneuville, 2007)
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the breach, maximum additional loss is expected. Traveling away from the breach,
flow velocities and damage decline because of shear and directional spreading of
the water. The influence of shear depends on the land use in Zone A, as the water
has to travel through this zone before it reaches Zone B; the influence of land use
on flow resistance is based on Maijala (2001). The radii of Zones A and B are a
function of the maximum discharge through the breach. The influence of barriers is
also included; based on available vector data, possible obstructions for the traveling
water are identified within the inundated area. Behind embankments no additional
damage is expected provided there are no culverts or under-passes. The zone of
influence of these barriers is determined by a line-of-sight analysis. Zone C sustains
no additional damage.

In cases where water levels and velocity output are available from 2-D hydro-
dynamic models, Vrisou Van Eck et al. (1999) proposed combining flow velocity
and water depth to determine maximum additional damage to construction due to
breaching. Those authors considered a velocity of 3 m/s and a water depth of at least
0.5 m as necessary thresholds for buildings to collapse. For combinations of veloc-
ity and water depths lower than these values, continuous functions were constructed.
The shape of the functions reflects the nature of the damage sustained: at low values
for both parameters, losses are expected to be small. If either flow velocity or water
depth increases, damage will increase dramatically until maximum additional losses
occur.

4.4 Casualties

Besides material damage, floods cause human casualties due to the instability of
people in rapidly flowing water and from building collapse (Jonkman et al. 2008).
Although some have attempted to place a monetary value on human life (Card and
Mooney 1977; Breyer and Felder 2005), a similar undertaking was not part of this
study. Ramsbottom et al. (2003) and Jonkman and Vrijling (2008) denote the impor-
tance of water depth, rise velocity and flow velocity with regard to calculating loss
of life caused by floods. The combination of great water depths and the rapid rise of
water creates hazardous situations. People have limited time to reach higher floors
or shelters and they may be trapped inside buildings. Consequently, the number of
victims is calculated as the number of inhabitants multiplied by two proportionality
factors, one for water depth and a second for rise velocity. Based on the findings
of Jonkman et al. (2008), the model assumes 100% casualties if the water depth is
higher than 6 m or if the rise velocity exceeds 3 m/h. For values lower than these
thresholds, casualty functions were taken from Vrisou Van Eck et al. (1999).

An additional factor was added in the case of coastal inundations, where wave
overtopping of coastal defense structures can create a substantial number of victims.
Based on the work of Verhaeghe (2002) and Allsop (2005), an overtopping discharge
of 0.095 1/m/s was set as the threshold value above which the maximum of casualties
can be expected.
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4.5 Implementation of the Methodology in a GIS

4.5.1 Early GIS-Model

The development of the risk-based methodology described above is insufficient, of
itself, to perform risk analysis. The method needs to be translated into a useful model
that executes all necessary steps in a pre-programmed chain of actions. Starting
with land use maps and flood maps, all steps to create risk maps are separated into
submodels based on a raster GIS approach. To determine whether to use raster or
vector GIS, a preliminary study was performed (Vanneuville et al. 2003). While the
tests did not produce large differences in precision nor accuracy, calculation times
in raster GIS occur much more quickly than in vector GIS; 90% of the over 400
computations were more optimally performed in a raster-based GIS (Burrough and
McDonnel 1998). One disadvantage of raster-based GIS is that the required storage
capacities are much higher than for vector data; however, this is regarded as a minor
issue (Eastman 2006).

The model was initially implemented in IDRISI® software (developed by Clark
Labs, Clark University, Massachusetts) for raster GIS calculations. All operations
were implemented using the software’s model builder, which enables implementa-
tion of the different steps (as outlined above) within different submodels to reduce
complexity. Unfortunately, the design of the software did not produce satisfactory
results. As one example, it was necessary to perform time-consuming preprocess-
ing of all necessary input layers and an intensive start-up procedure for each risk
computation. The intensive start-up procedure made it difficult for other users in the
organization who are unfamiliar with the methodology or IDRISI, to independently
compute damage and risk maps.

Although the IDRISI model had possibilities (optimal computing capacities and
built-in standard modules), its disadvantages led to the development of LATIS.
LATIS is a GIS application that guides the user through each step of the different
damage and risk calculations with a user-friendly interface.

4.5.2 Development of a Flood Risk Assessment Tool: LATIS

In 2007, Flanders Hydraulics Research, in cooperation with the Department of
Geography at Ghent University developed a GIS tool named LATIS as a substi-
tute for the model structure described above. One of the main prerequisites for the
development of the tool was a user-friendly and easy accessible Graphical User
Interface (GUI). Therefore, the GUI of LATIS (the “Client Application” in Fig. 4.6)
is built in the C#NET programming language. The interface of LATIS is a sim-
ple windows application, hiding the complexity of professional GIS software. The
algorithms of the methodology are also implemented in C#.NET, but for the execu-
tion of the geospatial operations, LATIS still uses the optimal computing capac-
ity and built-in standard modules (which perform the geospatial operations) of
IDRISI. The .NET technology enables the use and execution (in the background)
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Fig. 4.6 Overview of the LATIS structure

of those IDRISI modules (Fig. 4.6, where the single-headed arrows represent the
relationships between the client applications and the IDRISI modules), which are
stand-alone executable files. The tool performs all necessary actions with the cor-
responding parameters in the background of the application so the user only has to
input data that affect the risk calculations (i.e., the flood and land use maps and the
socio-economic data).*

LATIS was also designed to address data management by developing a system
that allows administrators to easily manage basic land use maps and socio-economic
data. These maps and data are uniformly gathered for the extent of Flanders and are
centrally managed on a data server. The manipulation of these base data is possible
via the LATIS application of an administrator (shown in Fig. 4.6 by the arrows in
the direction of the data server). When a user runs a damage and risk assessment,
the application selects and extracts the necessary data (the standard is to select the
most recent data) for the extent of a certain flooding scenario from the data server
(shown in Fig. 4.6 by the arrows in the direction of the applications). Consequently,
the application performs the preprocessing of land use and socio-economic data
and the user only has to input the flood maps. The data management system also
records what data is used in an assessment so a specific risk calculation can easily
be repeated. Development of LATIS now allows damage and risk maps in Flanders
to be calculated in an efficient, uniform, and reproducible manner.

4.6 LATIS in Action: Impact of Climate Change on Risk

The calculation of climate change scenarios in Flanders is one of the first projects
for which the LATIS tool has been used. These climate change scenarios are based
on regional climate models for different levels of CO; emissions. Based on potential

4LATIS is not an acronym — it is the Celtic goddess of water (and beer).
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change in rainfall and evaporation rates, a high, mean and low scenario was defined
for the summer and winter period in Flanders. In general, the potential for drought
is expected to increase during the summer, while changes that may occur during the
winter are highly uncertain (represented by a strong increase in flooding in the high
scenario to a slight decrease in flooding in the low scenario).

The runs of the hydraulic model were executed based on the climate change
scenarios and the available measurement series for water level, discharge and evap-
oration in order to derive catchment flood maps with different return periods. Both
flood extent and water depth were used as the main factors influencing damage.
Flood maps were used to recalculate damage and risk maps with the most recent
socio-economic data available. These maps were used as references and compared
with the flood risk maps produced under the climate change scenarios. For all four
scenarios (current, low, mean and high), the flood risk is based on the same series
of return periods as are used for flood map calculations (1, 50, 100 and 500 years).

A relatively small increase or decrease in water level can cause large differences
in damage and risk. Vulnerable sites that are flooded once a century (on average)
can be flooded more frequently, causing the risk to increase significantly. On the
other hand, a large increase in water depth on agricultural land does not lead to a
large increase in damage and risk because once crops are rotten, water depth is no
longer important.

Economic damages are generally calculated for such features as housing, indus-
try, and agricultural land. However, special attention is given to local features that
are: (1) sensitive to extreme high damage values (e.g., power supply installations,
museums), (2) important in case of an emergency (e.g., fire brigades, police stations)
and (3) problematic due to evacuation reasons (e.g., hospitals, retirement homes).

Interpretation of the results of the damage and risk maps from the climate change
scenarios is done (as for all flood risk assessments) in a relative manner. Because
many generalizations are incorporated into the model, the risk values are not used
as absolute stand-alone values — risk values of one scenario have to be compared
with the risk values of other scenarios. Consequently, risk values between the sce-
narios are not compared on a pixel by pixel basis. Instead, the individual risk values
in zones are grouped in order to evaluate scenarios. In the example of the Dender
catchment (Table 4.1) the values are summarized in eight zones between two suc-
cessive sluices and locks (Fig. 4.7).

As Table 4.1 indicates, the high scenario lead to a serious increase in monetary
risk for the Dender catchment. In the master plan for this catchment — for which
studies are already on-going — the location and dimensioning of the sluices will be
evaluated and adapted. The proposed measures also have to be sustainable under
conditions of climate change, so that the evaluated scenarios can be reused.

Figures 4.8 and 4.9 illustrate risk maps for part of the Dender catchment (the
area covered by the rectangle in Fig. 4.7) representing the low (Fig. 4.8) and high
(Fig. 4.9) climate change scenarios. These figures show a much larger spatial extent
for risk in the high than the low scenario. For example, the factory at the south of
the image is nearly 100% flooded in the high scenario compared to the low.
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Table 4.1 Risk calculation for different climate change scenarios, Dender catchment (1000
euro/year)

Zone Present Low Mean High

1 806 148 445 1558
2 441 89 337 793
3 186 63 278 543
4 759 115 944 2426
5 257 126 320 1835
6 10 0 2 45
7 45 5086 5754 5933
8 720 276 374 423
Sum 3224 5902 8455 13,556

10 Km

Fig. 4.7 Overview of the different zones in the Dender catchment (the small rectangle at the bot-
tom of the figure indicates the location of the area shown in Figs. 4.8 and 4.9)

Source: Vectoriéle versie van de “VHA-waterlopen & -zones”, Vlaamse Milieumaatschappij —
Afdeling Operationeel Waterbeheer (AGIV)

4.7 Conclusions and Further Developments

LATIS, a GIS application for assessing flood risk in Flanders, Belgium has been
described, including an overview of the underlying risk methodology, which incor-
porates hydrologic and hydraulic models, land use information and socio-economic
data. Presently, LATIS is being used as part of social cost-benefit analyses for esti-
mating the effects of flood mitigation measures. These analyses are being performed
in support of several riverine and coastal management plans, including studies on the
widening and deepening of waterways, the construction of controlled flood zones,
and proposed improvements in the coastal defense infrastructure. These plans not
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Fig. 4.8 Flood risk under the low climate change scenario in part of the Dender catchment
Source of background map: Digitale versie van Orthofoto’s, middenschalig, kleur, provincie Oost-
Vlaanderen, AGIV en Provincie Oost-Vlaanderen, opname 2006 [GIS-Vlaanderen]
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Fig. 4.9 Flood risk under the high climate change scenario in part of the Dender catchment
Source of background map: Digitale versie van Orthofoto’s, middenschalig, kleur, provincie Oost-
Vlaanderen, AGIV en Provincie Oost-Vlaanderen, opname 2006 (GIS-Vlaanderen)
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only seek to protect against current flood risk conditions but also to incorporate
adjustments to deal with possible climate changes.

Currently, LATIS is limited to only four types of damage: monetary, internal,
and direct/indirect. Future improvements to the methodology could include adding
external and non-monetary damage to the model.

The model could be further improved with the use of more detailed base data.
The main reason the current methodology uses aggregated data is pragmatic: data
gathering is a time-consuming and costly job and processing time becomes longer
with more detailed data. Therefore, the decision was made to work with generalized
spatial data and to proceed gradually to more detailed data when more time and
resources become available. This future work is important because estimating the
number of people who could be afflicted directly impacts evacuation needs. Fortu-
nately, although Flanders’ flood plains are densely populated, it boasts a dense road
network that is expected to support substantial evacuation numbers in the event of a
calamity.

While flow velocity and the calculation of casualties due to floods were
attempted, certain assumptions and simplifications were necessary for the present
study. However, as these knowledge gaps are filled, more robust results could be
produced. LATIS has proven its usefulness for calculating flood risk scenarios in
Flanders. However, the real challenge lies in the near future, when European stan-
dards have to be met with respect to flood risk management. In 2007, the European
Union released its European Flood Directive (2007/60/EC). In the next few years,
all European member states have to comply with the demands described in that
directive, most of which involve creating an inventory of objects in flood zones.
Concurrent with that effort, potential flood damage and its likelihood will be evalu-
ated, and necessary modifications made to improve the model. This on-going work
will continue to strengthen LATIS’ ability to function as an efficient data integration
and data management system combined with a user friendly interface to improve
flood risk management.
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Chapter 5

Using Geographic Information Science

to Estimate Vulnerable Urban Populations
for Flood Hazard and Risk Assessment

in New York City

Juliana Maantay, Andrew Maroko, and Gretchen Culp

Abstract The research presented in this chapter seeks to demonstrate a new
method to more accurately estimate populations vulnerable to hazards, especially
in densely developed mega-cities, and to characterize at-risk populations based
on measures of social, physical, and health vulnerability. Emergency management
and disaster preparation, planning, mitigation, and recovery requires accurate esti-
mation of potentially at-risk populations and sub-populations. Census data alone,
however, cannot provide sufficiently detailed knowledge of population location
and distribution, particularly in large, hyper-heterogeneous urban areas like New
York City. Additionally, specific sub-populations (i.e., racial/ethnic minorities) may
be at higher risk, yet under-counted by existing methods of calculating poten-
tially exposed or impacted populations. We discuss two new inter-related meth-
ods that employ Geographic Information Science (GISc) to assess and quantify risk
and vulnerability: the Cadastral-based Expert Dasymetric System (CEDS) and the
New York City Hazard Vulnerability Index (NYCHVI). CEDS uses an expert sys-
tem and dasymetric mapping to disaggregate population and sub-population data
to the property tax lot level. The analysis shows that compared to CEDS, conven-
tional areal weighting of census data and centroid-containment selection methods
under count at-risk population for floods by 37 and 72%, respectively. We found
that minorities and other vulnerable sub-populations are disproportionately under-
estimated using traditional methods, which impairs preparedness and relief efforts.
NYCHVI provides a straightforward way of assigning a vulnerability rating to pop-
ulations in potentially impacted areas, and incorporates locally significant factors
that are not captured using national models. Used in tandem, CEDS and NYCHVI
are effective in characterizing the vulnerable populations and areas subject to flood-
ing and other hazards, enabling significant improvements in estimating vulnerability
over prevailing methods.
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5.1 Flood Hazard and Vulnerable Populations in New York City

Emergency management and disaster preparation, planning, mitigation, and
recovery require accurate estimation of potentially at-risk populations and sub-
populations, yet census data alone do not necessarily yield sufficiently detailed
knowledge of population location and distribution, particularly in large, hyper-
heterogeneous urban areas like New York City (NYC). Additionally, specific sub-
populations (i.e., racial/ethnic minorities) may be at higher risk (Blaikie et al. 1994;
Cutter 2006; Fielding and Burningham 2005; Fothergill et al. 1999; Mitchell 1999),
yet minority sub-populations remain under-counted by existing methods of calcu-
lating potentially exposed or impacted populations. New York City, most of which
is at or only slightly above sea-level, is at risk from flooding due to storm surge from
hurricanes, “nor’easters,” and the effects of sea-level rise from global warming, as
well as from other natural and technological disasters (Bloomfield et al. 1999; Coch
1994; Gornitz et al. 2002).

This chapter demonstrates the benefits of developing new geomatic methods to
more accurately estimate populations vulnerable to hazards, especially in densely
developed mega-cities, and to characterize the at-risk populations based on mea-
sures of social, physical, and health vulnerability. Geomatics (geospatial technolo-
gies) is the discipline of gathering, storing, processing, and delivering of geographic
information, or spatially referenced information, and it encompasses the tools and
techniques used in land surveying, remote sensing, geographic information systems
(GIS), photogrammetry, geodesy, global navigation satellite systems, and related
forms of earth mapping. We introduce two new geomatic methods that employ
Geographic Information Science (GISc) and models loosely-coupled with the GIS.
These two methods, the Cadastral-based Expert Dasymetric System (CEDS) and
the New York City Hazard Vulnerability Index (NYCHVI), represent inter-related
ways to assess and quantify risk and vulnerability.

5.1.1 FEMA 100-Year Floodplain

Flooding has been, and continues to be, a concern not only in the New York City
region, but across the country. Nationally, according to the United States Geological
Survey, floods annually average 140 deaths and $6 billion in property damage.

A common way to delineate the extent of the flood hazard is with what is termed
the “100-year floodplain.” This designation represents areas with a 1-percent-
annual-chance for flooding and was created as a standardized measure among fed-
eral, state, and local agencies involved with floodplain management. The Federal
Emergency Management Agency (FEMA) estimates that nearly 150,000 square
miles of the United States (over 4% of the total area) are within the 100-year
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floodplain (FEMA 1983). Approximately 15% of NYC’s land area is within this
floodplain. As one of the nation’s most densely populated metropolitan regions sus-
ceptible to flood hazards, the City would be particularly difficult to evacuate because
it is a city of islands surrounded by water — oceans, rivers, tidal straits, estuaries, and
bays — with nearly 600 miles of coastline and numerous inland waterbodies (Bloom-
field et al. 1999; Fig. 5.1).

Given the high density of NYC’s built environment, encompassing both residen-
tial and commercial development, there is enormous potential for damage to life
and property from flooding. New York City experiences frequent and destructive
“nor’easters”, and the occasional hurricane, and the storms’ strength and potential
for devastation are magnified by the unique configuration of Long Island’s land
mass in relation to the mainland — it sits at nearly a 90-degree angle to the eastern
seaboard of the US. Hurricane experts state that even a Category 3 hurricane here
could have devastating consequences (Coch 1994).

Further exacerbating the situation, it is predicted that global warming and accel-
erated sea level rise could greatly increase flood risk. Gornitz (2000) claims that the
“...vulnerability of the Metropolitan East Coast Region to coastal hazards, such as
more frequent storm flooding, beach erosion, submergence of coastal wetlands, and
saltwater intrusion, will intensify as sea level rises” (p. 45) and that due to acceler-
ated sea level rise ““. . .the return period of the 100-year storm flood could be reduced
to 19-68 years, on average, by the 2050s, and 4-60 years by the 2080s” (p. 61).

5.1.2 Vulnerable Populations

It is of particular importance in risk assessment of floods and other natural and tech-
nological disasters to determine what portion of the population is vulnerable, and
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more specifically, the location of these potentially vulnerable populations. Vulnera-
bility may be defined using several criteria, each of which serves as a “vulnerability
indicator” that can contribute to a person’s or a community’s overall vulnerability
potential.

Certain people may be disproportionately exposed to hazards not only due to
physical factors (i.e., living in poor quality housing that inadequately withstands
hazard events), but also due to lack of access to strong social, financial, or politi-
cal support structures. Such individuals thus suffer greater relative loss and expe-
rience a longer recovery time after a disaster than those populations considered
affluent, mainstream, or socially supported (Mitchell 1999; Marandola and Hogan
2007). Consequently, identical physical phenomena can have dramatically differ-
ent impacts on those who are socially and economically vulnerable, and/or whose
access to a social support structure is limited (Blaikie et al. 1994).

Previous research in the United States has demonstrated increased disaster risk
and vulnerability for communities of color (Fothergill et al. 1999). Additional fac-
tors, such as an individual’s health status, can also result in increased vulnerability.
People with reduced mobility, or who suffer from conditions such as heart disease,
emphysema, asthma, AIDS, or cancer, as well as those who are blind or deaf tend to
be more vulnerable and at increased risk from flooding (Kilbourne 1997; Sanderson
1997; Etzel and French 1997). Young children and the elderly are also considered
to be more vulnerable than other age cohorts (Noji 1997).

Negri et al. (2005) note that by,

analyzing census data with GIS tools, we can identify specific areas where people are at
risk for floods and landslides. Some factors further increase social vulnerability, such as
limited access to political power and representation, lack of access to resources (including
information and technology), lack of social capital (like social networks), and poor health.
Beliefs and customs, and the age, type, and density of infrastructure, buildings, and lifelines
are also factors that affect risk and potential losses (p. 1245)

Different populations represent differing demographics, socio-economic char-
acteristics, and health conditions for those at risk from floods, and therefore may
require different strategies and approaches to disaster preparedness, emergency
response, and disaster relief. In order to design appropriate warning communica-
tions, mitigation, and recovery planning efforts for implementation prior to or in the
aftermath of a flood, it is not only necessary to determine the size and location of
potentially affected populations, but also to know exactly which members of those
populations are most vulnerable to a major natural disaster.

5.2 GeoTechnical Contributions to Flood Hazard Assessment:
CEDS and NYCHVI

Geographic Information Science is a discipline which employs geomatic technolo-
gies such as Geographic Information Systems (GIS), remote sensing, Global Posi-
tioning Systems (GPS), geo-statistical analysis, and environmental modeling, to
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examine research issues. The technologies are used to assemble, create, store, dis-
play, analyze, edit, and map spatial and attribute data. GIS can convert “real world”
information into constituent elements, creating data layers or themes, which can
then be re-combined within the GIS to yield information that was unavailable when
the data were separate. GIS, which combines specialized mapping software, spa-
tial and attribute databases, is a powerful tool in the hands of the analyst/user who
makes decisions about and interprets the datasets, the methodologies employed, the
analyses, the output, and the results (Maantay and Ziegler 2006).

We developed two geographic information system tools to determine the “who”
and “where” regarding the potentially most impacted and vulnerable populations.
The first of the two tools is the Cadastral-based Expert Dasymetric System (CEDS),
which is described in Section 5.2.1. The second tool is the New York City Haz-
ard Vulnerability Index (NYCHVI) based on the Human Vulnerability Assessment
(HVA) model, and is described in Section 5.2.2. Each data layer of vulnerability
indicators can also be utilized independently of the compiled index, which can be
very useful for many planning and management needs.

5.2.1 Disaggregating Population Data Using CEDS

The Cadastral-based Expert Dasymetric System (CEDS) is a model that uses both
an expert system and dasymetric mapping to disaggregate population data (e.g.,
from the census) into much higher resolution data, giving a more realistic depiction
of population locations and densities (Maantay et al. 2007). Dasymetric mapping
uses ancillary datasets to refine and redistribute the locations of some phenomena
(e.g., population) to reflect its distribution more accurately. CEDS, for instance,
uses data sets that mask off the areas where people tend not to live (such as parks
and waterbodies), then re-distributes the census populations throughout only the
known inhabited areas, rather than throughout the entirety of the census unit area.
CEDS then uses tax-lot (cadastral) data, which in NYC is on average 150 times
finer resolution than the census block group data, to further disaggregate the census
population data, as described below.

The expert system is a computerized decision-making program, which has been
instructed to “decide”, based on heuristic rules and expert judgment, which among
several variables in the tax-lot data set to use for disaggregating the census data to
calculate the optimally accurate tax-lot level population. Total populations, as well
as sub-populations such as racial/ethnic groups, age cohorts, income/poverty status,
and educational attainment levels, can be reliably disaggregated with CEDS.

5.2.1.1 Comparison of Three Methods: CEDS, FAW, and CCM

There are a few commonly-used methods to estimate at-risk populations. The Fed-
eral Emergency Management Agency (FEMA) uses a model called HAZUS (FEMA
2006). HAZUS employs the centroid containment method (CCM) to select only the
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tract or block group polygons whose geometric centroids fall within the boundaries
of interest, e.g., the floodplain (Fig. 5.2a).

Unfortunately, difficulties are encountered when trying to estimate population
data within areas that do not coincide with the boundaries of census units. For
instance, the boundaries of the floodplain are rarely, if ever, spatially coincident with
the boundaries of census tracts, making it difficult to determine how many people
are within the floodplain that intersects the census unit. This problem is commonly
addressed by using areal weighting (AW), which is a spatial interpolation method
that assumes a population is distributed homogeneously throughout a unit (Wu et al.
2005). This assumption also creates errors when trying to establish accurate counts
for analyses that rely on a smaller, or different spatial unit of analysis than the orig-
inal (Eicher and Brewer 2001; Holt et al. 2004).

With AW, if the boundaries of the phenomena of interest (e.g., floodplain) inter-
sect a census unit a ratio based on areal proportions is applied to the population.
If a quarter of an area is within the zone, one quarter of the population is assumed
to be within the zone (Fig. 5.2b). Of course, in the real world, this assumption is a
gross generalization and in hyper-heterogeneous urban areas like NYC can lead to
incorrect estimation of the distribution of population in terms of both number and
rate. Within census tracts and even block groups and blocks in NYC, there are very
often enormous variations in land uses and population locations.

Areal weighting does not capture the nuances of complex urban areas. Filtered
areal weighting (FAW) is an attempt to refine AW by using an ancillary data set to
mask out uninhabited areas. The purpose is to redistribute the population only within
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inhabited areas, but its accuracy is still insufficient for performing environmental,
health, or risk analyses in a city such as NYC (Fig. 5.2¢).

Due to the inexact results of the previous three approaches, we needed an
improved method to estimate population within impact zones. CEDS has provided
superior results by disaggregating data to the tax lot level (Fig. 5.2d). One of the
main benefits of using CEDS is that it can estimate population data within areas that
do not coincide with the boundaries of census units, for instance, floodplain bound-
aries. Figure 5.3 illustrates the necessity for a finer-grained method such as CEDS
in a hyper-heterogeneous setting. The figure shows a typical New York City block,
illustrating that even within the relatively small geographic unit of a census block
there is considerable variation in population density and land use types (Fig. 5.3).

5.2.1.2 CEDS Methodology

The Cadastral-based Expert Dasymetric system relies primarily upon two proxies
for population distribution — residential area (RA), which is the amount of square
feet designated for residential use in the tax lot, and number of residential units
(RU), which is the number of individual dwellings in the tax-lot (LotInfo 2003).
Both of these are proxies for the population in each tax lot, and are therefore inexact.
The tax lot data do not reveal how many people live within each lot or within each
residential unit on the lot, nor how many square feet of residential area exist for
each person, therefore one must estimate the population by disaggregating from the
census data using RA or RU as proxies.

CEDS-derived population estimates were calculated in a two-step process, with
each step occurring at different scales. Step 1, which informs the expert system,
disaggregates the census tract population (from the US Bureau of the Census) to
the tax-lot level based on either the ratio of RA in the tax lot versus the RA in the
entire census tract or the ratio of the number of RU in the tax-lot versus the RU
of the tract. Tax-lots that contain a greater proportion of proxy units are assumed
to have an equally greater proportion of the population. The estimated tax-lot level
populations are then re-aggregated up to the census block group level and compared
with the block group population data as reported by the US Census Bureau. The
absolute difference between the CEDS-estimated population, for both RA and RU,
is then assessed and summed over each block group in the tract. The ancillary dataset
that functioned better (i.e., lower absolute difference) is then chosen to be used as
the proxy data for the geographic sub-groups contained within that particular census
tract during Step 2. Step 1 was repeated for each of NYC’s census tracts. These
data not only inform the expert system but also act as validation by comparing its
performance with data disaggregated by different, more common, techniques such
as filtered areal weighting, as shown in Fig. 5.4a and b. The figures, which compare
scatterplots of CEDS and FAW NYC block group population estimates, reveal that
CEDS produces a superior output.

Step 2 calculates the final CEDS-derived population. Each census block group,
rather than census tract, is disaggregated to the tax-lot level using the higher func-
tioning proxy unit (RA or RU), as determined in Step 1 by the expert system. The
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Fig. 5.3 Heterogeneity of a Manhattan city block. The orthophoto (above) and the cadastral
map show the uneven distribution of land use categories and residential units at the tax-lot level
even when examining only one city block. (There are, on average, more than 16 city blocks in a
New York City census tract)

Source: NYCMap 2004; LotInfo 2003
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assumption is that when the source data is at a finer spatial resolution (census block
groups are smaller than census tracts) there is less error in the system since CEDS
is by nature a pycnophylactic process where mass is preserved (population numbers
remain constant within the boundaries of each block group).

In this study, CEDS has been applied not only to the total population of NYC and
specific racial and ethnic groups, but also to other census-based variables which are
particularly important when assessing vulnerability, such as income (poverty status);
educational attainment (persons 25 years and older without a high school diploma);
age (persons 10 years and younger, and 65 and above); linguistic ability (persons
5 and older who speak English either ‘not well’ or ‘not at all’); and disability (a
self reported variable based on non-institutionalized individuals five years old and
older). Although the sub-population estimations tend to be distributed similarly to
the CEDS-derived total population, the expert system still functions independently
for each variable. As such, the resulting estimates are distinct and vary in terms
of redistribution ratios across the datasets. The census-based vulnerability variables
have been disaggregated by CEDS, FAW, and CCM, and the resulting estimations
of populations and sub-populations within the floodplain compared.

5.2.1.3 CEDS Results Versus Other Methods

In addition to total population numbers, ethnic and racial sub-populations were also
spatially disaggregated to the property tax lot in this study to determine if there
are any environmental justice impacts associated with flood risk in NYC (Fig. 5.4).
Compared to the CEDS method, there are 37% (overall) fewer people estimated to
be at risk from floods using the conventional areal weighting of census data and
72% fewer people at risk using the centroid containment selection method (Fig.
5.5). While minority populations city-wide do not disproportionately live within
the floodplain, they are disproportionately undercounted by the traditional methods
of population estimation. For example, in the floodplain, Non-Hispanic Blacks are
undercounted at twice the rate of Non-Hispanic Whites.

The utility of CEDS for estimating potentially impacted vulnerable populations
is illustrated by the case study of Brighton Beach, Brooklyn, New York. Brighton
Beach is a community on the peninsula of Coney Island, which is joined by an
isthmus to the rest of the borough of Brooklyn (Fig. 5.6). The community is a fairly
dense residential neighborhood with a large population of immigrants and residents
of Russian and Ukrainian descent. A considerable portion of Brighton Beach is also
within the FEMA 100-year floodplain.

Population within the floodplain was estimated using the centroid containment
method, filtered areal weighting, and CEDS (Fig. 5.7). Of the just over 35,000 res-
idents in Brighton Beach, CCM estimates 4661 (13.2%) are in the floodplain, FAW
estimates 9487 (26.9%) are in the floodplain, while CEDS estimates 11,798 (33.5%)
are in the floodplain.

The markedly different estimates for this neighborhood indicate that the centroid
containment method yields the least satisfactory results, FAW is an improvement,
and CEDS provides the most precise estimates for total population as well as for
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Fig. 5.7 Locator map of Brighton Beach community in Brooklyn, New York

all the sub-populations examined in the case study (Figs. 5.7, 5.8, and 5.9). Some
populations estimated by the centroid containment method are undercounted by
200% or more (e.g., elderly 65 years and older; non-Hispanic black; and Hispanic)
when compared against the estimates derived from CEDS. This undercounting of
vulnerable populations can have serious ramifications for disaster planning, man-
agement, and mitigation.

5.2.2 New York City Human Vulnerability Index (NYCHVI) Model

The New York City Human Vulnerability Index (NYCHVI) is a user-driven hazard-
of-place model based on the Human Vulnerability Assessment (HVA), a qualitative
risk analysis tool created by the Geospatial Research, Analysis, and Services Pro-
gram (GRASP) at the Centers for Disease Control and Prevention (CDC). The HVA
is an application composed of an ArcObjects® MXD project, as well as data layers
crafted from US Census and ESRI® Data and Maps (ESRI®, Inc.).
Conventionally, in times of disaster, attention was focused on property loss rather
than estimation of human casualties (Cutter et al. 2000). Disaster epidemiologists,
however, are tasked with measuring and describing adverse health effects, and fac-
tors contributing to those effects, that result from natural and human disasters in
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Fig. 5.8 Estimated total population densities in the case study area of Brighton Beach, Brooklyn,
comparing CEDS, FAW and CCM. CEDS is aggregated to the tax lot, whereas FAW and CCM are
at the census block group level. Population densities are shown in quartiles based on each dataset
individually since the denominator (area) is not consistent across datasets (CEDS only accounts
for the tax lot areas, whereas FAW and CCM utilize the entire census block group area)

Source: US Census 2000; LotInfo 2003; NYC Parks and Recreation Dept.; FEMA, Q3 2006

order to assess and meet the needs of disaster-affected populations. The HVA pro-
duces map-based reports “on-the-fly”, allowing for the identification of popula-
tions potentially at risk of higher morbidity or mortality during a disaster. This
model is intended to assist state and local decision-makers in targeting populations
vulnerable to natural and man-made disasters. At this point in time, HVA is avail-
able only as a beta version, thus, its map reports may be subject to incompleteness
or various inconsistencies.

5.2.2.1 Constructing the NYCHVI Model

In order to construct a locationally-relevant vulnerability index, it was necessary
to modify and augment the national-level HVA by incorporating geographically
specific datasets. The HVA model employs fifteen US Census variables at the
census tract level. The model calculates the percentile rank of ninety or higher
(PRC90) for each variable. If a variable is within the ninetieth percentile, it receives
a PRCI0 score of one. The overall vulnerability is determined by summing the
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Fig.5.9 Selected vulnerability variables — Persons per Acre. Each map represents a CEDS-derived
variable at the tax lot level whose individual data range has been classified by quartiles
Source: US Census 2000; LotInfo 2003; NYC Parks and Recreation Dept.; FEMA, Q3 2006

PRC90 for all variables, which are not standardized and are weighted equally. The
HVA overall vulnerability score can range from zero (very low vulnerability) to fif-
teen (extremely vulnerable). In addition, these fifteen variables can be organized
into four indicator groups that measure the source of social vulnerability: Socio-
Economic (income, poverty, employment, and education); Household Structure and
Disability (age, dependency, disability, and single-parenting); Race and Ethnic-
ity (minority status and non-English speaking); and Housing and Transportation
(urban/rural housing, crowding, and transportation) (Table 5.1). These indicator
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Table 5.1 HVA Variables (adapted from CDC 2008)

Variable

Data source*

Additional description

Group A. Socio-economic status

1. Percent
individuals
below poverty

2. Percent
civilian
unemployed

3. Per Capita
Income in
1999

4. Percent
persons with

no high school

diploma

2000 US Census, Summary
File 3, Population for
Whom Poverty Status is
Determined, Table P88.
Ratio of Income in 1999 to
Poverty Level

2000 US Census, Summary
File 3, Population 16 years
and Over, Table P43. Sex
by Employment Status

2000 US Census, Summary
File 3, Total Population,
Table P82. Per Capita
Income in 1999

2000 US Census, Summary
File 3, Population 25 Years
and Over, Table P37. Sex
by Educational Attainment

Group B. Household structure and disability

5. Percent
persons 65

years of age or

older
6. Percent
persons 17

years of age or

younger

7. Percent
persons more
than 5 years
old with a
disability

8. Percent male
or fe-male
householder,
no spouse
present, with
children
under 18

2000 US Census, Summary
File 3, Total Population,
Table P8. Sex by Age

2000 US Census, Summary
File 3, Total Population,
Table P8. Sex by Age

2000 US Census, Summary
File 3, Civilian non
Institutionalized
Population 5 Years and
Over, Table P42. Sex by
Age by Disability Status by
Employment Status

2000 US Census, Summary
File 3, Households, Table
P10. Household Size by
Household Type by
Presence of Own Children
Under 18 Years

Individuals below poverty = “Under
0.50” + “0.50 to 0.74” + “0.75 to
0.99”. Percent of persons below
federally-defined poverty line, a
threshold that varies by the size
and age composition of the
household. Denominator is total
population where poverty status is
checked.

Based on total population 16+.
Civilian persons unemployed
divided by total civilian
population. Unemployed persons
actively seeking work.

The mean income computed for
every person in the census tract.

Percent of persons 25 years of age
and older, with less than a 12th
grade education (including
individuals with 12 grades but no
diploma).

Percent persons 65 years of age or
older.

Percent persons 17 years of age or
younger.

Percent civilian population not in an
institution that are 5 years of age
and older with a disability.

Other Family: Male Householder,
no wife present, with own children
under 18 years + Other Family:
Female Householder, no husband
present, with own children under
18 years.
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Table 5.1 (continued)

Variable Data source* Additional description

Group C. Minority status and language

9. Percent 2000 US Census, Summary Total of the following: “Black or
Minority File 3, Total Population, African American alone” +
Table P6. Race and Table “American Indian and Alaska
P7. Hispanic or Latino by Native alone” + “Asian alone”
Race + “Native Hawaiian and Other

Pacific Islander alone” + “Some
Other race alone” + “Two or
more races” + “Hispanic or
Latino — White alone”.

10. Percent 2000 US Census, Summary For all age groups and all
persons 5 File 3, Population 5 Years languages — the total of persons
years of age and Over, Table P19. Age who speak English “not well”
or older who by Language Spoken at or “not at all”.
speak Home by Ability to Speak
English less English
than “well”

Group D. Housing and transportation

11. Percent 2000 US Census, Summary Percent housing units with 10 or
multi-unit File 3, Housing Units, Table more units in structure
structure H30. Units in Structure

12. Crowding 2000 US Census, Summary At household level, more people

File 3, Housing Units, Table than rooms. Percent total

H30. Units in Structure occupied housing units (i.e.,
households) with >1 person per
room

13. No vehicle 2000 US Census, Summary Percent households with no
available File 3, Occupied Housing vehicle available.

Units, Table H44. Tenure by
Vehicles Available

14. Percent of 2000 US Census, Summary Percent of persons who are in
persons in File 3, Total Population, institutionalized group quarters
group Table P9. Household Type (e.g., correctional institutions,
quarters by Relationship nursing homes) and

non-institutionalized group
quarters (e.g., college
dormitories, military quarters).

15. Percent 2000 US Census, Summary Percent housing units which are
mobile File 3, Housing Units, Table mobile homes
homes H30. Units in Structure

*Beginning in 1790, the United States Census Bureau has conducted a decennial count of everyone
living in the United States and its territories. In-depth population and housing data collected on a
sample basis from the Census 2000 long form survey in addition to topics from the short form 100-
percent data (age, race, sex, and vacancy status) are presented in Summary File 3. This includes
population totals for ancestry groups as well as selected characteristics for a limited number of
race and Hispanic or Latino categories. For more information on the United States Census, please
refer to http://www.census.gov/.
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groups are based on eleven factors devised by Cutter et al. (2003) to distinguish
US counties according to level of social vulnerability in relation to environmen-
tal hazards. The HVA presents this information in a dynamic letter-sized car-
tographic report that includes six maps: one for each indicator group, an over-
all index and a reference map. The HVA model is national in scope and gener-
ates user-driven reports by county (e.g., Kings) or region (e.g., New York, NY
— Northeastern New Jersey). This coarse scale may not provide adequate detail
for local jurisdictions (CDC/ATSDR 2008). In addition, the HVA contains vari-
ables that are geared toward suburban or rural areas (number of mobile homes,
for instance) and is therefore inappropriate for an urban hazard-of-place model.

The HVA variables are selected to serve as a broad overview and are consid-
ered a guide for potential indicators of vulnerability. A good vulnerability index
emphasizes hazards that could potentially impact a community, indicates possible
locations of hazard-related damage, and identifies those community elements that
should be addressed to lessen exposure. NYCHVI (Table 5.2) is intended to enhance
the HVA for New York City, not only by using locationally-specific data, but also by

Table 5.2 NYCHVI variables

Variable Data source™ Additional description

Group A. Socio-economic status

1. Percent individuals Same as HVA (Table 5.1). Same as HVA.
below poverty

2. Percent civilian Same as HVA. Same as HVA.
unemployed

3. Per Capita Income in Same as HVA. Same as HVA.
1999

4. Percent persons with no Same as HVA. Same as HVA.

high school diploma

Group B. Household structure and disability

5. Percent persons 65 Same as HVA. Same as HVA.
years of age or older
6. Percent persons 10 2000 US Census, Summary File Percent persons 10 years of
years of age or younger 3, Total Population, Table P8. age or younger
Sex by Age
7. Percent persons more Same as HVA. Same as HVA.
than 5 years old with a
disability
8. Percent male or female Same as HVA. Same as HVA.

house-holder, no
spouse present, with
children under 18

Group C. Minority status and language

9. Percent Minority Same as HVA. Same as HVA.
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Variable

Data source*

Additional description

10. Percent persons 5
years of age or
older who speak
English less than
“well”

Same as HVA.

Group D. Housing and transportation

11. Percent multi-unit
structure

12. Crowding

13. No vehicle
available

14. Percent of persons
in group quarters

Group E. Public health
15. AIDS

16. Asthma

17. Cancer

18. Diabetes

19. Heart Condition

Same as HVA.

Same as HVA.
Same as HVA.

Same as HVA.

New York State Department of
Health
SPARCS - 2006 Persons, ICD-9:
042-044

New York State Department of
Health SPARCS — 2006 Persons,
ICD-9: 493

New York State Department of
Health
SPARCS - 2006 Persons, ICD-9:
140-208

New York State Department of
Health
SPARCS - 2006 Persons, ICD-9:
250

New York State Department of
Health
SPARCS - 2006 Persons, ICD-9:
390429

Same as HVA.

Same as HVA.

Same as HVA.
Same as HVA.

Same as HVA.

Percent of population that
underwent an
AIDS-related
hospitalization

Percent of population that
underwent an
asthma-related
hospitalization

Percent of population that
underwent a
cancer-related
hospitalization

Percent of population that
underwent a
diabetes-related
hospitalization

Percent of population that
underwent a heart
condition-related
hospitalization

*Established in 1979, the Statewide Planning and Research Cooperative System (SPARCS), a
comprehensive data reporting system, is the result of cooperation between the health care indus-
try and government. While SPARCS was initially created to gather information on hospital dis-
charges, it currently collects patient level data on patient characteristics, diagnoses and treatments,
services, and charges for every hospital discharge, ambulatory surgery patient, and emergency
department admission in New York State. The World Health Organization’s International Classi-
fication of Diseases Ninth Revision (ICD-9) is designed to facilitate international comparability
in the collection, processing, classification, and presentation of mortality and morbidity statistics.
In SPARCS, all hospital discharges are assigned an ICD-9 code based on the disease or condition
associated with the hospitalization. For more information on the SPARCS dataset, please refer to
http://www.health.state.ny.us/statistics/sparcs/.
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expanding the model to take additional factors such as biophysical information into
account — the HVA currently does not include a biophysical vulnerability compo-
nent. Thorough vulnerability indices provide analysis of all critical public and pri-
vate facilities and infrastructure (CDC/ATSDR 2008). For example, “special needs”
facilities (i.e., health care facilities, schools, day care centers, and senior centers)
are at higher risk because their occupants are dependent on others for their well
being (Cutter et al. 2000). Proximity to “lifeline” resources including key infrastruc-
ture (e.g., public transit) and emergency response facilities (e.g., fire houses) may
provide valuable information for mitigation planning. Capability of structures and
lifeline systems to withstand past disasters is yet another consideration (Noji 1992).
A comprehensive vulnerability index must also contain spatial information regard-
ing areas prone to natural hazards (e.g., floodplain) (Cutter et al. 2000; Fedeski and
Gwilliam 2007). Thus, important elements that (ideally) should be included in a
hazard vulnerability index model include hazard-specific layers such as floodplain,
hazardous waste facilities, building data, special needs facilities (e.g., hospitals,
schools, eldercare centers), infrastructure (e.g., bridges, transportation, utilities),
and public health data (e.g., hospitalization records regarding medically vulnera-
ble individuals) other than the limited disability fields of the 2000 Census Survey
(Table 5.3).

Elements should be symbolized employing a standard set of symbols developed
for Emergency Management and First Responder agencies at the National, State,
Local and Incident level that provide immediate and general understanding of the
event (Homeland Security Working Group 2005).

The NYCHVI examines areas (ranging from borough to tax lot) within New
York City’s boundaries. This index can aid disaster preparation, management, miti-
gation, and recovery by identifying the locations of specific sub-populations that are
at increased risk in a natural disaster.

5.2.2.2 NYCHVI Methods and Results

NYCHVT’s (Table 5.2) variables for Socio-economic Status (Group A), and Minor-
ity Status and Language (Group C) are identical to those of HVA (Table 5.1).
NYCHVI's Household Structure and Disability (Group B) category differs from
that of HVA by the replacement of the original variable ‘“Percent persons 17
years of age or younger” with “Percent persons 10 years of age or younger.”
Epidemiological literature suggests that younger children are more vulnerable
to hazards than teenage adolescents and adults (Noji 1997). For the Housing
and Transportation (Group D), the metric “Percent mobile homes” was removed
because very few (~0.07%) of New Yorkers reside in mobile homes. NYCHVI’s
main departure from HVA is found with the addition of a new group of vari-
ables examining public health indicators (Group E). These data originated from
New York State’s Department of Health, Statewide Planning and Research Coop-
erative System (SPARCS), which estimates vulnerability based on pre-existing
medical conditions (i.e., heart condition, AIDS, asthma, diabetes, and cancer).
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Table 5.3 NYCHVI natural hazard and spatial layers

Spatial sector Layer file Source
Infrastructure Subways New York City Transit (NYCT)
NYC streets (Linear City of New York Department
Integrated Ordered Network of City Planning (DCP)
— LION streets)
Property tax lot data — City of New York Department
(Planning Primary Land Use of City Planning (DCP)
Tax Lot Output — PLUTO)
Buildings footprints New York City Department of
Information Technology and
Telecommunications (DoITT)
Biophysical 100-floodplain Federal Emergency
Management Agency (FEMA)
Lifeline Police stations City of New York Police
Department (NYPD)

Special needs

Fire houses

Senior centers
Senior facilities
Charter schools

Day care centers
Institutional housing

Hospitals

Special education

Regional schools

New York City Fire Department
(FDNY)

New York City Department for
the Aging (DFTA)

New York City Department for
the Aging (DFTA)

New York City Department of
Education (DOE)

City of New York Department
of City Planning (DCP)

City of New York Department
of City Planning (DCP)

New York City Office of
Emergency Management
(OEM)

New York City Department of
Education (DOE)

New York City Department of
Education (DOE)

These pre-existing medical conditions are also used to create the New York City
Department of Health and Mental Hygiene’s Community Health Profiles, annual
reports that address the health status and vulnerability of NYC neighborhoods
(NYC-DOHMH 2006).

As with HVA, NYCHVI overall vulnerability is determined by summing the
PRCO0 for all variables featured in Table 5.2 (which are not standardized and are
weighted equally), with an overall vulnerability score that can range from zero (very
low vulnerability) to nineteen (extremely vulnerable). While HVA calculates the
PRC90 on a national level, NYCHVI determines PRC90 on a city level. In other
words, HVA compares a census tract to all other census tracts within the United
States while NYCHVI compares a census tract to all other census tracts within
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Estimated Populations Within Floodplain
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Fig. 5.10 Estimated total and sub-populations within the 100-year floodplain in the case study
area of Brighton Beach, Brooklyn, comparing CEDS, FAW and CCM

New York City. A user-driven NYCHVI report for the Brooklyn neighborhood of
Brighton Beach is shown in Fig. 5.10.

The “Special Needs” dataset (Table 5.3) was created to account for the facil-
ities where particularly vulnerable populations gather, including hospitals, day
care facilities, schools, institutions and senior housing. “Lifeline” and “Infras-
tructure” datasets incorporate data regarding transportation, residential (tax) lots,
building footprints and emergency responder location (e.g., fire, police). Finally,
a biophysical vulnerability component (FEMA’s 100-year floodplain) was added.
Where feasible, overlays were symbolized using the Homeland Security Emergency
Management Symbol set. Figures 5.11 and 5.12 depict user-driven NYCHVI letter
size (11”7 X 8.5”) reports featuring a finely detailed map for the Brighton Beach
area of Brooklyn (Please note, these reports are for illustrative purposes and have
been reduced to fit the pages of this book). These figures depict neighborhood
level maps of the same extent and are meant to be viewed as a set. Figure 5.11
plots the hazard vulnerability variables while Fig. 5.12 is a block level detail of
Fig. 5.11 showing important features such as building level data as well as the
floodplain.

5.3 Discussion

CEDS and NYCHVI can work in tandem, yet independently, as illustrated in
Figs. 5.7, 5.8, 5.9, 5.10, 5.11, 5.12, and 5.13. As an example, we introduce the
case study area of Brighton Beach, Brooklyn. NYCHVI can be used to quickly and
efficiently disseminate crucial information to decision-makers and field personnel
via an easily understood and interpreted dynamic user-driven and interactive carto-
graphic product. For instance, the NYCHVI tool can be utilized to site critical care
facilities (e.g., temporary housing, triage units, morgues) as well as expedite flexible
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Fig. 5.11 NYCHVI print-out depicting five indicator groups and resulting overall index for the
neighborhood of Brighton Beach, Brooklyn, NY at a scale of 1:40,000
Source: Tables 5.1, 5.2 and 5.3

planning for evacuation routes as information about the areal extent and magnitude
of the disaster becomes available. For pre-disaster planning and mitigation, the
NYCHVI model can be used to identify communities most vulnerable to flood haz-
ards based on various socio-demographic factors. This ability enables more effective
educational outreach, including the ability to create and distribute linguistically- and
culturally-appropriate bulletins and publications. NYCHVI can also be employed
to target specific at-risk communities for pre- and post-disaster resource alloca-
tion, based on socio-economic need and the particular health concerns of their
residents.

Figure 5.11, for example, illustrates the potentially devastating effects of a flood
on both special needs facilities and transportation systems. Several schools, child-
care and eldercare institutions are either within the floodplain or are cut off from the
main landmass by the floodplain’s extent. The same situation holds true for the sub-
way lines servicing the neighborhood as well as for a network of major and minor
roadways. Figure 5.12 displays a specific grade school and neighboring residential
buildings that are at risk of from the flood hazard.

CEDS provides more precise estimates of populations and sub-populations that
could be directly affected by flooding, enabling efficient pre-disaster evacuation
planning and allocation of post-disaster emergency resources. Used in tandem with
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Fig. 5.12 NYCHVI user-driven report featuring overlay of lifeline and special needs facilities
affected by a FEMA 100-year floodplain for the neighborhood of Brighton Beach, Brooklyn, NY
at a scale of 1:10,000

Source: See Tables 5.1, 5.2 and 5.3

NYCHVI, the information is even more compelling. For instance, by examin-
ing the easternmost census tract in Brighton Beach (Fig. 5.10), NYCHVI reveals
a comparatively high level of vulnerability mainly due to public health con-
cerns, linguistically ability, and preponderance of specific age cohorts. Simultane-
ously, CEDS (Fig. 5.8) reinforces this impression by providing the absolute num-
bers and concentrations of vulnerable populations in categories such as disabled,
elderly, children, limited English-speaking ability, lower-income, and racial/ethnic
minorities.

5.4 Conclusion

The purpose of this chapter is to demonstrate the utility of two new complemen-
tary geomatic techniques: CEDS and NYCHVI. Using cadastral-based dasymetric
disaggregation of census data, as well as the creation of vulnerability indices, more
accurate and nuanced information is made available for emergency response and
disaster planning.
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Fig. 5.13 NYCHVI user-driven report showing life line, special needs and residential buildings
affected by FEMA 100-year floodplain for the neighborhood of Brighton Beach, Brooklyn, NY at
a scale of 1:1900

Sources: Tables 5.1, 5.2 and 5.3

Both CEDS and NYCHVI enhance understanding of the geographic extent
and magnitude of vulnerability to the flood hazard in New York City, providing
significantly improved vulnerability estimates over previous methods. Through the
addition of important elements, the manipulation of existing variables, and the
incorporation of particularized spatial data layers and supplementary indicator data,
the resulting NYCHVT is an overall vulnerability index based on potentially exposed
population and population density, salient population indicators, and social and
biophysical vulnerability. The disaggregation of census data with the CEDS tech-
nique results in a more precise way to delineate the boundaries containing popula-
tions potentially impacted by hazards.

The CEDS and NYCHVI methods are complementary but not duplicative, and
each has specific purposes. CEDS provides general and sub-population density
information revealing those who are especially vulnerable to hazards. NYCHVI
examines relative quantities (e.g., rates, percentages) of vulnerable populations’
potential exposure to flood risk in order to assist with resource allocation and
plans for the provision of emergency services. Together, CEDS and NYCHVI pro-
vide a more comprehensive and accurate estimate than would be obtained using
either method individually because they are taking into account different factors at
different spatial scales.
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While there is a benefit to examining vulnerability at different scales, inher-
ent difficulties arise if one wishes to devise a single standard metric for a com-
bined vulnerability index. NYCHVI works with census tract level data (e.g.,
health data), which is unlikely to be available at a finer resolution. CEDS
performs at the tax lot level. While it might be possible to integrate CEDS
and NYCHVI into a single index in the future, it currently seems more useful
to retain them as separate indices since they are measuring different aspects of
vulnerability.

There are substantial policy implications if CEDS and NYCHVI are used to
estimate and identify populations at risk. These tools can more accurately deter-
mine the number of people at risk, as well as provide a more realistic indi-
cation of their socio-demographic characteristics. This knowledge can support
planning efforts for emergency management, preparation, prevention, mitigation,
and recovery planning, as well as encourage planning and response activities be
crafted to address the specific needs of the populations involved. Culturally- and
linguistically-appropriate materials can be developed to improve disaster prepa-
ration by better informing potentially affected communities, and also to better
serve specific populations in a disaster’s aftermath. Having precise knowledge of
a at-risk populations’ general health conditions (e.g., disabilities, mobility issues)
that might complicate preparation or response activities (e.g., evacuation) could
be critical in the event of a disaster. Such access also facilitates sending aid tar-
geted to areas most in need of immediate help, for instance, areas with a high
proportion of the elderly, disabled, or young. Since it has been shown that tradi-
tional methods of estimation significantly undercount populations of non-Hispanic
Blacks, Hispanics, and those 65-years old or older that are located in NYC’s
flood hazard zones, these and similar populations will also benefit from these new
models.

CEDS and NYCHVA can serve as a model to help other municipalities develop
customized methods to estimate vulnerability to hazards, tailored to the specific
conditions and characteristics of their locales. While this study focused on the flood
threat, the models can estimate vulnerability and exposure to other types of haz-
ards such as earthquakes, extreme weather events, and technological disasters (e.g.,
chemical spills, nuclear/toxic releases). By improving on past methods, CEDS and
NYCHVA provide a robust visualization of biophysical and social vulnerability with
more precise quantification of potential exposure.
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List of Acronyms

ATSDR  Agency for Toxic Substances and Disease Registry

AW Areal weighting

CCM Centroid Containment Method

CDC Centers for Disease Control and Prevention (US)
CEDS Cadastral-based Dasymetric Expert System
FAW Filtered Areal Weighting

FEMA Federal Emergency Management Agency

GIS Geographic Information System

GISc Geographic Information Science

GPS Global Positioning Systems

GRASP  Geospatial Research, Analysis, and Services Program
HAZUS  Hazards US

HVA Human Vulnerability Assessment

NYC New York City

NYCHVI New York City Hazards Vulnerability Index

RA Residential Area

RU Residential Units

SPARCS Statewide Planning and Research Cooperative System (New York State
Department of Health)
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Chapter 6

Geo-Information Technology for Infrastructural
Flood Risk Analysis in Unplanned Settlements:
A Case Study of Informal Settlement Flood
Risk in the Nyabugogo Flood Plain, Kigali

City, Rwanda

Jean Pierre Bizimana and Michele Schilling

Abstract The main objective of this research was to improve flood mitigation
within Rwanda’s rapidly growing Kigali City using Geo-Information Technology
(GIT) to identify flood hazard zones, analyze flood exposure and vulnerability, and
suggest planning interventions. Multiple sources of data and methods were uti-
lized including a very high resolution Quickbird image, Global Positioning Systems,
interviews and a survey that aided flood hazard zone delineation, flood depth inter-
polation and mapping. The flood exposure analysis incorporated vulnerable infras-
tructure, buildings, population and economic activities and revealed that 27% of
buildings were located in flood prone areas. Additionally, two sensitive sectors of
infrastructure, four sensitive economic sectors and approximately 500 people were
identified as vulnerable. The results influenced policy because Kiruhura’s major
market was relocated to a new site and new urban developments were restricted
from building within the flood way. The study developed a model for flood risk
analysis adapted to the specificity of Kigali City, demonstrating the need to explic-
itly incorporate these risks into the recently developed Kigali City Master Plan. The
research stresses the importance of the integration of flood risks (and natural risks,
in general) into major national development strategies, policies and laws related to
Rwanda’s urbanization.
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6.1 Introduction

Urbanization in flood hazard zones creates a challenge as urban areas accommo-
date higher concentrations of people, buildings and infrastructure (Wamsler 2004).
Despite increasing flood risk awareness, human settlements continue to develop
in flood-prone areas due to the need for land, and poverty (Gupta 1994). These
conditions reflect reality for the urban poor who are faced with little option other
than to illegally occupy public land or purchase affordable land in hazard zones
(Montoya 2006).

Recently, this general relationship between urbanisation and informal settle-
ment growth in flood-prone areas has been observed in Kigali, capital of Rwanda
(MINITERE/Rwanda 2004). Rwanda, known as the “Country of a Thousand Hills”,
has a topography characterized by steep hills and mountains. While these character-
istics generate landscapes of exceptional beauty, they also pose serious challenges
for urban planning in Kigali.

Kigali City, which is located on interlocking hills separated by valleys and
swampy areas, has little land for urban development. According to the recent Kigali
City Master Plan, most informal developments in the city are located in wetlands
or on steep slopes where 12% of the built-up areas are already located on land
unsuitable for development (MININFRA/Rwanda 2006). This situation is aggra-
vated by cumbersome legal procedures that discourage access to land by the urban
poor. As noted by Duran Lasserve (2005), the urban poor (such as those in Kigali)
cannot comply with construction standards and regulations, so find themselves
living in slums.

Recognition of the increased vulnerability of people and infrastructure to the
threat of flood loss in Kigali stimulated the need for a robust assessment of risks
in flood-exposed informal settlements, and the complexity of the problem called
for the application and adaptation of contemporary Geo-Information Technologies
(GIT). The research applied existing GIT-based approaches for flood risk analysis of
rapidly growing and unplanned settlements in Kigali City to improve urban planning
and policy formulation by decision makers. Table 6.1 provides the sub-objectives
and research questions defined for the study.

Table 6.1 Objectives and research questions

Sub-objectives Research questions

Identify the flood zones in the study area. B What locally measurable indicators can be
used to identify flood hazards?
B What is the extent of flood hazards in the study

area?
Analyze flood exposure and identify B What indicators can be used to analyze
elements that are highly exposed to exposure to flooding?
flooding B What elements are exposed to flooding?
Analyse flood vulnerability B What are suitable indicators for identifying

vulnerability to flooding?

B What was the impact of the last flood event on
buildings, infrastructure, population, and
economy in the study area?
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Table 6.1 (continued)

Sub-objectives Research questions
Suggest effective planning strategies to B What are the expected losses or damage to
mitigate the risks of flooding along the property when the next flood occurs?
Nyabugogo River B What are the implications for future policy
development for areas along the Nyabugogo
River?

B What policy is needed to prevent urban
expansion in flood-prone areas along the
Nyabugogo River?

6.2 Flood Risks

6.2.1 Urban Flooding: The Global Context

Dartmouth University’s flood database reveals that flooding has killed about 300,000
people between 1985 and 2006. From January to October 2006 alone, more than
6790 people died while 17,336,000 people were displaced around the world due
to floods (University of Dartmouth 2006). A single event, a tropical cyclone flood
in 1991, killed 138,000 people in Bangladesh. In Africa, approximately 980 peo-
ple died and more than 500,000 were displaced by floods in 2006 (University of
Dartmouth 2006).

Asian countries are more affected by floods due to monsoonal rain, high pop-
ulation density in the cities, and lack of planning regulations and flood controls
(Nelson 2006). However, the West is not immune to the problem, as was dramat-
ically illustrated by the flooding of New Orleans in 2005 — 80% of the city was
inundated, mainly due to the breaching of 53 different levees. And, in view of the
recent damages caused by successive hurricanes worldwide in 2008, the threat of
flooding seems to be on the increase (Dartmouth Flood Observatory).

In general, flood losses have greatly increased over the years due to land-use
change, urbanization of flood-prone areas, sub-standard construction, and high pop-
ulation density (Guarin et al. 2004). Cities are more affected by floods than rural
areas due to high population densities and concentration of economic activities
(Merson et al. 2004; Montoya 2003). Urban floods are intensified by impermeable
surfaces and runoff concentration, and by buildings that obstruct water flow. Mendel
(2006) describes four types of urban flood: (1) localized — occurs many times a year
especially due to increased runoff and poor drainage conditions; (2) small stream —
water rises quickly with high flows that exceed drainage capacity if channels are not
regularly maintained; (3) river — results from upstream land use change and engi-
neering works when dams and levees break, leading to sudden flooding downstream
(urbanization of flood plains also impacts the natural river overflow and increases
the possibility of flooding); (4) seasonal — when rain and river water combine to ele-
vate water levels at certain times of the year. Urban areas in developing countries are
at greater risk due to high population growth and rapid urbanization caused by rural-
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to-urban migration. Large numbers of urban immigrants find themselves in fragile
economic circumstances, which lead to the creation/expansion of informal settle-
ments in high risk zones. Therefore, urban flooding increases with urbanization in
flood-prone areas (Alkema 2003).

Fortunately, the United Nations Development Program’s global report (UNEP
2004) states that urbanization doe not necessarily have to lead to an increased disas-
ter risk and can, if properly managed, contribute to disaster reduction. When urban
growth in flood hazard-prone locations is accompanied by proper building standards
and planning considerations, the flood risk can be managed or even reduced. How-
ever, the complexity of the flood risk in urban areas suggests that high resolution
data collection systems are required in order to identify patterns of flood hazard, vul-
nerability and exposure. Where the required data and information are lacking, urban
flood risk assessment and monitoring poses a wide range of conceptual, method-
ological, and implementation challenges. Such is the case in Rwanda, and especially
in Kigali City, where rapid urban development spreads out on steep slopes and in
flood-prone locations where flood information is not regularly recorded.

6.2.2 Kigali City: Urban Growth and Rainfall Exposure

Kigali is the only official city in Rwanda. It is located in the central part of the

country (Fig. 6.1).
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Fig. 6.2 Location of the study site
Source: Topographic map of Rwanda, 1988

The new administrative region of Kigali City is large and dominated by rural
land use but also encompasses a mix of urbanized and urbanizing areas. The growth
of Kigali City during the colonial period (from 1909 to 1962) was very slow and
limited to the Nyarugenge hill (Fig. 6.2). Soon after independence, when all admin-
istrative functions were relocated to Kigali, the city extended beyond Nyarugenge
hill to neighboring hills such as Nyamirambo, Gikondo, Kimihurura and Kacyiru
(MININFRA 2006).

The study area (Fig. 6.2) lies near the original hill of Nyarugenge along Nyabu-
gogo River, between the steep hills of Gisozi, Mont Jari and Kanyinya, Mont Kigali
and Nyarugenge. Due to the steepness of relief and intense rainfall, the swampy val-
leys constitute hazardous locations for settlements and a drainage challenge, espe-
cially along Nyabugogo River.

From 1996 to 2002, Kigali City’s population increased from 350,000 to 603,000,
an increase of 42% (MINECOFIN 2002; MININFRAST 2004); the average annual
growth rate is 2.6%. The current urban population is more than one million, located
within a “built-up” area estimated to be 65.6 km? in size. Urban development is
characterized by the coexistence of formal and informal growth, with the majority
of people (83-85%) living in informal settlements (Aibinu 2001).

As Kigali City urbanized, people began occupying the Nyabugogo River’s flood
plains, raising the issue of flood exposure. Figure 6.3 illustrates this issue by show-
ing the proximity of the Kiruhura Market to the river’s waterway.
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Fig. 6.3 Location of
Kiruhura Market near
Nyabugogo River

Source: Photo Tordjeman,
April 2003

Data from the closest weather stations to Kigali City show that the annual rain-
fall between 1992 and 2006 ranges from 900 to 1600 mm. The total annual rainfall
within the city of Kigali averaged just over 900 mm (MININFRA 2006; MININ-
FRAST 2004). Figure 6.4 illustrates that the western highlands and north-western
parts of Kigali are receiving higher rainfall than regions further east. In the Nyabu-
gogo River plain, the highest average annual rainfall varies from 1100 to 1600 mm.

The combination of intense rainfall, wetland areas, and steep slopes make the
areas around Kigali City highly susceptible to risk of flooding.

6.2.3 Kigali: Recent Flood History

Due to the steepness of its terrain, intense rainfall (Sirven et al. 1974; Verdoodt
2003), and population pressure on land, many areas of Rwanda have been flooded
in the last twenty years. In May 1988, a flood occurred in former Ruhengeri Province
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Fig. 6.4 Average rainfalls distribution for the study area from 1992 to 2006
Source: Rwanda Meteorological Services, MININFRA, 2006

(Byers 1992), during September and December 2001 floods damaged infrastructure
and crops in west Rwanda (MININFRA/Rwanda 2004b) and another flood occurred
that November in Kijote settlement (formerly Gisenyi Province) (University of Dart-
mouth 2006; USAID 2001). Recently, on 28 November 2006, 25 people died in
Rulindo district when the Base River burst its banks and swamped a village. Sim-
ilarly in Rubavu District (Western Province) during a flood in September 2007,
houses were flooded and people died (New Times').

In April 2002, the main road connecting traffic between Rwanda’s two major
cities (Kigali and Butare, now Huye) was cut off at Nyabarongo Bridge and became
temporarily impassible. This situation created traffic congestion. More recently, a
flood in April 2006 destroyed 40 houses and resulted in two deaths (New Times,10
April 2006). The Kiruhura market in the Nyabugogo River plain (Fig. 6.3) is located
in a narrow valley between two steep mountainous areas and the river overflowed
into the shops reaching 1.5 m in height. The 132 small shops had to be temporarily
relocated upstream. In May 2006, the Kigali City council decided to relocate the
market to a new site free of flood hazard risks. Similarly, the RWANTEXICO factory
was flooded to 1.5 m and ceased functioning (Fig. 6.5).

The cases described above show that repeated flooding is becoming a serious
problem and challenge for urban and regional planners in the City. The flood chal-

INew Times, Rwanda daily newspaper (www.newtimes.co.rw)
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Flood level

Fig. 6.5 Flood level observed in RWANTEXICO floods of April 2006
Source: Photo taken by Jean Pierre Bizimana, September 2006

lenge requires that new strategies and mitigation measures be implemented in areas
identified as being at risk of floods.

6.3 Flood Risk Analysis: Conceptual Frame and Analytic Steps

6.3.1 Analytic Components of Flood Risk Analysis

The key concepts underpinning this research are flood hazard, flood exposure, flood
vulnerability and flood risk. Although often used interchangeably, these terms have
meanings that communicate slightly different ideas (Zeigler et al. 1983). The flood
hazard denotes the probability and severity of occurrence of a flood of a certain mag-
nitude (Alkema 2003). The flood exposure refers to the extent to which property,
buildings, economic activities, infrastructure and population are located in relation-
ship to a flood hazard (Barroca et al. 2006; McEwen et al. 2002). Flood vulnerability
encompasses physical, social, economic and environmental factors which increase
susceptibility to the flood hazard (UN/ISDR 2004a). Flood risk represents expected
loss or damage to property, loss of human life, and interruption of economic activi-
ties due to flooding. Flood risk depends on flood hazard, exposure and vulnerability
(Davidson 1997). For example, if buildings are located in a flood plain, both haz-
ard and exposure are present, but if the buildings are perfectly resistant to floods,
vulnerability is absent, so there is no flood risk. As another example, consider an
empty plot of land within the flood plain — the hazard is present but both exposure
and vulnerability are absent, so there is no flood risk for that property (Fedeski and
Gwilliam 2007).
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When analyzing flood risks, some basic questions flood analysts might ask are:
What can go wrong in the case of flooding? How likely is it that it will happen? If it
does happen, what may be the consequences? What can be done to eliminate flood
occurrence or reduce the risk of flooding? (Zeigler et al. 1983). Geographers are
interested in spatial questions such as: Where will the flood occur? How likely is it
that a flood hazard will happen at this place? If it is flooding, what will be the event’s
geographical extent and impact? How can the space be managed to reduce flood
risks? Answering these questions can help identify effective planning strategies to
mitigate the risks of flooding.

Different frameworks have been developed to identify flood hazards and risks
(Barredo et al. 2005; Davidson 1997). One such study used the flood hazard, expo-
sure, vulnerability and capacity indicators to analyse the flood risk in the Volga
River Basin, Russia (UNU-IEHS and NNSUACE 2006; Fig. 6.6). But this proposed
framework does not contain suitable indicators for flood risk analysis in Kigali City.
The capacity component can not be assessed for this research as the necessary data
are lacking or difficult to acquire in the study area. Consequently, the framework
has been altered, as shown in Fig. 6.7.

The framework in Fig. 6.7 is instructive but highly generalized. Therefore,
a clearer explanation of flood risk indicators is necessary. The next section of
this chapter discusses our attempt to identify indicators for each component and
describes how these components can be analyzed.

6.3.2 Flood Hazard ldentification and Mapping

Various definitions of flood hazard have been provided. According to Alkema
(2003), flood hazard represents the probability of occurrence at a certain level
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Enviranment Management capacity

Fig. 6.6 Framework for flood risk analysis
Source: Modified from UNU-IEHS and NNSUACE, 2006
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of severity. Flood severity is characterized by water level, flood duration and
velocity, while probability refers to flood frequency (Alkema 2003; Barroca
et al. 2006). Other authors add to the definition warning time, the rate at which
the water rises, accessibility to flooded areas, and level of development (which may
impede or improve access) to characterize flood hazards (New South Wales 2005).
Similarly, the Disaster Management Programme of the United Nations Commission
for Human Settlement has recommended consideration of the following indicators:
flood rate, load sediments, volume of water, duration and area affected (UNCHS-
Habitat 2001). As can be seen by the above, one approach to flood analysis is largely
based on physical characteristics (depth, duration, velocity, frequency, extent, flood
size, and load sediments), and another approach on response variables (warning
time, readiness, rate of rise and access). This research emphasizes the physical char-
acteristics with a focus on measurable indicators such as flood depth, frequency, and
duration.

When a flood hazard is identified, the next step may be flood mapping. This step
identifies and displays the spatial variation and extent of the flood (Noson 2002).
To fulfill this step, one approach is based on historical records of flood charac-
teristics where flood depth is the main indicator (Islam and Sado 2002). Sanyal
and Lu (2005) argue that a higher flood depth is associated with a higher dis-
charge of water which determines the extent of flood-induced flood damages. The
flood level is defined as the highest level reached by water above the local height
datum. The flood extent map defines how far a given water level will locally extend.
Based on flood level, different methodologies have been developed to generate
flood extent maps. MacKinnon (2004) derived flood extent from a digital eleva-
tion model (DEM) by separating pixel values into areas below and above the high
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flood level, thereby delineating areas that would or would not be flooded. To assess
potential flood damage, flood depth and extent were modeled by giving pixels at
water level values of zero to enable pixels below water level to have positive values
depending on their “depth”. Then, using the flood extent map, the flood depth raster
map was clipped to display flood depth values solely within the extent of the flood
(MacKinnon 2004). Tennakoon (2004) reclassified the flood depth pixel values into
different flood hazard zones, with 0.8 and 1.2 m representing the upper limits of low
and medium flood, respectively. The present research is based on MacKinnon’s and
Tennakoon’s approach.

While spatial extent and flood depth are commonly used for flood mapping, it
is also quite useful to integrate flood duration and velocity (Tennakoon 2004) to
help evaluate flood severity. However, duration has not been integrated into many
flood hazard studies due to the data and expertise cost of its estimation (Tennakoon
2004), which requires hydrologic modeling. These constraints, as well as the lack of
reliable hydrological records for the study area, preclude the use of flood duration
data in this research.

When there are no flood records, remote sensing technology can be used to
map flooded areas if satellite images have been acquired during the flood’s peak
(Prathumcha and Samarakoon 2005). While estimating flood depth from remote
sensing images is very difficult, indirect methods based on the amount of energy
reflected by water have been developed (Sanyal and Lu 2005). However, such esti-
mates require advanced satellite image processing capability utilizing radar (e.g.,
Synthetic Aperture Radar). Although radar imagery can penetrate cloud cover, its
use in developing countries such as Rwanda is constrained by its high price and
limited spatial and temporal coverage due to the lack of ground receiving stations.

6.3.3 Flood Exposure

Flood exposure is the extent to which properties, houses, economic activities
and infrastructure are geographically situated in flood-prone areas (Barroca et al.
2006; McEwen et al. 2002). Exposure relates the floodplain, people’s location and
closeness to the area of inundation, and housing/property characteristics to one
another. The relationship between flood exposure and vulnerability of exposed
elements is directly proportional: as exposure increases, vulnerability increases.
Accordingly, there is no vulnerability to flooding where there is no flood and there
is no vulnerability if no elements are exposed (Goosby et al. 2005).

Flood exposure analysis identifies flood-prone areas and the elements within
them that are exposed to flooding. The physical characteristics of the flood are
examined and information about exposed elements (proximity to river, location in
or closeness to flood plain) provided. In urban areas, elements at risk may include
properties, buildings, infrastructure, population, environment, cultural assets and
economic activities (Messner and Meyer 2006). To document exposure requires
knowledge about the number of people, buildings, critical facilities and infrastruc-
ture (e.g., roads, bridges), and land use types (e.g., residential, commercial, indus-
trial, agricultural) within flood prone areas (Barredo et al. 2005).
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6.3.4 Flood Vulnerability Assessment

There are three main approaches to assess flood vulnerability: physical, social con-
text, and combined (or global). The physical approach focuses on human occupancy
of flood zones, degree of loss, flood characteristics, and flood impacts (Messner and
Meyer 2006). This approach determines how exposed people, physical objects and
activities may be affected (Davidson 1997). Physical vulnerability can be assessed
through examining infrastructure, housing, economic activities, geographic location
and population density. Exposed elements (e.g., residential houses, infrastructure,
industrial or commercial activity, health services) have different degrees of vulnera-
bility when located in the same flood-prone area (Barroca et al. 2006). Some mech-
anisms such as location of structures, structure types, their ability to resist flood
damage, and tendency to flood can turn a mundane flood into disaster by increasing
physical vulnerability to the flood (Blaikie et al. 1994).

Social vulnerability approaches examine the social context of floods as it relates
to the coping response of communities (Messner and Meyer 2006). In this con-
text, flood vulnerability analysis examines how well prepared and equipped a com-
munity is to avoid or cope with floods (Etkin et al. 20043). Coping includes the
adaptive capacity of a system or people to deal with floods or reduce flood risk.
Another aspect relates to the knowledge of exposed people as is studied by examin-
ing awareness and perception. When aware of the flood risk, individuals or societies
are able to adapt. They may modify urban development plans or change building
techniques (Barroca et al. 2006). Flood vulnerability can also be assessed by doc-
umenting the lack of ability or unwillingness of planning authorities to reduce the
flood risk (Messner and Meyer 2006).

The global approach combines the physical and social approaches by including
physical, social, economic and environmental factors (UN/ISDR 2004a). Accord-
ing to Barroca et al. (20006), this approach is gaining increasing significance in
scientific research. This research sees flood vulnerability as a combination of the
characteristics and location of properties, buildings, housing, infrastructure, popu-
lation, and economic activities in terms of their capacity to anticipate, cope with
or resist floods. Identifying the strengths and weaknesses of the exposed elements
and relevant stakeholders allows decision makers to effectively allocate limited
resources to prevent or mitigate the effects of the floods (UN-Habitat and UNEP
2001).

6.3.5 Flood Risk Indicators

Following the above description of the main aspects in flood risk analysis, the ana-
Iytical framework and the associated indicators for this urban flood research is
presented in Fig. 6.8. This framework considers three main components of flood
risks and corresponding indicators. If data are locally available, they can help iden-
tify flood-prone areas, determine exposed elements, and analyze vulnerability to
flooding. Unfortunately, reliable, timely data are difficult to obtain in developing
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Fig. 6.8 Indicators for flood risk analysis
Source: Adapted from Davidson 1997 and UNU-IEHS and NNSUACE, 2006

countries; in some cases, the information may be known but not adequately com-
municated to, or perceived by decision makers (Bacic-Ivan et al. 2006) who seek
to formulate flood risk reduction strategies. In this study, GIT is utilized as most of
the data are spatial in nature (Beerens 2006; Montoya 2006). Using GIS and remote
sensing to identify and help visualize flood risks can improve understanding and
therefore help reduce the impact of flooding.

6.4 Research Methods and Findings

6.4.1 Data Collection

This research has been guided by an extensive literature review of research articles,
government reports and policy documents analysis. Secondary data and primary
data were both used. Secondary spatial datasets consist of a Quickbird multi-
spectral satellite image acquired on 26 December 2004 with a resolution of 2.82
m (available from CGIS-NUR?), aerial photos taken in 2003 above Kiruhura mar-
ket, existing spatial datasets (boundaries, roads network, river streams) derived
from topographical maps of Rwanda (1:50,000 sheet, Kigali 1988), and meteo-
rological data linked to the weather stations. Primary data consist of field obser-
vations, photography, interviews with urban planning authorities at sector, district
and city levels and a household survey (including GPS location data of housing

2Geographic Information Systems and Remote Sensing Training and Research Center of National
University of Rwanda.
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units). This survey was conducted during September 2006 with 120 households.
The survey sample was selected within or along the Nyabugogo flood plain in
areas that experienced the April 2006 flooding and within a distance of 20 m from
the flood plain (the distance was chosen because construction is not allowed in
closer proximity to the floodplain) (Primature-Rwanda 2005). Sampling was based
on proximity to the riverbank or flood plain, experience with floods, and occu-
pation by infrastructure, properties, housing or settlements. In collaboration with
community leaders, flooded areas were delineated using the Quickbird satellite
image aided by local knowledge about flood extent in the study area. To gener-
ate building footprints and other critical land uses in the study area, the Quick-
bird image was georeferenced and digitized on a computer screen using ArcGIS®
9.2 software.

6.5 Flood Risk Analysis: Identifying and Mapping Flood
Hazard-Prone Areas

As discussed earlier, the flood hazard consists of probability and severity. Because
of data limitation, the analysis focused on severity. Flood severity was assessed
using flood depth and flood extent. To identify the flood hazard areas, the flowchart
in Fig. 6.9 illustrates the methodology used to generate the flood map. The input
data were contour lines, the Quickbird image, and flood depth information from the
household surveys. The flood hazard map was generated through the delineation
of the flood plain extent using information from local experts at the district level,
Digital Elevation Model (DEM) quality improvement, extraction of elevation infor-
mation at the houses (point location of flood depth), subdivision of the study area
into two zones, flood depth interpolation and flood depth mapping based on average
house elevation in each zone.

6.5.1 Data Quality Control and Preparation

As the study area occupies a narrow valley between two highlands, the lowest ele-
vation was not shown by the lowest contour line of 1375 m. However, most of the
household samples were located below 1375 m. Therefore, an alternative approach
was needed to improve the low resolution DEM. Based on methodology developed
by Hengl et al. (2004), the resolution was improved by digitizing a supplementary
contour line and interpolating other intermediate contour lines that indicate small
morphologies not indicated on the topographic map. The new value of the digitized
contour line was assigned using spot height values of the river in the topographic
map. The final DEM was generated using an Inverse Distance Weighted Interpo-
lation technique that calculates height value for any point that falls between two
contour lines. The result is an improved DEM with new elevation contour lines in
the flood plain, providing more topographical information regarding variation in
elevation.
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Fig. 6.9 Flowchart process for flood hazard mapping

Once the DEM was improved, a triangulated irregular network (TIN) was gener-
ated at 10 m pixel size. The 10 m pixel size was chosen because it illustrates more
details in the valley. To obtain topographic information at each house, the household
sample points digitized from the Quickbird image were superimposed on the TIN
and elevation was extracted for each house’s location (Fig. 6.10). This way, the res-
olution of the DEM was improved to help extract topographic information needed
for flood hazard mapping.

6.5.2 Mapping Flood Extent and Depth

The data used for flood extent mapping were obtained from official interviews at
the district level. To identify the flood extent, the flood plain was delineated by local
experts and digitized from the Quickbird image. The flood depth from household
surveys was estimated based on watermarks found on the houses with reference
to the ground. To obtain data of flood depth, the observed flood depth at a house
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Fig. 6.10 Topography and location of surveyed houses
Source: Topographic map of Rwanda, 1988

location was first added to the corresponding elevation value from the DEM; inter-
polation was then conducted to generate a flood depth surface. However, the ele-
vation of the study area varied greatly (from 1368 to 1377 m) within a very small
area and flooding is strongly influenced by flatness or steepness of topography. For
example, different houses experienced the same degree of flooding (1.00 m of flood
depth) while being located in areas of great difference in elevation (4 m of elevation
difference). Thus, interpolating flood depth based on elevation would not produce
an accurate result. To solve this issue, it was decided to analyze flood depth extent in
two subdivisions based on the topographic similarities of the house samples (zones
with almost the same altitudes and slopes). Figure 6.10 illustrates that the two flood
zones are largely separated by the paved road to Byumba.

Data for a runoff flood were not integrated because that type of flood is very local-
ized. The flood map was generated by interpolating flood elevation values based on
average elevation of flooded houses and presents the spatial distribution of flood
level, from a very low to a very high flood. The corresponding flood class values
are listed as: very low (0—0.30 m), low (0.30—0.60 m), moderate (0.60—0.90 m),
high (0.90—1.20 m) and very high (1.20—1.50 m). Based on flood depth distri-
bution, three high flood zones are distinguished (Fig. 6.11). The first zone in the
southwest lies near the confluence of the Yanze and Nyabugogo Rivers. The sec-
ond zone is located near the Kiruhura market where buildings obstruct the flood
ways and delay or hold back water flow. The third zone (northeast) is on very flat
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Fig. 6.11 Flood exposed economic activities in Nyabugogo valley

terrain where Nyabugogo valley is located. This zone is swampy and acts to store
large amounts of water during the rainy season. Interestingly, a runoff flood was
located in the Gatsata zone caused by poor drainage infrastructure (an inadequate
bridge and closed culverts). Nevertheless, this finding was not incorporated into the
analysis because it is much localized and strongly dependent on topography and/or
drainage infrastructure.

6.6 Flood Risk Analysis: Analyzing Flood Exposure

After mapping the flood depth, information about elements at risk (e.g., buildings,
roads, bridges, water supply, population, economic activities) were overlaid on the
flood zones. Figure 6.12 presents a flowchart that describes the methodology used
to estimate the exposed elements in each flood zone.

The flood exposure analysis was performed by locating exposed elements in rela-
tion to flooding. The result of the analysis revealed that 27% of buildings were
located in flood prone areas in addition to two sensitive zones of infrastructure, and
approximately 500 people. Four sensitive economic zones were also identified as
exposed: Kiruhura Market, Gatsata Garage, Poids Lourd Garage and Rwantexico
factory (Fig. 6.12). The Kiruhura market is located in a high flood zone, in the flood
way of Nyabugogo valley. The market’s location makes it prone to seasonal river
flooding. Moreover, the concentrations of buildings (mainly shops) are not only
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Fig. 6.12 Flowchart process for flood exposure analysis

exposed to flood, but also contribute to flooding by blocking water flow. In the Gat-
sata and Poids Lourd Garage zones, the flood exposure is related to their location in
flood storage areas. Some buildings are located in a swamp so they are exposed to
seasonal floods and groundwater movements. Finally, the Rwantexico factory zone
is located in a high flood risk zone within the Nyabugogo floodplain. Due to the
flooding, this factory stops functioning during rainy season.

It was not feasible, within the scope of this research, to conduct an analysis for
every type of infrastructure. Therefore, the analysis focused on those parts of the
physical infrastructures considered important by local authorities at the district and
sector levels. These types of infrastructure include roads, bridges and water supply
lines. Bridges and water supply lines were visited and located using GPS during field
observation, while roads were digitized from the Quickbird image. Subsequently,
the roads, bridges, water supply lines, and buildings were overlaid on the flood haz-
ard zone map for exposure analysis. The flood depth values used in this analysis are
based on watermarks left on houses after the flood of April 2006.

Figure 6.13 displays the distribution of exposed infrastructure relative to the flood
zone. For example, in the southwest, the Yanze Bridge is located in a high flood
zone near the confluence of the Yanze and Nyabugogo Rivers. At this location, a
bridge and a water supply line for Kigali City are regularly swept away by overflows
during the rainy season. The heavy load of sediment carried by flash floods from
mountainous areas cut the water supply lines resulting in drinking water contamina-
tion (MININFRA/Rwanda 2006). In the central part of the study area, the Nyabu-
gogo Bridge on the Kigali-Gatuna asphalt road is a piece of critical infrastructure
that, even though located outside the high flood zone, is affected by overflow at the
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Fig. 6.13 Buildings and infrastructures in flood-prone areas

confluence of Nyabugogo and Mpazi Rivers. The problem is aggravated by the fact
that the natural flow of the river was changed to create plots for new houses. The
road and bridge are being eroded by water from the Nyabugogo River, which has
been redirected from its natural flow.

6.7 Flood Risk Analysis: Analyzing Flood Vulnerability

Figure 6.14 summarizes the framework used for flood vulnerability analysis in the
study area. Housing vulnerability was estimated by recording three variables: type
of wall material, foundation, and vulnerability of the water supply line. Analysis of
population vulnerability was based on the level of flood protection and flood mit-
igation activities. Lastly, vulnerability of critical economic activities (e.g., market,
factory) located in the flood prone areas were estimated.

The general trend shows a higher proportion of collapsed buildings in the high
flood zone (62.5%) than in the low flood zone (37.5%). Figure 6.15 shows the vul-
nerability of buildings by virtue of their location.

Masonry and wood houses constituted 31% of the total sample of visited houses
(120). Of the masonry houses, severe building damage was observed in 87% of the
cases while only 13% of the wood houses suffered the same level of damage. The
three types of foundation found in the study area were stone in mortar (57%), stone
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Fig. 6.15 Vulnerability of housing by location. Collapsed house in swampy area; A house near

the river stream
Source: Photo taken by Bizimana, September 2006

in mud (21%), and buildings without a foundation (22%). Interestingly, the quality
of foundation did not reveal a clear difference as related to flood damages.

As for the recovery of the buildings following the flood, few buildings (16%)
were repaired. The main reasons people did not pursue repairs were regula-
tory constraints from district authorities and the ongoing relocation process.
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Fig. 6.16 Inadequate flood protection measure
Source: Photo taken by Jean Pierre Bizimana, September 2006

Unfortunately, damaged buildings that remain un-repaired are more vulnerable to
the next flood.

Flood protection measures (as applied by respondents) were also examined in
an effort to better understand vulnerability. Sixty percent of the respondents did not
attempt to implement flood protection measures (e.g., open up drainages, raising
the parcel’s elevation, water proofing, sandbags, relocation). Some measures (e.g.,
sand bagging) cannot efficiently deal with the magnitude of flooding (Fig. 6.16).
Due to poverty, many owners can only use sandbags in an attempt to prevent water
from entering their houses. The fact that houses occupy the flood zone implies inad-
equate flood mitigation planning to protect vulnerable groups in the Nyabugogo
flood plains within Kigali City.

Another situation that exacerbates flooding is the poor drainage system.
Figure 6.17 shows efforts to open closed culverts on the former drainage chan-
nel of Mpazi River before its confluence with Nyabugogo River. Simultaneously,
other people were attempting to excavate the river stream by removing solid wastes
dumped into the river near the Gatsata garage zone. These local initiatives to
improve the drainage conditions are having limited success, however, because other
people continue to dump solid wastes into the river stream, even though such activ-
ity is strictly forbidden by existing environmental law. Therefore, to improve flood
protection measures, assistance is needed for environmental law enforcement at the
neighborhood level.
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Fig. 6.17 Local initiatives to improve drainage conditions: (a) opening up of closed culvert;
(b) excavation of Nyabugogo River
Source: Photo taken by Bizimana, September 2006

6.8 Flood Risk Management and its Implications
for Kigali City Planning

The research performed in this study indicates a direct correlation between risk
of flooding and inadequate planning and control. Most of the recently constructed
buildings have no building permit or land registration ownership; some (especially
the garage and shops) were officially located in the swamp lands by municipal plan-
ning authorities.’> The location of the Kiruhura Market, started in 1998 by shoe
traders on a small scale, was purposely chosen in the flood plain because there the
traders were less likely to be forcefully evicted by authorities.* Over time, the mar-
ket attracted more and more people who then settled in the nearby flood-prone areas
and on steep slopes. The new settlements and mixed shops increase the flood risk
along the Nyabugogo River, and the situation is aggravated by illegal dumping of
solid waste in the river (Primature-Rwanda 2005).

Planning interventions within Kigali City suffer from inadequate legislative sanc-
tions on those who illegally occupy the flood plain and a lack of planning capacity
to cope with rapid urban growth (Aibinu 2001). As a consequence, local authorities
are now facing the challenge of demolition, relocation, and resettlement of exposed
households and properties to reduce the risk of flooding. Future plans should include
the prohibition of new urban developments in high flood-prone areas and the relo-
cation of the buildings within highly flooded zones (approximately 110 buildings).

3Interview with local authority at sector level.
4Interview with traders in the former Kiruhura market.
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6.9 Conclusion

The main objective of this research was to develop a GIT-based approach using
locally available data to identify flood hazard zones, analyze flood exposure and
vulnerability, and use the findings to suggest possible strategies for flood mitiga-
tion in unplanned settlements along the Nyabugogo River in Kigali City, Rwanda.
GI Technology proves to be a necessary tool to locate the household samples and
calibrate the flood depth by interpolation and delineate the flood plain extent. Asso-
ciated with local perceptions about floods and very high resolution satellite imagery,
the flood zone and exposure maps were produced.

While the research confirms the usefulness of GIT for flood risk analysis, it also
reveals constraints associated with the availability of base data (e.g., topographic
information). Very high resolution satellite imagery combined with GPS field sur-
vey data can be utilized for delineating flood plains and analysing flood risk for
properties and infrastructure in a developing-world urban setting when other data
are not readily available. Participatory GIS could also be explored as a method to
improve flood vulnerability assessments by incorporating local population’s knowl-
edge into the database and, hence into flood risk models.

For planning and decision making purposes, this research revealed a number of
constraints that increase the vulnerability of properties along the Nyabugogo River
that are in need of adequate flood migration measures. First, the lack of reliable flood
records makes it difficult to prevent urban development in flood risk zones. Second,
there is a lack of awareness about construction techniques that can improve housing
resistance to floods. Third, the majority of the residents are not using any flood
protection measures. Fourth, there is inadequate intervention by urban authorities to
improve and regularly maintain drainage along the Nyabugogo River, where most
of the urban development is informal.

As an immediate strategy to reduce the risk of flooding within the Nyabugogo
flood plain, Kigali City Planning needs to improve the poor drainage infrastructure
which has been identified as the main cause of flooding. As mid- and long-term
strategies, proper construction standards should be carefully designed and imple-
mented and guidance provided regarding where urban development takes place and
levels of infrastructure needed to reduce the impact of future floods. Such initia-
tives require a level of land use management that influences land availability and
encourages those struggling with poverty to avoid living in hazardous locations.
Finally, to minimize financial loss and to avoid the situation of having to relocate or
resettle those living in the flood plain, a technical flood risk assessment should first
be required during the land allocation process. Ultimately, this study highlights the
need to further explore the potential of GIT to assist urban planners and decision-
makers with formulating appropriate planning and policy strategies in order to limit
flood losses in developing countries.
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Chapter 7

A Respiratory Riskscape for Texas Cities:

A Spatial Analysis of Air Pollution,
Demographic Attributes and Deaths from 2000
Through 2004

Susan M. Macey

Abstract This study utilizes readily available criteria air pollution data from fed-
eral government sources to determine the spatial pattern of urban air pollutants.
Using both geographic information systems spatial processing functions and sta-
tistical analysis, these data are then combined with respiratory and nonrespiratory
decedents’ demographic characteristics (including age, race/ethnicity, and gender).
Respiratory diseases, including asthma, chronic bronchitis and emphysema, are a
leading cause of illness and death in the United States. The areas studied include the
major Texas cities of Austin, Dallas-Fort Worth, El Paso, Houston and San Antonio.
The purpose of this research is to develop a “respiratory riskscape” in two steps.
First, a spatial model of air pollutants for major urban areas in Texas is created.
Second, the spatial pattern revealed by that model is analyzed for any significant
relationships between specific pollutant sources/emissions and decedent’s demo-
graphic characteristics, and mortality rates where respiratory disease is a primary or
contributing cause of death. Results show variations among urban areas, and a com-
plex interaction between pollution data and mortality rates based on demographic
attributes.

Keywords Air pollution - Respiratory disease - Public health - Mortality rates -
Texas

7.1 Introduction

Air pollution is a leading urban hazard. The highly variable nature of this hazard
along with its numerous origins makes its study a major challenge. While air qual-
ity has improved, concerns for human health, particularly among more suscepti-
ble subgroups, remains (US Environmental Protection Agency 2006). Geospatial
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information technologies have great potential to aid in identifying areas most at risk
and to evaluate the potential impact of this hazard on populations residing in those
areas.

Studies dating back to the mid-1980s have linked air pollution, a common tech-
nological hazard in urban areas, with negative health consequences (Goldberg et al.
2001; Kim et al. 2004; Schwartz 1991a, b; Schwartz and Dockery 1992a, b), and
it is generally agreed that long term health risks from exposure to outdoor air pol-
lution are likely underestimated (Adgate et al. 2004). Numerous epidemiological
studies have documented consistent associations between specific ambient air pol-
lution components, specifically the criteria air pollutants (CAPs) including carbon
monoxide (CO), nitrous oxide (NOy), particulate matter (PMo and PM3 5), sulfur
dioxide (SO»), and volatile organic compounds (VOC), with various adverse health
conditions. These studies have found significant negative impacts on health at lev-
els below the national air quality standards set by the 1990 Clean Air Act. While
emissions have been reduced, concern remains as studies continue to show adverse
health impacts.

This study utilizes criteria air pollution data from several public sources to
determine the spatial pattern of urban air pollutants in the major urban areas of
Texas for the period 2000-2004. These data are then combined with the demo-
graphic characteristics of the proximate population and data regarding respira-
tory deaths, most notably chronic obstructive pulmonary diseases (COPD). As
defined by the American Thoracic Society (1995), COPD is a disease that is
characterized by decreased expiratory flow in the airways of the lungs. COPD
consists of three related diseases: asthma, chronic bronchitis and emphysema.
As one of the leading causes of illness and death in the United States, COPD
causes a substantial economic burden on individuals and society. The purpose of
this research is twofold: (1) to create a spatial model of air pollutants for the
major urban areas in Texas, and (2) to analyze the spatial pattern for any sig-
nificant relationships between specific pollutants and pollution levels, decedent’s
demographic characteristics (including age, race/ethnicity, and gender), and mor-
tality rates where respiratory disease is a primary or contributing cause of death.
The goal of the research is to develop a respiratory riskscape for Texas’ urban
areas.

7.2 Literature Review

Studies dating back to the mid-1980s have linked air pollution with negative con-
sequences for children’s health (Erbas et al. 2005; Kim et al. 2004; Lin et al.
2002; Norris et al. 1999; Pouliou et al. 2008; Schenker et al. 1986). Asthma is
a chronic condition that occurs when the main air passages of the lungs become
inflamed and narrowed and breathing becomes difficult; it is one of the most
frequent reasons for hospital admissions among children. Children are particu-
larly susceptible to air pollution related attacks (Erbas et al. 2005). Daily ambi-
ent exposure to CAPs has been implicated in increased attacks or worsening of
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the condition. In part, the problem has been linked to a larger deficit in lung func-
tion growth rate for children exposed to outdoor nitrogen dioxide (NO), PM; s,
and PMp(Gauderman et al. 2000, 2002). A recent study by Islam et al. (2007)
noted that exposure to high levels of PM; s attenuated the effect of better lung
function against new onset asthma. Karr et al. (2007) suggest that infant bronchi-
olitis may be added to the list of adverse effects of PM; 5 exposure. Several stud-
ies have also linked childhood asthma exacerbation to levels of ozone (Gent et al.
2003; McConnell et al. 2002; Thurston et al. 1997). Ozone was implicated in hos-
pitalization for acute respiratory diseases for children under two years of age in a
study by Burnett et al. (2001). Particulate matter in the form of PM;o(Timonen and
Pekkanen 1997; Tolbert et al. 2000) or PM1( in combination with ozone (Gielen
et al. 1997), and PM; 5 have also been implicated even when levels were below
annual National Ambient Air Quality Standard (NAAQS) levels (Norris et al. 1999).
Indeed, recent studies suggest that the role of such pollutants as organic carbon and
NO; as potential causes of chronic symptoms of bronchitis, decreased lung func-
tion and asthma in children may have been underestimated (Gauderman et al. 2002,
2004; McConnell et al. 2003). The prevalence of asthma among children under
18 years has increased from 3.6% of all children in 1980 to 8.9% in 2005 (Mitka
2008). Nitrogen oxides and VOCs, two major power plant emissions, are precursors
of ozone.

The probability of asthma occurrence is also generally greater among minor-
ity children (Evans 1992). Elevated asthma levels for Hispanic children, especially
those of Cuban and Puerto Rican extraction have been noted in several recent stud-
ies (Davis et al. 2006; Delfino et al. 2003a). Metzer and Delgado (1995) suggest that
higher risk for Hispanic and other minority groups may be partly related to their dis-
proportionate representation in areas failing to meet one or more National Ambient
Air Quality Standards (NAAQS). While an early study of children with asthma in
the vicinity of coal-fired power stations found occurrence of symptoms not to be
associated with measurements of SO, and NOx (Henry et al. 1991), recent studies
have provided convincing evidence of an association even at distances of over 60
miles (Levy et al. 2002). Chestnut and Mills (2005) conclude that human health
would benefit from further reductions in SO, and NOy emissions from power plants
beyond those currently required by Title IV, and that such reductions are clearly
warranted.

Outdoor air pollution studies have also linked increased mortality rates, espe-
cially among infants, to CAP levels. For example, two studies have shown evidence
of a link between sudden infant death syndrome (SIDS) with increases in levels of
NO; (Ritz et al. 2006) and PM (Glinianaia et al. 2004). Kaiser et al. (2004) have
called for further studies to quantify the relationship between infant mortality and
air pollution. Other studies indicating a spatial connection between demographics
and air pollution have found links with educational level (Levy et al. 2002), and
income (O’Neill et al. 2003).

Traffic emissions have been a particular focus of study throughout the
last 20 years (Tonne et al. 2007; Watson et al. 1988). Pollutants from traf-
fic exposure have been associated with childhood asthma by several authors
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(Gauderman et al. 2005; Kim et al. 2004; Lin et al. 2002). Some recent
articles have focused on the use of geographic information systems (GIS) to
analyze the distribution and impact of air pollution. Jerrett et al. (2001) com-
pared the relative value of several criteria in modeling the relationship between
socioeconomic status and exposure to suspended particles in the air. Chakraborty
(2001) analyzed exposure of school children to accidental releases of hazardous
substances.

While fewer studies have been published on the impact of air pollution on
older persons’ health, the heightened susceptibility of the elderly subpopulation
along with their growing numbers warrants increased investigation. In the early
and mid 1990s, studies by Schwartz and his colleagues (Schwartz and Dockery
1992a, b; Schwartz and Morris 1994; Schwartz and Morris 1995) found increases
in ischemic heart disease among the elderly population associated with PM( expo-
sure. More recently, several studies have found a significant association between
elderly health problems and levels of air pollution (Tonn et al. 2001), particularly
particulate matter (Dominici et al. 2006; Hartog et al. 2003; Pope et al. 2004;
Schwartz 1994a, b, ¢; Williams et al. 2000a, b; Zanobetti et al. 2000). Filleul et al.
(2004) found a significant relationship between air pollution levels and elderly res-
piratory mortality. Just as asthmatic children have been found to be particularly
vulnerable to ozone, adult asthma symptoms have also been associated with this
pollutant (Eiswerth et al. 2005), and both respiratory and coronary deaths among
the elderly population have been associated with ozone (Goldberg et al. 2001). Of
particular note is the national study by Samet et al. (2000) which found an associ-
ation between hospitalization, pneumonia and COPD, and PM for those 65 years
and older.

The impact of air pollution on cardiovascular disease represents a further serious
public health problem. Mann et al. (2002) found hospital admissions for ischemic
heart disease were associated with levels of CO and NO,. Creason et al. (2001)
linked PM; swith heart rate variability in elderly individuals. Pope et al. (2006)
also found short term exposure to ambient PMj; 5 to be associated with ischemic
heart disease. Brook et al. (2004) noted a consistent increased risk for cardiovas-
cular events in relation to present-day concentrations of ambient PM, particularly
in certain at-risk subsets of the population. Hospital admissions for cardiovascular
and respiratory diseases have also been linked to PM; 5 Medicare patients (Peng
et al. 2008). As in studies on children, this increased risk has been noted even
when levels are within current air quality standards (Peters et al. 2001; Pope et al.
2002).

In sum, numerous studies have found significant negative health impacts of air
pollutants even at levels below the NAAQS set by the 1990 Clean Air Act (Peters
et al. 2001; Pope et al. 2002; Schwartz 1993). While emissions have been reduced,
concern remains as studies continue to show adverse health impacts. Respiratory
morbidity and mortality show consistent links to emission levels of CAPs. In light
of these findings, this study evaluates the spatial aspects of the emission of criteria
air pollutants (CAPs) from various sources and respiratory mortality in five major
Texas urban areas.
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7.3 Methodology

7.3.1 Study Area, CAP Emissions, and Demographic Data

Chronic obstructive pulmonary disease (COPD) was one of the ten most frequent
causes of hospitalizations in Texas (Texas Department of State Health Services
2006), accounting for approximately 33,000 hospitalizations in 2002 (Texas Health
Care Information Council 2005). Sixteen of the state’s 254 counties had risk-
adjusted admission rates for this indicator that were more than twice the state aver-
age, with one-third of these being in the eastern part of the state. Pediatric asthma
hospitalizations were more significant in southern and western counties with 31
counties reporting significantly higher admission rates than the state average.

In Texas, nearly 51% of the state’s population lives in counties that do not meet
federal ozone standards (US Environmental Protection Agency 2006). The worst
areas are coincident with major urban areas found around Austin, Dallas-Fort Worth,
Houston, El Paso, and San Antonio (Fig. 7.1).

These five urban areas form the basis for this study. Houston, the largest city,
lies adjacent to the Gulf of Mexico. There is a major industrial and port area in
the southeastern sector of the city which contributes to Houston ranking first in
emissions from all sources (Table 7.1). As may be expected from the size and spatial
extent of the Dallas-Fort Worth metroplex, this conurbation ranks second in mobile
pollution sources, but ranks third overall behind San Antonio where utility power
plants contribute a greater share of the emissions. Austin, where the state’s capital
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Fig. 7.1 Study area showing city locations
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Table 7.1 Urban area rank™ for criteria air pollutants by pollution source

Dallas-Fort

Austin Worth El Paso Houston San Antonio
Utility power plant 4 3 5 1 2
Nonpoint source 2 3 5 1 4
Nonroad mobile 4 2 5 1 3
Onroad mobile 4 2 5 1 3
Area source 4 3 5 1 2
Nonutility point source 3 4 2 1 5
Total — all sources 4 3 5 1 2

*Rank: 1 highest.

is located, ranks fourth, while El Paso, a much smaller city than the other four,
consistently ranks lowest in emissions.

In Texas, electric utilities are the leaders in the volume of CAP emissions pro-
duced, including carbon monoxide (CO), nitrous oxide (NOy), particulate matter
(PMj0 and PM3 s), sulfur dioxide (SO;), and volatile organic compounds (VOC).
This situation is due in large part to the fact that two-thirds of the electric power
plants were built or were under construction before 1971 and are therefore exempt
from the tougher clean air standards and permit requirements of the Clean Air Act.
Despite additional state legislation in 1999 aimed specifically at reducing emissions
from these “grandfathered” electric generating facilities, problems persist. The Vol-
untary Emissions Reduction Permit (VERP) program under then Governor Bush
was a failure — only one plant applied. One significant exempted facility emitted
approximately 35% of the total air emissions in Texas in 1999 (Huston et al. 2001).
In 1998, Texas led the nation in nitrous oxide production and was second nation-
ally in releases of carbon monoxide and volatile organic compounds (US Energy
Information Administration 2003). The state also led the nation in carbon diox-
ide emissions from electric power plants in 2001. Smog reduction is characteristi-
cally focused on three primary sources — automobiles, heavy industry, and power
plants. Grandfathered industries and power plants produced as much nitrous oxides
in 1997 as 18 million automobiles (US Environmental Protection Agency 1997)
making these facilities prime targets for study.

Coal (bituminous, lignite, sub-bituminous, and petroleum coke), biomass and
wood products are more commonly used as utility energy sources in Texas. The
Texas Natural Resource Conservation Commission’s 1997 Emissions Inventory
confirmed the extent of the contribution of these facilities by documenting that
grandfathered plants accounted for 900,000 tons of pollution annually — 36% of
the state total (Huston et al. 2001). One response to these emissions was Bernsen’s
amendment to state HB 2912 (introduced at the end of 2001) that requires all grand-
fathered facilities in Texas to apply for permits by September 1, 2003 if the facil-
ity is located in East Texas, and by September 1, 2004 if located in West Texas.
Grandfathered facilities have been ordered to comply with all conditions of the per-
mits, including installation of emissions controls or reductions of emissions of air
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contaminants, by March 1, 2007 for facilities in the East of the state and by March 1,
2008 in the West.

The Clear Skies Act of 2003 set a new emissions reduction goal of 40% less
SO, for Texas (US Environmental Protection Agency 2006). A reduction in NOy
of 22% is also expected by 2020, with associated reductions in premature deaths,
hospitalizations/emergency room visits for asthma and chronic bronchitis, and fewer
nonfatal heart attacks. Since their introduction over the last 18 years existing Clean
Air Act regulations have resulted in CAP level reductions. The primary focus of the
Clear Skies Act is to further reduce power plant emissions, including those from 13
units spread throughout Texas. In all, 27% of Texas’ facilities would install Selective
Catalytic Reduction (SCR) devices while 24% of plants would install scrubbers.

The two demographic groups considered most at risk from CAPs are the young
and the elderly population. Consequently, Texas’ demographic composition makes
it a good candidate for study because 28% of the population is under 18 years of
age and approximately 10% is aged 65 years or older (Table 7.2) (US Bureau of
the Census 2000). The proportion of senior citizens is also growing, particularly
with the influx of ‘snowbirds’ (elderly, seasonal inmigrants) to southern parts of the
state. In terms of other demographic variables, Texas has a large and growing His-
panic population, currently comprising approximately one-third of the state’s total
population. Blacks represent a smaller proportion of the total mix (approximately
12%) having higher representation in the northern and eastern counties. In the five
study cities, the populations in Austin and El Paso are slightly younger than those
of the others. Houston and Dallas-Fort Worth have a higher proportional representa-
tion of Blacks while San Antonio and El Paso outrank the others in the proportions
of Hispanics, where they comprise more than half of the total population.

Table 7.2 Demographic characteristics of Texas and the five urban study areas

Dallas-Fort
Texas Austin Worth El Paso Houston San Antonio
Total
. 20,851,820 901,920 4,145,659 674,801 3,822,509 1,327,554
population
Median age 32.3 30.1 31.7 30.0 314 32.0
(years)
Percent <18 ¢ 5 24.9 28.1 32.0 29.2 28.4
years
Percent 18-64 ¢, ¢ 69.0 64.2 58.2 63.5 61.2
years
Percent65and 4 o 6.1 78 9.8 73 10.4
older
Percent White  71.0 69.3 65.5 73.5 59.1 68.5
Percent Black 11.5 9.0 15.9 3.0 18.2 7.5
Percent 32.0 26.8 24.0 78.8 316 54.5
Hispanic
Percent male 49.6 51.0 49.8 48.2 49.8 48.5

Source: US Bureau of the Census (2000)
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7.3.2 Data Sources and Analysis Techniques

To meet the objective of creating a respiratory riskscape for the five major urban
areas in Texas, the best available public data on the sources and types of air pollu-
tion emissions was used. Specific air pollutants studied here are those designated as
criteria air pollutants (CAPs), and include carbon monoxide, nitrogen oxides, par-
ticulate matter (PMjo and PM> 5), sulfur dioxide, and volatile organic compounds
recorded in the National Emissions Inventory (NEI) database. As discussed above,
these pollutants have been repeatedly implicated in studies of respiratory illnesses.
Data on air pollution sources and emissions for Texas were downloaded from two
existing Environmental Protection Agency (EPA) databases and served as the envi-
ronmental predictors in this study.

The NEI data for CAPs in 2002 breaks sources down by nonpoint, area, non-road
and on-road mobile sources, and nonutility point sources including heavy indus-
try (US Environmental Protection Agency 2008b). NEI ‘onroad mobile’, ‘nonroad
mobile’, ‘nonpoint’ and ‘area’ source data are only available at the county level.
Studies have shown traffic related emissions to be a factor in childhood asthma hos-
pitalization up to 200 or 300 m from the source (Hoffman et al. 2007; Lin et al. 2002;
Kim et al. 2004). Therefore, in order to provide a more realistic view of their poten-
tial impact, a 250 m buffer was created around major roadways and onroad sources.
County information was subsequently attached to these buffers. County-level values
for nonroad mobile emissions were also attached to their potential sources (e.g., air-
ports, railroads) to derive a potentially more accurate definition for such emissions.
Each of these features was extracted from the ESRI®) data sets provided with the
software and a 500 m buffer attached to each feature to account for the potential
extent of exposure from each source.

Nonpoint and area sources are more problematic as they may include any
source that individually does not produce sufficient emissions to qualify as a point
source, but collectively may be significant (US Environmental Protection Agency
2008b). These sources may range from home or office buildings to diffuse station-
ary sources such as agricultural tilling and wildfires. Therefore, the data on spe-
cific pollutants for these county based sources were first joined into one table. Then
the county value was assigned to tracts so that a composite total emission value
was calculable. Unfortunately, the county level nature of the emission informa-
tion remains a primary limitation when examining contribution from nonpoint and
area sources.

These data were supplemented with the location of electric power plants and
their emission data for four pollutants: nitrous oxide, ozone, sulfur dioxide and car-
bon dioxide emissions using the EPA’s emission and generation resource integrated
database (e-GRID) (US Environmental Protection Agency 2008a). These emissions
are all listed in the NAAQS as CAPs. The eGRID database is a comprehensive
source of data on the environmental characteristics of all electric power generated
in the United States from 1997 through 2002. The database’s attributes include pri-
mary fuel type, plant age and the last year the plant added production capacity,
plant efficiency, production, air pollutant emissions, allowances, resource mix for
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individual plants, and the compliance methods employed by the plants (US Envi-
ronmental Protection Agency 2008a).

In order to evaluate the health impacts of the pollutants emanating from
these sources, mortality data from the individual mortality files compiled by the
Texas Department of State Health Services (2006) were downloaded for the years
2000-2004, the latest year currently available. Additional attributes were created to
separate cases where deaths associated with COPD were listed as the primary cause
of death or as a contributing cause under the International Classification of Dis-
eases (ICD-10) (such causes include bronchitis, emphysema, chronic obstructive
pulmonary disease and asthma, using codes J40-J47).

Finally, demographic tract level data from the US 2000 Census (US Bureau of the
Census 2000) for the attributes of age, race/ethnicity and gender were extracted for
the five major urban areas. Tract level data were used because block group number of
deaths were too low to allow meaningful rates to be calculated for each demographic
category. The 2000 Census was selected as more closely correlated to the years
available for the mortality data being studied (2000-2004), as well as the time frame
for which the pollution data were available. The mortality records were aggregated
to the tract level and these data were then combined with the census data to calculate
mortality rates for respiratory disease as the primary or contributing cause of death.
Nonrespiratory-related death rates were also calculated to serve as a benchmark
against which to compare the respiratory death rates.

ArcView® GIS 3.3, a desktop GIS software package, was used to create the
GIS layers for the spatial dimensions of the respiratory riskscape in this research.
Preliminary processing of the emissions data included matching the NEI power
plant data with the corresponding plants in eGRID to produce a composite layer
with both plant and emission characteristics for each of the datasets. As stud-
ies have shown adverse health effects from exposure to air pollutants at a vari-
ety of distances from utility sources including from 6 to 60 miles from power
plants (Henry et al. 1991; Levy et al. 2002; Levy et al. 2003), a conserva-
tive buffer corresponding to a distance of 6 miles from each plant was cre-
ated to serve as the basis for analyzing the effect of their impact on death rates
over space. Nonutility point sources can be anything from a recycling facil-
ity or a dry cleaning shop to a chemical plant. The disparate nature of these
points precludes their being considered as part of a surface where pollution val-
ues might be interpolated. Therefore, they were retained as points to maintain their
integrity.

Several GIS functions were then used to create a composite layer containing
source emissions and demographic attributes. Emissions for the point and mobile
sources were combined with the buffered features that represent their spatial loca-
tion. Census areas within the urban area boundary for the cities included in the study
were then extracted and the emissions data were combined with the census data.
Point locations of decedents from the Texas DSHS were joined to the emissions
and census data to identify corresponding attributes in the latter for the residence
location of each decedent. Mortality rates were calculated by summing the number
of individual decedents in each census tract; rates per 1000 population were then
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calculated. This level of specificity was necessitated by the low frequency of cases
in each block group making rates at a finer spatial resolution meaningless. Maxi-
mum emission levels for each pollutant from all sources found in each tract were
also calculated.

Following the spatial processing of the data, statistical analysis was undertaken
using the Statistical Package for the Social Sciences (SPSS) software. First, cases
were examined for annual and seasonal trends. Then a comparison of decedent char-
acteristics was made among the five urban areas. Decedent‘s demographic charac-
teristics (age, race, ethnicity, gender) were evaluated in relationship to respiratory
disease being listed as a primary or contributing cause of death. Nonrespiratory
decedent characteristics were also examined for comparative purposes. Finally,
death rates were calculated at the tract level and these rates were evaluated for
their association with specific sources and types of pollutants. Nonparametric tests
including Spearman’s rank order correlation and chi-square statistics were used to
test for associations or differences. As the number of cases was large, a more con-
servative probability level of 0.01 was set as the minimum level for significance
throughout the analysis.

7.4 Discussion of Results

7.4.1 Spatial Pattern of Air Pollution Sources

The spatial pattern of urban air pollutant sources detailed below identifies the areas
of greatest potential respiratory health risk within each of the major urban areas. As
noted above, Houston consistently had the highest levels of emissions for all sources
among all urban areas studied (Table 7.1). Six electric power plants are inside the
urban boundary while five impinge on the southern and eastern sides of the city
(Fig. 7.2). The map of the Houston urban area shows radial and radiating sources
of nonroad and onroad mobile sources, plus numerous nonutility point sources
which tend to coincide with transportation routes particularly on the eastern side of
the city.

The Dallas-Fort Worth metroplex also presents a tangle of onroad and non-
road sources (Fig. 7.3), and ranks second for emissions from both these sources
(Table 7.1). Eight electric power plants are within the urban area while the six mile
buffer for three more overlap parts on the northern side of the metroplex. Dallas-Fort
Worth ranks third behind San Antonio in electric power plant and area emissions,
and third behind Austin for nonpoint source emissions. While dotted with nonutility
point sources, emissions from these sources contributed the least to air pollution in
the Dallas-Fort Worth area.

Taking all sources into consideration, emissions in San Antonio elevate this
urban area to the second highest ranking in terms of total amount of pollution.
While fewer in number than in Houston and Dallas-Fort Worth, electric power
plants, along with area sources contribute more than other sources for this city
(Fig. 7.4).
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Nonutility point sources are also fewer in the Austin urban area. Austin’s emis-
sions ranked fourth overall and for most of the emission sources. Only three electric
power plants are located in the city, which also has far fewer nonutility point sources
listed (Fig. 7.5).

El Paso ranked consistently lowest for all but nonutility point sources. The city
has only one electric power plant within the urban area and one whose buffer over-
laps a northern section of the urban area (Fig. 7.6). One caveat regarding the accu-
racy of observations for El Paso is that it lies adjacent to the Mexican border. No
data on emissions from the adjacent area in Mexico that could potentially contribute
to air pollution levels in the El Paso area is available. However, it is suspected that
air pollution from south of the border confounds the situation.

By far the largest quantity of emissions was recorded for carbon monoxide
(Fig. 7.7) followed by PMjgp, NOy, SO, and VOC (US Environmental Protection
Agency 2008b). Nitrous oxides noted in several studies (Chestnut and Mills 2005;
Gauderman et al. 2000, 2002; Henry et al. 1991; Mann et al. 2002) came from a vari-
ety of sources including (in order of importance) onroad mobile, nonroad mobile,
electric utility plants and nonutility point sources. The largest contribution of PM,
cited as having a negative impact on health in numerous studies (Dominici et al.
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2006; Hartog et al. 2003; Pope et al. 2004; Samet et al. 2000; Schwartz 1994a, b,
¢; Williams et al. 2000a, b; Zanobetti et al. 2000) came predominantly from area
sources. PM; 5 which has received much attention in recent years (Islam et al. 2007,
Karr et al. 2007; Peng et al. 2008) was present in the lowest levels and also came
mainly from area sources. The makeup of sources and their contribution for VOC
particularly linked to asthma in children (Delfino 2003b) reflected those of NOy,
though area sources contributed more to VOC.

The largest proportion of emissions came from onroad mobile sources which
in addition to their large emission of CO, added to the levels of NOy and VOC
(Fig. 7.8) (US Environmental Protection Agency 2008b). Area sources, the greatest
source of PM 1, contributed the second largest amount of pollutants, primarily being
the major source of PM g and PM> s, as well as a primary source of VOC. Nonroad
mobile sources such as airports and railroad lines are notable for their CO, and to a
lesser extent, NOyx and VOC contributions. Point sources, both from electric utility
power plants and nonutility point sources add a lesser amount of air pollution than
the other four sources noted, but combined contribute the most SO, which has been
cited in studies by Chestnut and Mills (2005), Henry et al. (1991), and Levy et al.
(2002). Carbon dioxide and ozone data were only available for electric utility power
plants and are therefore not shown. The average level of power plant CO; emissions
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recorded was five times that for CO from onroad mobile sources while mean levels
of ozone ranked between power plant emissions of NOy and SO;. Ozone has been
implicated as a factor contributing to asthma in children by a number of studies
(Burnett et al. 2001; Eiswerth et al. 2005; Gent et al. 2003). It must be remembered
that NOy and VOC are precursors of ozone and therefore, while ozone is not specif-
ically recorded for all sources, any source of these pollutants could contribute to the
problem.

7.4.2 Decedent Attributes

Turning to the cause of death, cases were first examined to establish the relative
proportion of deaths where respiratory disease was listed as the primary cause or
a contributing cause. Respiratory causes include bronchitis, emphysema, chronic
obstructive pulmonary disease and asthma and are denoted by the ICD-10 codes,
J40-J47. Where respiratory disease was listed as a contributing cause of death,
the major primary causes noted here were chronic ischemic heart disease (ICD-10
code 125) listed for 23.2%, lung cancer (ICD-10 code C34) at 15.2%, heart failure
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(ICD-10 code 150) in 3.9%, and stroke (ICD-10 code 164) for 2.1% of cases. The
breakdown of deaths in each category by urban area is listed in Table 7.3.

By far the greatest proportion of respiratory deaths was cited as COPD, account-
ing for nearly 80% or more of all primary respiratory deaths for each area. The
highest level was observed in San Antonio (85.3% of all respiratory primary cause
deaths) and the lowest one in Houston (78.1%). Emphysema was the second highest
proportion in all areas with the largest percent being recorded in Houston (16.0% of
primary causes) and the lowest in San Antonio (9.6%), the reverse of the COPD pat-
tern. Asthma shows much lower fatality proportions, accounting for between 2.9%
at the low end for Austin to a high of 3.8% for Houston. In all instances, the per-
centages for respiratory disease as a contributing cause of death were slightly higher
than those for primary cause percentages ranging from 4.2% for Houston to 5.5%
for El Paso.

An examination of the characteristics of decedents in each respiratory category
gives a more complete view of the relative contribution of respiratory disease versus
nonrespiratory related causes for mortality. Minority group status, especially His-
panic ethnicity has been evaluated as a risk factor with studies particularly focus-
ing on Hispanic children (Evans 1992; Davis et al. 2006; Delfino et al. 2003a;
Metzer and Delgado 1995). The proportion of respiratory related deaths (primary



7 A Respiratory Riskscape for Texas Cities

New Mexico

10 0
I T

20 Miles

El Paso County

» Electric power plant
[] Power plant 6 mile buffer
e Nonutility point source

] Nonroad mobile source
[ Onroad mobile source

[777] Urban area

[ ] County boundary
State boundary

Fig. 7.6 EI Paso urban area air pollution sources

8000

6000+

4000

Thousand tons

20004

(=3

Particulate Particulate
matter 10 matter 2.5

Nitrous
oxide

Carbon
monoxide

Emission type

Fig. 7.7 Air pollution emission type by source

[Z] Electric power plant
Nonpoint

Area

[l Nonroad mobile

B Onroad mobile

[ Nonutility point

Sulfur
dioxide

141



142 S.M. Macey

[ carbon monoxide

) Nitrous oxide

B Particulate matter 10

[l Particulate matter 2.5

6000 BEHE B sulfur dioxide

iiic .Volatile organic
compounds

4000+

Thousand tons

2000

i

Area Electric Monpoint Nonroad Nonutility Onroad
power point
plant

Source

Fig. 7.8 Air pollution source contributions to emission total

and contributing) for Hispanics was highest in El Paso and San Antonio (Table 7.4),
though the percentage was lower than for Hispanic nonrespiratory caused deaths.
Black proportions were highest in the largest urban areas, Houston and Dallas-
Fort Worth and again were lower than percentages for nonrespiratory deaths. The
percentage of male respiratory decedents was highest in El Paso (51.8%) and low-
est in Austin (42.7%). This pattern reflects that for nonrespiratory decedents more
closely than for any other demographic category. While mean age in years shows
little variation among urban areas, respiratory (both as a primary and contributing
cause) decedents were older than nonrespiratory decedents. In order to examine the
two primary respiratory risk groups based on age noted in the literature, children
(Adgate et al. 2004; Gauderman et al. 2000, 2002; Pouliou et al. 2008) and the
elderly population (Filleul et al. 2004; Goldberg et al. 2001; Samet et al. 2000; Tonn
etal. 2001), those less than 18 years of age were grouped to represent children in the
mortality data, and those 65 years and older were grouped to represent elderly dece-
dents. The percentage of children dying from respiratory related diseases or having
one as a contributing cause was very low across all locations and was considerably
lower than nonrespiratory percentages. The situation for elderly decedents showed
the reverse pattern with the respiratory primary and contributing cause categories
being 15-20 percentage points higher than for nonrespiratory deaths.

These results support findings in previous studies. Elderly individuals have been
cited as being at greater risk in numerous studies (Dominici et al. 2006; Hartog
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Table 7.3 Cause of death for urban areas

Dallas-Fort San
All areas  Austin ~ Worth El Paso  Houston  Antonio
Respiratory primary
cause
Number of cases 12,654 769 5609 772 3539 1965
Percent for urban area
Bronchitis 0.4 0.5 0.4 0.4 0.5 0.4
Chronic bronchitis 0.4 0.5 0.4 0.6 0.4 0.5
Emphysema 143 14.3 14.9 14.0 16.0 9.6
COPD 80.2 79.2 79.7 80.6 78.1 85.3
Asthma 35 2.9 3.5 3.0 3.8 3.1
Status asthmaticus 0.4 1.2 0.3 1.2 0.5 0.1
Bronchiectasis 0.8 1.4 0.7 3 0.8 1.2
Percent of primary 100 6.1 443 6.1 28.0 15.5
cause deaths by area
Respiratory
contributing cause
Number of cases 14,399 754 6224 983 4117 2321
Percent of contributing 100 5.2 432 6.8 28.6 16.1
cause deaths by area
Nonrespiratory cause
Number of cases 270,837 15,735 106,126 16,166 90,714 42,096
Percent of 100 5.8 39.2 6.0 335 15.1
nonrespiratory deaths
by area
All cases
Percent
Respiratory primary 4.2 4.5 4.8 43 3.6 4.2
Respiratory contributing 4.8 4.4 53 5.5 4.2 5.0
Nonrespiratory 90.9 91.2 90.0 90.2 922 90.8

et al. 2003; Pope et al. 2004; Schwartz 1994a, b, c; Tonn et al. 2001; Williams et al.
2000a, b; Zanobetti et al. 2000). They need to be considered as at higher risk as
their representation in both respiratory primary and contributing cause categories
are almost uniformly 20 percentage points above their proportional representation
in the nonrespiratory deaths category. Those individuals with heart conditions need
to be particularly vigilant as they comprise the largest group (approximately 25%)
of the contributing cause category, and the association between respiratory and car-
diovascular disease is well documented (Schwartz and Dockery 1992a, b; Schwartz
and Morris 1994, 1995) especially for elderly individuals (Creason et al. 2001; Har-
tog et al. 2003; Pope et al. 2004). The under-18 years of age category shows the
reverse pattern in all areas, perhaps reflecting the low respiratory mortality versus
morbidity for children. Several studies have addressed childhood morbidity, espe-
cially related to asthma (Burnett et al. 2001; Delfino et al. 2003a; Erbas et al. 2005;
Gauderman et al. 2000 and 2002; Gent et al. 2003; Lin et al. 2002).
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Table 7.4 Urban area decedent demographic characteristics by cause of death

Dallas-Fort San
All areas  Austin ~ Worth El Paso Houston Antonio

Respiratory

primary cause
Number of cases 12,654 769 5609 772 3539 1965
Mean age (years) 76.0 76.5 75.6 78.2 75.5 71.5
Percent < 18 years 0.3 0.4 0.4 0.4 0.3 0.2
Percent 18-64 years  13.7 12.6 15.1 9.2 14.7 10.6
Percent 65 and older  85.9 87.4 84.5 90.4 85.0 89.2
Percent White 80.3 87.9 86.5 59.8 77.2 73.3
Percent Black 10.7 7.5 10.3 2.2 16.1 6.6
Percent Hispanic 8.0 3.6 24 37.0 53 19.5
Percent male 46.6 42.7 45.7 51.8 47.6 46.9
Respiratory

contributing cause
Number of cases 14,399 754 6224 983 4117 2321
Mean age (years) 75.6 71.5 74.7 78.8 74.6 71.7
Percent < 18 years 0.3 0.0 0.3 0.2 0.2 0.2
Percent 18-64 years  16.4 11.4 18.5 8.2 18.9 11.6
Percent 65 and older  83.3 88.6 81.2 91.6 80.9 88.2
Percent White 75.6 83.8 82.1 54.9 75.2 65.1
Percent Black 13.1 9.3 14.5 2.2 16.9 13.1
Percent Hispanic 10.4 6.2 2.8 41.8 6.2 26.3
Percent male 524 48.5 51.0 52.2 54.0 54.8
Nonrespiratory

cause
Number of cases 270,837 15,735 106,126 16,166 90,714 42,096
Mean age (years) 68.4 68.9 68.3 70.6 67.0 70.5
Percent < 18 years 3.2 33 34 2.6 34 2.7
Percent 18-64 years  32.2 31.7 323 26.9 35.1 30.0
Percent 65 and older  64.6 65.0 64.3 70.5 61.5 69.4
Percent White 59.6 69.1 69.2 32.8 56.8 48.2
Percent Black 18.5 13.9 19.6 2.8 25.6 8.5
Percent Hispanic 20.0 15.7 9.4 63.7 14.9 429
Percent male 49.8 49.3 49.1 50.8 50.7 49.6

7.4.3 Association of Mortality Rates with Air Pollution Sources
and Types

While the number and percentage of deaths is instructive in terms of the abso-
lute magnitude of the potential problem, in order to discern any disproportional
risk, rates must be evaluated. The mortality records were aggregated to census
tract level. Rates per thousand were then calculated using census tract values for
each demographic attribute. For the under-18 year old age category, values were
too low to be meaningful, and so this category was dropped from further analysis.
The mean rates for all other demographic attributes under study are displayed in
Table 7.5.
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Table 7.5 Average death rates per thousand at the tract level by urban area

Dallas-Fort San
Austin Worth El Paso Houston Antonio
Respiratory primary
cause rate
All case™* 4.75 7.28 6.43 12.71 7.41
Aged 65 years or older* 2.87 1.88 0.78 1.20 1.88
White*™* 5.83 10.18 5.47 6.92 7.72
Black' 2.96 3.16 4.21 3.44 5.14
Hispanic** 0.73 0.68 2.68 0.95 2.15
Male** 4.15 6.94 7.01 4.99 6.92
Female™* 5.38 7.64 591 5.30 7.86
Respiratory contributing
cause rate
All case™* 4.59 8.22 7.94 6.25 9.11
Aged 65 years or older! 1.52 1.62 2.64 1.18 1.19
White** 5.59 10.75 6.28 8.12 8.59
Black* 291 5.38 4.81 3.86 8.32
Hispanic** 1.13 1.12 3.83 1.13 3.68
Male** 442 8.65 8.76 6.86 10.04
Female** 4.78 7.85 7.19 5.58 8.24
Nonrespiratory cause rate
All case™* 103.48 160.75 138.56 155.86 171.46
Aged 65 years or older*™  35.71 29.79 22.50 22.59 25.60
White** 99.80 153.50 69.21 133.27 116.75
Black* 112.10 132.19 126.21 140.61 158.30
Hispanic** 50.17 55.89 103.55 61.61 107.91
Male** 101.43 147.35 146.81 145.61 176.46
Female™* 105.86 145.17 131.37 135.93 162.69

I Difference among areas not significant
*Difference significant at p < 0.01
**Difference significant at p < 0.001

In the case of respiratory as primary cause deaths, Houston topped the list when
all cases were considered together and the rate exceeded those for all other urban
areas by nearly two to one over Dallas-Fort Worth, El Paso, and San Antonio, or
more in the case of Austin (Table 7.5). This result could be expected given that
Houston ranked first for all air pollution sources (Table 7.1). The overall rates for
the other urban areas also reflect their overall air pollution ranking. All group rates
except for Black decedents also showed significant differences among urban areas.
White rates were highest in Dallas-Fort Worth, Black rates highest in San Antonio,
and Hispanic rates higher in El Paso and San Antonio than in the other three areas.
In all cases, rates for Whites were higher than for Blacks, with Hispanics exhibit-
ing the lowest rates. In the case of gender, male and female rates differed among
the urban areas. El Paso, Dallas-Fort Worth and San Antonio exhibit higher values
than Houston and Austin for both genders. San Antonio has the highest female rates
and El Paso the highest male rates. Female rates exceeded male rates in all cities
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except El Paso. The single category where Austin exceeded all other areas was for
individuals aged 65 years and older. In general, elderly rates were lower than for all
other categories except Hispanics who had the lowest respiratory-related death rates
of all race/ethnicity groups in this study. The latter finding somewhat contradicts the
literature which suggests that Hispanics are at higher risk than other racial or ethnic
groups (Davis et al. 2006; Delfino et al. 2003a; Metzer and Delgado 1995). However,
these previous studies examined morbidity rather than mortality. Thus, while His-
panics comprise a larger proportion of the population than Blacks in Texas, Blacks
experience a higher death rate suggesting the need for further research. The higher
rates for White decedents may reflect the influence of economic status whereby
access to health professionals improves the accuracy of information found on death
certificates while the Hispanic death rate may be underreported due to the opposite.

Where respiratory disease was a contributing cause, the differences among group
rates generally reflect those for primary cause with three exceptions: the variation
in the rate for Blacks was significantly different among urban areas while the rate
for the elderly group was not. San Antonio rates for all cases also exceeded those
for the other urban areas, and for males as well as Blacks. For nonrespiratory cases,
rates differed on all attributes among the urban areas. Unlike the comparable rates
for respiratory-primary and respiratory-contributing related deaths, rates for Blacks
exceeded those for Whites, and, with the exception of EI Paso where the White
rate was lower than that for Hispanics, rates for Hispanics were the lowest in all
categories except for elderly deaths.

When mortality rates were tested for association with pollution emission levels
for all urban tracts, only weak relationships were observed (all Spearman rank order
correlation values were below 0.23.). All cause categories were positively associated
with emissions from electric utility power plants, nonpoint, and nonroad mobile
sources (Table 7.6), with the strength of correlations for electric power plants being
the highest. As noted above, pollution from power plants in Texas has long been
a source of contention. The findings here reinforce the greater contribution of this
source to mortality not just for respiratory but also for nonrespiratory causes.

No association was noted between primary or contributing rates and onroad
source emissions. Area sources did not register as significant in overall respiratory
rates, though three of the pollutants from this source (CO, NOx and VOC) were
positively associated with contributing rates. When the total from all sources was
examined, the same three pollutants showed a positive association with both pri-
mary and contributing rates, while total emissions of PM» 5 also showed a positive
association with contributing rates. The overall lack of association between total
emissions for particulate matter pollutants and primary rates suggests that studies
that focus solely on these pollutants, while valuable in establishing specific levels
for PM, may miss the broader sweep of the influence of complex pollution mixes.

When race rates were considered, power plant and nonpoint source pollutants
were associated with death rates for all groups, though the associations were weak
(Table 7.7). The Black primary and contributing rates were also associated with
nonroad and onroad mobile sources. White contributing rates also showed a weak
association with onroad sources, while Hispanic rates showed no association with
any of these sources. Respiratory as the primary cause and nonrespiratory rates for
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Table 7.6 Death rates by source and type of pollution

Respiratory primary  Respiratory Nonrespiratory
cause rate contributing cause rate  cause rate
Electric power plant
Nitrous oxide 0.15* 0.20* 0.23*
Ozone 0.15* 0.20* 0.23*
Sulfur dioxide 0.13* 0.19* 0.20*
Carbon dioxide 0.13* 0.19* 0.21*
Nonpoint source
Carbon monoxide 0.09** 0.15** 0.12**
Nitrous oxide 0.10** 0.15** 0.13**
Particulate matter 10 0.08** 0.14** 0.12**
Particulate matter 2.5 0.08** 0.14** 0.11**
Sulfur dioxide 0.07** 0.13** 0.11**
Volatile organic compounds ~ 0.09** 0.15** 0.12%
Area source
Carbon monoxide ns 0.06* 0.17**
Nitrous oxide ns 0.07** 0.15**
Particulate matter 10 ns ns 0.14**
Particulate matter 2.5 ns ns 0.15**
Sulfur dioxide ns ns 0.11**
Volatile organic compounds — ns 0.07** 0.18**
Nonroad mobile source
Carbon monoxide 0.07* 0.07* 0.13**
Nitrous oxide 0.07* 0.07* 0.13**
Particulate matter 10 0.07* 0.07* 0.13**
Particulate matter 2.5 0.07* 0.07* 0.13**
Sulfur dioxide 0.06* 0.06* 0.13**
Volatile organic compounds ~ 0.07* 0.07* 0.13**
Onroad mobile source
Carbon monoxide ns ns 0.09**
Nitrous oxide ns ns 0.09**
Particulate matter 10 ns ns 0.09**
Particulate matter 2.5 ns ns 0.09**
Sulfur dioxide ns ns 0.09**
Volatile organic compounds  ns ns 0.09**
Nonutility point source
Carbon monoxide —0.08** ns —0.06*
Nitrous oxide —0.08** ns —0.06*
Particulate matter 10 —0.08** ns —0.06*
Particulate matter 2.5 —0.07** ns —0.06*
Sulfur dioxide —0.09** ns —0.07**
Volatile organic compounds ~ —0.06* ns ns
Total - all sources
Carbon monoxide 0.07** 0.09** 0.16**
Nitrous oxide 0.08** 0.09** 0.16**
Particulate matter 10 ns ns 0.16**
Particulate matter 2.5 ns ns 0.16%*
Sulfur dioxide ns 0.09** 0.20**
Volatile organic compounds ~ 0.09** 0.11** 0.19**

ns Difference among areas not significant
*Significant at p < 0.01
**Significant at p < 0.001
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Whites were negatively associated with nonutility point source emissions. As these
sources vary greatly in type, ranging from dry cleaning stores to chemical plants,
it was not possible to capture the spatial extent of each facility’s potential influ-
ence. However, the negative association may reflect the “not-in-my-backyard” effect
of the more visible sources, such that the residents try to avoid proximity to such
facilities.

7.5 Conclusion

While air pollution emissions have been reduced across the United States, concern
for public health remains as studies continue to show the negative impact of emis-
sions at levels below those set by national air quality standards. This study sought
to evaluate the spatial aspects of the emission of criteria air pollutants from vari-
ous sources on respiratory mortality in the five major Texas urban areas of Austin,
Dallas-Fort Worth, El Paso, Houston and San Antonio. Using GIS spatial process-
ing functions, a spatial picture of air pollution sources was created and joined to
individual level mortality data to allow a comparison of the association of pollution
sources and types with deaths where respiratory disease was listed as either the pri-
mary or as a contributing cause. It is clear from this analysis that the urban areas
differ not only in pollution sources and levels, but also in the composition of the
population affected as characterized by age, race/ethnicity and gender. As would be
expected, Houston has both the highest rank for emissions, and the highest rate of
respiratory primary cause mortality. Race/ethnicity appears to be a more defining
attribute than gender or age in identifying the subgroup in the population with the
highest risk. While Hispanics have been the focus of much research, findings here
show that White and Black primary and contributing rates were higher for the five
urban areas in this study. The respiratory related rate of mortality for those aged
65 years or older did not show elevated levels when compared to the elderly group’s
nonrespiratory rate.

The associations between pollution sources and mortality rates examined here
showed only weak positive associations overall. The weak strength of these asso-
ciations may reflect methodological limitations, as this study sought to use readily
available government pollution data that were largely limited in spatial resolution,
the complex nature of exposure, and factors that predispose individuals to be at
risk for respiratory diseases. In addition, the decedent’s work location and mode of
transportation for any work commute was not available. Therefore, only residen-
tial exposure was able to be identified. Similarly, the emission data only represent
outdoor exposure. However, because several studies have found indoor and out-
door pollution concentrations to be associated, this limitation was not deemed to
be major (Delfino 2002; Koenig et al. 2005; Rodes et al. 2001; Rojas-Bracho et al.
2000; Williams et al. 2000a).

However, two findings stand out as noteworthy. First, electric power plant pollu-
tants showed the strongest association with all mortality rates, while nonutility point
source pollution exhibited negative relationships with all rates. In the case of the
former, there has been considerable public pressure resulting in policy that should
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reduce future power plant emissions. It is suggested that the negative association for
rates and nonutility point sources may reflect the effectiveness of public avoidance
of the larger facilities in this category. Second, the complex variation in associations
between the different pollution sources and types and the demographic attributes
suggest that additional evaluation is needed to find specific reasons for such varia-
tions. Overall, this research provides a benchmark for further air quality investiga-
tions related to emissions reduction from specific sources. As such, the work may
facilitate future efforts to spatially evaluate the impact of facilities that produce air
pollution, leading to the improvement of public health and resulting in measurable
health benefits.
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Chapter 8

Spatial Distribution of Toxic Release Inventory
Sites in Chicago Area: Is There Environmental
Inequity?

Fahui Wang and Yvette C. Feliberty

Abstract The purpose of this study is to determine if “environmental inequity” can
be associated with the spatial distribution of Toxic Release Inventory (TRI) facili-
ties in the Chicago area. The chapter examines whether neighborhoods with minor-
ity concentrations or lower-income residents experience disproportionate exposure
to facilities that release toxic emissions into the environment. Demographic infor-
mation is extracted from 2000 Census data, and facility data are based on the 2004
Environmental Protection Agency’s Toxic Release Inventory. Geographic Informa-
tion Systems (GIS) is used to create “buffers” of various spatial extent around
the facilities. Statistical analysis (including t-tests and regressions) is conducted to
examine whether areas within the buffers are significantly more likely to consist of
minority and low-income residents and households than areas outside the buffers.
Results indicate that at both the census tract and block group levels, Hispanic and
non-white classes as well as low-income residents are more likely to be located
within the buffers. Therefore, this study corroborates earlier research findings that
minority and low-income groups are disproportionately exposed to environmental
hazards.

Keywords GIS - Toxic Release Inventory (TRI) sites - #-Test - Environmental
inequity - Chicago area - Minority

8.1 Introduction

Since the early 1980s, there has been mounting interest in environmental equity
in relation to the distribution of environmental hazards in neighborhoods predom-
inantly inhabited by low-income residents and/or minority background. This inter-
est was codified in July 1990 by the Environmental Protection Agency’s (EPA)
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Environmental Equity Workgroup, which began to examine (and, ultimately con-
firmed in 1992) the allegation that racial minorities and low-income populations
were at higher environmental risk than others (EPA 2008a). Within their definition
of “environmental justice”, the EPA states that, “Fair Treatment means that no group
of people, including racial, ethnic, or socioeconomic groups, should bear a dispro-
portionate share of the negative environmental consequences resulting from indus-
trial, municipal, and commercial operations ...” (EPA 2008b). Examples of such
operations include polluting industries, landfills, incinerators, and illegal dumps
(Pellow 2004).

In many studies, environmental equity has been treated as a “chicken and egg”
situation due to the question of what came first, the residents or the facility. Essen-
tially, those engaged in answering these questions seek to ascertain whether the
residents of a particular area are exposed to environmental hazards due to circum-
stance (i.e., they moved into an area where environmental hazards pre-existed), or
because environmentally hazardous facilities have been purposely located in areas
largely occupied by low-income and/or minority residents. If the former is the case,
the issue is one of housing availability or housing choice. Either there is a lack of
affordable housing elsewhere, or people are making a conscious choice to expose
themselves to environmental risk so they can reside in a more convenient location
and/or enjoy better housing amenities (Pastor et al. 2001). The policy implication
under such circumstances is to address issues pertaining to discrimination in the
housing and/or job markets. If the latter is the case, “unfair treatment,” and there-
fore environmental inequity, can be alleged. However, even in cases where envi-
ronmental inequity seems evident, claims of discrimination cannot automatically
be inferred due to community growth and change as well as the complex public
processes governing the placement of industrial sites. Consequently, causal state-
ments trying to establish environmental inequity are not fully warranted on scientific
grounds (Bowen and Wells 2002).

This study examines possible environmental inequity in the spatial distribution
of Toxic Release Inventory (TRI) facilities in the Chicago area, specifically Cook
County, Illinois. Cook County is an appropriate study area for several reasons. First,
the county is predominantly urban (it includes the City of Chicago), containing large
populations of various racial/ethnic and economic backgrounds. Second, the county
contains a large number of TRI facilities. Third, the time required to geocode the
TRI facilities (a significant number of which required manual geocoding) was offset
by the large sample size available for use. Finally, our understanding of the study
area’s historical development, acquired via an extensive literature review, raises our
confidence in the interpretation of our findings.

This study examines whether the neighborhoods containing minority concen-
trations or low-income residents experience disproportionate exposure to facili-
ties releasing toxic emissions into the environment. Demographic information is
extracted from 2000 Census data at two data aggregation levels (census tract and
block group). The EPA’s 2004 TRI provides the location data for environmen-
tally hazardous sites. Statistical analyses, including regressions and -tests, examine
whether residents within specified distances from the facilities have significantly
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higher ratios of minorities or lower income residents than areas at further distances.
If proximity to hazardous sites by disadvantaged population groups is confirmed,
policy implications arise in terms of the vulnerability of such residents to disaster
events (whether natural or technological in nature) that could cause releases impact-
ing those neighborhoods.

The remainder of this chapter is organized as follows. Section 8.2 provides a lit-
erature review of environmental justice and a brief history of Cook County, Illinois.
Section 8.3 explains the data used in this study. Section 8.4 addresses the method-
ological process employed. Section 8.5 presents and discusses the study results.
And, Section 8.6 provides concluding comments on the study’s major findings and
limitations.

8.2 Background and Literature Review

8.2.1 The Environmental Justice Movement

The Environmental Justice Movement rose to prominence in the early 1980s in
response to the growing awareness of the unequal distribution of waste sites, other
hazards, and overall environmental degradation prominent in many minority and
low-income communities throughout the country. Cole and Foster (2001) identi-
fied six major benchmarks in the environmental justice movement that helped shape
the future of those involved and of the movement itself: civil rights; grassroots anti-
toxics movements; academics; labor movements, such as the farm worker movement
of the 1960s; traditional environmentalism; and finally, the struggles of indigenous
groups across the United States. Together, these causes helped create a unified front
struggling for social justice with regard to the physical environment where low-
income and minority groups lived and raised their families.

The First National People of Color Environmental Leadership Summit in
Washington, DC, held in 1991, is considered the most important event in the move-
ment’s history. The summit broadened the movement’s goals beyond that of focus-
ing on anti-toxics to include issues such as public health, worker safety, land use,
transportation, housing, resource allocation, and community empowerment (Bullard
and Johnson 2000). The movement led to important public policy initiatives such as
the 1994 Executive Order 12898 (Federal Actions to Address Environmental Justice
in Minority Populations and Low-Income Populations) and the subsequent found-
ing of the EPA’s National Environmental Justice Advisory Council (NEJAC) (Bolin
et al. 2000; Faber and McCarthy 2001).

8.2.2 Studies on Environmental Justice

Most studies on environmental equity have concluded that minorities and the poor
are disproportionately exposed to various types of waste sites in the United States
(e.g., Bowen et al. 1995; Pinderhughes, 1996; Towers 2000). Five major works are
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credited with publicizing environmental equity issues (Hunter 2000; Pellow et al.
2001). The first was by the US General Accounting Office (USGAO 1983), and
revealed that three out of four commercial hazardous waste landfills were located
in predominantly African American communities. Another prominent work by the
United Church of Christ Commission for Racial Justice (UCCCRJ 1987) found
that there were a disproportionate number of waste facilities situated in areas with
high rates of poverty and minority habitation throughout the United States. Bullard
(1990) compiled a series of case studies that documented methods of resistance to
waste sites in the communities of color along with issues regarding environmental
racism. Lavelle and Coyle (1992) discussed the roles that government and private
corporations played in environmental inequities against minorities of all economic
backgrounds. And finally, the Committee on Environmental Justice at the Institute
of Medicine (CEJ 1999) concluded that the fields of medicine and science must
concentrate on the problems and concerns of non-white communities with regard to
environmental health.

Research closely related to our work is a study by Baden and Coursey (2002)
on the City of Chicago. Using 1960 and 1990 census data, they performed vari-
ous regressions at the census tract level to test whether the distribution of waste
sites was correlated to populations of minorities and the poor and whether there
was any historical pattern to that distribution. They concluded that in 1960 more
waste sites were located in poor, non-African American neighborhoods, and that
in 1990 Hispanic but not African American neighborhoods were disproportionately
represented. They also found that, historically, Hispanics were disproportionately
exposed to waste sites. Our study builds on their work by using newer data, an
expanded study area, multiple geographic levels and a series of distance ranges from
waste sites to revisit the issues they identified, with the goal of obtaining more robust
results.

8.2.3 Causes for Environmental Inequity

As explained earlier, an important aspect regarding the discourse in relation to envi-
ronmental justice is the “chicken and egg” dilemma. In addition, researchers dis-
agree about whether the occupancy of residences close to waste sites is voluntary
or forced. Some studies support the idea that poor and minority residents often
have environmental disamenities thrust upon them. Hite (2000) posits that personal
choice is a key factor in the decision-making process to reside in proximity to a
waste site. This selective behavior may cause a person to trade the environmen-
tal quality of a neighborhood for other housing desires (e.g., number of rooms)
and/or location characteristics (e.g., school districts, or accessible transportation)
that are personally appealing. Other studies have concentrated on the powerlessness
of poor and minority communities in contending with environmental inequity issues.
Glasmeier and Farrigan (2003, 132) state that poor communities are often located in
unacceptable areas due to “economic forces” (e.g., more affordable housing prices
in undesirable areas).
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Others contend that people living in these areas have not been made aware of
the consequences and dangers of living in neighborhoods blighted by waste sites
(Baden and Coursey 2002). Hunter’s (2000) study analyzed the dissemination of
information throughout a community from the perspective of linguistic isolation in
immigrant households. This “environmental unawareness” causes a lack of public
participation in the decision-making process of the community (Laurian 2003). Par-
ticipation of citizens and community-based organizations in the policy process rests
upon equitable access to agency-generated environmental information and effective
use of that information by citizens (Kellogg and Mathur 2003). Without adequate
knowledge and awareness of issues surrounding proposed planning objectives, res-
idents tend not to engage themselves in public discourse because they are not fully
aware of the gravity of the situation (Rast 2006; Ross and Leigh 2000). Public dis-
closure of information can help stimulate effective and informed participation, and
can increase pressure on facilities to reduce their impact on the environment (Arora
and Cason 1999). Other researchers (Boone and Modarres 1999; Hunter 2000; Talih
and Fricker 2002) find that the poor and minority groups are taken advantage of and
deprived of appropriate access to resources.

Zoning laws are often cited as the foundation for the disproportionate distribu-
tion of toxic sites in poor and minority neighborhoods (Boone and Modarres 1999;
Fricker and Hengartner 2001; Ross and Leigh 2000). The purpose of zoning is
to restrict the entry of industrial facilities into residential areas, thereby protect-
ing neighborhoods from the detrimental effects of such facilities. However, some
believe that some zoning ordinances (labeled “expulsive zoning™) are written as a
mechanism to use minority neighborhoods as dumping sites for landfills or other
unwanted residential uses (Ross and Leigh 2000).

8.2.4 Brief History of Cook County

Knowledge of the demographic, economic, environmental, and industrial history of
the study area allows us to fully understand the “chicken and egg” dilemma sur-
rounding environmental justice discourse. In other words, it is important to know
whether the residents or the hazardous sites were the first occupants of an area.
Cook County, comprised of the City of Chicago and its suburbs, is the hub of
all major economic activities in Illinois. Located along the western banks of Lake
Michigan, Chicago has historically been a key port city, providing explorers and
merchants with access to the central United States. The city gained this reputation
in the middle of the 19th century when it became a hub for “trade, transportation,
and the processing of raw materials from the Midwest” (Baden and Coursey 2002:
65). At this time, businesses were developed along the banks of the rivers stretching
out of the lake, such as the Chicago River. Such businesses included “a tannery, a
meat packing plant, a soap factory, and a brick yard ... mainly on the North Side”
of the city (Hoyt 1933: 19). The West Side saw the advent of lumberyards, brew-
eries, woodworking shops, foundries, and metal-smithing firms (Baden and Coursey
2002). As industry boomed throughout the city, pollution and waste increased. Lake
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Michigan, the Chicago River, Lake Calumet, and other waterways were used as
dumping grounds for the waste created, and dumping into these Chicago waterways
stretched well into the 20th century. Waste dredged from the Calumet and Chicago
Rivers was also dumped into Lake Michigan until these actions were banned by the
federal government in 1967 (Colten 1985). In fact, the river flows were reversed to
limit the inflows of pollution into the lake.

The construction of the first railroads during the late 1800s provided another
mode of transportation and opened up many more opportunities for the expansion
of industry further into the state and away from waterways. As Cronon (1991: 74)
states, the railroad “would rapidly emerge as the chief link connecting Chicago with
the towns and rural lands around it, so the city came finally to seem like an artificial
spider suspended at the center of a great steel web.” After World War II, it was
the advent of the highway system that further changed the methods used in siting
industrial and commercial businesses and that introduced commercial and industrial
decentralization into the suburbs surrounding the city. As the population living in the
city increased, so did the amount of household waste. In the late 1940s, residents of
the city began utilizing city dumps, or city-owned sanitary landfills, for the majority
of their waste although private lots and dumps continued receiving refuse after this
time. Following the Solid Waste Disposal Act of 1965, open dumping and burning
was prohibited by city officials (Colten 1985).

Race has also played an integral role in shaping the history of Chicago and the
Cook County area. Historically, Hispanics and African Americans have been the
two most significant ethnic groups in Chicago. The African American population
was typically concentrated in urban ghettoes. The practice of “redlining”, which
began with the National Housing Act of 1934, prohibited many minority neigh-
borhoods from receiving housing loans. The subsidization of suburbanization dur-
ing the New Deal era further diverted attention from minority neighborhoods. The
Urban Renewal era (1950-1970) produced high-rise public housing buildings within
urban ghettoes that further isolated low income, minority residents from surround-
ing areas. Hispanic residents of Chicago have also faced isolation, although not as
much as African Americans. Most residents who identify themselves as Hispanic
are first, second, or third generation immigrants from Mexico or Puerto Rico. Mexi-
can migrants began settling in Chicago in 1910, with a significant increase between
1960 and 1980 (Baden and Coursey 2002). Puerto Ricans entered the city after
‘World War 11, and their numbers increased from 32,371 in 1960 to 112,074 in 1980
(Black et al. 1983). Both ethnic groups migrated to Chicago in search of work in the
unskilled labor sector, and have settled in a few highly concentrated areas such as
Humboldt Park, West Town, and Logan Square.

To summarize this section, the environmental justice movement grew out of a
joint effort by different parties. Their goal was the same, however, to educate the
public about environmental inequality issues and thus begin bringing about change.
Many studies, including Baden and Coursey’s (2002) on the City of Chicago, gen-
erated evidence that minorities and the poor are disproportionately exposed to waste
facilities. A common dilemma is determining whether residents or waste facili-
ties occupied an area first. Several theories propose reasons for the cause of such
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environmental inequity including a lack of public participation, lack of informa-
tion, language barriers, zoning laws, and the powerlessness of disadvantaged groups.
Cook County has been shaped mostly by its location on the banks of Lake Michigan
where the Chicago and Calumet Rivers once flowed. This location provided many
with access to the interior of the country as well as with a location for deposit-
ing refuse. Railroad construction improved communications and increased the area
allotted for industry and commerce. And, as in many US cities, Hispanics and
African Americans have historically been segregated and isolated in Chicago, a
circumstance that spurs concern whether environmental inequality is disproportion-
ately present in the areas in which they reside.

8.3 Data Sources

Toxic Release Inventory (TRI) data are extracted from the TRI Explorer, a database
provided by EPA (EPA 2008c). This data became available under the Emergency
Planning and Community Right-to-Know Act of 1986 and was later expanded under
the Pollution Prevention Act of 1990. Information listed in the TRI database is pub-
licly available and contains data on toxic chemical releases and other waste man-
agement activities reported annually by certain covered industry groups as well as
federal facilities. Covered industry groups are those facilities with ten or more full-
time employees that process 25,000 pounds or more or use 10,000 pounds or more
of any one specific TRI chemical (Dolinoy and Miranda 2004). The TRI facility
data used in this study were for the year 2004, the most current TRI information
available at the time this research began.

The TRI facilities analyzed in this study include all listed TRI facilities for Cook
County for the year 2004, and we encountered several issues when using these data.
First, the data are self-reported emissions estimates, not actual measures of release
(Pastor et al. 2004). Second, some of the geographic coordinates provided by the
TRI database were incorrect or missing — we found 122 facilities with missing
coordinates. Consequently, verification of coordinate locations is necessary when
working with EPA databases, as the data are self-reported to state agencies by
the facilities and later passed on to the EPA (Scott et al. 1997). The problem was
resolved by cross-referencing the TRI data with the EPA’s Resource Conservation
and Recovery Act list and correcting any coordinate discrepancies. Based on the
addresses provided by the EPA, we used a web-based service provided by Steve
Morse (stevemorse.org/jcal/latlon.php) to manually geocode the facilities one by
one. Third, the TRI data do not include releases from mobile sources and smaller
emissions facilities, both of which are known to contribute to pollution levels and
health risks (Pastor et al. 2004). Ultimately, a total of 428 TRI facilities were acces-
sible for use in this study.

In an effort to address the modifiable areal unit problem (MAUP; Fotheringham
and Wong 1991; Anderton et al. 1994; Bolin et al. 2000; Mennis 2002), this study
performs analysis at the census tract and block group levels to determine whether
the results are consistent across differently sized units of analysis. Block groups are
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the smallest unit for which the Census Bureau ordinarily reports economic informa-
tion pertinent for the study (Harner et al. 2002). Census tract and block group level
data were retrieved from the US Census Bureau website for the year 2000 (US Cen-
sus Bureau 2008b). The following variables summarize the racial and ethnic com-
position of the geographic areas involved in this study: White, African American,
Hispanic, Native American, Asian, Hawaiian/Pacific Islander, and Other. Additional
variables include total population and median income.

It is important to note that these categories of race and ethnicity underwent a
revision since the previous census. In 1977, the Office of Management and Budget
(OMB) issued Statistical Policy Directive Number 15, “Race and Ethnic Standards
for Federal Statistics and Administrative Reporting” (US Census Bureau 2008a).
This directive established four main racial categories: American Indian or Alaskan
Native, Asian or Pacific Islander, African American, and White. It also established
two ethnic categories: Hispanic and Non-Hispanic. Due to the changing racial and
ethnic structure of the country since 1977, the Census Bureau determined that these
classifications were no longer accurate. Therefore, in 1997, the OMB revealed its
new racial and ethnic categories, which include: American Indian or Alaska Native,
Asian, African American, Native Hawaiian or Other Pacific Islander, and White. It
also includes the category Some Other Race, which is intended to capture ethnicities
such as Mulatto, Mestizo, and Creole.

Figure 8.1 illustrates the locations of the 428 facilities throughout Cook County
with census tracts as the background. The majority of the facilities are located in
the central portion of the county, with many other facilities spreading out towards
the northwestern and southern suburbs. The spread may be a result of the post-war
decentralization of commerce and industry.

8.3.1 Analysis Methods

The purpose of this study is to determine whether there is evidence of environmen-
tal inequity for different racial/ethnic and income groups in Cook County. Envi-
ronmental inequity will be measured based on whether there is a disproportionate
distribution of TRI facilities in areas inhabited by minority groups or residents with
low median incomes throughout the county. Mapping the distribution of TRI sites
against demographic and socioeconomic backgrounds gives us a visual representa-
tion of the relationship. However, statistical analysis is needed to rigorously test the
hypothesis.

8.3.1.1 Data Preparation and Mapping

Two aggregation levels of data were used in this study, census tracts, and block
groups. Table 8.1 presents the basic statistics for various racial/ethnic group ratios
in Cook County at both levels. This study considers four minority groups — African
American, Hispanic, Asian and Other — comprising an average of more than four
percent of population across census tracts or block groups in the study area.
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Fig. 8.1 Toxic release inventory (TRI) sites in cook county, 2004

American Indians/Eskimo and Hawaiian/Pacific Islanders are not included because
their percentages are considered too low to be significant for this study.

Three distances — 500, 1000 and 1500 m — were used to define proximity to the
TRI facilities. Glickman (2004) points out that in urban areas, neighborhoods (and
any hazards present within them) typically do not extend further than a mile. If the
centroid of a tract or block group falls within one of the aforementioned distances
from any TRI facility, it is grouped as “within the proximity,” otherwise it is grouped
as “outside”. A binary variable is created to flag whether a tract or block group is
within (=1) or outside (=0) proximity to a TRI site in each of the three distance
scenarios. A tract (block group) may be partially within and partially outside the
distance described. One may use a spatial interpolation method to allocate popu-
lation between the split portions. However, by assuming a uniform distribution of
attributes within an areal unit, it would create two samples with identical attributes
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Table 8.1 Basic statistics for proportions of racial/ethnic groups in cook county 2000

Census tracts (n = 1337) Census block groups (n = 4219)
Std Std

Variable Mean dev Max* Mean dev Max*
African Am. 0.33 0.40 1 0.31 0.40 1
Hispanic 0.19 0.25 0.97 0.18 0.25 1
White 0.51 0.35 1 0.54 0.36 1
Am. Indian/Esk. 0.003 0.004 0.05 0.002 0.01 0.57
Asian 0.04 0.08 0.86 0.04 0.08 0.90
Hawaiian/P.I. 0.0005 0.001 0.01 0 0.001 0.05
Other 0.09 0.15 0.68 0.09 0.14 0.74

Note: * Minimum value in all cases is 0.

(i.e., ethnic group ratios or income): one inside and another outside of the range.
This does not contribute to the statistical test power. Some population assignment
methods using additional information (e.g., Wu 2006) may be also used. Given time
constraints and data availability, such approaches were not feasible for this study.

A series of maps were created to examine the relationship between TRI sites and
demographic (income) distributions, three of which are included, here. Figures 8.2
and 8.3 illustrate the distribution of African American and Hispanic populations
respectively. In Fig. 8.2, African Americans were mainly concentrated in the south
of Cook County (where some TRI sites can be found), in another area at the
southwest corner, and in the middle of the county, but very few in the area near
downtown Chicago. In Fig. 8.3, one cluster of Hispanic population was on the north
side by the lake, one was to the southwest of the downtown area, and another band
around O’Hare International Airport. All three areas indicate the presence of TRI
sites.

Figure 8.4 illustrates the geographic pattern of median income in the study area.
The greatest concentration of the highest median income bracket is seen in the
northwestern and southwestern suburbs of the county. There are also areas of high
median income located within the Loop area of Chicago extending north along the
coast of Lake Michigan. One can also see a general absence/lack of TRI facilities
in these high income areas, with the exception of a few located near the north and
southwestern suburbs.

8.3.1.2 Pooled #-Test

Evidence of disproportionate exposure throughout minority areas is supported when
the values of the ethnicity ratio of the tracts within the specified distance are
larger than the values of the tracts found outside the distance. Given the nature of
aggregated data from the census, our hypothesis for testing environmental justice
with regard to racial/ethnic groups is structured as:
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Fig. 8.2 African American population ratios across block groups in cook county, 2000

Hop (null hypothesis): the ratios of a minority in areas within the proximity of TRI facilities
are not different from those outside.

Evidence of disproportionate exposure determined by median income is sup-
ported when the values of the median income of the tracts within the specified dis-
tance are less than that of the tracts found outside of the distance. Our hypothesis
for testing environmental justice with regard to income distribution is:

Hp (null hypothesis): median incomes in areas within proximity of TRI facilities are not
different from those outside.

A pooled r-test was used to compare the sample mean of those tracts (block
groups) within a specified distance from a TRI facility and the sample mean
of those located outside the distance. In this study, Statistical Analysis Soft-
ware (SAS®; specifically, the “TTEST” procedure) was used to implement the
t-test.
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Fig. 8.3 Hispanic population ratios across block groups in cook county, 2000

Table 8.2 presents the results of the #-test on Hispanic ratios at the census tract
level in Cook County. The sample mean of Hispanic ratios in 979 tracts within
1500 m was 0.2349, and the sample mean of the Hispanic ratios in 358 tracts outside
1500 m was 0.0647. On average, Hispanic ratios within the proximity of TRI sites
were 0.1702 higher than outside of the range. Given the sample sizes, means and
standard deviations, the t-statistic was calculated to be 11.42, much larger than the
critical value of 3.29 at the 0.001 (two-tailed test) level. The hypothesis of no differ-
ence in Hispanic ratios between tracts within and outside the proximity of TRI sites
is rejected. Similar conclusions can be drawn from Table 8.2 based on the distance
ranges of 1000 and 500 m.

Regression with a binary independent variable The pooled t-test can be also
implemented in a commonly-used regression model. From the above example, the
regression model is constructed as
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Fig. 8.4 Household median income across census tracts in cook county, 2000

Y=a+bxFlag (8.1)

where the dependent variable Y is Hispanic ratios in various census tracts, the inde-
pendent variable Flag is a binary dummy variable coded to identify whether a tract
was within the proximity of any TRI facilities (=0) or outside (=1), and a and b are
parameters to be estimated.

For instance, using 1500 m as the distance range at the census tract level, the
regression result for Hispanics (see Table 8.3) is

Y =0.2349 — 0.1702 Flag
(30.47) (—11.42)
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Table 8.2 Pooled #-Test for Hispanics in census tracts in cook county

F. Wang and Y.C. Feliberty

n Mean Standard deviation  t-value

All 1337 0.1893 0.2527

Within 1500 m 979 0.2349 0.2744 11.42
Outside of 1500 m 358 0.0647 0.1065 ’
Within 1000 m 793 0.2600 0.2877 1311
Outside of 1000 m 544 0.0864 0.1356 ’
Within 500 m 552 0.2835 0.2966 12.03
Outside of 500 m 785 0.1231 0.1906 ’

Table 8.3 Regression results on ethnicity ratios across cook county census tracts (n = 1337)

Minority group Distance Variable Parameter Std. error t value
Afr. American 1500 m a 0.2836 0.0127 2242
b 0.1743 0.0244 7.13

1000 m a 0.2611 0.0140 18.64

b 0.1700 0.0220 7.74

500 m a 0.2323 0.0168 13.83

b 0.1668 0.0219 7.61

Hispanic 1500 m a 0.2349 0.0077 30.47
b —0.1702 0.0149 —11.42

1000 m a 0.2600 0.0085 30.77

b —0.1736 0.0132 —13.11

500 m a 0.2835 0.0102 27.75

b —0.1604 0.0133 —12.03

Asian 1500 m a 0.0445 0.0026 17.45
b —0.0054 0.0049 —1.10

1000 m a 0.0438 0.0028 15.47

b —0.0019 0.0044 —0.43

500 m a 0.0430 0.0034 12.66

b 0.0001 0.0044 0.02

Other 1500 m a 0.1192 0.0045 26.46
b —0.0922 0.0087 —10.58

1000 m a 0.1333 0.0049 26.98

b —0.0952 0.0077 —12.30

500 m a 0.1462 0.0060 24.49

b —0.0879 0.0078 —11.29

The corresponding ¢ values for the intercept a and slope b are in parentheses
underneath the equation. Based on the regression result, if Flag = 0, then ¥ =
0.2349, which is the intercept, i.e., the sample mean of Hispanic ratios for tracts
within the distance range (1500 m) from the TRI sites. If Flag = 1, then ¥ =
0.2349— 0.1702 = 0.0647, which is the sample mean of Hispanic ratios for tracts
outside the distance range. The slope b = —0.1702 indicating the difference between
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the two sample means, and its corresponding ¢ value (—11.42) is the same as the ¢
value in the pooled-7 test (the negative sign indicating a lower sample mean for tracts
identified by Flag = 1).

In summary, the regression is completely equivalent to the pooled-f test. In the
next section, only the regression results are presented. Our primary interest from
the regression is on the 7 value for the slope b, indicating whether and how statisti-
cally significant the difference is between the two samples. Since the model is not
designed to explain the variation of Y by explanatory variables, the R? value, which
can be derived from the 7 value in any bivariate regression (as is the case here), is
redundant and thus not presented.

8.4 Results and Discussion

8.4.1 Analyzing Race and Ethnicity

Table 8.3 presents regression results for four racial/ethnic minority groups in Cook
County at the census tract level. Table 8.4 shows the results at the block group
level. In the tables, the intercept a represents the average ratio of a minority group
in tracts within the given distance, and the slope b is the difference of the ratios
between those tracts within and outside the distance. A positive b indicates a higher
average minority ratio outside than inside the distance range from TRI sites; and a
negative b indicates otherwise. Whether the difference is statistically significant is
reflected by the corresponding ¢ value (as well as by the significance level Pr>| 7 |).

The regression results in Tables 8.3 and 8.4 suggest evidence of environmental
inequity for the Hispanic population and those classified as “Other” at each of the
three distances (500, 1000, and 1500 m). For Hispanics, as illustrated in the previous
section, the average percentage across census tracts inside the given distances from
the TRI sites was 23—28% in contrast to 6—12% outside the distance ranges. For
“Other”, the difference in percentages was about 9%. All are highly significant sta-
tistically. However, the results also show that the percentage of African American
population living within proximity to TRI facilities was lower than those outside,
and the difference was statistically significant. This result is surprising because
it was expected that the African American population would exhibit some sign
of being disproportionately exposed to these facilities. At the census tract level,
the percentage of African Americans outside the distance ranges was about 17%
higher than the percentage inside the ranges; and at the block group level, the differ-
ence was also above 10%. The difference for Asian Americans was not statistically
significant.

For comparison, we also tested the model on the white population at both geo-
graphic levels and found no evidence of environmental inequity with respect to prox-
imity to TRI facilities. Although there is no evidence of disproportionate exposure
with respect to the White population, it must be noted that income plays a role
in environmental justice discourse. Because the White population is not devoid of
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Table 8.4 Regression results on ethnicity ratios across cook county block groups (n = 4219)

Minority Group Distance Variable Parameter Std. error t value
Afr. American 1500 m a 0.2666 0.0076 34.88
b 0.1143 0.0128 8.92
1000 m a 0.2544 0.0088 28.70
b 0.1016 0.0123 8.27
500 m a 0.229 0.0118 19.42
b 0.1074 0.0138 7.717
Hispanic 1500 m a 0.2383 0.0045 52.93
b —0.1617 0.0075 —21.42
1000 m a 0.2626 0.0052 50.43
b —0.1573 0.0072 —-21.79
500 m a 0.2836 0.0070 40.17
b —0.1412 0.0082 —17.07
Asian 1500 m a 0.0428 0.0014 28.94
b —0.0035 0.0024 —1.41
1000 m a 0.0426 0.0017 24.89
b —0.0020 0.0023 —0.88
500 m a 0.0419 0.0022 18.42
b —0.0005 0.0026 —0.21
Other 1500 m a 0.1199 0.0026 45.78
b —0.0873 0.0043 —-19.90
1000 m a 0.1338 0.0030 44.27
b —0.0866 0.0041 —20.66
500 m a 0.1439 0.0041 35.10
b —0.0756 0.0048 —15.75

low-income residents, those in the white population that do not have high median
incomes may also be affected by disproportionate exposure to TRI facilities and
other environmental hazards. This issue will be analyzed in the next subsection.

A census tract covers a larger area, and is made up of a number of block groups,
and therefore contains generalized information that may not clearly capture the dif-
ferences in its resident population. Therefore, block groups are more likely to exhibit
variations in data across the study area. The statistics displayed in Tables 8.3 and 8.4
are highly consistent, indicating the robustness of the results and therefore providing
little evidence of the Modifiable Area Unit Problem (MAUP).

8.4.2 Analyzing Income Distribution

Median income was only available at the census tract level, therefore the analysis
is limited to that level. As described earlier, the regression model in Equation (8.1)
is used, with Y as income, to examine the difference in median income between the
census tracts inside and outside the distance ranges. Table 8.5 presents the regression
results. In the tracts inside 1500 m from the TRI facilities, the average median
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income was $44,135. In tracts outside the range, the average median income was
$3298 higher. The difference was statistically significant at the 0.05 level. When the
distance range is defined as 1000 m, the result is similar with a higher statistical sig-
nificance (i.e., at the 0.01 level). The difference is no longer significant when using
the 500 m distance range. In other words, there is evidence that residents closer to
the TRI sites had lower median income than those farther away. The only exception
is when using a short distance such as 500 m to define proximity. Note that census
tracts are much larger than block groups. By representing an area by its centroid,
the result from census tracts is not as reliable as that from block groups; therefore
the results obtained at a shorter distance are less reliable than a longer distance.

Table 8.5 Regression results on median income across cook county census tracts (n = 1337)

Distance Variable Parameter Std. error t value
1500 m a 44,135.00 733.85 60.14
b 3298.24 1419.90 2.32
1000 m a 43,378.00 813.41 53.33
b 4040.03 1277.35 3.16
500 m a 43,895.00 978.79 44.85
b 1910.36 1277.47 1.50

8.5 Concluding Comments

The purpose of this study is to determine if there is disproportionate exposure
to environmental hazards in areas occupied predominantly by minority groups or
those of low median incomes. Three characteristics differentiate this study from
previous work on environmental justice research, particularly the one by Baden
and Coursey (2002) that is closely related to ours. First, GIS techniques are used
in this study in order to determine the proximity of the nearest TRI facility to
a census tract or block group more accurately. Second, geocoding the TRI data
set with a combination of automatic and manual procedures ensures a maximum
matching ratio. Therefore, nearly all the TRI sites are included in the study.
Third, data analysis at different aggregation levels helps determine the effects
of the Modifiable Area Unit Problem in the study. Consistent results across dif-
ferent areal units demonstrate the robustness of the conclusions drawn from the
analysis.

Environmental inequity is a complicated situation that has affected many minor-
ity and low-income residents throughout the United States. Cook County, which
contains the City of Chicago, has long been highly industrialized and those
industrial activities play an integral role in determining who has been exposed to
industrial waste products. Some studies find that race is often a better predictor
of exposure to environmental hazards than income (e.g., Cole and Foster 2001).
The results of the study suggest that both race and income seem to be relevant to
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the environmental inequity issue. Evidence of environmental inequity was found
for the Hispanic population and those classified as “Other”, but not for Asian
Americans. As discussed earlier, this finding does not necessarily suggest that TRI
facilities were purposely sited where there were higher concentrations of Hispanics
or other minorities. Because the Hispanic population developed relatively recently,
it is likely that they moved close to industrial areas where many could find jobs and
where housing was relatively inexpensive. The surprising result is that the percent-
age of the African American population living within proximity to TRI facilities was
lower than those outside, and that the difference was statistically significant. Finally,
there is evidence that residents closer to TRI sites have lower median income than
those farther away.

Several limitations of the data used in this study need to be pointed out. The data
set only contains those facilities listed on the EPA’s Toxic Release Inventory Site and
does not include those that may not meet the requirements for federally mandated
reporting of the facility. The data also exclude noxious facilities such as landfills,
underground storage tanks, brownfield areas, or other areas that pose environmental
risks and hazards for those living in their proximity. Another aspect of these haz-
ardous sites that was not examined in this study is the type of toxins released, their
mode of release (i.e., air, ground, water), and the amounts released. These three
characteristics also play a role in determining the level of risk and method of trans-
mission to those residing near release sites. Toxins released by air may travel further
and at a different rate than those that are waterborne. Once released from confine-
ment, their chemical structure may be altered when combined with the chemical
structure of molecules found in the air, land, and water. All are important issues
that may be addressed in future research when better data become available. In
terms of methodology, two directions may be pursued to expand or improve the
study. This study considers race and income separately. However, the two factors
can be correlated with each other as well as other socioeconomic variables, such as
poverty levels, ownership status of the residence, and owner and rental cost charac-
teristics. Future work may consolidate these variables into a compound factor (for
instance, labeled as “concentrated disadvantages™) using factor analysis. Another
minor issue is the so-called “edge effect”. Residents near the border of the county
may be also exposed to TRI facilities of adjacent counties. Inclusion of those TRI
facilities within a buffer distance from the county boundary will enhance the value
of the work. Finally, this study uses aggregated demographic data at the block group
and census tract levels from the census. The analysis is generally adequate for public
policy purposes within regulatory agencies, but is not appropriate for environmental
epidemiology studies.
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Chapter 9
Risk and Exposure to Extreme Heat
in Microclimates of Phoenix, AZ

Darren M. Ruddell, Sharon L. Harlan, Susanne Grossman-Clarke, and
Alexander Buyantuyev

Abstract As rapid urban development continues, the impacts of temperature
extremes on human health and comfort are expected to increase as threshold tem-
peratures of human tolerance are crossed more frequently and for longer periods of
time. This study examined extreme heat as an urban hazard throughout the Phoenix
(Arizona, USA) metropolitan area during a four-day 2005 summer heat wave. Uti-
lizing the Weather Research and Forecasting (WRF) model to simulate 2 m air tem-
perature variability throughout the region, the distribution of threshold temperatures
and heat exposure was examined in 40 diverse neighborhoods. Neighborhood res-
idents also responded to a social survey about perceived temperatures and heat-
related health problems during the summer of 2005.

Results indicated that extreme heat was variably distributed throughout the neigh-
borhoods; residents’ perceptions of temperature and self-reported experiences with
heat-related illnesses were related to environmental conditions; the highest risk of
exposure to extreme heat was among elderly, minority, and low-income residents;
and land use/cover characteristics exhibited strong relationships with local thresh-
old temperatures. Research contributions include the development of a geotechnical
analysis method that could help cities to prepare for and respond to the most vulner-
able residents during periods of extreme heat as well as the interrelation of regional
atmospheric model results with socio-economic data.

Keywords Climate - Hazard - GIS - Environmental justice - Urban heat
island - Weather-forecasting

9.1 Introduction

Cities in most types of climate regimes are becoming warmer over time and, conse-
quently, urban populations are increasingly vulnerable to the hazards of summertime
heat. In cities, the effect of rising global temperatures is compounded by regional
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climate change caused by large-scale, rapid urbanization. The global average tem-
perature has risen 0.5°C since the 1970s (McMichael et al. 2006) but in roughly the
same period, differences between temperatures in the city compared to surround-
ing rural areas have been measured ranging from 1 to 12°C (Aniello et al. 1995;
Brazel et al. 2000; Voogt 2002). One study found that US cities, on average, experi-
ence 10 more hot summer nights than they did 40 years ago (DeGaetano and Allen
2002).

Urbanization affects physical processes that alter the surface energy balance, and
therefore, near-surface air temperatures (Arnfield 2003; Oke 1982). For example,
surface cooling is inhibited by reduced outgoing long-wave thermal radiation due
to the vertical structure of buildings, and sources of anthropogenic heat (e.g., vehi-
cles, air conditioners, and industry) exhaust heat into the air near the urban sur-
face (Grossman-Clarke et al. 2005). High heat capacity and thermal conductivity of
building materials lead to greater storage of heat in the city compared to the natu-
ral land covers and agricultural land uses that preceded urbanization. These changes
produce what has been described as the urban heat island (UHI) effect, where cities
experience higher nighttime temperatures and generally higher but more variable
daytime temperatures than the surrounding less built-up areas (Lowry 1967; Oke
1997; Voogt 2002). However, data acquired through remote sensing, surface weather
stations, and regional atmospheric modeling also indicate significant temperature
variability within urban areas (Arnfield 2003; Voogt and Oke 2003; Grimmond
2005). It is likely that urban vegetation serves as a mitigating factor against warm
temperatures for some areas of the city while exacerbating high temperatures
for other areas (Stabler et al. 2005; Jenerette et al. 2007). Much of the intra-
urban temperature variation is, therefore, driven by human decisions and resources
that determine residential land use/land cover (LULC) within the urbanized
region.

Not only are cities experiencing chronic temperature increases, but global warm-
ing and UHIs are jointly responsible for causing more extreme heat events in cities.
Extreme (acute) heat events, defined as sustained high temperatures exceeding the
normal range of temperature variability, occur throughout the world and are pro-
jected to become more intense, more frequent and longer lasting over the next cen-
tury (IPCC 2007; Meehl and Tebaldi 2004).

There is ample evidence that prolonged exposure to excessively warm weather
is a major human health hazard, especially at junctures when critical temper-
ature thresholds in cities are abruptly crossed (Sheridan and Kalkstein 2004).
Temperature-mortality relationships are evident in temperate as well as warmer
climate regimes (Patz et al. 2005). More people die in the US from extreme heat
than any other weather-related phenomenon (CDC 2006) and very hot weather
increases mortality rates as well as hospital admissions for cardiovascular, respi-
ratory, and other pre-existing illnesses (Semenza et al. 1999). The 1995 Chicago
heat wave, for instance, claimed over 700 lives (Semenza et al. 1996). Between
22,000 and 52,000 Europeans died during the 2003 heat wave, many of them in
large cities (Larson 2006). Less publicized cases of heat waves in India and other
Asian cities also report high excess death rates (e.g., Choi et al. 2005). As rapid
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urban development continues, the impacts of heat-related hazards on human health
and comfort are also expected to increase as the threshold of human tolerance to
rising temperatures are crossed more frequently and for longer periods of time
(Kalkstein and Greene 1997). The Intergovernmental Panel on Climate Change
(IPCC) projects with “medium confidence” a future increase in heat wave-related
deaths worldwide (Confalonieri et al. 2007). The number of heat-related fatali-
ties could double in the near future (Larson 2006 citing the World Meteorological
Association).

Almost all epidemiological studies treat the city as a single entity in tallying the
temperature-related mortality during and immediately after heat events (Braga et al.
2002; Curriero et al. 2002; Michelozzi et al. 2006; Smoyer et al. 2000). Recently,
heat watch-warning systems have been developed to mitigate the health impacts of
sudden heat events by providing advance notification of dangerously warm weather.
The warning systems are sensitive to local synoptic weather variables that vary from
city to city, but they rely on data from a single, centrally-located weather station
in each city and the warnings are broadly applied to entire urban areas (Sheridan
and Kalkstein 2004; Smoyer-Tomic and Rainham 2001). Thus, current heat watch-
warning systems lack sensitivity to intra-urban microclimate variation and the pre-
cise locations where heat hazards are the greatest.

Heat-health studies often find that advanced age and some types of chronic ill-
nesses and disabilities are associated with higher morbidity rates attributable to
extremely hot weather (McGeehin and Mirabelli 2001; Kilbourne 2002). These
variables are treated as individual characteristics that predispose people to physi-
ological weaknesses which, in turn, increase their vulnerability to heat. Other high
risk populations, such as racial minorities and people living in poverty, often have
poorer general health and lack access to air conditioning and critical socioeconomic
resources (O’Neill et al. 2003; Naughton et al. 2002). Klinenberg’s (2002) study of
the 1995 Chicago heat wave disaster found that deaths among the elderly were most
numerous in a few neighborhoods with high concentrations of minority residents
who lacked strong social networks and support systems. The associations between
characteristics of urban residents and risk of heat-related health problems can also
be caused by environmental conditions in the places where they live. In one study,
affluent whites lived in neighborhoods that were several degrees cooler in the sum-
mer of 2003 than low-income and Latinos neighborhoods (Harlan et al. 2006, 2008;
Jenerette et al. 2007). Residents in the warmest neighborhoods spent 20% of the
entire summer in conditions that exceeded the “danger” threshold on a heat stress
index.

9.2 The Study

One of the most effective ways to reduce the impacts of disasters that cause large
scale environmental health problems is to obtain “accurate exposure assessments”
(Patz 2005). Recent advances in the accuracy, resolution, and sensitivity of
geospatial tools and weather simulation models have enhanced our ability to
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identify the locations of the places and people that are most vulnerable to extreme
heat within cities.

This study examined the spatial distribution of air temperature during an extreme
heat event and the exposure of people to threshold temperatures (defined in Section
2.2.1) at a very fine spatial resolution in the Phoenix (Arizona, USA) metropoli-
tan area. By means of combining remote sensing and GIS techniques, regional
atmospheric modeling, and socioeconomic data, we developed a geospatial tool
to analyze heat hazards for Phoenix. We applied the Weather Research and Fore-
casting (WRF) model developed by the National Center for Atmospheric Research
(Shamrock et al. 2005) to simulate 2 m air temperatures in the Phoenix metropoli-
tan area during a four-day heat event in July 2005 and subsequently to quantify the
heat hazard by hours of human exposure to threshold air temperatures for 40 diverse
neighborhoods throughout the urban region. The model showed marked contrasts in
temperature across neighborhoods.

Social survey data on residents’ perceptions of temperature and experiences with
illnesses caused by heat stress were related to the results of the weather simula-
tion model. To assess human risk, WRF model output was compared to US Cen-
sus block group population characteristics, which showed how exposure to extreme
temperature varied by socioeconomic status (household income), ethnicity, and age
composition of the neighborhood. As far as we are aware this was the first time
that socioeconomic data have been interrelated with output from a regional atmo-
spheric model. Finally, the association of air temperature with LULC was examined
to better understand the mitigating influence of landscapes on local microclimate
variability.

The variable temperatures and landscapes within the Phoenix UHI create a ther-
mal “riskscape” of heat hazards that are distributed unevenly over the city and
impact people differently. During a period of elevated temperature (i.e., heat wave),
the places inhabited by populations that were least likely to have key economic
and natural resources were more exposed to hazardous conditions. This study pro-
vides information that may help to prevent health disasters related to extreme heat
in cities by answering three important research questions: (1) How are heat hazards
distributed among places in the Phoenix metropolitan area? (2) How closely do res-
idents’ perceptions of temperature and experience with heat-related illnesses align
with simulated air temperatures in their neighborhoods? (3) Within the study area,
what types of residents were most at risk and can certain types of local landscape
serve as mitigating influences on temperature?

9.2.1 Research Methods

For the investigation of heat-related hazards in urban areas there is clearly a need
to better understand the distribution of air temperatures in relation to residents’
means to cope with extreme heat within a regional study area. Using a multi-method
approach, we examine data on threshold temperatures, analyze the spatial distribu-
tion of the data, and interpret the results.
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9.2.2 Study Area

Located in the Sonoran Desert of the southwestern United States, the Phoenix
metropolitan area is an ideal setting for studying human vulnerability to high tem-
peratures (Fig. 9.1). Encompassing over 1800 square miles in Central Arizona,
metropolitan Phoenix is home to over 65% of the state’s 6.1 million residents
(Census Bureau 2006). The city has a naturally warm climate and over the past
50 years of population growth, the average daily temperature has increased by more
than 3°C (Brazel et al. 2000). The 2005 summer season which began June 21st and
ended September 22nd, witnessed record (16 records tied or broken) high temper-
atures in the day as well as the evening. The Center for Disease Control (CDC
2005) recently reported that Arizona led the nation in heat-related deaths from
1993-2002. Although Phoenix has experienced a steady rise in average daily tem-
perature, human exposure to high temperatures varies widely throughout this region.
For example, Hedquist and Brazel (2004) measured average nighttime maximum
temperature variation on a rural to urban gradient equal to 7.3°C in 2001.

Within the metropolitan area, the present study concentrates on 40 diverse neigh-
borhoods under study as part of the 2006 Phoenix Area Social Survey (PASS)
project. These neighborhoods offer insight into the spatial distribution of temper-
ature variability throughout the region during a summer heat event, in addition

2T

- ";f:l._:." i /. - 1 !“I. Ir'
i ) Sl
Lol . Phoenix { \)
, m
Al
. .
;' e L o )
.m * : e 2 m "'J._
+  Study Site , T [
% Downtown Phoenix ; . [esee

m  Municipal Center

Municipal Boundary
N

a 5 10 Miles A
—

Fig. 9.1 Map of metropolitan Phoenix, Arizona




184 D.M. Ruddell et al.

to a survey of residents’ perceptions of and experiences with extreme heat. PASS
employed a two-stage research design (Harlan et al. 2007). First, a systematic sam-
ple of 40 neighborhoods was selected from the 94 urban sites that are monitored
by the Central Arizona-Project Long-Term Ecological Research CAP LTER project
(Grimm and Redman 2004). Census data by block group were assembled for all 94
sites and classified by location (urban core, suburban, and fringe), median income,
and ethnic composition. All types of neighborhoods in the Phoenix area were rep-
resented among the sample of 40. Second, a random sample of households within
each neighborhood was selected to participate in a social survey, which is described
in more detail below.

9.2.3 Extreme Heat Event Period

Following criteria used by Meehl and Tebaldi (2004), periods of extreme heat were
identified in a three-step process. The first step was to examine National Oceanic and
Atmospheric Administration (NOAA) temperature readings for Phoenix, AZ’s Sky
Harbor International Airport weather station, which is commonly used in climate
studies (Brazel et al. 2000). This data set was used to determine normal historical
(1961-1990) temperature variability in comparison to present day (2005) condi-
tions. Second, using observed temperature readings, we calculated the distribution
in percentiles for normal and present day summer temperatures. The third and final
step to identify period(s) of extreme heat for the summer of 2005 was to compare the
normal and present day conditions based on the three criteria of threshold tempera-
tures (Threshold 1 [T1]: the 97.5 percentile of the observed distribution; and T2: the
81 percentile) identified by Meehl and Tebaldi (2004). Temporal periods satisfying
all three of the following conditions are considered to be extreme heat events: (1)
daily maximum temperature must be above T1 for at least three days; (2) average
daily maximum temperature must be above T1 for the entire period; and (3) daily
maximum temperature must be above T2 for the entire period.

After completing this process, the local threshold temperatures, based on normal
conditions, were: T1 = 45°C (113°F); and T2 = 42°C (108°F). Comparing 2005
temperatures readings to normal conditions, there were three distinct heat events
in the Phoenix metropolitan area on June 6-9; July 15-19; and August 1-3. The
temporal period examined in this study is the four-day heat event from July 15-19,
2005, which represents the longest and most intense heat event during the year.
The WRF model, described in the next section, was applied to simulate 2 m air
temperature variability and exposure to threshold temperatures throughout the 40
neighborhoods.

9.2.4 WRF Modeling of Heat Event

An important step in the analysis of heat hazards in relation to human exposure is
quantifying air temperature, usually at a height of 2 m, at appropriate spatial and
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temporal scales. The spatial variability of temperatures in urban regions is more
complex than a linear gradient from urban core to fringe, and an emerging theme of
research on urban climate is to determine the factors that are associated with tem-
perature variation. Current techniques to quantify air temperatures include measure-
ments from weather stations and spatial information tools such as remote sensing
or atmospheric models that simulate air temperature. Existing methods to quantify
air temperature all possess various strengths and weaknesses. Surface meteorologi-
cal stations, for example, offer precise information on air temperature changes over
time at discrete sites in the urban area, but usually lack dense spatial coverage.
Alternatively, remote sensing provides detailed spatially and temporally consistent
information on surface temperature variability within urban areas, but it is limited
to discrete temporal “snapshots” and surface temperatures are not necessarily an
indicator of the magnitude of air temperature.

Modeling and simulation techniques continue to gain traction within the scien-
tific community by offering new ways to study interactions of physical and social
processes in urban areas where most humans live. The term model, as used in the
context of meteorology and climate, refers to a complex computer code that numer-
ically solves a set of differential equations that govern the evolution of the state
of the atmosphere in space and time in terms of air temperature, pressure, specific
humidity and wind speed. The evolution is determined in part through the interac-
tion between the model variables, but also through external forcing (e.g. solar radi-
ation) and interactions with the earth’s surface through fluxes of heat, moisture and
momentum. Physical properties of the earth’s surface that influence the exchange
with the atmosphere depend on land use/cover characteristics. The accurate charac-
terization of LULC and corresponding physical properties therefore is an important
input variable for meteorological models. The output of a global atmospheric model
together with observations of the atmosphere are generally used to quantify initial
and boundary conditions for the fine resolution regional model to determine atmo-
spheric features that cannot be captured by the physical processes included in the
regional model. Other methods for determining air temperature within urban areas
are limited by the accuracy of regional atmospheric models that depend, among
other factors, on limited knowledge of physical processes in the atmosphere and
their mathematical description, as well as uncertainties in initial and boundary con-
ditions as supplied by the global model.

Relatively recent developments in geocomputation have enabled advances in
regional atmospheric models to resolve heterogeneity within urban areas, which,
in turn, have inspired the development of model approaches that describe the energy
exchange between the urban surface and the atmosphere by the climate community
(Brown 2000; Masson 2006; Martilli 2007). The application of such schemes within
atmospheric models have greatly improved the accuracy of urban air temperature
simulations over the past 10 years, and today such models are widely employed to
enhance scientific understanding of processes related to neighborhood scale climate
and air quality (Taha 1997a, b; Civerolo et al. 2000; Seaman 2000; Lin et al. 2008).

This study combined WRF version 2 (Shamrock et al. 2005) together with the
urban surface energy balance model by Kusaka and Kimura (2004) to simulate
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2 m air temperatures for the period July 15-19, 2005. The model’s spatial reso-
lution of 1 km for horizontal model grid cells corresponds well with neighborhood
block group data obtained from the Census. Since the average urban block group is
about Y, square mile, the model’s spatial resolution of 1 km (or 0.39 square miles)
roughly covers the same area. Grossman-Clarke et al. (2005, 2008) demonstrated
that a well-tested mesoscale model is suited to simulate air temperature variability
in the Phoenix metropolitan region.

The model run was started at 00 Coordinate Universal Time (1700 Local Stan-
dard Time, LST). Nested simulations with four domains and resolutions of 27 km
(size east-west 3294 km; north-south 2700 km), 9 km (size east-west 1350 km;
north-south 1080 km), 3 km (size east-west 594 km; north-south 414 km) and 1 km
(size east-west 212 km; north-south 132 km), respectively and 51 vertical layers
were performed with WRF. The innermost domain included the Phoenix metropoli-
tan area, surrounding desert and agricultural land. Initial and boundary conditions
were provided by the National Center for Environmental Prediction (NCEP) ETA
grid 212 (40 km resolution) analysis. Every 6 hours the lateral boundary condi-
tions were updated from the ETA analysis and NCEP/NCAR Reanalysis. Planetary
boundary layer processes were included via the non-local closure Medium Range
Forecast scheme (Hong and Pan 1996) in the version by Liu et al. (2006).

In order to evaluate the WRF model performance we compared National Weather
Service temperature readings for 2 m air temperatures with the simulated data
at Phoenix Sky Harbor Airport (Fig. 9.2). Generally the simulations are in close
agreement with the measurements, although the simulated temperatures over-predict
the peak measured observations for each day of the heat event by about 2°C. A
complete agreement between observed and simulated air temperatures cannot be
expected because of the complexity of the system, but also because the air tem-
perature recorded at a weather station is a point measurement and is, therefore,
conceptually different from the simulated air temperature that is the model grid cell

Phoenix Sky Harbor Airport 15-19 July 2005
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Fig. 9.2 Simulated and measured 2 m air temperature at the National Weather Service station at
Sky Harbor Airport in the center of the Phoenix metropolitan region for the time period 15-19 July
2005
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average temperature. The two are comparable if the station is placed in an extended
homogeneous environment which is rare to find in an urban setting. Other possible
reasons for the differences are an inaccurate assessment of the large scale synop-
tic weather conditions that are influencing the regional simulations through model
boundary and initial conditions as provided from a global atmospheric model. These
conditions hold true for all sites in the urban area and we assume, therefore, that the
model captures differences between neighborhoods satisfactorily.

9.2.5 Land Use/Land Cover Classification System

The 24-category US Geological Survey (USGS) LULC system (Anderson et al.
1976) is the standard input for running WREF. Since the extent and heterogeneity
of urban land use of the Phoenix metropolitan area are underrepresented in this
dataset (Grossman-Clarke et al. 2005), we chose to use the 2005 12-category LULC
classification available for Phoenix at the spatial resolution of 30 m, which is briefly
described below.

The general reference LULC classification is based on the expert classification
system (Stefanov et al. 2001) originally developed for use with Landsat Thematic
Mapper (TM) data to monitor land cover changes in this rapidly expanding urban
area. The system performs a posteriori sorting of classes initially derived using
the supervised Maximum Likelihood classification. Such reclassification is imple-
mented in the hypothesis-testing framework whereby all initially classified pixels
are evaluated using sets of rules and by overlaying with co-registered auxiliary data
layers. These layers originate from different sources or are computed directly from a
Landsat image and include the county land-use map, image variance texture, water
rights database, city boundaries, and Native American reservation boundaries.

The cloud-free Landsat TM image (path 37/row 37) used in the current classi-
fication was acquired on March 8, 2005. It was georeferenced and geometrically
rectified using high resolution true color aerial photomosaic as a reference source.
Raw digital numbers of image bands were converted into true surface reflectance
values by applying an atmospheric correction. The final classification has a reported
overall accuracy of 83% which is generally acceptable and common for Landsat-
derived urban classification level of accuracy. User’s accuracy for individual classes
varies from 71 to 100% with the exception of commercial/industrial class (51%).

As described in detail in Grossman-Clarke et al. (2005), the derived 12-
category LULC map was used to assign land cover class for each WRF 30-second
grid cell by using majority rule to determine the highest associated fraction of
land cover. We then used the revised land use/cover classifications as input into
WRE, and coded the 30-second grid cells as one of the following categories:
urban (commercial/industrial); xeric (urban residential draught resistant landscap-
ing); desert (undisturbed natural land); or mesic (urban residential predominantly
grass). The categories differed mainly by their type of vegetation and irrigation
method (urban and desert — no irrigation; xeric — drought adapted vegetation
with drip irrigation; mesic — well watered flood or overhead irrigated). The urban
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(commercial/industrial) category was composed entirely of man-made surfaces with
no significant vegetation or bare soil, while in the xeric and mesic residential cate-
gories, the fractional surface covers were, respectively, man-made (0.73/0.60), veg-
etation (0.10/0.23), and soil (0.17/0.17). Some peripheral neighborhoods, however,
were located in undisturbed desert areas, so we also used the surface characteristics
of this fourth classification to drive the model.

9.2.6 Household Survey on Sensitivity to Heat

One way to assess how well WRF simulations relate to human experience is to com-
pare the WRF temperature output to the self-reports of 2006 Phoenix Area Social
Survey (PASS) respondents about perceived temperatures and heat-related health
problems in the summer of 2005. A comparison of model simulations with res-
idents’ reports has not been done before, probably because of the lack of social
survey data that spatially corresponds to the model grids. In each of the 40 PASS
neighborhoods, described above, 40 randomly selected households were recruited
for participation in PASS until a minimum 50% response rate was achieved in each
neighborhood. Overall survey response rate was 51% (n = 808). Data from the
2000 Census indicate variable numbers of dwelling units per neighborhood (min-
imum: 82; maximum: 3833; mean: 888). The percentage of households surveyed
per neighborhood also varied from a minimum of 0.6 to a maximum of 24.4, with
a mean of 4.4. Surveys were collected using a multi-modal approach (online, tele-
phone, or personal interview), and the respondent who was 18 years or older with
the most recent birthday was selected to participate in the study. The survey was
administered by the Institute for Social Science Research (ISSR) at Arizona State
University from April 29 through September 27, 2006.

As part of PASS, respondents answered the following two questions to gauge
their sensitivity to heat: (1) During the summer of 2005, do you think your neigh-
borhood was a lot cooler, a little cooler, a little hotter, or a lot hotter than most
other neighborhoods in the Valley or do you think it was about the same tempera-
ture as other neighborhoods? (2) During last summer, did you or anyone else in your
household have symptoms related to heat or high temperatures such as leg cramps,
dry mouth, dizziness, fatigue, fainting, rapid heart beat or hallucinations? (Yes; No).

9.2.7 Neighborhood Demographics

The 2000 US Census Summary Files 1 and 3 for the sample neighborhoods were
used to identify the following block group variables for comparisons: population
per square mile, median income (US dollars), poverty rate (percent of population
below the US government federal poverty guideline), ethnicity (percent minority),
and age (median age and ages 65 and older). These variables were used in the anal-
ysis to show how different population groups experienced the heat event simulated
by WRFE.
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9.3 Data Analysis

To investigate intra-urban variation in threshold temperatures, the data were ana-
lyzed in three phases. The first phase of analysis involved simulating threshold tem-
peratures with the WRF model for the four-day (96 hours) heat event that occurred
between July 15 and 19, 2005. Once the temperatures were simulated, GIS was used
to map temperature variability for each study site throughout the area and neighbor-
hoods’ exposure to extreme heat was quantified. The severity of the heat hazard
was calculated by determining the number of exposure hours for each study site to
threshold temperatures at or above the 97.5 percentile for the heat event (Fig. 9.3).
Exposure to threshold temperatures was then used to create three categories, herein
referred to as Heat Intensity Classes. The Heat Intensity Classes were determined by
calculating the mean hours of exposure for all 40 neighborhoods and using the dif-
ference of one standard deviation to establish each class (Table 9.1). The three levels
of heat intensity are: low (less than 9 hours of exposure to temperatures at or above
the 97.5 percentile for the 4-day heat event); medium (9—17 hours of exposure); and
high (greater than 17 hours).

The final phase of analysis involved comparing the Heat Intensity Classes to
household surveys, neighborhood demographics, and LULC types. We analyzed
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Fig. 9.3 Hours of Exposure to Threshold Temperatures at or above the 97.5 percentile from July
15-19, 2005 by Neighborhood
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Table 9.1 Calculation of heat intensity classes based on hours of neighborhood exposure to thresh-
old temperature

Hours of exposure Heat intensity classes
Threshold temp Range Mean SD Low Medium High
97.5 percentile 24 12.6 7.9 <9 hours 9-17 hours >17 hours

residents’ perceptions of and experiences with extreme heat by conducting tests of
significance on two measures of heat sensitivity, which serves as a validation of the
WRF model. We also examined Census and LULC characteristics by Heat Intensity
Class to better understand who is most vulnerable to extreme heat and what role veg-
etation may play in mitigating neighborhood exposure to threshold temperatures.

9.3.1 Results

9.3.1.1 Distribution of Heat Exposure Time

Tests for spatial autocorrelation presented in Table 9.2 report varying levels of sta-
tistical significance. Spatial autocorrelation permits statistical tests (e.g., Moran’s I,
Geary’s ¢, Getis-Ord) which investigate spatial patterns by considering the presence
of an attribute in space. Tests are based on correlation to neighbors whereby the
pattern of a map is such that an area is similar (positive; aggregation) or dissimi-
lar (negative; segregation) to adjacent areas (Burt and Barber 1996). The test both
describes the structure of a spatial pattern and is also capable of detecting the pres-
ence of directional components (Legendre and Fortin 1989). Moran’s I analyses on
the distribution of simulated temperatures indicate that temperatures are not evenly
distributed throughout the study area. While the mean four-day temperature reports
modest temperature variation among the 40 neighborhoods (mean: 38.3°C; range:
4.9), hours of exposure to extreme temperatures varies significantly throughout the
study area. Exposure to threshold temperatures at or above the 97.5 percentile, for
instance, is significantly different among the 40 neighborhoods (mean: 12.6 hours;

Table 9.2 Spatial autocorrelation results for temperature simulations on the 40 neighborhoods

Spatial autocorrelation

Temperature simulations Mean (sd) Moran’s / Z-score Significance
Mean four-day Temp °C 38.3 0.03 1.73 0.10
(1.1)
Hours exposure: 81st 29.4 0.04 2.37 0.05
percentile 6.1)
Hours exposure: 12.6 0.08 3.1 0.01

97.5th percentile (7.9)
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range: 24). Results, therefore, indicate strong positive spatial patterns where adja-
cent neighborhoods in some areas are exposed to hazardous temperatures signifi-
cantly more than other areas.

Figure 9.3 illustrates the varying levels of exposure to threshold temperatures
throughout the 40 study sites. The circles represent the number of hours each
neighborhood was exposed to threshold temperatures equal to or above the 97.5
percentile. The larger the circles, the greater the exposure to extreme conditions.
Generally, the calculations exhibit the UHI pattern where neighborhoods near down-
town centers are warmer with higher levels of exposure to threshold temperatures
while neighborhoods on the fringe are cooler and have lower levels of exposure
to threshold temperatures. However, the pattern of temperature gradients is more
complex.

Physical and social processes may help to explain some of the variance in the
distribution of air temperatures throughout the study area. Grossman-Clarke et al.
(2005), for example, identified strong relationships between temperature and LULC,
particularly the abundance of vegetation. In neighborhoods, residential landscapes
are managed according to human preferences and availability of resources to cul-
tivate vegetation (Larsen and Harlan 2006; Martin et al. 2004). Additionally, the
Phoenix metropolitan region has an elevation gradient with increasing elevation to
the north-east which causes differences in air temperature among neighborhoods
with comparable land use. Air-flow patterns are influenced by the presence of moun-
tains that typically cause upslope flows during the daytime towards the north and
northeast. Downslope flow occurs during the night and is associated with cold
advection that reaches various parts of the Phoenix metropolitan area at different
times (Brazel et al. 2005). Depending on the location of a neighborhood, cooler
or warmer air from areas with different land use/cover in the vicinity might occur.
Finally, the current WRF version considers only four urban land use/cover classes
and the predominant LULC type is assigned to a model grid cell but might not
always be accurately representative, such as for mixed used areas.

Table 9.3 Neighborhood exposure to mean and threshold temperatures (Celsius) by heat intensity
class

Heat intensity class

Temperature simulations Low Medium High
N neighborhoods 15 10 15
Four-day heat event: Temp °C
Mean average (sd) 37.2(1) 38.5(0.3) 39.2 (0.2)
Mean high (sd) 44.7 (0.9) 45.9 (0.2) 46.5 (0.2)
Mean low (sd) 29.8 (1.2) 30.9 (0.7) 31.8 (0.2)
Four-day heat event: Hours
81st percentile (sd) 23.8 (6.9) 31.1(0.9) 33.7 (0.9)
97.5th percentile (sd) 33(2.5) 14.5 (2.6) 20.7 (1.9)

Note: A difference in 1°C = 1.8°F
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Exposure to mean and threshold temperatures by Heat Intensity Class presented
in Table 9.3 follow two distinct patterns. When considering mean temperatures
(high, low, and average), there is a general positive linear relationship where tem-
peratures increase modestly moving from low to high Heat Intensity Classes. Mean
average temperature for the four-day heat event, for instance, increases from 37.2°C
(Low) to 38.5°C (Medium) to 39.2°C (High), representing an increase of 2°C from
the low to high classes. Exposure to threshold temperatures, however, reflects more
pronounced differences among the three intensity classes. On average, neighbor-
hoods in the high Heat Intensity Class were exposed to over six times the number
of threshold hours that low intensity neighborhoods experienced during the four-
day heat event. Among individual observations, three neighborhoods recorded zero
hours of exposure to threshold temperatures in contrast to two neighborhoods that
were exposed to twenty-four hours at or above threshold temperatures.

An analysis of the hourly temperature for the four-day heat event confirms vari-
able levels of exposure to threshold temperatures among neighborhoods in the study
area. Figure 9.4 presents the average temperature for all neighborhoods in addition
to the temperature distribution of two particular neighborhoods. Neighborhood 1
reported the warmest temperatures of the sample while Neighborhood 2 reported the
coolest temperatures. While the average temperature reached or exceeded the 97.5
percentile (45°C) each day during the heat event, Neighborhood 1 was exposed
to considerably higher temperatures in the afternoon as well as the evening and
early morning hours. Alternatively, Neighborhood 2 reported significantly cooler
temperatures while remaining under 45°C for the duration of the four-day period.
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Fig. 9.4 Hourly Neighborhood Temperature (Celsius) Distribution for July 15-19, 2005 (45°C
represents the 97.5 percentile)
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The 65th hour of the four-day heat event produced the highest simulated tempera-
tures. The temperatures ranged from 46.4°C (Average); 48.2°C (Neighborhood 1);
to 43.1°C (Neighborhood 2), representing a difference of 5.1°C (or 9.2°F) between
the warmest and coolest neighborhoods in the sample. Hourly neighborhood tem-
perature, therefore, verifies significant variation in levels of exposure to extreme
temperatures among the 40 neighborhoods.

9.3.1.2 Perceptions of and Experiences with Extreme Heat

Tests for global spatial autocorrelation analyses indicate the frequency and distribu-
tion of two social survey measures for residents’ sensitivity to extreme heat are not
statistically significant (Table 9.4). In other words, there is not a marked spatial pat-
tern between location and residents’ perceptions of and experiences with extreme
heat. One explanation for this distribution is the fact that the survey responses
reflect the average of 20 unique responses for each location. For instance, Illness
was determined by coding individual survey responses (No heat-related household
illness = 0; Yes = 1), and then we compared average scores at the neighborhood
level. The aggregation of perceptions by neighborhood is subject to many influences
which may explain the random distribution of the spatial autocorrelation analyses. In
contrast to social perceptions, the 40 neighborhoods are variably exposed to thresh-
old temperatures throughout the study area. In some cases, high intensity neighbor-
hoods are adjacent to low intensity neighborhoods in both the urban core as well as
residential suburban areas. Other considerations that could explain the spatial distri-
bution of respondents’ views include age and other demographics, housing quality,
residential landscaping characteristics, and the availability of other resources that
may influence individual residents’ perceptions and experiences with extreme heat.
Moreover, the question did not ask respondents where the heat incidents occurred,
leaving open the possibility that incidents occurred outside their residential
neighborhoods.

Analyses of local spatial autocorrelation, however, indicate that perception of risk
and illness exhibit spatial clustering in some parts of the study area among adjacent

Table 9.4 Global spatial autocorrelation results for survey responses

Global spatial autocorrelation

Survey questions Moran’s [ Z-score Significance

Perception of risk

The temperature of your -0.05 -0.5 Random
neighborhood compared to other
neighborhoods for summer 2005

Iliness

Experienced heat-related —0.04 -0.2 Random
symptoms in household in
summer 2005
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Ilness Illness IlIness
Adttribute Moran's | Z-score
O 0.00-0.12 @ -0.0006 - -0.0004 ® -2.56--1.81
Q@ 0.13-0.26 @ -0.0003 - -0.0001 O -1.80--1.04
@ 0.27-040 Q 0.0000 QO -1.03--0.29
@® 041-0.54 @ 0.0001 @ -0.28-045
@® 0.55-0.68 @ 0.0002-0.0003 @ 046-1.23
Municipal Boundary Municipal Boundary Municipal Boundary

Fig. 9.5 Local spatial autocorrelation results for illness

neighborhoods. Aneslin’s Local Index of Spatial Association (LISA) (Anselin 1995)
for Moran’s I, offers empirical insight into a spatial scale by measuring the similarity
of an attribute and its spatial configuration to its neighbors. Figure 9.5 , for exam-
ple, presents three maps illustrating the spatial distribution of self-reported illnesses
associated with extreme heat. The first map shows the distribution of the attribute
throughout the study area where lower attribute scores reflect fewer heat-related ill-
nesses in the household while higher scores reflect a greater number of heat-related
illnesses. The second map shows the distribution of the local Moran’s [ statistic
which reports on similarity (low values reflect dissimilar neighbors and high values
reflect similar neighbors). The third map presents Z-scores for each neighborhood
where the dark red circles represent clustering ‘hot spots’ of statistically high mor-
bidity (at the 95% confidence level) while the dark blue circles represent clusters of
low morbidity. Notice LISA reports significant clustering of illness associated with
extreme heat in neighborhoods in Central South Phoenix.

Organized by Heat Intensity Classes, Table 9.5 illustrates differences among res-
idents’ perceptions of and experiences with extreme heat. When considering per-
ception of temperature, significantly more respondents in the high Heat Intensity
Class reported that the temperature in their neighborhood was “hotter” compared
to other Phoenix area neighborhoods for the summer of 2005. Likewise, illness,
the second sensitivity measure, shows that almost 31% of respondents in the high
Heat Intensity Class reported that someone in their household experienced a heat-
related illness for the summer of 2005 in contrast to 24.1% and 24.2% for the
low and medium Heat Intensity Classes, respectively. Although the distribution
for illness is just outside the 0.10 significance level, results show variation among
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Table 9.5 Perceptions of heat stress by heat intensity class

Heat intensity class

Survey questions Low Medium High
N Neighborhoods 15 10 15
Perception of temperature

Temperature in 19.0% 22.2% 30.6%

neighborhood compared to
others: hotter*

1lness

Experienced heat-related 24.1% 24.2% 30.9%
symptoms: yes

Chi-Square Test (2-sided): *p<0.01
Total number of respondents for Perception of Temperature n = 767; Illness n = 763.

residents’ experiences with threshold temperatures. Respondents in high heat inten-
sity neighborhoods, therefore, perceive and experience heat stress more than respon-
dents in neighborhoods of medium and low Heat Intensity Class.

9.3.1.3 Neighborhood Demographics

The first two phases of the analysis found that threshold temperatures and residents’
sensitivity to extreme heat are variably distributed throughout the 40 neighborhoods.
This phase of analysis explored the types of people who live in the places that are
most vulnerable to the exposure of extreme heat. Table 9.6 shows Census block
group population characteristics for the following variables: density, income, ethnic-
ity, and age. These variables are all highly related to Heat Intensity Class. Population
per square mile, for instance, is roughly twice as high in the high Heat Inten-
sity Class when compared to low and medium intensity classes. Median household

Table 9.6 Population characteristics of neighborhoods by heat intensity class

Heat intensity class

Demographics Low Medium High
N neighborhoods 15 10 15
Density

Population per sq mi 3569 3757 7550
Socioeconomic status

Household income $71,903 $62,669 $38,621

% in poverty 5.6 8.3 15.5
Ethnicity

% minority 20.7 259 44.7
Age

Median age 36.3 40.9 36.6

% ages 65 and over 9.8 20.4 17.5

Source: 2000 US Census, Summary Files 1 and 3
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income for the high Heat Intensity Class was just over half the income of the low
intensity class, and the percentage of minorities in the high intensity class was
more than two times greater than the low class. Interestingly, neighborhoods in the
high and medium Heat Intensity Classes had larger percentages of elderly residents,
which is cause for concern because the elderly are one of the most vulnerable groups
to extreme temperatures. Block groups in low heat intensity neighborhoods are char-
acterized by low population density, higher income, and a relatively low presence
of minorities or elderly. We expect that the people in these environments are the
least vulnerable to extreme heat because they are likely to have more economic
resources to buffer their exposure to threshold temperatures, which are the lowest
and of shortest duration in these neighborhoods. Alternatively, high heat intensity
class neighborhoods, in general, have high population densities, high percentage of
minorities and elderly, and relatively low median household income. We expect that
these people have fewer economic resources to buffer their exposure to many more
hours of extremely high temperatures. Analyses, therefore, indicate that the urban
residents most vulnerable to the risk of heat exposure live in the most hazardous
environments.

9.3.1.4 LULC Characteristics

Tables 9.7 and 9.8 present results on the final phase of analysis which examines the
relationship between local LULC characteristics, threshold temperatures, and Heat
Intensity Classes. Table 9.7 shows that all six neighborhoods classified as urban are
located in the high Heat Intensity Class while the eight mesic neighborhoods are
all located in the low Heat Intensity Class. Of the 19 xeric neighborhoods, 3 are in
the low Heat Intensity Class followed by 7 in the medium and 9 in the high Heat
Intensity Class. Table 9.7 is consistent with previous research in showing that land-
use patterns and land cover are significant drivers of air temperature differences
within the urban area under conditions with weak synoptic forcing (Harlan et al.
2006; Stabler et al. 2005).

There are also some distinct patterns between LULC and simulated temperatures.
One particular pattern is a bimodal trend where mesic and desert LULC classes
report cooler temperatures when compared to the warmer xeric and urban classes

Table 9.7 Neighborhood
LULC categories by heat
intensity class LULC Low Medium High

Heat intensity class

N neighborhoods 15 10 15
LULC
Urban
Xeric
Desert
Mesic

x© WO
O W IO
[Nl N
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Table 9.8 Neighborhood exposure to threshold temperatures by LULC

LULC class
Temperature simulations Urban Xeric Desert Mesic
N neighborhoods 6 19 7 8
Four-day heat event: Temp °C
Mean average (sd) 39.4(0.2) 38.7 (0.5) 36.9 (1.3) 37.5(0.6)
Mean high (sd) 46.6 (0.2) 46.0 (0.5) 44.6 (1.3) 44.9 (0.5)
Mean low (sd) 31.8(0.2) 31.4 (0.4) 29.0 (1.1) 30.3 (0.6)
Four-day heat event: Hours
81st percentile (sd) 33.8(0.7) 31.5(2.8) 22.4 (10) 26.9 (2.3)
97.5th percentile (sd) 21.8 (2.1) 15.8 (5.8) 6.0 (5.8) 4.12.2)

(Table 9.8). The mean high, low, and average temperature of the xeric and urban
classes all reported differences in temperature greater than 1°C when compared to
mesic and desert classes. The hours at or above threshold temperatures reflect signif-
icant differences between the four LULC classes. Neighborhoods in the mesic class,
for example, averaged 4.1 hours during the four-day heat event while urban and xeric
neighborhoods averaged 21.8 and 15.8 hours at or above threshold temperatures,
respectively. These analyses show that urban and xeric neighborhoods are exposed
to warmer temperatures for much longer periods of time compared to mesic and
desert neighborhoods. Thus, people who live in mesic neighborhoods or near natu-
ral desert landscapes have more natural resources in the form of vegetation that helps
to lower the ambient temperature and thereby mitigate the impact of heat waves on
people.

It is imperative to point out that WRF considers various physical processes in
the governing temperature equation to calculate near-surface air temperature. Those
physical processes include the strongly land use dependent vertical transport of
heat between the atmosphere and the land surface as well as horizontal and vertical
advection, horizontal diffusion, net radiative flux convergence and divergence, phase
changes of water during fog and cloud formation, adiabatic warming and anthro-
pogenic heating. While a relationship between land use characteristics and air tem-
perature as mediated through vertical turbulent transport of heat can be expected, the
strength depends on the synoptic conditions and the time of day and the other phys-
ical processes that might dominate temperature tendency near the surface. Using
WRF’s predecessor, MMS (Mesoscale Meteorological Model), Grossman-Clarke
et al. (2005) investigated the contribution of the different physical processes on the
near-surface air temperature under typical summer conditions in Phoenix. Find-
ings indicated that cooling through radiation fluxes accounted for the most sig-
nificant contribution to changes in air temperature at night and that cooling is
enhanced between sunset and midnight by horizontal advection while vertical
turbulent transport of heat dominates the temperature tendency for most of the
day leading to the reported relationship between land use characteristics and air
temperature.
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9.4 Discussion

This study offers three contributions to urban hazards and disaster analysis research.
Unlike other studies that examine heat-related health disasters for entire cities, this
study finds significant intra-urban variability for air temperature, exposure to thresh-
old temperatures, human perceptions, and self-reported illnesses associated with
extreme heat. Our first contribution, therefore, is to show that reliance on one cli-
mate station as a regional barometer to assess exposure to extreme heat will obscure
significant climatic variation within a given urban area and, therefore, the locations
and types of individuals who are most at risk from heat hazards.

A second contribution is the development of a methodology for simulating tem-
perature variability for a given study area. Despite some limitations of climate mod-
els, which we discussed, we have established a baseline for modeling temperature
variability which can be applied to any location. The methodological approach pre-
sented in this paper offers the ability to identify high risk urban areas, the areas that
will be hit harder, earlier, quicker, and for longer periods of time during an extreme
heat event when compared to other places within the same region. Identifying these
places helps to enable efforts toward illness prevention and response.

Through the development of this methodology, a third contribution could be the
application of this information via a disaster mitigation and response system. The
large-scale health disasters caused by recent heat waves have prompted many cities
to develop warning systems that alert people to the likely onset of dangerous weather
conditions so that adaptive responses are possible. These systems are based on syn-
optic methods that use local weather data from a central location — such as the city
airport — to record relevant variables, relate weather conditions to excess mortality,
and create a synoptic analysis that forecasts dangerous heat conditions for a partic-
ular city (Kalkstein and Davis 1989; Kalkstein et al. 1996; Sheridan and Kalkstein
2004). While useful for anticipating an upcoming extreme heat event, current sys-
tems lack the spatial component reflecting which locations are the most vulnerable.
The system developed in our study identifies spatially sensitive degrees of risk to
threshold temperatures, based on historical records, to assist disaster efforts prior to
a heat event. Benefits of this system are threefold: (1) to inform aid workers where
to locate response units prior to the outset of a heat event; (2) to ensure staff and
supplies are readily available to aid anyone requiring assistance during a heat event;
and (3) to direct policy that may help reduce factors contributing to threshold tem-
peratures (e.g., LULC, building codes) in high risk areas.

9.5 Conclusion

This study employs geospatial methods to investigate extreme heat as a human haz-
ard in the Phoenix metropolitan area. Motivation for this study is to help prevent
and reduce heat-induced illnesses, such as heat stroke, exhaustion, dehydration, car-
diovascular, and respiratory problems, which strike suddenly and acutely during
the warmest times of the year (ICLEI 1998; Semenza et al. 1999). Utilizing both
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physical and social data, research findings indicate: (1) Exposure to threshold tem-
peratures is variably distributed among places and people throughout the Phoenix
metropolitan area; (2) Residents’ perceptions of and experiences with extreme heat
parallel simulated air temperatures; (3) The types of people most vulnerable to risk
of exposure to extreme temperatures are minorities, elderly, and low income resi-
dents. (4) Neighborhoods with mesic landscaping or natural desert surroundings are
significantly cooler than neighborhoods with urban or xeric yards. Public expendi-
tures aimed at increasing outdoor amenities (e.g., vegetation, shade, public parks)
would provide resources for people to cope during a heat wave event, while helping
mitigate human exposure to threshold temperatures.

Simulations from the WRF climate model produced varying levels of mean tem-
perature throughout the Phoenix region in general, and significantly distinct levels
of exposure to threshold temperatures across the 40 neighborhoods in particular.
While regional atmospheric modeling is currently the best available tool to assess
air temperature variability within urban areas, there are limitations to the accuracy
of the model output that must be considered when interpreting results. For instance,
WREF only employed the predominant neighborhood LULC type as an input vari-
able, which is not always representative in cases of mixed-use areas. Landscape
classifications could be further improved in future modeling.

As extreme heat events are expected to increase in intensity, frequency, and dura-
tion throughout the world over the next century, monitoring regional weather sta-
tions is an insufficient system to mitigate human hazards to heat events. This study
illustrates that temperatures vary significantly within the same urban area, and that
some residents are at significantly greater risk of exposure to threshold temperatures
than others. We applied advanced geotechnical methods to study extreme heat as an
urban hazard, the results yielded theoretical, methodological, and practical contri-
butions to disaster analysis research.

Acknowledgments This material is based upon work supported by the National Science Founda-
tion under Grant Nos. DEB-0423704, ATM-0710631, and GEO-0816168. Any opinions, findings
and conclusions or recommendation expressed in this material are those of the author(s) and do not
necessarily reflect the views of the National Science Foundation (NSF). The authors would like to
thank Drs. Pamela S. Showalter and Yongmei Lu for organizing this special issue, and the three
anonymous reviewers for their constructive criticism.

References

Anderson, J. R., Hardy, E. E., Roach, J. T., Witmer, R. E., et al. 1976. A Land Use and Cover
Classification System for Use with Remote Sensor Data. United States Geological Survey Pro-
fessional Paper, 964, 36.

Aniello, C., Morgan, K., Busbey, A., Newland, L. et al. 1995. Mapping micro-urban heat islands
using Landsat TM and a GIS. Computer Geosciences, 21, 965-969.

Anselin, L. 1995. Local Indicators of Spatial Association—LISA. Geographical Analysis, 27(2),
93-115.

Arnfield, A. J. 2003. Two decades of urban climate research: a review of turbulence, exchanges of
energy and water, and the urban heat island. International Journal of Climatology, 23, 1-26.



200 D.M. Ruddell et al.

Braga, A. L. F.,, Zanobetti, A., Schwartz, J., et al. 2002. The effect of weather on respiratory and
cardiovascular deaths in 12 US cities. Environmental Health Perspectives, 110, 859-863.

Brazel, A.J., Selover, N., Vose, R., Heisler, G., et al. 2000. A tale of two climates—Baltimore and
Phoenix urban LTER sites. Climate Research, 15, 123—-135.

Brazel, A. J., Fernando H. J. S., Hunt, J. C. R., Selover, N., Hedquist, B. C., Pardviak, E., et al.
2005. Evening transition observations in Phoenix, Arizona. Journal of Applied Meteorology,
44(1), 99-112.

Brown, M. 2000. Urban parameterizations for mesoscale meteorological models. In Z. Boybeyi
(Ed.), Mesoscale atmospheric dispersion (pp. 193-255). Southampton, UK: WIT Press.

Burt, J. E., and Barber, G. M. 1996. Elementary statistics for geographers. New York: The Guilford
Press.

Census Bureau 2006. 2006 American Community Survey. www.census.gov; accessed October 26,
2008.

(CDC) Centers for Disease Control and Prevention 2005. Heat-related mortality —
Arizona,1993-2002 and United States, 1979-2002. Morbidity & Mortality Weekly Report, 54
(25):628-630.

(CDC) Centers for Disease Control and Prevention 2006. Extreme heat: a prevention guide to
promote your health and safety. http://www.bt.cdc.gov/disasters/extremeheat/heat_guide.asp;
accessed 4/29/08.

Choi, G. Y., Choi, J. N., Kwon, H. J., et al. 2005. The impact of high apparent temperature on the
increase of summertime disease-related mortality in Seoul: 1991-2000. Journal of Preventive
Medicine and Public Health, 38, 283-290.

Civerolo, K. L., Sistla, G., Rao, S. T., Nowak, D. J., et al. 2000. The effects of land cover in mete-
orological modeling: implications for assessment of future air quality scenarios. Atmospheric
Environment, 34, 1615-1621.

Confalonieri, U., Menne, B., Akhtar, R., Ebi, K. L., Hauengue, R. S., Kovate, B., Woodward,
A., et al. 2007. Human Health. In M. L. Parry, O. F. Canziani, J. P. Palutikof, P. J. van der
Linden and C. E. Hanson (Eds), Climate Change 2007: Impacts, Adaptation and Vulnerability.
Contribution of Working Group II to the Fourth Assessment Report of the Intergovernmental
Panel on Climate Change. Cambridge, UK: Cambridge University Press.

Curriero, F. C., Heiner, K. S., Samet, J. M., Zeger, S. L., Strug, L., Patz, J. A., et al. 2002. Tempera-
ture and mortality in 11 Cities of the eastern United States. American Journal of Epidemiology,
155, 80-87.

DeGaetano, A. T. and Allen, R. J. 2002. Trends in twentieth-century temperature extremes across
the United States. Journal of Climate, 115, 3188-3205.

Grimm, N. B. and Redman, C. L. 2004. Approaches to the study of urban ecosystems: the case of
Central Arizona — Phoenix. Urban Ecosystems, 7, 199-213.

Grimmond, C. S. B. 2005. Progress in measuring and observing the urban atmosphere. Theoretical
and Applied Climatology. doi: 10.1007/s00704-00005-00140-00705.

Grossman-Clarke, S., Zehnder, J. A., Stefanov, W. L., Liu, Y., Zoldak, M. A. 2005. Urban modi-
fications in a mesoscale meteorological model and the effects on near surface variables in an
arid metropolitan region. Journal of Applied Meteorology, 44, 1281-1297.

Grossman-Clarke, S., Liu, Y., Zehnder, J. A., Fast, J. D., et al. 2008. Simulation of the Urban
Planetary Boundary Layer in an arid metropolitan Area. Journal of Applied Meteorology and
Climatology, 47(3), 752-768.

Harlan, S. L., Brazel, A. J., Prashad, L., Stefanov, W. L., Larsen, L., et al. 2006. Neigh-
borhood microclimates and vulnerability to heat stress. Social Science & Medicine, 63,
2847-2863.

Harlan, S. L., Budruk, M., Gustafson, A., Larson, K., Ruddell, D., Smith, V. K., Yabiku,
S. T., Wutich, A., et al. 2007. Phoenix Area Social Survey 2006 Highlights: Community
and Environment in a Desert Metropolis. Central Arizona — Phoenix Long-Term Ecologi-
cal Research Project, Contribution No. 4. Global Institute of Sustainability, Arizona State
University.



9 Risk and Exposure to Extreme Heat in Microclimates of Phoenix, AZ 201

Harlan, S. L., Brazel, A. J., Jenerette, G. D., Larsen, L., Jones, N. S., Prashad, L., Stefanov, W. L.,
et al. 2008. Made in the shade: The inequitable distribution of the urban heat island. Research
in Social Problems and Public Policy, 15, 173-202.

Hedquist, B. C., and Brazel, A. J. 2004. Urban heat island (UHI) measures for the S.E. metropolitan
area of the CAP LTER: transects versus fixed stations. Presented at the 6th Annual CAP LTER
Poster Symposium, Tempe, AZ.

Hong, S. Y., and Pan, H. L. 1996. Nonlocal boundary layer vertical diffusion in a medium-range
forecast model. Monthly Weather Review, 124, 2322-2339.

(ICLEI) International Council for Local Environmental Initiatives 1998. Cities at risk: assessing
the vulnerability of United States cities to climate change. Toronto, Canada.

(IPCC) Intergovernmental Panel on Climate Change 2007. Climate Change 2007: Synthesis
Report. http://www.ipcc.ch/pdf/assessment-report/ard/syr/ar4_syr.pdf; accessed 4/29/08.

Jenerette, G. D., Harlan, S. L., Brazel, A. J., Jones, N., Larsen, L., Stefanov, W. L., et al. 2007.
Regional relationships between vegetation, surface temperature, and human settlement in a
rapidly urbanizing ecosystem. Landscape Ecology, 22, 353-365.

Kalkstein, L. S., and Davis, R. E. 1989. Weather and human mortality: an evaluation of demo-
graphic and inter-regional responses in the United States. Annals of the Association of American
Geographers, 79, 44—64.

Kalkstein, L. S., and Greene, J. 1997. An evaluation of climate/mortality relationships in large US
cities and the possible impact of a climate change. Environmental Health Perspectives, 105(1),
84-93.

Kalkstein, L. S., Jamason, P. P., Greene, J. S., Libby, J. Robinson, L., et al. 1996. The Philadelphia
hot weather-health watch warning system: development and application, summer 1995. Bulletin
of the American Meteorological Society, 77, 1519-1528.

Kilbourne, E. M. 2002. Heat-related illness: current status of prevention efforts. American Journal
of Preventive Medicine, 22, 328-329.

Klinenberg, E. 2002. Heat wave: A social autopsy of disaster in Chicago. Chicago: University of
Chicago Press.

Kusaka, H., and Kimura, F. 2004. Coupling a single-layer urban canopy model with a simple
atmospheric model: impact on urban heat island simulation for an idealized case. Journal of
the Meteorological Society of Japan, 82, 67-80.

Larsen, L., and Harlan, S. L. 2006. Desert dreamscapes: residential landscape preference and
behavior. Landscape and Urban Planning, 78, 85—100.

Larson, J. 2006. Setting the record straight: more than 52,000 Europeans died from heat in
summer 2003. Earth Policy Institute. Available at: http://www.earth-policy.org/Updates/2006/
Update56.htm. Accessed October 19, 2007.

Legendre, P., and Fortin, M. J. F. 1989. Spatial pattern and ecological analysis. Vegetation, 80,
107-138.

Lin, C.-Y., Chen, F,, Huang, J. C., Chen, W-C., Liou, Y.-A., Chen, W.-N., Liu, S-C., et al. 2008.
Urban heat island effect and its impact on boundary layer development and land-sea circulation
over northern Taiwan. Atmospheric Environment, 42, 5635-5649.

Liu, Y., Chen, F., Warner, T., Basara, J., et al. 2006. Verification of a Mesoscale Data-Assimilation
and Forecasting System for the Oklahoma City Area During the Joint Urban 2003 Field Project.
Journal of Applied Meteorology, 45, 912-929.

Lowry, W. 1967. The climate of cities. Scientific American, 217, 15-23.

Martilli, A. 2007. Current research and future challenges in urban mesoscale modeling. Interna-
tional Journal of Climatology, 27(14), 1909-1918.

Martin, C. A., Warren, P. S., Kinzig, A. P, et al. 2004. Neighborhood socioeconomic sta-
tus is a useful predictor of perennial landscape vegetation in residential neighborhoods
and embedded small parks of Phoenix, Arizona. Landscape and Urban Planning, 69,
355-368.

Masson, V. 2006. Urban surface modeling and the meso-scale impact of cities. Theoretical and
Applied Climatology, 84(1), 35-45.



202 D.M. Ruddell et al.

McGeehin, M. and Mirabelli, M. C. 2001. The potential impacts of climate variability and changer
on temperature-related morbidity and mortality in the United States. Environmental Health
Perspectives, 109, 185-189.

McMichael, A. J., Woodruff, R. E., Hales, S., et al. 2006. Climate change and human health:
present and future risks. Lancet, 367, 859-869.

Meehl, G. A., and Tebaldi, C. 2004. More intense, more frequent, and longer lasting heat waves in
the 21st century. Science, 305, 994-997.

Michelozzi, P., DeSario, M., Accetta, G., De’Donato, F., Kirchmayer, U., D’Ovidio, M., Perucci,
C., et al. 2006. Temperature and summer mortality: geographical and temporal variations in
four Italian cities. Journal of Epidemiology and Community Health, 60, 417-423.

Naughton, M. P., Henderson, A., Mirabelli, M. C. et al. 2002. Heat-related mortality during a 1999
heat wave in Chicago. American Journal of Preventive Medicine, 22, 221-227.

Oke, T. R. 1982. The energetic basis of the urban heat island. Quarterly Journal of the Royal
Meteorological Society, 108, 1-24.

Oke, T. R. 1997. Part 4: The changing climatic environments: urban climates and global environ-
mental change. In R. D. Thompson and A. Perry (eds.), Applied Climatology Principals and
Practice (pp. 273-287). London: Routledge.

O’Neill, M. S., Jarrett, M., Kawachi, 1., Levy, J. L., Cohen, A. J., Gouveia, N., Wilkinson, P.,
Fletcher, T., Cifuentes, L., Schwartz, J., et al. 2003. Health, wealth, and air pollution: advancing
theory and methods. Environmental Health Perspectives, 111, 1861-1870.

Patz, J. 2005. Guest editorial: satellite remote sensing can improve chances of achieving sustainable
health. Environmental Health Perspectives, 113, A84-85.

Patz, J., Campbell-Lendrum, D., Holloway, T., Foley, J. A., et al. 2005. Impact of regional climate
change on human health. Nature, 438, 310-317.

Seaman, N. L. 2000. Meteorological modeling for air-quality assessments. Atmospheric Environ-
ment, 34, 2231-2259.

Semenza, J. C., Rubin, C. H., Falter, K. H., Selanikio, J. D., Flanders, W. D., How, H. L., Wilhelm,
J. L., et al. 1996. Heat-related deaths during the July 1995 heat wave in Chicago. American
Journal of Preventive Medicine, 16(4), 269-277.

Semenza, J. C., McCullough, J. E., Flanders, W. D., McGeehin, M., Lumpkin, J. R. et al. 1999.
Excess hospital admissions during the July 1995 heat wave in Chicago. American Journal of
Preventive Medicine, 16(4), 269-277.

Shamrock, W. C., Klemp, J. B., Dudhia, J., Gill, D. O., Barker, D. M., Wang, W., Powers, J. G.,
et al. 2005. A Description of the Advanced Research WRF Version 2. NCAR Technical Note.

Sheridan, S. C. and Kalkstein, L. S. 2004. Progress in heat watch-warning system technology.
Bulletin of the American Meteorological Society, 85, 1931-1941.

Smoyer-Tomic, K. E., and Rainham, D. G. C. 2001. Beating the heat: Development and evalua-
tion of a Canadian hot weather health-response plan. Environmental Health Perspectives, 109,
1241-1248.

Smoyer, K. E., Rainham, D. G., Hewko, J. N., et al. 2000. Heat-related stress mortality in five cities
in southern Ontario: 1980-1996. Institutional Journal of Meteorology, 44(1809), 190-197.
Stabler, L. B., Martin, C. A., Brazel, A. J., et al. 2005. Microclimates in a desert city were related

to land use and vegetation index. Urban Forestry and Urban Greening, 3, 137-147.

Stefanov, W. L., Ramsey, M. S., Christensen, P. R., et al. 2001. Monitoring urban land cover
change: an expert system approach to land cover classification of semiarid to arid urban centers.
Remote Sensing of Environment, 77, 173-185.

Taha, H. 1997a. Modeling the impacts of large scale albedo changes on ozone air quality in the
south coast air basin. Atmospheric Environment, 31, 1667-1676.

Taha, H. 1997b. Urban climates and heat islands: albedo, evapotranspiration, and anthropogenic
heat. Energy and Buildings, 25, 99-103.

Voogt, J. A. 2002. Urban Heat Island. In I. Douglas (ed.), Encyclopedia of global environmental
change (pp. 660-666). Chichester: John Wiley and Sons.

Voogt, J. A., and Oke, T. R. 2003. Thermal remote sensing of urban climates. Remote Sensing of
Environment, 86, 284-370.



Chapter 10
Wildfire Risk Analysis at the Wildland Urban
Interface in Travis County, Texas

Yongmei Lu, Lori Carter, and Pamela S. Showalter

Abstract The term, “wildland urban interface” (WUI) refers to the areca where
structures and other human development meet or intermingle with undeveloped
wildland or vegetative fuel. When development encroaches into wildland — areas
that have been minimally impacted by human activities — the wildfire threat to life
and property increases. A wildfire risk profile for the WUI in Travis County, Texas
was created using a geographic information system (GIS). Historic wildfire records
were linked to land cover types to identify the empirical relationship between fuels
and ground cover. Topographical characteristics, land cover types, and housing den-
sity were combined to estimate wildfire risk. Risk levels for communities within
and outside the WUI were compared. Analyses also compared wildfire risk lev-
els for different types of WUI areas, which are distinguished based on vegetation
coverage percentages and housing density. Findings indicate that in Travis County,
TX, the wildfire risk is highest in high-density WUI areas, pointing to an urgent
need for special fire control and fire regulations in this development zone. Vacant
lands, which are likely future development sites, could be used by land managers
to reduce wildfire risk if they can be managed as natural fire breaks or fuel free
zones.

Keywords Wildland Urban Interface - Wildfire - Risk analysis - GIS - Texas

10.1 Introduction

The term “wildfire” refers to any unplanned or unwanted fire burning in forests,
shrub lands, woodlands, or grasslands. Wildfire is one of the most destructive natural
forces known to humanity. History is replete with episodes of notorious wildfires:
the Miramichi fire in New Brunswick killed 160 people and burned three million
acres (12,000 km?) in 1825. The Peshitigo fire in 1872 killed over 1000 people
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in Wisconsin. California’s 1991 Oakland Firestorm killed 25 people and destroyed
3469 homes and apartments. British Columbia’s 2003 Okanogan Mountain Park
Fire displaced 45,000 inhabitants, destroyed 239 homes, and threatened part of the
City of Kelowna. That same year, San Diego County in Southern California suffered
from a fire that took 15 lives and destroyed 2232 homes — that year California’s total
loss from wildfires neared $2 billion.!

Although most wildfires in Texas are of smaller scale, damages can be signif-
icant. For example, the Texas—Oklahoma wildfires of 2005-2006 caused enough
damage to qualify for federal disaster relief funding. Higher than average precip-
itation rates during 2005 encouraged abundant vegetation growth. Subsequently, a
period of extended drought with record high temperatures and high winds trans-
formed the vegetation to dry fuel which, once ignited, sustained and spread the wild-
fire. In Texas, eleven people were killed and eight towns evacuated in early March of
2006. From late December 2005 until early April 2006, approximately five million
acres (nearly 20,000 km?) were burned and 423 homes destroyed (Lindley et al.
2007).

As pointed out by Dennison et al. (2007), fire presents the greatest hazard to land
and life in the areas where humans and fire-prone vegetation meet. While vegeta-
tion fuel supply and weather conditions are major contributing factors to wildfire,
continuing residential development in the wildland urban interface (WUI) — where
structures and other human development meet or intermingle with undeveloped
wildland or vegetative fuel (Cortner et al. 1990; Ewert 1993) — increases the possi-
ble occurrence of and subsequent damage from wildfires. Wildfires are often caused
by human activities (Cardille et al. 2001; NIFC 2006). At the WUI, human activities
occur where there are adequate fuel supplies, making it difficult to protect structures
from wildfires (Cohen 2000; Winter and Fried 2001). The result: wildfire damage
(as measured by both life and property loss) at the WUI tends to be greater than in
other geographic locations.

The purpose of this study is to improve wildfire risk management by using a
Geographic Information System (GIS) to perform wildfire risk analysis for one
of the nation’s fastest growing regions — Travis County, Texas (Fig. 10.1). Urban
encroachment into wildland areas in the county has created a variety of “WUI
communities”; the analyses reported in this paper took into account all of these
communities. Spatial variation of vegetative fuel, county topography, and historic
wildfire occurrences recorded by the Texas Forest Service were incorporated into
the analysis. Using these criteria, statistical differences between the level of wild-
fire risk faced by each type of community were examined. Furthermore, because
urban development is likely to move into vacant lands (which may, or may not, be
within the WUI), the analysis also incorporated data regarding the county’s vacant
lands.

More information about these and other notorious North American wildfires can be found at:
http://en.wikipedia.org/wiki/List_of_wildfires
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Fig. 10.1 Travis County, Texas

10.2 Risk Analysis and Wildfires

The concept of “risk” is as intriguing as it is multifaceted. Risk can be commonly
accepted (e.g., driving a car), sought out (e.g., bungee-jumping from a bridge), or
purposely avoided (e.g., refusing to fly). People perform “risk analysis™ constantly
as they go about their daily activities, while universities, companies, and govern-
ments study risk formally using scientific methods to better understand the dan-
gers present in any given situation and how they can be effectively managed. Risk
assessment requires both good science and good judgment (Keeney 1995) and can
be either quantitative or qualitative. A risk assessment usually examines three items:
hazard probability, expected loss, and loss mitigation (preparedness) (Finney 2005;
Smith 2004). The risk assessment of wildfires in this study focuses on the first two
items — probability and expected loss. The probability of wildfires is estimated by
considering various factors that can contribute to the occurrence and sustenance of
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wildfires throughout Travis County. These factors include vegetative fuel, topog-
raphy, and the frequency with which different types of land cover have wildfires
(as derived from historic fire records). The expected loss from wildfires in the
WUI is determined by considering the size and density of population and housing
units.

10.2.1 Natural Factors

Topography, weather conditions, and vegetative fuel loading play major roles in
wildfire combustion potential (Cova et al. 2004). Fires that occur on larger slopes
carry increased capacity to ignite fuels upslope (Thompson et al. 2000). Convec-
tive heat uplift from the fires down-slope (Pyne 2001) and longer flame lengths
preheat vegetation above (Christiansen 2005; Davis 1990). On steep slopes, ignited
materials can roll downhill with greater ease, spreading embers and flames. Aspect,
or the direction that a slope faces, is also a significant factor. Slopes facing south
and west in the northern hemisphere, patches of flat land, and very dry ridge tops
have increased fire ignition potential because vegetative and soil moisture content
decreases throughout the day due to longer exposure to solar radiation (Cova et al.
2004; Christiansen 2005; Johnson 2008; Perestrello de Vasconcelos et al. 2001;
Thompson et al. 2000).

Climate and wind behavior can also contribute to the wildfire risk. Areas with
temperate, moist climates have lower fuel ignition rates due to high retention of
water within both vegetation and soil (Carapella 1996; Cardille et al. 2001). Areas
subject to seasonal variations in moisture, such as much of the American West,
Southwest, and Central Plains, have periods throughout the year when vegetative
moisture retention is low. The low moisture retention is due to extended peri-
ods of lower than average rainfall coupled with higher than average temperature
(Lawrimore 2005). The variables of high evaporation, low vegetation/soil moisture,
and high vegetation density combine to create conditions most prone to wildfire
ignition and spread. Under drier climatic conditions, areas with higher densities
of vegetation are likely to have larger and more intense wildfires because of the
increased fuel load. Without fuel breaks, wildfires can spread more rapidly and can
be longer lived. Wind behavior further contributes to the wildfire risk because high
wind speeds can carry firebrands or sparking embers of vegetation great distances?
(Manzello 2007; Radeloff et al. 2005; Trembath 2005) while accelerating the drying
process. Prolonged wind events can also “feed” existing fires by introducing more
oxygen into the fire system (CSFS 2007).

2The California Forest Alliance estimates that firebrands from forest fires can be carried by winds
or convective uplift for distances of up to 2.4 km (Radeloff et al. 2005).
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10.2.2 Housing Density

Radeloff et al. (2005) considered housing density, vegetation type and density, and
proximity to that vegetation as important variables for understanding wildfire risk.
Other researchers have found that as the number of structures increases, the likeli-
hood of anthropogenically-caused fire increases (Cardille et al. 2001; NIFC 2006;
Perestrello de Vasconcelos et al. 2001; TES 2007). Not surprisingly, denser residen-
tial developments tend to have greater loss of structures from wildfires (Trembath
2005) than those that are less dense. Communities that lack dense vegetation but are
within reach of firebrands (Radeloff et al. 2005), overhanging branches, and con-
tiguous grasslands (Trembath 2005) may be as vulnerable to wildfire as those with
dense vegetation. In fact, the Texas Forest Service (TFS) recommends that struc-
tures be built more than 200 m from dense vegetation to prevent structural ignition
from branch overhangs and grass fires (Cohen 2000; TFS 2007).

In conjunction with the wildfire problem faced by high density WUI areas, low
density lands (including vacant lots) are commonly given insufficient attention when
considering measures to reduce the wildfire threat. Given that urban growth com-
monly moves onto vacant lands, there are two important reasons for including
these areas in wildfire risk analysis: (1) they represent future “built-up” areas, and
(2) depending on how they are managed prior to development, they could serve as
fire breaks, green buffers, or home ignition prevention zones (Cohen 2000; Ingalsbee
2003; IDL 2006); in short, they can behave either as a fire retardant or an accelerant,
depending on how they are managed.

10.3 The Study Area

Located in Central Texas, Travis County is at the convergence of several distinct
bioregions: the Edwards Plateau in the west, the Blackland Prairies toward the
east and southeast, and the Cross-timbers and Prairies region toward the north
(Travis County 2004). The county’s varied topographical structure supports diverse
vegetative communities. The Edwards Plateau’s karst topography is characterized
by plateaus and steep slopes dissected by waterways and supporting vegetation
such as Ashe Juniper, Oak varieties and Mesquite. The Blackland Prairies region,
whose deep rich soils are ideal for vegetative growth, supports agricultural endeav-
ors and is experiencing considerable subdivision development. The Cross-timbers
and Prairies region is characterized by rolling woodland savannah. At the south-
ern tip of the Plains region, vegetation is characteristically grassy and interspersed
with oak.

Occupying a transition zone between subtropical subhumid and subtropical
humid climates, the County’s average annual precipitation varies from 30 inches
(71.2 cm) in the west to 36 inches (91.4 cm) in the east. Temperature range between
an average January low of 39°F (3.89°C) and an average July high of 95°F (35°C).
Major climatic hazards include straight line winds, lightning, flash floods, severe
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heat, drought, and wildfires (Larkin and Bomar 1983). The County has recorded
periods of extreme and prolonged rainfall followed by extended drought which has
allowed wildfire fuel loads to collect and desiccate; towards the west, increased ele-
vation and steep hill-slopes further exacerbate the risk of wildfire.

Travis County is one of the most rapidly growing counties in the US (TSDC/OSD
2006). Between 2002 and 2005, the population increased from 830,649 to 866,349
(TCHHS 2006), and by 2040 the population is projected to reach about 2 million
(Travis County 2007). This growth is likely to increase the breadth of the WUI by
converting lands that were formerly rural to those characterized by higher density
development.

10.4 Data Utilized

To perform a wildfire risk assessment of Travis County, we combined vector data
sets illustrating historic wildfires, ignition potential, and vacant lands in the study
area with raster data sets containing information about elevation, slope, aspect, and
vegetation/land cover at various resolutions. After identifying the related datasets,
data extraction was performed followed by data cleaning, geocoding, registration,
and other pre-processing where needed.

The Fire Reporting Database maintained by the Texas Forest Service Fire Depart-
ment provided the data for wildfires occurring between January 1, 2005 and January
31, 2008 (for ease of discussion, referred to hereafter as between 2005 and 2007).
After extracting, mapping, and cleaning the data, a total of 315 wildfires were iden-
tified (Fig. 10.2). Spatial distribution of the wildfires was used as a surrogate indica-
tor of wildfire-prone areas, forming the foundation for further estimation of wildfire
risk based upon historic records. Figure 10.2 displays the locations of these wild-
fires across Travis County, and reveals a clear association between the fires and
urban areas. The term, “urban” in this paper follows the definition of the US Census
Bureau. For Census 2000, “urban area” refers to all territory, population, and hous-
ing units located within an urbanized area or an urban cluster, which consists of
core census block groups or blocks that have a population density of at least 1000
people per square mile and surrounding census blocks that have an overall density
of at least 500 people per square mile.

Although Travis County’s annual precipitation varies spatially by about 6 inches
(15.2 cm), for purposes of the study this variation was not included when model-
ing ignition potential. Spatial variation in temperature and moisture conditions for
soil and vegetation was modeled by calculating surface exposure to solar radiation
across the County. As wind pattern/wind speed data were unavailable for this study,
the effect of wind for wildfire was not directly incorporated into the study. Rather,
considering that wind tends to speed up as slope increases (Bradstock et al. 2002),
relatively high wildfire potential was assigned to steeper slopes.
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Historical Wildfires in Travis County
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Fig. 10.2 Locations of Travis County wildfires between Jan. 1, 2005 and Jan. 31, 2008

Vacant land data were obtained from the Vacant Land Inventory (VLI) data set
available from the Capital Area Council of Government (CAPCOG) Information
Clearinghouse (CAPCOG 2008). The VLI was developed by CAPCOG to represent
vacant lands identified through analysis of 2005 parcel and tax role information.
These lands are normally five acres or lager in size and have improved value of
$0.05 per square foot or less. Figure 10.3 displays the location of the 2005-2007
wildfires in relationship to vacant land in the County, and confirms the impression
given by Fig. 10.2, that fewer fires occurred in or near vacant lands compared to
“urban” areas.

The spatial extent of the WUI was defined by considering the spatial proxim-
ity of housing density and vegetation coverage. Travis County’s WUI was defined
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Fig. 10.3 Locations of the 2005-2007 wildfires in relation to Travis County’s vacant land

following Radeloff et al. (2005) and Stewart et al. (2007). When vegetation covers
over 50% of the land area, High Density Intermix refers to the blocks where housing
density is higher than 741.3 housing units per km?, Medium Density Intermix exists
where housing density is between 49.2 and 741.3 units per km?, and Low Den-
sity Intermix exists where housing density is between 6.2 and 49.2 units per km?.
In areas where vegetation covers less than 50% of the land but is within 2.4 km?
of an area with 75% or more vegetation coverage, High Density Interface exists
if the housing density is higher than 741.3 units per km?, Medium Density Inter-
face exists if the housing density is between 49.2 and 741.3 units per km?, and
Low Density Interface exists if the housing density is between 6.2 and 49.2 units
per km2(see Radeloff et al. [2005] for additional details). The WUI data set for
Travis County was downloaded from Silvis Lab’s webpage at the University of
Wisconsin — Madison (Radeloff et al. 2005; Silvis Lab no date). Figure 10.4 displays
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Fig. 10.4 Locations of the 2005-2007 wildfires in relation to Travis County’s WUI

the location of the 2005-2007 wildfires in relation to the County’s WUI. A clear spa-
tial association appears to exist between the majority of the historical wildfires and
human development, with fires apparently concentrated close to, or in, urban areas
and the most high-density areas of the WUI.

Elevation was obtained via a digital elevation model (DEM) downloaded from
the US Geological Survey’s Seamless Data Distribution System (USGS no date).
The National Elevation Dataset (NED) 1 arcsec is a raster product that has an
approximate 30 m resolution. Both slope and aspect measurements for the study
area were derived from this elevation dataset.

Vegetation and land cover data were obtained from the National Land Cover
Dataset (NLCD) of 2001. To further refine the NLCD’s 30 m spatial resolution
and broad land cover/land use categories (e.g., forest, grassland, agricultural uses,
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urban, and suburban development) the data was cross-referenced for regional vari-
ations using 1 m 2005 Digital Orthophoto Quarter Quadrangles (DOQQs) obtained
through the Texas Natural Resource Information System (TNRIS 2008). By per-
forming the cross-referencing, new subcategories of land cover/land use reflecting
the local situation were created and their accuracy validated. Details of this process
are reported in the following section.

10.5 Wildfire Risk Analysis of Travis County

Three factors that significantly influence and sustain wildfires are topography, fuel
supply, and weather conditions. Travis County’s wildfire risk was derived by ana-
lyzing aspect, slope, and fuel supply data in relationship to different land cover
classes. Aspect, derived from DEM data, served as a surrogate for solar heating
and vegetation moisture levels. Slope could be classified into different risk lev-
els because uplift of heat along slopes causes wildfires to spread mainly uphill—
steeper slopes facilitate the spread of wildfire more efficiently than gentle slopes
(Perestrello de Vasconcelos et al. 2001). Since fuel supply data were limited, vari-
ation in topography was used to estimate micro-scale spatial variation in heating of
fuels. Places receiving more sunshine tend to sustain well-grown vegetation with
low moisture content, providing an ideal fuel supply for wildfires. Vacant land data
were added to the analysis because they are typically un-cleared prior to devel-
opment; they support vegetation, and thereby represent a source of fuel. Finally,
wildfire risk was related to fuel supplies by generating a location quotient (LQ) of
wildfire occurrence for different land cover classes. The latter item requires some
explanation.

National Land Cover Dataset (NLCD) categories are generalized and do not
reflect local characteristics such as vegetation density and vegetation ignition ten-
dency — criteria that are critical for estimating wildfire risk. Therefore, the dataset
underwent a two-step modification before it was used to create an LQ. First, the
NLCD was reclassified to reflect local vegetation types. The new ‘“Regional Land
Cover Classes” (RLCC) were identified as:

— H0O: Water bodies (not including intermittent and ephemeral streams)

— MNT: Maintained grasses (roadside grasses, parks, golf courses)

— UT: Urban Trees (groups of trees found in residential and commercial parks)

— DVL: Developed land (rooftops, driveways, commercial and residential)

— ISC: Impervious surface cover (roads, parking lots)

— CMNT: Cement and other artificial coverage (gravel, or not included in ISC)

— JOP: Juniper-Oak parks (groups of trees with interspersed grasses)

— JOW: Juniper-Oak woodlands (more dense canopies, less open grasses)

— PR: Prairie (Blackland Prairie open grasses—limited to eastern Travis County)

— GRZ: Grazing, rural (open grasslands—mostly found in western Travis County
at higher elevations)
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SPRS: Sparse grasses (combined bare soil, rocky outcrops, and sparse grasses)

PRD: Production (mainly agricultural-located near farming operations)

AGR: Agricultural (open fields of continuous crops, visible farming implement

footprints)

— EVRG: Evergreen (smaller groves of live oak, pine, higher canopies than ash
juniper)

— AQ: Aquatic vegetation (found near or within water bodies, partial submersion)

Second, the accuracy of the reclassified NLCD data was evaluated to ensure the
RLCC accurately reflect the true distribution of regional land cover in the study area.
Using random sampling, 50 locations were selected within each of the 15 RLCCs
created for the study area, creating 750 sampling sites. These sites were located on
the 2005 DOQQs described earlier, and were examined to determine if the derived
RLCC matched that found on the DOQQ. The numbers of correctly and incorrectly
classified samples were recorded. The NLCD-derived RLCC was found to have an
accuracy rate between 76% and 100% (Table 10.1), which was considered sufficient
for the purposes of this study.

The LQ for wildfire was then derived by examining the spatial distribution of
the RLCCs in relation to wildfire fuel supply. The RLCC was overlaid on a map
showing the locations of historic wildfires, and the number of wildfires that occurred
in each type of land cover/use recorded. The LQ was then calculated by dividing
the percentage of wildfires occurring in each type of land cover/use by the areal
percentage of the land cover/use over the entire study area (Table 10.2). The LQ
thus reflects the tendency of each type of land cover/use to be impacted by wildfire.
An LQ value equal to or less than one indicates that the percentage of wildfires
occurring on that specific land cover is not greater than what would be expected
given the spatial extent of that land cover within the study area. RLCC with LQ

Table 10.1 The accuracy of

land cover classification from Number of correctly

NLCD (based on 50 random Land Cover classified samples Accuracy

samples obtained for each

Category) H,0 50 1.00
MNT 48 0.96
uT 44 0.88
DVL 50 1.00
ISC 50 1.00
CMNT 50 1.00
JOP 39 0.78
JoOwW 44 0.88
PR 44 0.88
GRZ 39 0.78
SPRS 46 0.92
PRD 42 0.78
AGR 48 0.96

EVRG 38 0.76
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Table 10.2 Wildfire risk: location quotient for different types of land cover based on historical

wildfires (2005-2007)

Areal percentage

Fire_count

Location quotient

Land cover (%) percentage (%) (LQ)
H,0 3.29 0.00 0.00
MNT 10.39 21.59 2.08
uT 6.46 16.19 2.51

DVL 4.10 15.87 3.87
ISC 2.00 13.97 6.99
CMNT 0.09 0.00 0.00
JOP 8.79 4.44 0.51

JOW 22.44 6.35 0.28
PR 0.65 0.32 0.49
GRZ 17.75 8.57 0.48
SPRS 11.64 7.94 0.68
PRD 4.15 0.63 0.15

AGR 6.37 2.86 0.45

EVRG 1.88 1.27 0.68
AQ 0.01 0.00 0.00
Total 100 100 n/a

values greater than one are therefore considered to be at greater risk than those
equal to or less than one.

A wildfire risk ranking that combined aspect, slope, and LQ was created, rep-
resenting each variable’s relative contribution to wildfire risk. Slope, presented as
a percent, reflects the escalating ability of wildfire to spread as slope increases.
Aspect represents the different levels of sunshine a slope might receive. Finally,
LQ, calculated as described above, represents the relative activity of wildfire on
each land class. The five wildfire risk ranks were: None (0), Low (1), Medium-low
(2), Medium-high (3), and High (4). Table 10.3 breaks down the fire risk rankings
for the three variables and Figures 10.5, 10.6 and 10.7 utilize these ranks to illustrate
the spatial patterns of wildfire risk in Travis County.

Table 10.3 Wildfire risk ranking based on slope, aspect, and Location Quotient for different types
of land cover

Wildfire risk level: 0 1 2 3 4

Reclassified (None) (Low) (Medium-low) (Medium-high) (High)

Slope (%) n/a 0-4.99 5-9.99 10-14.99 >15

(areal %) (90.31) (8.42) (1.13) (0.15)

Aspect n/a Northeast, Northwest, ‘West, Southwest,
North East Southeast South, Flat

(areal %) (21.65) (24.14) (25.70) (28.51)

Land cover LQ 0 >0& <1 >1&<2 >2&<3 >3

(areal %) (3.38) (73.67) 0) (16.85) (6.09)
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Travis County: Wildfire Risk based on Aspect
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Fig. 10.5 Travis County wildfire risk ranking based on aspect

The fire risk rankings for aspect, slope, and land cover were then combined using
GIS raster calculation, generating a data range between 0 and 12. The results were
ranked into five categories, from Low to High (Table 10.4). The results indicate that
the majority of the county (91.38%) falls in the Low to Medium level of wildfire risk
(Fig. 10.8). However, a total of 8.7% of the County’s land falls in the Medium-high
to High levels of wildfire risk. Mapping this information reveals a clear pattern of
High and Medium-high risk areas being prevalent in urbanized locations and in the
WUI (Fig. 10.9).

As the population of Travis County continues to grow and developed areas
expand, part of that growth is likely to occur on vacant lands. Consequently, vacant
lands may indicate the direction of urban growth into the county’s WUI. Among the
5548 vacant lots reported in CAPCOG’s database, 1543 fall into the Medium-high to
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Travis County: Wildfire Risk based on Slope
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Fig. 10.6 Travis County wildfire risk ranking based on slope

High level for fire risk, with about 30% of the vacant lands located in relatively high
fire risk zones. As population and housing move onto these lands, the potential loss
from fire increases. Although new development on vacant lands may reduce vegeta-
tion density on the land parcel and the areas immediately surrounding it, the fire risk
for a specific parcel is unlikely to change dramatically until significant change hap-
pens over a larger spatial extent. Thus, land use management designed to improve
fire damage control on these vacant parcels, especially those located within the rel-
atively high-risk zones for wildfire, is critical. Figure 10.10 provides a visual dis-
play of the spatial relationship between the vacant lands and their calculated fire
risk levels.
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Travis County: Wildfire Risk based on Land Cover
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Fig. 10.7 Travis County wildfire risk ranking based on reclassified and cover

Table 10.4 Final wildfire risk ranking for the study area

Risk level Low  Medium-low Medium Medium-high High
Original combined 5 5 6,7 8,9 10,11, 12
risk value
New reclassified risk 1 2 3 4 5
value
Areal percentage in 5 15 45 95 3346 8.64 0.06

Travis County (%)
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Travis County: Ranking of Wildfire Risk
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Fig. 10.8 Travis County wildfire risk ranking—overall

10.6 Risk of Wildfires in WUI Areas

As discussed earlier, wildland urban “Interface” and “Intermix” areas were defined
following Radeloff et al. (2005) and Stewart et al. (2007). The definition groups all
of the census blocks in Travis County into three different types: Interface, Inter-
mix, and non-WUI blocks. Using the zonal statistics function in GIS, census block
boundaries were used to define the zones belonging to the different types of WUI
areas. The zonal statistics function calculates statistical indicators for all of the raster
cells that are within the same zone — the same type of census block in this case. The
wildfire risk level indicators derived for each type of census block are: minimum,
maximum, mean, and median risk levels, standard deviation of the risk levels, and
the majority of the risk levels. Due to space limitations, data for all 11,292 census
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Wildfire Risk at Wildland Urban Interface
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Fig. 10.9 WUI in Travis County and their wildfire risk

blocks are not reported here (but are available from the authors). Instead, Table 10.5
summarizes the different types of census blocks, classified according to their WUI
status. Forty-six percent of the land in Travis County is in the WUI areas. More
importantly for wildfire management and control, two-thirds of the county popu-
lation and two-thirds of the housing units are within the WUI areas. These data
illustrate that assessing wildfire risk for communities in the WUI is critical in order
to appropriately prepare for, respond to, and contain wildfires.

The zonal statistics reported in Table 10.5 summarize the wildfire risk level for
census blocks that belong to the same type of WUI category as the average of
the mean, the average of the median, and the average of the majority risk levels.
Table 10.5 reveals that the high-density WUI blocks (both Interface and Intermix)
support more than 30% of the total population and more than 35% of the total
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Legend

D Travis County

% Travis Vacant Land N
B Low A
- Medium-low

[ Medium 0 5 10 20 Kilometers
- Medium-high (I T T M

I igh

Fig. 10.10 Vacant lands in Travis County and their wildfire risk

housing units in the County. The Table also reveals that, despite the fact that the
mean, median, and majority are different ways to represent fire risk for the many
cells within each block, the average for the blocks belonging to the same WUI cat-
egory can serve as an indicator of wildfire risk for each type of WUI area. It is
a general trend that the wildfire risk increases from low-density WUI (both inter-
face and intermix) through medium-density to high-density WUI blocks. This trend
implies that within the WUI area, the higher the housing (and population) density,
the higher the wildfire risk. In addition, compared to the non-WUI areas, blocks
within low and medium density WUI areas are at lower risk for wildfire but the
blocks within the high density areas are at much higher risk.

To confirm that the above observation was not spurious, further statistical anal-
yses were applied to test for differences in fire risk levels in the different areas.
Three statistical indicators for areal fire risk level were examined — the average
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Table 10.5 Statistics for the different types of census blocks according to their WUI status

WUI: interface WUI: intermix

Low Medium  High Low Medium High
density density  density  density density density Not WUI  Total

Population 4463 102,631 209,856 28,137 127,520 65,522 274,151 812,280
size (%) (0.55) (12.63)  (25.84) (3.46) (15.70) (8.07) (33.75) (100)

Housing 1468 39,808 88,281 10,922 50,905 30,831 113,666 335,881
units (%)  (0.44)  (11.85) (26.28)  (3.25) (15.16) (9.18) (33.84) (100)
Number of 119 1665 1814 458 1127 437 5672 11,292
blocks (%) (1.05) (14.74) (16.06)  (4.06)  (9.98) (3.87) (50.23) (100)
Area 1014 1295 707 6804 3126 252 15,259 28,456
(km?) (%) (3.56) (4.55) (2.48) (2391) (10.98) (0.88) (53.62) (100)
Average 2.80 2.92 3.11 2.41 2.71 3.20 3.04
mean risk
level
Average 2.80 2.95 3.12 241 2.73 3.27 3.04
median
risk level
Average 2.87 2.96 3.13 2.41 2.72 3.27 3.04
majority
risk level

of block mean fire risk, the average of block median fire risk, and the average of
block majority fire risk. Non-parametric tests were conducted to compare the fire
risk levels for: (1) WUI versus non-WUI areas, (2) high-density versus medium-
density versus low-density WUI and non-WUI areas, and (3) high-density-interface
versus medium-density-interface versus low-density-interface versus high-density-
intermix versus medium-density-intermix versus low-density-intermix WUI and
non-WUI areas. A Mann—Whitney (M—W) test and multiple Kruskal-Wallis (K-W)
tests were conducted; the M—W test seeks to identify if there is a real difference
between the scores of two samples. For example, if observations from two entirely
different samples are ranked and mixed together, ranks from one sample should
cluster on one end of a scale while ranks from the other sample should cluster
on the other end. K-W is an extension of the M—W test to three or more groups
of observations (Gravetter and Wallnau 1998; Ott 1984). The results from these
two tests are reported in Table 10.6. All three indicators (mean, median, average
of majority) are statistically different for the test groups at the 0.01 significance
level. These non-parametric tests confirm that the fire risk levels in different types
of WUI and non-WUI areas, as measured by each of the three tested indicators, are
significantly different.

Examining Table 10.6, the M—W test comparing fire risk levels for WUI and non-
WUI areas produced a low average fire risk within the WUI. This result may be due
to the large number of Low- and Medium-density WUI blocks (with their associated
relatively low fire risk) — 29.83% of the blocks classified as Low or Medium-density
WUI, only 19.93% of the blocks classified as High.
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Table 10.6 Results of the Mann-Whitney and Kruskal-Wallis tests
Average of the ~ Average of the = Average of the
Definition of mean of risk median of risk  majority of risk
groups levels levels levels
Mann-Whitney WUI blocks 5285.96 5413.35 5422.18
Non-WUI blocks  6003.74 5877.51 5868.76
Z value —11.70* —8.21* —7.85*
Kruskal-Wallis High-density 6382.05 6293.05 6265.58
df=3) WUI
Medium-density
WUI 4853.50 5085.08 5106.15
Low-density
WUl 3102.48 3596.86 3661.20
Non-WUI 6003.74 5877.51 5868.76
Chi-Square 699.80* 511.44* 463.20*
Kruskal-Wallis High-density 6293.87 6177.63 6149.85
(df = 6) interface WUI
Medium-density
interface WUI 5278.81 5434.64 5470.03
Low-density
interface WUI 4728.34 4795.80 5066.68
High-density
intermix WUI 6748.08 6772.16 6745.97
Medium-density
intermix WUI 4225.15 4568.65 4568.55
Low-density
intermix WUI 2680.03 3251.33 3296.02
Non-WUI 6003.74 5877.51 5868.76
Chi-Square 814.22% 606.13* 569.08*

* Indicating significance level of 0.01.

In the K-W test for High versus Medium versus Low-density versus Non-WUI
blocks, the Medium and Low-density WUI blocks show considerably lower fire risk
than the Non-WUI blocks; but the High-density WUI blocks have much higher fire
risk levels than the Non-WUI or other types of WUI blocks. More specifically, as
the housing density in the WUI increases, the risk level for wildfire rises sharply.
The fire risks in High-density Interface and High-density Intermix areas are sig-
nificantly higher than all other types of blocks. Moreover, among all the different
types of blocks, those in High-density Intermix WUI areas show the overall highest
risk for wildfire, higher than those in the High-density Interface areas. Following
the definition of High-density Intermix WUI, these blocks are in areas where veg-
etation covers more than 50% of the land and where the housing density is greater
than 741 housing units per km?. This finding confirms that the fire risk is highest
where population and wildland are well-mixed. The large amount of vegetation in
these High-density Intermix areas provides the fuel while the high density of hous-
ing units puts these blocks at high risk for property damage and loss of life from
wildfires.
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10.7 Limitations and Recommendations

The research presented here is not without its limitations. For example, wind
speed/direction data are important elements when attempting to understand the
potential for wildfire spread and duration. While we were able to locate county-
wide data reporting monthly changes in wind direction and speed, we were unable
to locate data regarding wind conditions at a finer resolution. In order to assess spa-
tial variation in fire risk within/across the county, weather data at a higher spatial
resolution is required. General weather conditions through time were also not incor-
porated into this study — if such information were included, it could add another
layer of specificity to the findings.

While forest structure and canopy closure data are frequently incorporated into
fire ignition models (Cova et al. 2004), they were not used here due to lack of
availability. Other researchers have included road networks, distance to roads, and
distance to agricultural fields in their research examining WUI wildfire potential
(Perestrello de Vasconcelos et al. 2001). While the use of such data was outside the
scope of this paper, they have the potential for revealing interesting spatial patterns
if utilized in future research.

Two drawbacks concerning the use of census data must also be recognized. First,
such data has limited spatial resolution in exurban areas (where census units can be
very large). Second, the census is performed on a decadal basis, therefore has limited
temporal resolution during which significant changes can occur (Cova et al. 2004).

The definition of WUI as used in this paper could also be flawed because it is
not specific to Central Texas. The housing density criteria used to define the differ-
ent types of WUI areas were developed based on the nationwide housing density
situation in the US; the definition of WUI Interfaces as within 2.4 km of highly
vegetation-covered area is based on the firebrand-carrying distance estimated from
California data (Radeloff et al. 2005). Firebrands from grassland and bush fires, or
from the less dense forest fires of Central Texas may behave differently than those
on the west coast.

Given the above, it is recommended that future research consider incorporat-
ing the following data to further refine the results: (1) wind speed and direction
at a scale finer than county-level, (2) meteorological data (e.g., humidity), (3) for-
est structure/canopy closure, (4) road networks, (5) distance to roads from ignition
points, (6) distance to agricultural fields from ignition points, (7) finer resolution
census data (perhaps by performing a survey of residents within their study area,
or by processing recently acquired aerial imagery), and finally (8) a WUI definition
specific to a study area.

10.8 Conclusion
The increased pace of development in fire-prone areas and exposure of new housing

stock to wildfire poses a challenge for land use managers and emergency manage-
ment officials (Cova et al. 2004). These managers need tools to help them plan for,
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and thus mitigate, potential wildfires occurring in their areas of responsibility. With
the goal of making new developments disaster resilient, it becomes imperative for
decision makers to plan for the eventuality of wildfires, rather than simply respond-
ing to such fires when they occur (Godschalk et al. 1999).

This study assesses wildfire risk for Travis County, Texas. Historical wildfire data
was linked to land cover to estimate the occurrence potential of wildfires on different
types of land cover. The results were combined with the wildfire risk estimation
derived from topographic characteristics. The final wildfire risk assessment was then
related to Travis County’s wildland urban Interface (WUI), an area recognized as
being at higher risk for wildfire. Although the WUI blocks were not, as a group,
subject to a higher fire risk level than the non-WUI blocks, it was confirmed that the
high-density WUI areas have much higher fire risk levels than the medium- and low-
density WUI blocks or the non-WUI blocks. This interesting pattern may signify the
contribution of human activities to the ignition of wildfires — the high-density WUI
areas are where sufficient vegetative supplies co-exist with more human activities
while the low- and medium-density WUI areas lack human activities. This finding
might indicate one “side-effect” of exurbanization in the study area. Exurbanization
has been a trend in north America where many middle-class families move into
areas that are outside of the city to be closer to nature but are still within commuting
distance to the central city (Esparza and Carruthers 2000; Davies and Yeates 2008).
Considering that the high-density WUI blocks (both Interface and Intermix) support
more than 30% of the total population and more than 35% of the total housing units
in Travis County, it is critical that appropriate measures be implemented in these
areas to reduce the possibility of wildfire.

Further, the study discovered that the fire risk level in high-density-intermix WUI
blocks is higher than that found in high-density-interface WUI blocks. Vegetation
coverage is generally denser in WUI Intermix than WUI Interface areas. Therefore,
in addition to human activity levels, the supply of fuel is an important factor when
calculating fire risk. It can be concluded that as human activities rise in WUI areas
(as indicated by increased housing density), controlling the vegetation supply might
be an effective tool for fire risk management. Finally, with nearly 30% of the vacant
land located in relatively high fire risk zones (especially when many of them are
in the UWI areas) it is imperative to employ conscientious planning and preventive
measures as development proceeds into these lands.

In 1999, Godschalk et al. wrote, ... geographic information systems and com-
puter models ... [can] assist in guiding new development to safe locations ...”
(p- 532). During the past two decades there has been an explosion in the use of
GIS by private and governmental entities accompanied by enormous public expo-
sure to maps and images produced by these systems. It is in this setting that we
echo Franklin et al. (2000) who wrote that, “these types of analyses are [not only]
essential for spatial decision support related to fire management, suppression, pre-
vention, and land-use planning related to fire risk” (p. 1211), but are also becoming
routinely expected from an increasingly sophisticated public.

Ultimately, effective mitigation programs must engage the participation of local
governments, NGOs, private organizations and individual households (Godschalk
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et al. 1999). Wildfire risk analyses such as the one demonstrated in this paper gen-
erate informative and compelling maps that can be used to encourage conscientious
urban development, regulation of the WUI, scientific management of urban vacant
lands, and the participation of local landowners in the protection of their property.
These activities are integral necessities if Central Texas’ communities are to be pre-
pared for future wildfires.
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Chapter 11

Early Warning of Food Security Crises in Urban
Areas: The Case of Harare, Zimbabwe, 2007

Molly E. Brown and Christopher C. Funk

Abstract In 2007, the citizens of Harare, Zimbabwe began experiencing an intense
food security crisis. Due to a complex mix of poor government policies, high infla-
tion rates and production declines due to drought, the crisis produced a massive
increase in the number of food-insecure people in the capital city. The interna-
tional humanitarian aid response to this crisis was largely successful due to early
agreement among donors and humanitarian aid officials as to the size and nature of
the problem. This paper summarizes an analysis of MODIS NDVI which provided
highly accurate estimates of corn production in Zimbabwe in 2007. The estimates
enabled an early and decisive movement of resources, supporting the timely deliv-
ery of food aid to food insecure residents in Harare. Remote sensing data provided
a clear and compelling assessment of significant crop production shortfalls, which
gave donors of humanitarian assistance a single number around which they could
come to agreement. This use of satellite data typifies how remote sensing may be
used in early warning systems to identify food security crises in Africa.

Keywords Food security - MODIS - NDVI - Crop models - Zimbabwe - Early
warning systems

11.1 Introduction

Africa has experienced rapid urbanization over the past three decades, but unlike
many areas of the world, this transition has not been accompanied by strong eco-
nomic growth. Over the 1970-1995 period, the average African country’s urban
population grew by 5.2% per annum while its GDP declined by 0.66% per year
(Hicks 2002). Urban growth without increasing prosperity has failed to spur agri-
cultural modernization. Supplying growing numbers of poor urban Africans with
safe and affordable food will necessarily strain the food production and distribution
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system in Africa now and in the future, particularly in poorly managed economies.
Zimbabwe, a country experiencing nine digit inflation, provides a compelling exam-
ple. This chapter focuses on Zimbabwe’s capital city, Harare, and the role that
remote sensing has played in identifying and responding to food security crises in
the city (Fig. 11.1). Driven largely by government policies, the economic crisis has
transformed the country from a net exporter of food to a net importer. Extremely
high rates of inflation have increased the vulnerability of the residents of Harare
to climate-related food production declines by reducing their ability to import food
from outside of the country to augment food grown locally. Although farmers are
hard hit by inflation, wage earners in urban areas are particularly sensitive to the
continued erosion of their income. In response to this crisis, regional food security
organizations including the Famine Early Warning Systems Network (FEWS NET)
set up a new monitoring program in Harare to monitor the ability of residents to
access enough food.

Analysis of corn production in rural areas of Zimbabwe is central to the effort
to determine how vulnerable urban residents are to food insecurity. Economic and
policy changes by the Zimbabwean government in the past five years have caused
significant declines in the productivity of farms, reducing the amount of land under
cultivation, delaying the distribution of seed at the beginning of the season, reducing

Fig. 11.1 Digital Globe imagery of Harare, Zimbabwe, a city with approximately 2.8 million
residents in the larger metropolitan area
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the amount of fertilizer and pesticide available to farmers and greatly restricting
the amount of fuel available for farm machinery. Remote sensing techniques that
enable direct identification of cultivated land and its productivity and analysis that
relates these to annual food requirements are critical tools in the effort to determine
urban resident’s vulnerability to hunger. Having a reliable, independent estimate
of national grain production for the official United Nation’s estimate was a critical
element in determining the level of support that would be needed by the end of 2007.

This chapter first presents a description of the FEWS NET system and how it
is used to collect data to determine residents’ needs. A description of food secu-
rity issues in urban areas (focusing on Harare) follows, examining the role remote
sensing can play when dealing with issues concerning national and regional food
production and urban food security. Finally, a description of how remote sensing
was used to determining Harare’s 2007 food aid needs is provided, along with the
techniques used to estimate variations in agricultural production.

11.1.1 The Famine Early Warning Systems Network (FEWS NET)

FEWS NET is a program funded by the US Agency for International Development
(USAID). FEWS NET is tasked with monitoring food security in 23 countries, and
is composed primarily of local experts who work with specialists in the United
States who coordinate their reporting. The organization estimates local food avail-
ability, access, and utilization with a wide variety of datasets, including remote sens-
ing data, ground measurements of food production measuring “supply”, and a wide
range of other indicators meant to measure “demand” (the ability of a population
to purchase food) in concert with political and economic pressures that may affect
a region’s food security (Brown 2008). FEWS NET’s objective is to provide early
and actionable information that can motivate intervention to break the link between
climate extremes and famine (Davies et al. 1991; Wisner et al. 2004). This chapter
describes how remote sensing provided the earliest possible estimate of a national-
level food security problem and motivated a prompt and effective response from the
humanitarian community to forestall a situation that could have severely affected
Zimbabwe’s residents.

Because FEWS NET usually focuses on rural areas, its food security monitor-
ing system in Harare is unique. In the urban context, understanding how different
economic groups earn income and gain access to food is the basis for evaluating
food security. Urban consumers obtain most or all of their food from the market,
and thus rely on regional and national food production and distribution systems
to ensure there is sufficient food available for purchase. National production deficits
can be compensated for with imports from other regions or from outside the country,
but purchasing food from outside of the country requires foreign currency. If there
is insufficient foreign currency, a lack of political will, or inadequate organization
to move food from regions of surplus to regions of deficit, then urban areas are
likely to experience scarcity and rapidly increasing food prices, resulting in food
insecurity.
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11.2 Background

In the 2006/2007 growing season, Zimbabwe’s farmers produced less than expected,
and significantly less than the long-term average. Land redistribution and other agri-
cultural policies, in concert with the unavailability of, or poor access to, critical
inputs such as fertilizers, improved seeds, fuel, electricity, labor and draft power
(Fig. 11.2) aggravated the situation. Poor rainfall in the south exacerbated these
larger problems, but it was unclear at the time exactly how much food was actu-
ally produced. Estimates suggested that the harvest provided 45% of Zimbabwe’s
cereal needs, which left the country with an estimated import requirement of over
610,000 metric tons (mt) for 2007. The extent of the problem in 2007 was difficult to
determine because the government of Zimbabwe was blaming the crisis on hostile
foreign governments, including the United States. Even if they were available, the
likelihood that the Zimbabwean internal agricultural production figures were accu-
rate and reliable was extremely unlikely. Since every province in the country faced
a cereal deficit, urban residents were likely to find it a particularly difficult to access
food due to extremely high inflation coupled with high international food prices
and uncertain grain imports from other countries. Consequently, to determine the
scope of necessary food aid interventions from the international community, remote
sensing-based production estimates were critical.

In a rural setting, food security analysis focuses on sources of food and income
for different wealth groups. This focus is appropriate because members of a par-
ticular wealth group generally share the same level of food security and a similar
limited set of options for obtaining food and income. Members of these groups pur-
sue similar strategies at different times of year. The relative homogeneity of rural
livelihoods makes enquiry into sources of food and income the most efficient way
to generate a rapid understanding of food security in a rural context (FEWS 2000b).

The same level of homogeneity within wealth groups is generally not found
within an urban setting. Here, one source of food — the market — is usually pre-
dominant and so the focus of enquiry generally shifts towards questions of cash
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income and expenditure. Urban settings also offer a wider range of income sources
for any one wealth group, and earnings are less regular than in the countryside.
While incomes tend to be heterogeneous in urban settings, patterns of expenditure
do not. Poor families tend to spend similar amounts of money on similar things, so
that an enquiry into patterns of expenditure is often the most useful approach for
establishing an effective baseline for food security monitoring in an urban setting.
Since urban economies are primarily market-based, and many of life’s essentials,
often not paid for in a rural setting (i.e. accommodation, water, firewood) have to
be purchased in the town, food security analysis thus focuses on these non-food
elements (King et al. 2001).

During an initial assessment conducted in 2001, households were surveyed to
determine issues that impact food consumption. Households were clear about the
types of shocks that cause problems: inflation and the fact that residents are con-
stantly battling to keep up with rising prices (Fig. 11.3), currency devaluation,
increases in housing rents and electricity costs, and rising bus fares were all issues.
Vulnerability to widespread scarcity in food due to drought is far higher when infla-
tion is rampant.

In response to these types of shocks, households engage in a number of cop-
ing strategies. Most coping strategies are dependent on a household’s own human
and material resource base. To reduce expenditures, spending for, and consump-
tion of all items is minimized, particularly for items considered non-essential.
Cheaper, poorer quality food is purchased; walking or cycling is preferred to tak-
ing the bus; second-hand rather than new clothes are purchased; children and
other dependants (including terminally ill people) are sent to rural areas to live
with relatives; debt is accumulated on electricity, water and schooling payments;
crops are cultivated; cheaper accommodation sought; and fewer meals per day con-
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sumed. Attempts are made to maximize income from all sources. Those working
in the formal sector initiate informal-sector activities to supplement income; chil-
dren are sent out to work; gifts and loans sought from relatives; rooms rented;
assets sold; and savings drawn down. Finally, as a last resort, some engage in
undesirable, high-risk, or illegal activities such as begging, prostitution, or theft
(King et al. 2001).

By September 2006 urban households had already exhausted food stocks from
the spring growing season. After this point, the vast majority of the urban pop-
ulation became dependent on the market for maize and maize meal, with food
access constrained by inflation, low incomes, rising unemployment, government
price controls. The resultant shortages of food and other basic commodities in offi-
cial markets were accompanied by exorbitant food prices in the “parallel” market,
which is outside of authorized channels of trade. In November 2007, the Zimbab-
wean economy was stressed even further by foreign exchange shortages. As part
of the monitoring that FEWS NET had been conducting in Harare, price trends of
selected basic food items were recorded. Many goods had to be purchased on the
parallel market, where prices had increased from 100 to 800% between October
and December 2007, with little improvement anticipated until government policies
change.

11.3 Food Availability in 2007

In April of 2007, the UN Food and Agriculture Organization (FAO) provided funds
to Zimbabwe’s Ministry of Agriculture to conduct a national multi-stakeholder crop
assessment in May 2007. The assessment was required in order to move forward
on appeals for assistance for the country. Immediately following the assessment the
Government of Zimbabwe declared the drought a disaster and subsequently invited
the joint FAO and WFP Crop and Food Supply Assessment mission (CFSAM)
to verify the 2006/2007 crop production. After its in-country consultations and
field work, the mission revised the government’s cereal harvest estimates upwards
because of improvements in crop performance prospects brought about by better
than expected rainfall amounts and distribution towards the end of the 2006/2007
rainfall season.

The government’s cereal production estimate for the 2006/2007 agricultural year
was the lowest of the previous four years. The estimated production was about 59%
of the average maize, sorghum and millet harvests for the past five years and 45% of
the previous year’s production estimate of the four staple crops. Taking the govern-
ment’s cereal estimate as the worst-case scenario, combined with carry-over stocks
of 153,000 mt of maize, Zimbabwe faced a cereal deficit of 1,050,000 mt in the
2007/2008 consumption year. In terms of rainfall performance, the 2005-2006 sea-
son was a relatively good year, and although there were no reliable estimates of
on-farm stocks from that harvest, anecdotal evidence showed that some on-farm
carry-over stocks existed. The 2006 Zimbabwe Vulnerability Assessment Commis-
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sion assessment estimated that only about 6% of rural households produced in that
year than enough to take them to the current harvest (Table 11.1). Agricultural pro-
duction in 2006/2007 was thus critical to national food security. Due to the relatively
weak purchasing power residents of Harare, even small national deficits would have
significant negative impact on the food security of those living in the capital city.

Table 11.1 Main cereal harvest estimates for 2006/2007 compared to recent seasons’ harvests and
their implications for national cereal availability, in thousands

Staple cereals balance sheet

Year 2002 2003 2004 2005 2006 2007
Estimated cereal production 641 1172 1882 971 1648 739
Estimated national requirement 1897 1897 1905 1913 1923 1923
Estimated deficit —1256 =725 =23 —942 =275 —1184
Percentage total Gap —66 —38 —1.18 —4924 —14.31 —61.57
Percentage gap human only —58 —24 21.1 —-37.9 4.8 —53.0

11.4 The Emergence of a Crisis

In the past, Zimbabwe as a whole coped well with rainfall fluctuations, even though
they resulted in large variations in food production due to the predominance of rain-
fed agriculture. During the 1980s and 1990s, Zimbabwe was food self-sufficient
and exported surpluses to its neighbors in southern Africa and beyond, producing
significant export income. The country survived the droughts of 1982, 1987 and
1992 without substantial disruptions of economic activity (Mudimu 2002). There-
fore, the rainfall deficit and drought currently being experienced in Zimbabwe does
not explain the country’s current vulnerability to food insecurity.

In 2000, Zimbabwe began implementing land reform policies that transferred
farms from minority white commercial farmers to majority landless blacks.
Although the policies were implemented to improve the equity of land ownership
within the country, they have had a severely negative effect on the economy. Land
redistribution caused a complete cessation of organized farming in formerly com-
mercial farm areas that had produced enormous amounts of surplus food every year.
Before land reform, organized commercial farmers utilized sophisticated technol-
ogy and high levels of fertilizer and seed inputs to produce very high yields. The
landless people who were resettled on the farms were not provided with the tools,
seeds, or know-how needed to tend the farms properly and have been barely able
to grow enough food to feed themselves. In 2005, the government exacerbated the
economic crisis by demolishing illegal shantytowns on the outskirts of Harare. By
demolishing swathes of informal urban settlements, Zimbabwe must now cope with
an estimated population of 570,000 internally displaced people (IDP), as estimated
by the Internal Displacement Monitoring Centre in 2007.

By the summer of 2007, Zimbabwe’s inflation rate was the highest in the
world, reaching more than 1000% per month (FEWS 2008). Erratic rainfall in the
2006/2007 growing season exacerbated production declines, forcing a larger por-
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tion of the population to turn to markets for food, and greatly increasing prices in
Harare and other urban areas. In March 2007, a meeting was held in Rome, Italy
by the major partners concerned with food security in Zimbabwe (USAID, World
Food Program [WFP], Southern African Development Council, US Department of
Agriculture [USDA], the European Commission, European Global Monitoring for
Food Security [EGMFS] and the European Union’s Joint Research Council [JRC])
to come to a consensus about Zimbabwe’s food security situation, what could be
done to assist the country, and develop a general plan for how the humanitarian
community should proceed. FEWS NET was able to provide meeting attendees an
estimate of area planted, and maize yield/production estimates for the 2006-2007
growing season. The estimates showed that Zimbabwe’s crop production was going
to fall far below the levels necessary to provide adequate food for its citizens.

As it became clear that food aid would be needed in 2007, the question was how
much assistance was appropriate. Zimbabwe’s national government was unwilling
to admit there was a food security problem or that its agricultural policies were
unsuccessful, therefore the production/planting data released by the country in 2007
was suspect. Although crop areas in the north of the country had a very good rainy
season that year, southern portions were experiencing drought and crop failure.
Because of the agricultural production deficits, Zimbabwe needed to import grain,
but how much grain was needed?

Having a reliable, independent estimate of national grain production for the
Rome meeting was a critical element in determining the level of support that would
be needed by the end of 2007.

11.5 Remote Sensing Data to Estimate Maize Production

FEWS NET routinely uses Normalized Difference Vegetation Index (NDVI) images
to identify areas experiencing drought-related reductions in production, as well
as poor pasture conditions (Field 1991; Hutchinson 1998; FEWS 2000a), malaria
(Hays et al. 2002), epizootic diseases such as Rift Valley Fever (RVF) (Linthicum
et al. 1999), and damaging pests such as locusts (Hielkema et al. 1986; Tucker
etal. 1985 ). The NDVI is formed using the following equation, where NIR is near
infrared light and VIS is visible light:

NIR — VIS

NDVI = ———
NIR + VIS

NDVI is related to vegetation vigor, because leaves that are photosynthesizing
reflect 20% or less of light in the 0.5—7 pwm range (green to red) but absorb light at
about 60% in the 0.7—1.3 pm range (near infra-red). The value is then “normalized”
to the range —1<=NDVI<=1 to partially account for differences in illumination and
surface slope.

Although NDVT is useful, FEWS NET usually calculates production with crop-
specific models that enable estimates of yield reduction due to variations in rainfall
(Senay and Verdin 2003). FAO studies have shown that rainfall can be related to
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crop production using a linear yield reduction function specific to a crop (Doorenbos
and Pruitt 1977; Frere and Popov 1986). More recently, Verdin and Klaver (2002)
and Senay and Verdin (2003) demonstrated a regional implementation of this linear
approach in a grid cell based modeling environment using FEWS NET’s Rainfall
Estimate (RFE) product. The spatially explicit water requirement satisfaction index
(WRSI) is an indicator of crop performance based on the availability of water to
the crop during a growing season (Verdin and Klaver 2002). The WRSI measures
the reduction in yield per unit area due to water deficiencies at specific stages of
crop development. It does not attempt to measure any other kind of yield reduction,
of which there are many. FEWS NET has operational programs that calculate the
WRSI for maize (corn), millet, sorghum and rangeland grasses in Africa and Central
America.

In Zimbabwe, however, these methods were systematically overestimating the
amount of food produced in the country. The WRSI does not incorporate variations
in amount of crop planted, farming methods, use of inputs or other possible sources
of variation in production. Because of the upheaveal in Zimbabwe during the previ-
ous five years, changes in farming methods, reduction in planted area and persistent
rainfall deficits in the country resulted in a reduction in production since 2002 (see
Fig. 11.2). These reductions confounded the models’ normal assumptions of agri-
cultural productivity and resulted in very poor ability to estimate production (Funk
and Budde 2009).

In response to these problems, the Vegetation-Sum metric was developed as
an analog to the WRSI by C. Funk (coauthor of this paper) with assistance from
Michael Budde at the US Geological Survey, in order to improve FEWS NET’s
ability to predict maize production in Zimbabwe (Funk and Budde 2007). Because
the metric was based on observed greenness in cropped areas correlated to actual
recent production figures, it provided a much better ability to estimate production
in current years than crop models. The Vegetation-Sum calculation incorporates a
lag that combines delays associated with the temporal sensitivity of crops to length
of the growing season and the delayed response of vegetation to rainfall during the
first few weeks after sowing (Kerr et al. 1989; Richard and Poccard 1998; Potter et
al. 1999; Ji and Peters 2003; Funk and Brown 2006). Inputs to the model include
Moderate Resolution Imaging Spectoradiometer (MODIS) 250 m NDVI from the
MOD13 product, a detailed, 30 m crop mask for the country and estimates of cereal
production for the past 15 years.

While the WRSI estimates actual evapotranspiration (ET) via an extended mois-
ture balance, it has also been shown that MODIS vegetation indices can be a good
proxy for actual evapotranspiration (Chong et al. 1993). This finding suggests that
the sum of NDVI increases over the mid-to-late season growing period should be
a good indicator of crop evapotranspiration. Equation (11.1) thus summarizes the
approach described in Funk and Budde (2009) to estimate production using vegeta-
tion data.

onset+LGP onset+LAP+lag
> ETia ZV = meag (NDVI, — NDVIser) (11.1)

onset
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The v calculation (Eq. 11.1) incorporates the lag described above. We also
include a length of accumulation period (LAP), which estimates the length of grow-
ing period (LGP). LAP determines the length of the window over which the NDVI
is summed. NDVI ;¢ is subtracted from Xv to remove the pre-onset influences
associated with the previous dry and rainy seasons. The dates used in this study for
the onset of rains were based on a simple rainfall accounting method defined as the
first 10-day period in which at least 25 mm of rain fell, followed by two 10-day
accumulation periods with a total of at least 20 mm of rain. These onset periods
were then linked to the closest 16-day MODIS composite period (Funk and Budde
2009).

While the equation above is physically plausible there are a number of con-
tamination sources that can confound the potential NDVI/ET and crop productiv-
ity relationship. Temporally, cloud and moisture contamination can influence the
NDVI signal. Vegetation signals from before or after the season contain variations
not related to grain filling. Thus an onset-of-rains temporal re-alignment to account
for some of these effects was implemented. Finally, spatial filtering was used to min-
imize the influence of non-agricultural vegetation on the Vegetation-Sum results.
Combined with a high-accuracy cropped area map based on 30-m Landsat The-
matic Mapper data, the method provided a way to calculate relative production with
high accuracy.

A major problem that FEWS NET encountered in implementing this method for
the 2007 growing season was that the data upon which it relies, the MODIS NDVI,
was affected by a change from one processing algorithm to another in January 2007.
This change meant that data from one processing scheme (Collection 4) was avail-
able from 2000 to 2006 and from an improved scheme starting in January 2007
(Collection 5). Unfortunately, the Collection 4 and Collection 5 data are not com-
patible over cropped areas, and FEWS NET needed a complete time series from one
or the other in order to conduct its analysis. To quickly process the data in March in
time for the April meeting in Rome, FEWS NET appealed to the personnel who pro-
cess NASA MODIS data to conduct a special processing using the defunct MODIS
Collection 4 algorithm. By communicating the urgency of the situation in Zimbabwe
to NASA officials, FEWS NET was able to receive 16-day composites for the four
MODIS tiles over the region for the January—April 2007 period allowing the analy-
sis to proceed in a timely manner.

The NDVI imagery was used to produce national 2006/2007 NDVI averages
(Fig. 11.3), and Vegetation-Sum production estimates. A comparison of the USDA’s
Foreign Agriculture Service’s Production Estimates and Crop Assessments Division
(PECAD) cereal production estimates against Vegetation-Sum production estimates
provided a way to transform the vegetation sum metric into actual production esti-
mates. The Vegetation-Sum metric primarily measures yield variations associated
with environmental drought. Using statistics from the Government of Zimbabwe
and FEWS NET, an analysis shows that the 1999-2007 period production figures
and yields are highly correlated (R* = 0.85), and Vegetation-Sum tracks with both
these time-series (Funk and Budde 2007). The analysis showed that the 2006/2007
cereal production was estimated to be about 35% below that of last season. Varia-
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tions in area harvested are not captured with this method. In 2006/2007 reductions
in cultivated area were probably responsible for a further 15% reduction in cereal
production (Reynolds 2007, Results from a USDA/USAID crop tour of Zimbabwe,
Unpublished report to USDA).

11.6 Discussion and Conclusions

This chapter describes the use of remote sensing data to estimate reductions in
food production in Zimbabwe in 2007. By combining information regarding how
urban residents access food with national food production estimates based on remote
sensing, the food security situation in Harare can be estimated. The price of food in
the capital city in 2007 was highly dependent on production in the rest of the coun-
try, since inflation reduced the value of the currency and hence the ability to pur-
chase food outside the country. Sharply reduced access to normal regional trade and
dysfunctional markets in the capital city amplified the effect of production deficits
on urban residents. This situation accentuated the normal role of markets in redis-
tributing food within and between regions, demonstrating the interconnectedness of
food markets in the region. When a market is isolated, it means much higher prices
and more difficult access to necessary commodities for consumers.

Deficits in agricultural production in Zimbabwe during the 2006/2007 period
appear fairly mild when examining the past two decades of rainfall variability. The
vulnerability of Harare residents to food shortages during the period was caused
by economic upheaval, not by variations in rainfall. Had the rainfall deficits that
occurred in 2006/2007 happened ten years earlier, little or no response would have
been required of the international community. It was due to the context in which the
deficits occurred that made remote sensing data central to the effort to determine
early estimates of food production so that plans could be developed to provide food
aid to the regions most in need.

At the time of this writing, commodity prices are at a four-decade high. Such
high prices have further focused aid organizations’ efforts on accurately measuring
the amount of food produced as each kilogram of grain is much more highly valued.
This situation has reinforced the central role of remote sensing in the effort to detect
and motivate early response to food insecurity. This chapter has shown that MODIS
data and the Vegetation Sum analysis produced early maize production estimates,
which provided a clear and direct way to understand the scope of the local food
security problem.

The vegetation sum metric was developed as an alternative to the WRSI,
but there are multiple other approaches to estimating food production over large
areas, including systematic on the ground surveys, statistical analysis of wholesale
agents, and complex crop models, which include multiple parameters that estimate
the impact of temperature, fertilizer and seed varietals. These other approaches
are often very expensive and time consuming, particularly in regions experienc-
ing upheaval or conflict. The approach taken here is simple, rapid and com-
pletely independent of the local government. This independence makes the result
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far more trustworthy for international aid organizations than an on the ground
assessment where government officials would have much more control over the
outcome.

The situation in Zimbabwe in 2007 was a complex economic, political and envi-
ronmental problem, thus providing aid on the basis of national food production
deficits instead of individual or household need was an expedient and effective way
to rapidly provide assistance to region in turmoil. Remote sensing analysis provided
humanitarian decision makers a single number that represented an estimate of food
aid need around which all parties could come to agreement. This use of remote
sensing data typifies how earth science data is used in early warning systems in
Africa.
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Chapter 12
Spatial Information Technologies for Disaster
Management in China

Jing Li, Yunhao Chen, A-du Gong, and Weiguo Jiang

Abstract China’s monsoon climate and special geographical and geological con-
ditions leaves it vulnerable to frequent natural disasters, including floods, droughts,
forest fires, and earthquakes. Because China’s population density is high, these dis-
asters often result in serious casualties and enormous economic losses. The problem
becomes more and more severe as the frequency of natural disasters and related
economic losses are expected to increase with global climate change. Therefore,
disaster prevention and relief are considered as among the most important tasks
facing the nation. A great deal of management and technical work (including spa-
tial information technology for disaster reduction) has been performed to reduce
losses from natural disasters. This chapter begins with an introduction to China’s
disaster management and emergency management systems. The “5.12” Wenchuan
Earthquake and the application of spatial information technology to disaster relief
in the earthquake area is then described. The chapter concludes by describing a new
project in China, the “Small Satellite Constellation for Environment and Disaster
Monitoring and Forecasting”.

Keywords Spatial information technology - Wenchuan Earthquake - Disaster -
Emergency management - UAV remote sensing

12.1 Introduction

Natural disasters cause serious casualties and losses every year and can sometimes
lead to social and economic turbulence. Therefore, disaster prevention and relief are
considered very important in most countries. China is subject to many severe natu-
ral disasters, and has been working to improve natural disaster relief and prevention.
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Significant management efforts (such as the establishment of a nation-wide emer-
gency management system) and technical achievements (such as the application of
spatial information technology for disaster reduction) have been implemented in
recent years to reduce loss from natural disaster. When responding to the “5.12”
Wenchuan Earthquake, China’s most severe disaster in 30 years, the national emer-
gency management system and spatial information technologies both played a very
important role in disaster relief.

12.2 Emergency Management System in China

Natural disasters threaten national economic development as well as people’s lives.
China is severely affected by multiple types of high frequency natural disasters
(Li and Chen 2007). These natural disasters have caused increasing economic losses
to the country, especially since the 1990s, with major impacts on economic growth
and social stability. For example, in 1992, China’s economic loss due to natural
disasters was about $10 billion (US dollars). In 1994 losses increased to over $20
billion, and in 1996 to more than $30 billion (Li and Chen 2007). But these numbers
are small when compared to losses from the Wenchuan Earthquake that occurred on
May 12, 2008 in Sichuan Province. Direct economic loss from that single event
reached more than $100 billion (WEEG 2008)!

As a response to its high frequency of natural disasters, China has taken a series
of initiatives to set up official coordinators for management and research efforts
related to disaster reduction and relief. In April 1989, the Ten-year International
Disaster Reduction Committee of China (TIDRC) was founded at the recommen-
dation of the United Nations. In October 2000, TIDRC was renamed the Inter-
national Disaster Reduction Committee of China (IDRC), with a general office
housed in the Ministry of Civil Affairs. More recently, the State Council of China
approved changing IDRC to the National Committee for Disaster Reduction of
China (NCDR), functioning as the nation’s emergency coordinator for natural disas-
ter relief (Fig. 12.1). NCDR’s Board of Experts consists of many academicians and
disaster reduction experts who serve as a “think tank” to provide recommendations
for decision-making. The Ministry of Civil Affairs and the Ministry of Education
have also co-founded the Academy of Disaster Reduction and Emergency Manage-
ment (ADREM), based at Beijing Normal University. ADREM serves as a national
research base and education center for disaster reduction and emergency manage-
ment and includes four institutions: the Institute of Geo-information Science and
Technology, the Institute of Disaster and Public Security, the Institute of Drought
and Blown-sand Disaster, and the Chang-Cheng Institute of Integrated Risk Man-
agement. ADREM also supports a key laboratory of the Ministry of Education and
seven research and teaching centers (No Author 2007).

In order to support disaster reduction and emergency response management,
China established a National System for Disaster Emergency Response (NSDER).
NSDER classifies natural disasters into four categories based on damage. When
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Fig. 12.1 The structure of National Committee for Disaster Reduction of China (NCDR)

a disaster occurs, depending on the category it occupies, a “project” designed to
instigate the appropriate level of response is triggered. Therefore, during an emer-
gent disaster situation, the system defines who is responsible for making the deci-
sion to instigate a project at each level as well as the tasks to be performed by
every emergency response working group. Following this method, even if com-
munication channels are interrupted (a common problem during large-scale disas-
ters), all emergency response working groups continue functioning by following
pre-defined procedures. This system minimizes delays as well as other issues that
can arise due to communication problems. When a natural disaster situation initiates
a national level project for disaster emergency response, the emergency response
working group of the Central Government, following the procedure defined by
NSDER, forms and arrives at the disaster area within 24 hours to manage relief
activities.

NSDER also requires that a material reserve system for disaster relief be cre-
ated. Consequently, ten national-level material reserve stations have been built in the
cities of Shenyang, Harbin, Tianjin, Zhengzhou, Hefei, Wuhan, Changsha, Nanning,
Chengdu and Xi’an. Furthermore, provincial-level material reserve warehouses have
been created in 26 provinces, autonomous regions and municipalities. In some cities
and counties that are especially vulnerable to disasters, local material reserve ware-
houses have been built as well. Currently, essential living materials such as tents,
clothing and quilts are stored in these reserves. In the event of a disaster, these relief
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materials can immediately be transported to the impacted area to provide necessities
to the victims. In recent years, this national system for disaster emergency response
has played a more and more important role in emergency response in China.

12.3 NSDER in Wenchuan Earthquake

The Wenchuan Earthquake (also referred to as the Si Chuan Earthquake, or on
“Wikipedia” as the Sichuan Earthquake) occurred at 14:28 (Beijing Time) on May
12, 2008. Immediately, an NSDER first-level project for an earthquake disaster was
launched with the Central and local government organizing rescue tasks. The emer-
gency response working group of the Central Government, led by Prime Minister
Wen Jiabao, arrived at the disaster area within hours of the quake. Within a short
time frame various materials for disaster relief were also transported to the disaster
area from central- and provincial-level material reserve warehouses. Simultane-
ously, a working group oversaw transport of the materials for disaster relief, evalu-
ated the possible shortage of these materials in the reserve warehouses, and began
the process of obtaining additional materials. For example, the normal yearly need
for disaster-relief tents is 100,000-150,000, with 300,000-400,000 tents in mate-
rial reserve warehouses. However, the intensity of Si Chuan Earthquake caused the
destruction of so many houses that the working group estimated at least 1,000,000
tents were needed. Quickly announcing the increased need for tents resulted in the
disaster area receiving a total of 1,600,000 tents within a short period of time.
Another advantage of the NSDER response system became evident in terms of
communication, as alluded to earlier. In the first few days after the earthquake, due
to communication system damage, information and commands could not reach the
various departments and working groups in a timely manner. However, these entities
were still able to begin their work quickly after the quake, following the procedures
that had been established for a first-level emergency response project. Time that may
have been lost waiting for commands from the upper administration was therefore
minimized, ensuring timely rescues.

During emergency response, it is very important to transmit timely and reli-
able information to support decision making. Because disasters can happen sud-
denly and affect a large area, developing events can be difficult to monitor using
conventional means of communication, especially during a severe event such as
an earthquake. The destruction of communication instruments and information
collecting/transmitting facilities in a disaster can cause serious problems for emer-
gency response and damage relief efforts. In an effort to address this problem, var-
ious new information technologies are being employed (e.g., remote sensing, GIS,
satellite navigation systems, satellite communications) to ensure communication
and information collection is not interrupted. Collectively referred to as geographic
information technologies (GIT) for the purposes of this paper, such an information
collection, analysis and sharing system was established by NSDER and has become
an integral part of the national disaster and emergency management system. From
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the day the Wenchuan Earthquake occurred, this system was used several times a
day to send situation reports to disaster relief headquarters as well as to all NCDR
members.

12.4 Spatial Information Technologies in Emergency Response

When the Wenchuan Earthquake occurred, all regular communication systems
ceased functioning. The Central and local governments immediately dispatched
many satellite communication vehicles and more than 3000 satellite telephones
to the region, creating a satellite communication network in the earthquake area.
Simultaneously, the Chinese satellite navigation system (BeiDou-1), which has both
navigation and communication functionality, was pressed into use. More than 1000
BeiDou-1 terminals were dispatched to the disaster area to support the satellite com-
munication system, representing the first time that a satellite-based communication
system was extensively used for disaster relief on such a large scale in the country.
During the first two weeks after the quake, almost all important communications
in the disaster area were transmitted by this satellite-based system, ensuring that
the disaster relief headquarters could get fast and accurate information regarding
activities and make timely decisions. Because most of the disaster area is located in
mountainous terrain, repairing the regular communication system is a difficult and
time-consuming enterprise. Under these circumstances the satellite communication
system was an essential component of the response to, and relief activities of, the
5.12 Quake for a long period of time.

One role of disaster risk analysis is to monitor and analyze the risks posed by
various hazards and assess a location and its population’s relative vulnerability to
diasaster. GIT plays an important role in disaster risk assessment and development
of early warning techniques by integrating physical data derived from scientific
observation of the atmosphere, land, and ocean with socio-economic data. A space-
gound integrated monitoring network further improves risk analysis and early warn-
ing efforts, increasing the accuracy of models and analyses.

Together with the satellite communication system, remote sensing technology is
widely used for disaster response in China. Remote sensing fosters the collection
of data over large spatial areas and from various portions of the electromagnetic
spectrum. Images can be obtained from great distances and some satellites that uti-
lize RADAR imagery can provide all-weather imaging capability. Analyzing remote
sensing data can help identify the occurrence of a natural disaster, monitor its devel-
opment, and provide timely and reliable information that assists in determining the
spatial extent of the disaster and estimating losses. In China, remote sensing tech-
nology has been used widely in all phases of disaster management, including during
the preparation, early warning, emergency response, and recovery phases.

Prior to a disaster, remote sensing’s primary role is in the preparation and
early warning phases. In the preparation phase, remote sensing (in concert with
GIS and satellite navigation systems) data can be used to establish a background
database, including natural and social economic data. A background database is very
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important for each phase of disaster management and also offers needed parameters
to support early warning efforts.

When a disaster occurs, remote sensing is normally used to monitor the impact
area with a focus on collecting information regarding type of event, its location and
scope, whether it is localized or has a moving path, and its duration. When monitor-
ing a natural disaster, visualization and fast evaluation of the disaster-affected area
are two of the most useful contributions remote sensing can supply to those tasked
with disaster management. Satellite images can be used to extract information about
trends and changes in the area affected by the disaster; analyzing these images, pol-
icy recommendations for disaster prevention can be made and measures to improve
disaster relief practice designed.

Under the right circumstances (e.g., no cloud cover), remote sensing can quickly
perform initial disaster impact assessment in the emergency response phase. An
integrated system containing images, land use/land cover, and GIS layers (e.g.,
socio-economic, pre-disaster imagery) can be used to model the scope of a disaster,
the number of people affected in a disaster area, and the total population that may
need to be relocated. Based on the results of an impact assessment, measures and
countermeasures can be implemented in improve efficiency when making arrange-
ments for affected populations and planning for recovery.

After a disaster, remote sensing can be used for loss assessment, including ana-
lyzing the extent and intensity of damage (including economic loss), damage to
utilities (e.g., transportation, power, water, gas) telecommunications, housing, and
environmental pollution. Such technology can also be used to evaluate the effect of
disaster relief efforts.

12.5 Remote Sensing Applied in Response to the Wenchuan
Earthquake

As summarized above, remote sensing can provide a great deal of information to
support disaster relief decision-making during crisis situations, and has been suc-
cessfully used for disaster reduction in China (Li and Chen 2007). During the “5.12”
Wenchuan Earthquake, remote sensing technologies played a very important role in
the disaster management effort.

Shortly after the earthquake, many government agencies (e.g., National Remote
Sensing Center of China, National Committee for Disaster Reduction of China),
universities, and research institutes began to collect and analyze satellite images
from the disaster area. Agencies in China that had remote sensing satellite data
were contacted in an effort to obtain updated imagery. Also contacted for addi-
tional imagery was the “International Charter”, whose membership seeks to pro-
vide “... a unified system of space data acquisition and delivery to those affected
by natural or man-made disasters ...” (International Charter 2008). The request
was supported by all agencies, both inside and out of China, and a large amount
of imagery delivered on a daily basis — more than 1300 images acquired by at
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least 23 different satellites were provided to disaster response agencies free of
charge. Meanwhile, the remote sensing working group of the National Remote Sens-
ing Center of China arrived in the disaster area on May 13, after which aircraft
were also used to collect data and monitor progress. More than 20 aircraft were
used, acquiring visible, infrared (IR), Synthetic Aperture Radar (SAR), and laser
imagery.

More than 20 terrabytes of imagery were collected and experts from many agen-
cies worked together to analyze the data. Information and analysis results were
produced and shared with the disaster relief management headquarters and various
government agencies. Based on a rough survey conducted in mid-June of 2008,
about 2000 disaster analysis maps were made based on remote sensing images
and 50 Atlases (in 3 series) compiled (SECWE 2008). Through image analy-
sis, 5776 new landslides, 935 destroyed roads, and 143 new “barrier lakes” were
identified. These analyses were compiled into 400 analysis reports provided to
the State Council. The results of the image analysis and the related reports pro-
vided updated and accurate information to decision makers regarding the disas-
ter situation, and greatly improved disaster relief efforts. For example, on May
14, 2008, the National Remote Sensing Center of China (NRSCC) analyzed a
satellite image and discovered a new lake (named Tangjiashan Barrier Lake) had
formed in a mountainous area due to landslides caused by the earthquake. Anal-
ysis revealed that the lake’s water level was rising quickly and posed a severe
threat to earthquake victims temporarily housed downstream. The NRSCC moni-
tored the new lake on a daily basis using satellite and aircraft remote sensing images
(Fig. 12.2), regularly reporting any observed changes to the Central Government.
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Fig. 12.2 Dynamic change map of Tangjiashan Barrier Lake in BeiChuan County, based on satel-
lite optical images (May 14, 16, 19, 22, and 26); the various colors show change in water area on
different days

Source: State Expert Committee of Wenchuan Earthquake 2008
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These reports provided critical information to disaster relief headquarters, lead-
ing to decisions regarding the lake’s management and the related downstream
evacuation plan.

Disaster monitoring efforts also received immense support from international
agencies and experts who not only provided updated satellite images free of
charge, but also shared their analysis results in a timely manner. For example,
Professor Linlin Ge from the University of New South Wales, Australia, and Pro-
fessor Yifang Ban from the Swedish Royal Institute of Technology worked closely
with the authors of this chapter, obtaining the newest images (including visible and
SAR data), processing them quickly, and providing the results to us as rapidly as
possible.

In addition to the conventional collection devices discussed above, an Unmanned
Aerial Vehicle (UAV) was employed in order to obtain images with much higher
resolution (0.1—0.2 m) beneath cloud coverage. While UAVs have been widely
used in China, this was the first time they have been used to monitor a disaster
situation. On May 15, 2008, more than 100 images in Beichuan Town were col-
lected using a mini-UAV (Fig. 12.3). Beichuan Town is the most damaged loca-
tion in the entire disaster area, with most houses destroyed. During the first week
after the earthquake, cloud cover forced the aircraft to fly at an altitude lower
than 300 m to stay beneath the clouds. High quality and high resolution images
were collected in this manner and immediately sent to the Central Government in
Beijing and the disaster relief headquarters through the satellite communication

Fig. 12.3 Unmanned Aerial Vehicle (UAV) image, Beichuan County; house damage in the disaster
area can be clearly seen
Source: Photograph by Jing Li, May 15, 2008.
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system. More than 20 pilotless aircraft were used in the disaster area, collecting
many high resolution images which could be used to monitor changes in the disas-
ter situation and to make various maps to support relief and recovery plans. These
images are considered to be among the most valuable data collected following the
earthquake.

12.6 Conclusion and Discussion

Over the past 20 years, GIT has been widely used for natural disaster management in
China, serving in the capacity of disaster monitoring, loss evaluation, risk analysis,
and in the creation of maps and reports to disaster management agencies. In the
aftermath of the “5.12” Wenchuan Earthquake, GIT again provided invaluable data
to aid disaster relief efforts and decision making. Application of the UAV during
the disaster monitoring stage was also very successful due to its ability to obtain
high resolution imagery on cloudy days. Research is continuing to improve UAV
capabilities so that it can function more efficiently in future disaster situations.
Remote sensing imagery greatly aided disaster management during the after-
math of the “5.12” Wenchuan Earthquake. However, current Chinese satellites were
not designed for disaster monitoring, nor can the total number of satellites owned
by China meet the country’s needs for disaster management. This fact was recog-
nized before the Wenchuan Earthquake, when in February 2003, the State Council
of China approved creation of the “Small Satellite Constellation for Environment
and Disaster Monitoring and Forecasting” (called the “HJ-1 satellite constellation”).
Consisting of four optical and four SAR satellites, the HJ-1 is designed to fly sun

Fig. 124 HJ-1A Wide Field CCD Camera Color composite image, Hangzhou Bay Area,
September 8, 2008 (http://mil.news.sina.com.cn/s/2008-10-21/0943526303.html)
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synchronous orbits, and after all 8 satellites are launched the constellation will pro-
vide country-wide disaster monitoring capabilities on a 12-hour basis (Li and Chen
2007). Two of the optical satellites, HJ-1A and HJ-1B, were launched on September
6, 2008. HJ-1A carries a Wide Field Charge-coupled Device (CCD) camera and
a Hyperspectral Imager. HJ-1B satellite carries the same CCD camera and an IR
camera. The CCD cameras collect information from four bands (0.43—0.52 pm,
0.52—0.60 wm, 0.63—0.69 um, and 0.76—0.90 pwm) with 30 m resolution
and a 720 km swath (Fig. 12.4). The infrared scanner collects information from
four IR bands (0.75—1.10 pm, 1.55—1.75 pm, 3.50—3.90 pwm, and 10.5—12.5 pm)
with 150~300 m resolution and a 720 km swath. The hyperspectral imager, China’s
first such satellite, collects information at 110 bands (5 nm radio) with a 100 m spa-
tial resolution and a 50 km swath. The launch of these satellites and use of their
sensors for disaster mitigation, planning, and response will greatly improve China’s
future disaster management practices and policy making.
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Chapter 13

A Cybercartographic Tool for Supporting
Disaster Prevention Planning Processes

and Emergency Management in Mexico City

Elvia Martinez-Viveros and Fernando Lopez-Caloca

Abstract Researchers at Mexico’s CentroGeo have developed a cybercartographic
tool under the acronym Geodisplat. The objective of this chapter is to present this
tool and its potential to support processes of disaster prevention planning and emer-
gency management in Mexico City. Geodisplat is an interactive-computerized tool
that allows the fusion of pieces of information and data from multiple sources and
the modeling of systems that interact in the disaster cycle. Navigation in Geodisplat
is guided by a conceptual model with vulnerability serving as the central concept
for the spatial analysis of disaster, and planning as the process with the capacity to
diminish vulnerability. Disasters are approached in stages that comprise “before”,
“during”, and “after” a natural or technological catastrophe occurs at a certain place
and time. Planning groups need to understand factors that increase human and sys-
tem vulnerabilities at different times during the disaster cycle and, in a procedural
sense, to adapt their activities to the decision-making environment in which they find
themselves operating. The tool’s main contribution lies in its capacity to support the
decision maker’s information needs during the different stages of the disaster cycle,
and to do so in an efficient and timely way.

Keywords Vulnerability - Disaster - Cybercartography - Planning

13.1 Introduction

Mexico City is a megalopolis full of complexities including highly accelerated
demographic growth with an enormous part of the population inhabiting areas prone
to disasters. The city’s urbanization has been characterized (amongst other pro-
cesses and factors) by a large population density in poverty-stricken and marginal
neighborhoods, frail housing concentrated in irregular settlements, stress placed on

E. Martinez-Viveros (&)

Centro de Investigacion en Geografia y Geomatica “Ing. Jorge L. Tamayo A.C.”, Contoy 137,
Lomas de Padierna, Tlalpan 14240, México D.F.

e-mail: emartinez@centrogeo.org.mx

P.S. Showalter, Y. Lu (eds.), Geospatial Techniques in Urban Hazard and Disaster Analysis, 255
Geotechnologies and the Environment 2, DOI 10.1007/978-90-481-2238-7_13,
© Springer Science+Business Media B.V. 2010



256 E. Martinez-Viveros and F. L6pez-Caloca

marginal soils by displaced rural migrants, inefficient and oversaturated transport
and roadway systems barely able to support the massive daily commute of the city’s
inhabitants, irregularities in the enforcement of construction norms and use of soil
regulations, and the building of structures that impede natural drainage patterns and
water flow.

In the basin of the Valley of Mexico, where this megalopolis is situated, there are
a number of natural hazards that can cause a disaster, including: earthquakes, vol-
canic activity, floods and landslides (these last two can affect different areas within
the city limits during the rainy season, causing multiple minor disasters). The pos-
sibility of a technological disaster is also quite relevant due to the concentration of
intense industrial activity and the storage of hazardous materials that are transported
and discarded, often without complying with strict safety regulations. This situation
increases the vulnerability of not only the city’s inhabitants but also the systems
on which they depend, such as water, electrical supply, distribution of staples, and
access to health care.

Recently, international consensus has developed regarding the value of geospa-
tial information and tools when used for disaster prevention and emergency man-
agement. Consequently, a series of Mexican government and academic institutions
have produced geospatial data including landmarks from the city’s geographic sur-
face to be used as spatial reference points for data relevant to disaster prevention
and emergency management, thematic data to help visualize the geographic con-
text, and hazard-related data considered useful during the response/recovery phase
or to generally reduce the impact of disasters. Models to analyze dangerous scenar-
ios posed by different hazards have also been developed, and spatial differentiation
between social group vulnerability (mainly using housing characteristics) and the
city’s infrastructure are being explored. These efforts result in a wide variety of
relevant scientific information and knowledge pools. Unfortunately, they are often
stored in incompatible formats, represent diverse geographic scales and attribute
accuracies, and are dispersed across multiple agencies and organizations with lit-
tle culture of information-sharing. Limited diffusion of this existing geospatial data
impedes user access and thus its incorporation into decision making, monitoring and
analytic processes.

To address the problem described above, a “cybercartographic” tool was devel-
oped by a research group at CentroGeo. The main objective of this tool is to inte-
grate and fuse spatial information and knowledge within a systematic perspective in
order to support prevention planning processes aimed at mitigating risk and reduc-
ing vulnerability in Mexico City. This geo-disaster-planning-tool (Geodisplat) per-
forms salvaging, updating, visualization and analysis of geospatial data produced
by different sources regarding Mexico City’s risks and vulnerabilities. Geodisplat
also performs spatial analysis of population vulnerabilities, fusing spatial patterns
of vulnerability and hazard in order to create risk maps. The system builds upon
a cybercartograpic model and architecture proposed by Reyes et al. (2006), which
takes into consideration the process of communication and the role of these tools in
conveying spatial information and knowledge by means of different languages and
media.
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Users interact with Geodisplat by navigating through cartographic products,
geospatial information, and multimedia files (e.g., text, audio, video). A viewer that
responds to queries from the multimedia platform was created to display geospa-
tial information. Scenarios presented in the geospatial viewer can be examined or
enriched by users who can add spatial, statistical, or qualitative information or build
new maps using Geodisplat’s tools. The cartographic layer can accept diverse file
formats such as: html, pdf, doc, or xls, allowing inclusion of text, photographs,
videos or graphics. Geodisplat can also build algebraic indicators using variables
included in the data base. These indicators can be displayed as thematic maps for
visualization and analysis or intersected for more complex analyses.

Geodisplat development is supported on ESRI MapObjects; therefore it includes
all basic tools of a Map Viewer (e.g., zooming in or out, panning, measuring).
Geodisplat also includes tools programmed in Microsoft Visual Basic for: saving
in a database digitized points, lines or polygons; buffering the affected areas; hyper-
linking information in multimedia files such as text, audio or video; identifying pop-
ulation, buildings and infrastructure by means of spatial operations, such as maps
intersections; and using network analysis for the location of intersecting roads.

To better understand the functions of Geodisplat, consider the following example:
an emergency first responder or dispatcher (e.g., a 911 operator) starts by opening a
case file related to the emergency at hand. The emergency is located on a map and
Geodisplat automatically links this location to all relevant information, including
images, text, and maps. The operator can retrieve information about the area’s char-
acteristics, the number of inhabitants, the size of groups with certain vulnerabilities,
the services and infrastructure exposed and the assets useful for delivering response
services such as hospitals, police departments or fire stations located inside or near
the impacted area. Geodisplat compiles all of the information generated and incor-
porates it into the event response protocol. This information supports the emergency
response management teams’ field tasks.

Two models guide the organization of information in Geodisplat. The first is
a conceptual model of vulnerability and risk approached from a spatial, systemic
and multidimensional perspective. The second is of a procedural nature relative to
planning processes that seek to reduce risk. The tool discussed in this chapter will
be presented from the perspective of these two models, as well as how they link
and integrate geospatial information used in support of planning activities during
different stages of the disaster cycle.

13.2 The Conceptual Model: Vulnerability as the Core Concept
in Disaster Analysis

“Vulnerability” represents the fragility or weakness of the unit under consideration,
be it a building, a place, a person, a group or a human settlement. Physical vulner-
ability is related to the unsafe characteristics of places, buildings or infrastructure
that can be impacted by a disaster. Social vulnerability is associated with a lack



258 E. Martinez-Viveros and F. L6pez-Caloca

of resources to prevent, cope with, or recover from disaster. According to Voguel
(1998), vulnerability can be approached from two dimensions: internal and exter-
nal. The internal dimension focuses on individual and/or group abilities to face,
resist and overcome (mitigate) disaster impacts. The external dimension views vul-
nerability as a process, a product of socio-economic and political dynamics that,
over time, result in the exposure of people and groups to danger.

Brooks (2003) states, “... we can only talk meaningfully about the vulnerabil-
ity of a specified system to a specified hazard or range of hazards” (p. 3). Hazard
implies the presence of a disturbing or dangerous threat, be it natural or techno-
logical in origin, with the ability to cause such damage to a system that the dam-
age would constitute a disaster (Guevara et al. 2006). Consequently, hazard is a
probabilistic function of danger, exposure and vulnerability; while “... disaster as
measured in human terms (lives lost, people affected, and economic losses) is the
outcome of a hazard, mediated by the properties of the human system that is exposed
to and affected by the hazard” (Brooks 2003: 3).

The traditional approach to disaster research focused on the “triggering” event,
whether natural or artificial. More recently, such events are considered to be, ...
the result of a huge violent rupture in the correlation between humans and their
environment, a serious or sudden event; of such a scale that the community struck
requires extraordinary efforts to face it and frequently needs external or international
aid” (Noji 2005). This “rupture” has also been expressed as ... the susceptibility
or propensity of exposed systems to be affected or damaged by the effect of a dis-
turbing phenomenon ...” (Guevara et al. 2006: 16—17). Thus, vulnerability under
this approach is seen as the result of the impact of a disaster in terms of victims,
economic losses and injuries.

However, a number of researchers believe that the impact of disasters must be
interpreted as a consequence of different structural situations that expose people
and systems to danger (Blaikie et al. 1995). These authors believe natural events,
as determining factors of disaster, play a secondary role when compared to the
social, political and economical environment. Consequently, and following Garcia
(1993), vulnerability becomes the “active agent” in a disaster, not the natural phe-
nomenon, which only serves to ignite preexisting, critical situations. This approach
to vulnerability stresses the way systems operate to generate disasters and increase
vulnerability.

Increased vulnerability increases the probability of disaster for the unit under
analysis (e.g., people, places, social groups, systems); it exists in time and space
in a dynamic process where different factors and variables interact (Wilches-Chaux
1993). Political and socioeconomic dynamics combine in a process that increases
vulnerability and leaves people, individually or in groups, exposed to danger as
they travel, live or work in risky areas, construct insecure buildings and infras-
tructure, or utilize unsound transport and roadways. Vulnerability is acutely con-
nected to people’s ways of life, as individuals or in groups, and is related to their
assets, access to resources (e.g., productive, natural, managerial, organizational) and
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their capacity to prevent, face, organize and adapt to disastrous events (Kasperson
and Kasperson 2001: 13). As recommended by the Interagency Secretariat of the
International Strategy for Disaster Reduction, it is necessary “... to shift the pri-
mary focus from hazards and their physical consequences to emphasize more the
processes involved in incorporating physical and socio-economic dimensions of
vulnerability into the wider understanding, assessment and management of disas-
ter risks” (IAS-ISDR 2004: 14). While some authors counsel not to assume a direct
relationship between vulnerability and poverty, the connection cannot be entirely
ignored. The IAS-ISDR report indicates that although natural disasters theoreti-
cally threaten everyone equally, their impacts are far greater on the poverty—stricken
because they outnumber the wealthy and are more likely to dwell in substan-
dard housing in more densely populated environments on more hazard-prone land
(IAS-ISDR 2004).

Vulnerability is also related to options — or lack of same — due to economic,
social and political restrictions. A lack of options is common among those who
have limited choices regarding where “to live.” Urban areas are not, by nature, more
vulnerable to disasters. Instead, the structural processes occurring in an urban area
can accelerate urbanization and concentrate population in places within the city that
increase vulnerability. Consequently, vulnerability needs to be examined in rela-
tionship to changes in socio-spatial patterns that occur in urban systems (Hamza
and Zetter 1998).

13.3 Geospatial Data and Tools to Analyze Vulnerability
in Mexico City

Mexico City and its metropolitan area lie within the Valley of Mexico and is inte-
grated by the Federal District, 58 municipalities in the state of Mexico and one in
the State of Hidalgo (Fig. 13.1). According to the Emergency Research Data Base
from the Centre for Research on the Epidemiology of Disasters, from 1975 to 2005
this area experienced 24 disasters: 13 natural and 11 technological. Of these, two
are outstanding because of their impact and intensity: a natural gas explosion on 19
November 1984 in San Juan Ixhuatepec (452 killed, 4248 injured, 4000 homeless,
and an estimated 703,000 otherwise affected), and an earthquake on 17 September
1984 (9500 killed, 30,204 injured, approximately 100,000 homeless, and more than
two million otherwise affected [EM-DAT 2008]). These two disasters illustrated the
enormous vulnerability of the city.

Disasters of such intensity and magnitude are relatively rare. However, the
dynamic processes present in Mexico City increase the probability that a dan-
gerous event (natural or technological) will be converted into a disaster of great
magnitude. Among those factors and processes are the size of the city, the charac-
teristics of its settlements, the cultural and economic capacities of its inhabitants, the



260 E. Martinez-Viveros and F. Lpez-Caloca

11 Valley of Mexico Basin
O State boundaries
O Municipal boundaries
O Urban area of Mexico City
i Digital elevation model
5,500m
m4400m
m 3400m

Fig. 13.1 Map of Mexico City and its surroundings (source material: Shuttle Radar Topography
Mission (SRTM) data processed at the Jet Propulsion Laboratory and distributed through the US
Geological Survey’s EROS Data Center)

socio-economic gaps between the different social groups and other demographic and
urban dynamics. The city is exposed to natural disasters of seismic origin, hydro-
meteorological origin (which can cause landslides, flooding, subsidence), and vol-
canic origin (because of the proximity of Popocatépetl volcano (Fig. 13.1). Added
to these natural hazards are dangers derived from human activities, which can cause
technological accidents.

The organized and systematic process of generating geospatial information on
the subject of risk and vulnerability in Mexico City is still very rudimentary. The
National Center for Disaster Prevention has created a National Risk Atlas which
displays spatial danger scenarios for volcanic or earthquake hazards. This atlas
can be consulted on-line through a cartographic viewer available at: http://www.
atlasnacionalderiesgos.gob.mx/metadataexplorer/index.html (SIIRIDE -ANR-1).

More highly developed cartographic products simulate danger scenarios through
spatial modeling that make use of historic and geographic information. Geodisplat
displays the spatial aspect of events that have the highest probability of occurring
or recurring and/or causing major damage to exposed systems and social groups in
Mexico City. The tool includes research from Universidad Nacional Auténoma de
México (UNAM), which has published maps for Popocatépetl volcano representing
danger scenario caused by lava flows, falling ash or other particles, and landslides
as well as scenarios representing seismic risks in Mexico City for buildings and
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Fig. 13.2 Earthquake hazard scenario displaying vulnerable infrastructure. The red border encir-
cles the area of Mexico City most affected by past earthquakes

households of different quality (SIIRIDE-ANR-2). Geodisplat also includes a map
of hydro-meteorological dangers that indicates zones likely to be affected by inun-
dation resulting from heavy rains with different return periods (Tapia-Silva et al.
2007).

Geodisplat allows the visualization of systems and infrastructure exposed to
damage under different spatial scenarios. For example, Fig. 13.2 portrays a zone
historically affected by earthquakes of magnitude up to 8.2 on the Richter scale.
The map displays points representing critical infrastructure (e.g., schools, hospitals,
police stations, fire stations) as well as the layout of the metro lines and main roads
and their average daily travel density.

While Geodisplat can construct spatial scenarios of disasters, expressing spatial
patterns of population vulnerability is difficult. Indicators must be constructed using
information that directly references specific weaknesses of groups exposed to dif-
ferent threats at specific stages of the disaster cycle. Unfortunately, the information
available for determining these levels of weaknesses is quite poor.

The most vulnerable groups are those who, prior to a disaster, are most exposed
to danger, during a disaster are limited in their ability to react, and after a disaster
have more difficulty recovering to a “normal” state and reconstructing their means
of subsistence. Historically these groups have been identified by variables such as
social class, ethnic background, religion, disability, age, or economic status. Vulner-
ability varies spatially because the natural environment, housing schemes, and social
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structure varies spatially and because people carry out their daily activities in space.
It is in time and space where physical threats, social relationships and individual
choice converge.

To represent and analyze the spatial distribution of vulnerable social groups in
Mexico City, Geodisplat’s capabilities were expanded so it could construct and
display indicators dealing with vulnerable groups’ characteristics. This effort uses
official data from 2005 of: population density, age, gender, home management,
access to health public services, schooling, housing characteristics, services,
migration, disability and ethnic background. These data, while limited, are a first
step in constructing indicators that can reveal the relative vulnerability of dif-
ferent population groups. As a result, the tool provides the opportunity to con-
struct indices of vulnerability expressed in mathematical formulas. The spatial
distribution of these indices can be displayed on thematic maps of census areas
(Fig. 13.3).

To summarize, Geodisplat provides the ability to simultaneously identify and
display areas of Mexico City that are exposed to hazards, the spatial distribution
of various infrastructure and installations, and populations grouped according to
characteristics that express vulnerability. The system also contains accurate geo-
referenced data for schools, markets, hospitals, fire/police stations, landmarks, pub-
lic buildings, and reservoirs, among others. The visualization and analysis of this

2| Urban area of Mexico City
1 (Fragility index)

m 1) Very high

& 2) High

o 3) Middle

O 4 Low

| 5) Very low

Digital elevation model
5,500 m
® 4,400 m

Fig. 13.3 Thematic map displaying a vulnerability index at census area scale. This example is
a weighted linear equation involving population with no access to public health services, young
children, elders, and the illiterate population
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spatial information can be divided into diverse scales that span the metropolis and its
geographic surroundings (e.g., limits of municipalities, census areas, sectors, street
blocks).

13.4 Vulnerability and the Disaster Cycle

While an event that creates a disaster can be classified as limited in time and space,
it is in reality a process. This process of disaster has been divided into stages
that can be studied, planned and managed. Most authors agree on a four-stage
model: preparedness, response, recovery and mitigation (Committee on Planning
for Catastrophe 2007). The conceptual model in the cybercartographic tool includes
five overlapping stages, beginning with prevention followed by emergency (focus-
ing on survival, rescue and attention to victims and damages). Recovery follows,
during which capacities are generated to cope with the crisis, then reconstruction,
during which efforts are made to “return to normal”. The final stage is “back to
normal”, which overlaps the reconstruction and prevention stages of the next cycle
(Fig. 13.4). Components within the five overlapping stages of Geodisplat’s concep-
tual model are further elaborated, below, and displayed in Fig. 13.5.

DISASTER
CYCLE

ﬂ‘?gy.
(-

A
((<“‘L

Fig. 13.4 The disaster cycle, conceptualized in four overlapping stages: prevention, emergency,
recovery, reconstruction and back to normal
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Fig. 13.5 Public issues in the disaster cycle includes the main issues identified in the National
Program of Civil Protection (SEGOB/SNPC 2008)

13.4.1 Prevention

Prevention provides exposed groups access to information, knowledge, technology
and resources to learn about their exposure and how best to react in case an event
occurs. Prevention also helps these groups understand the information and knowl-
edge and manage the technology.

There are a large number of issues that prevention should address. Among these
are: processes of early warning, construction of infrastructure to lessen the impact
of dangerous events, training of emergency responders, relocation of people to safe
places, installation of shelters, and effective diffusion of information and knowledge
regarding what places are insecure, what may happen during a disaster and which
is proper behavior when facing these events. In essence, people exposed to danger
need to know what must be done, where to go, and who to help in an emergency.

Prevention should also address structural factors embedded in the construction
of social vulnerability. Structural factors must be considered in long term programs
that deal with social or economic development, urbanization, or education. There-
fore, disaster prevention should be at the core of public policy, reflected in laws
and public institutions as well as in the planning of national and local governments.
While costly, the benefits of effective prevention exceed their costs. A culture of
prevention requires the development of creative social communication techniques
and the adoption of new technologies that allow people access to the information
and knowledge they need the moment it is needed.

13.4.2 Emergency

The emergency stage occurs immediately after an event. During this stage, buildings
can be destroyed; people can die or be trapped or wounded. Secondary disasters
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can also occur (e.g., fires or explosions caused by gas leaks). During this stage,
pre-existing vulnerabilities can limit response. For example, small children and the
elderly may lack the ability to escape from danger. Poverty can increase vulnera-
bility if people must bear the cost of being transported to safe havens. In addition,
the physical attributes of buildings can increase vulnerability if they are constructed
of sub-standard materials or improperly maintained. The time of day, day of the
week, or month of the year an emergency occurs can also increase or decrease vul-
nerability (e.g., causing displaced individuals to be exposed to extremes of heat
or cold).

13.4.3 Recovery

During the recovery stage people attempt to regain physical, emotional and financial
equilibrium. In this stage the dead are buried and physical wounds healed; temporary
housing and food are provided; aid is delivered to victims; public services (e.g., elec-
tricity, telephone) restored. However, . . . recovery does not entail simple clean-up
and restoration operations to get a community back on its feet, but requires long-
term rehabilitation processes that are affected by prevailing socio-economic con-
ditions and structural constraints” (Tobin 1999: 15). A disaster ruptures the social
system; survivors face stress and anxiety that can be overcome only when a state of
equilibrium at the family and community level is regained.

In this effort, resilience plays a major role. The ability to undergo stress and
recover varies from person to person and from one community to another. The level
of stress that young people with economic resources face is different than for the
elderly living in poverty. Community social cohesion is also a factor. During recov-
ery, networks of support woven by the community and social mobilizations help to
overcome the tragedy. At this stage, the affected groups’ vulnerability is sensitive
to factors such as access to information, knowledge, technology, representation and
politicians with the power to deliver resources. Resilience can be improved when
exposure and vulnerabilities are lowered; when the level of support from respon-
sible agencies and political leaders is high and when different governmental levels
and social networks work together.

13.4.4 Reconstruction and Back to Normal

On a longer-term basis, different actions are taken in an attempt to re-establish
pre-event conditions for affected communities. These actions include repairing or
rebuilding damaged infrastructure and housing facilities. Reconstruction programs
encompass public as well as private property and must consider several complex
issues, such as: economic feasibility, environmental fitness (urban harmony, avail-
ability of communications and roads, public services), safety from probable future
hazards and acceptance by the affected people. A major source of disruption for a
household is the loss or damage of their residence; research has found that people
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so affected want to return to their pre-event location and that, even during recovery,
they resist relocation to temporary shelters (Miller and Nigg 1993).

Reconstruction involves very complex programs which, according to the US Fed-
eral Emergency Management Agency (FEMA) are often subject to pressure by res-
idents from disaster-stricken communities who wish to be quickly restored to their
pre-disaster form and condition. However, public safety and economic recovery
should be driving factors behind any plans for post-disaster reconstruction (FEMA
2005). In this context, while reestablishing the conditions of every day life may be
important, it is equally important to reduce as much as possible the vulnerabilities
that preexisted the event. Otherwise, the cycle of vulnerability is simply renewed.
Because it is not possible to alter the course of nature by deviating hurricanes or pre-
venting earthquakes the most viable method for society to reduce risk is to address
vulnerability. Therefore, after a tragic event, reconstruction must provide victims
with better resources: to strengthen institutional, social and individual capacities.

13.5 The Planning Process

Some of the main variables we propose as appropriate for planning models imple-
mented during different disaster stages include: social vulnerability rate of change,
stability/maintenance of processes that reduce vulnerability, response time for effec-
tive decision making, and decision-making control nodes and their centraliza-
tion/decentralization (Table 13.1).

Table 13.1 Planning environment characterization

Stability of Response time
Social processes that for effective
Stage/capacities vulnerability reduce decision Decision making
to build rate of change vulnerability making control nodes
Prevention/ Slow Dynamic Medium and Defined, maybe
anticipation equilibrium long strongly
centralized
Emergency/ Very fast and Loss of the stable Very short Diffuse, usually
resistance accelerated state, chaos multiple
Recovery/coping  Fast Some process are  Short Fragmented,
stabilized usually multiple
while others
remain in
disequilibrium
Reconstruction/ Medium Tendency Medium Defined, maybe
recovery towards various
stability
Back to normal/ Slow Dynamic Medium and Defined, maybe
adaptation equilibrium long strongly

centralized
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During the prevention stage, the rate of change in vulnerability is slow; exposed
social systems maintain a dynamic equilibrium, co-evolving with the complex
socio-economic and urban processes that converge in the construction of a disas-
ter. In this kind of environment there is enough time for planning groups to design
medium- or long-term strategies geared towards anticipating a disaster, thereby
reducing vulnerability. Decisions and actions can be controlled from nodes defined
in a clear-cut decision chain.

In the emergency stage there is a loss of stability and chaos prevails. The pro-
cesses involved in vulnerability experience an exponential change; decision makers
have to respond fast and with high levels of autonomy, since control of the situation
is dispersed in the social system and the line of command becomes fuzzy. The ability
to resist is what needs to be improved among affected people or communities.

During the recovery phase some processes stabilize while others remain out of
equilibrium; however, the rates of change of the processes that build vulnerability
remain accelerated. The time-span for responding is short and control of the situa-
tion remains fragmented and dispersed among multiple agencies and social actors.
At this point, affected people or communities need to develop an ability to cope with
the situation.

As reconstruction takes place, rate of change slows and stability is gradually
regained. There is a steady definition of functions and action domains among stake-
holders and control becomes more proscribed although it may be dispersed among
different public agencies or community organizations.

The circle comes to a close with a return to normality. Depending on the extent
of the disaster’s impact, people and communities need to adapt to new locations and
housing facilities, new social or family environments, and new living conditions
based on post-disaster economic or health situations.

Once it is accepted that vulnerability is a social process, not a matter of fate, it
becomes possible to generate capacities to diminish it and better anticipate not only
the likely occurrence but the potential impact of disasters. Planning is a purposeful
process that links knowledge to action in order to induce changes geared toward
desired future outcomes.

Generally, the spatial changes evident in Mexico City have not been the product
of planning. Rather, rural-urban migration and the quest for employment opportuni-
ties brought about chaotic growth and the generation of irregular settlement. Imme-
diate demands for services (streets, sidewalks, transport, water, electricity, drainage)
prevented coordinated and participatory planning. This situation is exacerbated by
the relative autonomy of federal entities, municipalities and delegations that make
up the city, each with its own administration and identity. The authorities responsible
for urban planning have largely been unable to deal with the spatial impacts of the
city’s demographic expansion. And, most of these agencies are involved in some
manner with disaster response functions and need to perform coordinated actions
in this domain. Geodisplat contains information about government agencies and
processes involved in the disaster planning environment of Mexico City. The tool
includes a section that synthetically identifies these agencies and functions and links
them on the Web with detailed information regarding their rules and regulations,
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attributes, functions of the different institutions from the civil protection system,
relief plans, and disaster programs.

Friedmann (1973) defined planning as “the process by which scientific and tech-
nical knowledge is joined to organized action” (246). The use of scientific knowl-
edge in the planning process may seem to put planning in the arena of rationality;
however, planning is mainly about human decision making and does not necessar-
ily reflect optimal choices. Fortunately, both science and technology permit us to
reduce or at least manage uncertainty through the construction of probabilistic dis-
aster scenarios that estimate impact. These estimations can steer the processes of
planning and it is within this framework that Geodisplat exists.

13.6 Geospatial Data and Planning for the Disaster Cycle

All planning models adapted to the decision environment of disaster stages can ben-
efit from adopting a geospatial perspective. According to the National Research
Council, “... geospatial data and tools should be an essential part of all aspects of
emergency management — from planning for future events, through response and
recovery, to the mitigation of future events. Yet they are rarely recognized as such
because society consistently fails to invest sufficiently in preparing for future events,
however inevitable they may be”” (Committee on Planning for Catastrophe 2007: 2).
In this section we explore Geodisplat’s role in supporting “disaster cycle planning”
through its ability to integrate, combine, and deliver geospatial data currently dis-
persed among multiple agencies in largely incompatible formats.

During the prevention stage it is possible to perform detailed diagnostics and
design proposals to better anticipate disaster issues. These plans should account
for structural factors that increase the vulnerability of people, systems and infras-
tructure. Geodisplat delivers information services to support risk mitigation and
vulnerability reduction. The geospatial information includes identifying: places
containing human settlements exposed to hazards, the characteristics of such
places, infrastructure needed to reduce physical vulnerability, the spatial distri-
bution of vulnerable groups, and others. Geodisplat also provides the ability to
perform spatial analysis on internal population vulnerabilities in a friendly and
efficient manner. This ability allows planning groups to experiment with differ-
ent vulnerability indexes and to perform sensitivity analyses useful for disaster
prevention.

Prevention planning also involves the generation of plans to handle emergen-
cies. Such planning begins by using geospatial information to identify hazards and
group vulnerabilities, to design strategies for emergency management, and to sup-
port training of first responders (whether public or private). Geodisplat delivers
geospatial information such as the layout of places likely to be affected, the spa-
tial distribution of internal vulnerabilities within such places, and the location of
critical infrastructure, shelters or available resources. Planners and responders need
this geospatial information in order to know the specific characteristics of the places
for which they be making decisions during an emergency.
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Emergency management plans must be known not only by those tasked with
executing those plans, by those likely to fill the role of first responders, as well
as by vulnerable groups. For example, during the emergency evacuation phase, first
responders need geospatial information regarding streets and the location of shelters,
police/fire stations and the like because rescue is followed by transport to a safer area
or medical facility. Geodisplat can support the decision-making processes of first
responders by providing appropriate hard copy maps or by use of laptops. In terms
of the latter, Geodisplat is available on DVD and can be installed on any computer
with Windows XP or Vista, with a minimum of 512 MB RAM and 50 MB HD.

Under the right circumstances, post-disaster remote sensing imagery can be
quickly acquired to help identify damaged traffic networks or critical infrastructure
(e.g., hospitals, fire stations). Such aerial images can be used to help guide effective
mobilization of rescuers and relief. Geodisplat can integrate aerial imagery with car-
tographic georeferences, providing a way to identify and track immediate damage
as well as later recovery efforts.

During reconstruction, Geodisplat can support negotiations by generating alter-
native spatial scenarios that provide the public the reconstruction proposal, its char-
acteristics, and its spatial relationship within the environment of the city. The tool
allows users to layer cartographic products, compare different scenarios and the spa-
tial distribution of diverse variables; to construct, display and interact with thematic
maps to carry out analyses, ultimately facilitating reflection and dialogue.

To mitigate population vulnerability, special tools are needed to diffuse critical
information to individuals and social groups so that they are aware of local hazards.
Geodisplat serves that role because people and affected groups can locate where
they live and work, and the routes they frequently use, and learn about the hazards
to which they are exposed.

13.7 Conclusion

Geodisplat, the cybercartographic tool presented in this chapter, is supported by
a conceptual model by which the disaster process is produced and reproduced
by social, economic and political structural factors. The process is cyclic and
its conceptualization divided in four stages: prevention, emergency, recovery and
reconstruction. Rather than using physical events as the focal point, in this model
vulnerability is considered to be the active agent that unleashes the disaster or
increases its impacts.

Following MacFarlane (2005), the development and application of geospatial
data and tools in disaster management should address issues of strategic purposes
shared among stakeholders, coordination among actors and local responders, prepa-
ration and definition of roles and responsibilities among them, response grounded
on the current functions of the agencies involved, communication, cooperation and
ongoing risk identification, analysis and mitigation. We believe that Geodisplat’s
information/knowledge content and ability to interact with and between individuals
and groups shows great promise for improving hazard and disaster decision making.
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The utility of Geodisplat can be appreciated in three ways. First, it allows the
merging or combination in space and time of pieces of information and data from
multiple sources (e.g., digital cartography, satellite images, texts, videos). Such
information and data are useful in planning processes aimed at disaster prevention,
emergency response, victim support and reconstruction efforts. The current disper-
sal of these data among different government agencies, research institutions, and
non-governmental organizations, obstructs their timely and efficient accessibility,
comparability and integration. Merging geospatial data allows the user to visual-
ize spatial trends and relationships, as well as to approach the subject of disaster
from a variety of perspectives (e.g., local, regional). The tool does not attempt to
store and process huge data bases, but to fuse relevant information and data (in
the form of vectors, points, raster, texts, and so on) in order to produce holis-
tic images of the hazard or disaster problem. This function may, perhaps, be the
main quality that distinguishes Geodisplat from a standard geographic information
system.

Second, besides the visualization and querying capabilities, Geodisplat can cre-
ate risk maps based on a population’s vulnerabilities (e.g., lack of access to health
services, lack of mobility). And, third, the tool is a stand-alone desktop product that
guarantees prompt delivery of geospatial information (e.g., affected areas, shelter
location, obstructed roads, emergency telephones, institutions in charge of distribut-
ing aid, institutions responsible for evacuation).

Geospatial data and tools have great potential to aid in hazard/disaster planning
and to diminish vulnerability and risk in Mexico City. However, its use (at present)
is very limited. Geodisplat may change this situation due to its ability to efficiently
support decision makers at a variety of levels during different stages of the disas-
ter cycle. As a public research center, CentroGeo can freely distribute the tool to
interested relevant agencies.
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Chapter 14

Integration of Tsunami Analysis Tools

into a GIS Workspace — Research, Modeling,
and Hazard Mitigation efforts Within NOAA’s
Center for Tsunami Research

Nazila Merati, Christopher Chamberlin, Christopher Moore, Vasily Titov,
and Tiffany C. Vance

Abstract The National Oceanic and Atmospheric Administration’s (NOAA) Cen-
ter for Tsunami Research (NCTR) uses geospatial data and GIS analysis techniques
in support of building an accurate tsunami forecasting system for the US Tsunami
Warning Centers. The resulting forecast products can be integrated into applica-
tions and visualizations to assess hazard risk and provide mitigation for US coastal
communities ranging from small towns to large urban centers. NCTR also conducts
basic research on the nature of tsunami propagation and inundation, which relies on
accurate geospatial information. In this chapter, we discuss how we have used both
open source and commercially available geospatial technologies to address issues
in tsunami research and hazard mitigation — including model visualization, data
delivery, and emergency management products. Additionally, we discuss the devel-
opment and coupling of tsunami model results with coastal risk, vulnerability, and
evacuation models, raising the issues of integration, visualization, proliferation of
mapping applications, and the ease of use and intended audience of these products.

Keywords Tsunami - GIS - Modeling - Inundation - Hazard assessment - Data
management - Bathymetry - Mapping - Emergency management - Coastal processes

14.1 Introduction

The December 26, 2004 Sumatran event showed the world the devastating impact
of a large-scale tsunami. Geographic Information System (GIS) and remote sens-
ing information was integral to the rapid assessment of the situation and was later
used to support recovery and rebuilding efforts. National Oceanographic and Atmo-
spheric Administration (NOAA) scientists delivered rapid assessments of this event
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using GIS to compare tide gauge and buoy measurements, for field surveying of
damaged sites, and to make comparisons with model output (Venturato et al. 2005).

At NOAA'’s Center for Tsunami Research (NCTR) geospatial information such
as imagery, digital elevation models (DEM), LIDAR, and GIS data are applied
and integrated into the tsunami research and forecasting workflow. Currently we
are expanding our use of techniques for analyzing inundation model output and
rapid visualization of forecast events through the use of spatially enabled databases,
the use of Python and model building capabilities in ArcGIS™, creating Google
Earth™ KML, and integrating the GeoTools (an open source JAVA GIS toolkit;
GeoTools 2008) library into desktop and web based applications.

It is well known that models do not operate independently of their data. In the
case of hazard mitigation, modelers need to integrate real-life data into their work-
flow. The integration of GIS into disaster response and mitigation has proven invalu-
able as shown for Hurricane Katrina and other large-scale disaster recovery efforts
(Eveleigh et al. 2006; Merati et al. 2007; Vance et al. 2007).

14.2 Tsunami Research and GIS

NCTR is located at the Pacific Marine Environmental Laboratory in Seattle,
Washington. NCTR evolved from NOAA and state-funded programs, including the
National Tsunami Hazard Mitigation Program (NTHMP). The NTHMP started as
a joint effort by NOAA, USGS, FEMA, and the states of Hawaii, Washington,
California, Alaska, and Oregon to prepare US coasts and coastal urban centers for
tsunami events. Through the efforts of the NTHMP program, the Pacific Marine
Environmental Laboratory (PMEL) became the home of the Tsunami Inundation
Mapping Efforts (TIME) program, whose aim was to integrate geospatial data and
techniques to support tsunami research and hazard mitigation. The 2004 Indonesian
Sumatra event elevated GIS efforts at PMEL and led us to better incorporate geospa-
tial information and technologies into our data processing and into the generation
of products for researchers and our clients — the tsunami warning centers and emer-
gency managers. The NTHMP has now been expanded to include all US coastal
states, territories, and possessions.

NCTR’s mission is three-fold. First, NCTR works to design and develop
tsunami detection devices and build monitoring systems. Second, NCTR provides
research, development, and implementation of numerical models to increase the
speed and accuracy of operational tsunami forecasts and warnings provided by the
NOAA Tsunami Warning Centers (TWC). Third, NCTR conducts research and
development to improve methods of predicting tsunami impacts on populations
and the infrastructure of coastal communities (http://nctr.pmel.noaa.gov/tsunami-
forecast.html). All three mission goals require some dependence on geospatial
infrastructure — whether we are building a site suitability map or designing
a model to determine at-risk population within an inundation zone. Examples
include buoy siting optimization studies, producing static maps for briefings and
updates, building database applications for data dissemination and storage, and
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development of stand-alone analysis and visualization tools. Additionally, GIS data
and technologies are currently integrated into the NCTR development of the Short-
term Inundation Forecasting for Tsunamis (SIFT) software used locally for analysis
and deployed to NOAA Tsunami Warning Centers for operational use. NCTR has
long recognized the need to provide information in a GIS format to emergency man-
agers and state partners. In this chapter, we outline how NCTR integrates geospatial
technologies in the daily workflow for data access, for modeling support and error
checking, and for producing products used by our partners.

NCTR uses geospatial techniques, information, and applications to directly sup-
port two of three of our mission goals — the development and implementation of
numerical models to increase the speed and accuracy of tsunami operational fore-
casts and warnings, and research and development to improve methods of pre-
dicting tsunami impacts on population and infrastructure of coastal communities.
ArcGIS™ is used for grid development, bathymetric error checking, scripting, and
basic GIS analysis capability. NCTR uses Python to script our tsunami model out-
put and perform data conversions as well as for geoprocessing routines. Data man-
agement procedures utilize OpenGIS Consortium standards using PostgresSQL and
PostGIS. Our data warehouse relies on web mapping services using the Minnesota
Map Server (MapServer 2008).

Model integration and functionality is achieved by using GeoTools, an open
source library that allows us to build GIS functionality and products into the MOST
inundation web interface (http://geotools.codehaus.org/). A standalone GIS applica-
tion called Tsunami GIS uses ESRI’s™ ArcEngine and Java to visualize inundation
and to analyze results.

New tools developed by the atmospheric and modeling community to integrate
netCDF file types into the ESRI™ suite, including time series analysis and rapid
automation of animations, increases the use of GIS by the modeling community.
While not necessarily replacing the functionality of products such as MATLAB®,
these new tools add the ability to interrogate layers for a given point or adding other
layers of information.

14.3 Tsunami Modeling — MOST Model

A tsunami is a series of waves generated in a body of water by a disturbance that
vertically displaces the water. These disturbances push water upwards, sideways, or
downwards to create tsunami waves. The waves have extremely long wavelengths
and periods and can propagate across the oceans, inundating coastal areas. Most
often caused by earthquakes and landslides, tsunamis can also be caused by volcanic
eruptions (NCTR 2008b).

PMEL uses the Method of Splitting Tsunami (MOST) numerical model for
tsunami research and software development to develop faster and more accurate
tsunami forecasts. The MOST model is a finite difference model that simulates, in
three distinct phases, tsunami behavior due to underwater earthquakes — generation
of the earthquake, transoceanic propagation of the earthquake, and inundation of
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dry land (Titov and Gonzdlez 1997). The MOST model is currently being refined
to create products for NOAA’s Tsunami Warning Centers forecasting operations as
well as products for inundation modeling of coastal communities. The model is used
to determine wave height, arrival time and inundation extent and depth for tsunami
events. This effort requires pre-processing of propagation data so that, as real time
data from the Deep-ocean Assessment and Reporting of Tsunami (DART) buoys
come in, the warning centers and tsunami modelers are able to determine more pre-
cisely the coastal forecast (Percival et al. forthcoming; Venturato et al. 2007). These
forecasts are output as netCDF files. Geospatial technologies and products, such
as accurate bathymetric and topographic models, source data, and archived histori-
cal records are all available to the MOST model. Inundation of coastal areas, using
pre-selected scenarios based on past events and simulations, are used to develop
tsunami inundation maps used by emergency managers to plan evacuations. Cur-
rently, MOST is being expanded by NCTR personnel to allow for desktop use by
the warning centers for real-time forecasting and for post-event analysis (Denbo
et al. 2007).

As part of the tsunami forecast system, NCTR is building Stand-by Inunda-
tion Models (SIMs) for 75 US coastal communities. The work is to be completed
by the end of 2011. SIMs are pre-calculated 4-hour simulations of tsunami wave
inundation, run-up, and created using high-resolution bathymetric and topographic
data covering a specific community or harbor area. They are implemented into the
tsunami forecast system (SIFT) and optimized to run within a few minutes during
an tsunami event (Wei, in prep.). The SIMs model scenarios using likely earthquake
source locations for the area in question and earthquakes at a variety of probable
magnitudes. Historical observations are used to validate the model results. To date,
35 communities have been completed. The urban areas for which SIMs has been
completed include San Diego, San Francisco, and Los Angeles (the Harbor area),
California; Honolulu, Hawaii; and San Juan, Puerto Rico.

14.4 DEM Development

The MOST model relies on accurate bathymetric and topographic information,
especially for near-shore environments. GIS techniques have proven effective for
building seamless DEMs of bathymetry and topography at finely scaled resolutions.
An abundance of new data, including LIDAR, multibeam sonar, and other remotely
sensed imagery, plus rapid dissemination of these data make the development of
DEMs faster and more accurate. Since 1995, NCTR has developed merged bathy-
metric and topographic grids at varying scales for areas of interest, from basin-
wide to cities and coastal communities. DEMs are built using the best available
data including shorelines, bathymetry, and topography from a variety of sources.
Stringent quality checking is performed as each DEM is developed. Of particular
concern is the transition between edges — along and between the data sources of
varying quality and resolution, which could cause a grid mismatch. Developing a
bathymetry grid that has been error checked and standardized to one vertical datum
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using GIS software insures the MOST model will run smoothly (NCTR 2007). For
inundation modeling, output grid cell spacing ranges from 1/3 to 1 arcsec (approxi-
mately 10—30 m) depending on the source data.

In the past, NCTR performed in-house development of grids for areas of inter-
est. As the number of areas undergoing modeling increased, we contracted with
NOAA'’s National Geophysical Data Center (NGDC) to develop DEMs for tsunami
modeling (NGDC 2008a). To develop a DEM, NGDC acquires data from federal,
state, and local sources, then quality-checks the data using ArcGIS™. Careful ver-
tical datum adjustments are necessary as bathymetric and topographic data may be
measured relative to differing vertical datums. Data are edited to remove outliers and
clipped to the correct dimensions. If the data are sparse, which can be the case for
older single beam bathymetric surveys, NGDC uses Generic Mapping Tools (GMT)
to interpolate or infill these data sets. Data are finally gridded using MB-System
software to extract the xyz data from ESRI™ shapefiles and to assign weighting in
order to use the best data value for each cell value. A spline is used to interpolate
data and assign a value to each DEM grid cell.

While NCTR and NGDC strive to create the best DEM for each area, issues com-
monly encountered during processing include geomorphologic and anthropogenic
coastline change that occurs between the time the data were collected and the
time they are used, data mismatches, and data quality errors. Tools such as Google
Earth™ and satellite imagery allow for rapid validation of features that are in ques-
tion. In addition, ArcGIS 3D Analyst™ and Spatial Analyst tools (e.g., hill shading,
slope calculations) allow scientists to view DEMs in perspective and note outliers
that may need to be regridded and edited (NGDC 2008b).

14.5 Community Model Interface for Tsunami (ComMIT)

The Second Session of the Intergovernmental Coordination Group for the Indian
Ocean Tsunami Warning and Mitigation System (ICG/IOTWS II; December 2005)
in Hyderabad, India recommended establishing a web-based community model for
tsunami modeling. It was envisioned that the Community model and associated tools
would be the primary avenue to transfer modeling expertise and capabilities to and
between Indian Ocean countries. Funding was provided by the United Nations Edu-
cational, Scientific, and Cultural Organization (UNESCO) and the United States
Agency for International Development (USAID). NCTR was tasked with devel-
oping the Community Model Interface for Tsunami (ComMIT). It was quickly
apparent that ComMIT would have applicability not only in the Indian Ocean, but
world-wide as a tool for web-based modeling, elementary forecasting, model devel-
opment, education, and emergency management.

The framework of ComMIT is based on the Short-term Inundation Forecasting
for Tsunamis (SIFT) forecast system designed at NCTR. The Standby Inundation
Models (SIMs) from SIFT give very accurate results for inundation and current
velocity in the area of interest. Typical SIMs cover several kilometers of shoreline
and extend inland to cover densely populated urban areas (Wei, in prep.). Running a
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SIM requires the modeled propagation results, combined in such a way that they
best match the deep-ocean buoy measurement of the incoming tsunami wave. The
propagation model (a linearized version of MOST), outputs two velocity compo-
nents, as well as sea-surface height, in three netCDF files covering an entire ocean
basin. It became apparent that there was a need to quickly create a subset of the
propagation model output, perform the scaling and combination, feed them to the
inundation model, and track the output. ComMIT was designed to address that
need.

ComMIT is written in the Java programming language and accesses a database
of propagation model netCDF output files using the OPeNDAP interface (NCTR
2008a). ComMIT allows the user to easily select among these files according to the
deep-ocean buoy measurement, launch the MOST code, and monitor the inunda-
tion. Figure 14.1 shows the ComMIT application main window. The window has
a map (upper left) of the ocean basin, with rectangular seismic fault planes cov-
ering subduction zones. Each rectangle represents a single propagation model run
(approximately 5.5 Gb each, for a total database size of 1.5 terabytes). In the exam-
ple, four fault planes have been selected (in red) near the Aleutian Islands, and the
Crescent City SIM has been selected as the at-risk community. ComMIT downloads
subsets of these propagation model files, sized to cover the outermost of the three
nested grids that the inundation MOST model requires, and launches the computa-
tional code.

Figure 14.2 shows the ComMIT wave amplitude window with inundation out-
put for the Crescent City harbor. This model has been optimized to run in a very
short period of time (typically less than 10 min), allowing the Tsunami Warning
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Fig. 14.1 The Community Model Interface for Tsunami (ComMIT) showing a hypothetical Mw =
8.4 seismic event generating a tsunami in the Aleutian Islands and a Standby Inundation Model
(SIM) of the at-risk community, Crescent City, CA
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Fig. 14.2 Wave amplitude window showing MOST model results of Crescent City harbor
inundation using hypothetical Aleutian Island forcing files. Note the time series location marked
by the star

Centers to not only issue a detailed warning, but to provide detailed images and
animations to emergency managers. Since the FORTRAN-based computational
code outputs inundation results in netCDF format, ComMIT can return snapshots
of maximum amplitude, sequences of geo-referenced images, files in standard GIS
formats (e.g. netCDF for native read, shapefiles, ASCII raster) or Google Earth™
files (Fig. 14.3).

ComMIT allows control of all of the MOST model input parameters, and access
to the model output files for analysis. Selecting the scaling of the propagation files
requires using a data assimilation inversion technique as part of the NCTR forecast
system. ComMIT interfaces with the forecast system to receive this inversion infor-
mation, and can perform the scaling automatically, allowing ComMIT to act as a
forecast model during an event.

ComMIT has been found valuable both in developing SIMs, validating for histor-
ical accuracy, and as an educational tool to teach the basics of tsunami modeling and
the NOAA tsunami forecast system. During 2007, four courses to teach how to use
ComMIT were held in Melbourne, Australia (January), Bangkok, Thailand (June),
Seattle, Washington (July), and Jakarta, Indonesia (September). Three courses were
been offered in 2008 in Mahe, Seychelles (January), Cadiz, Spain (April), and Val-
paraiso, Chile (May).
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Fig. 14.3 Results from the Crescent City wave amplitude plot showing the height of a tsunami
wave at a time slice during an inundation event. The amplitude is the height of the wave from
mean sea level. In this case, at the current time step, the leading wave coming into the shoreline is
in the trough part of its phase, thus showing a lower amplitude that the off shore amplitude which
is positive. Geospatial formats such as GeoTIFFs of ComMIT output overlaid in Google Earth™
provide users a way to integrate model results into an easily navigated and useable format

14.6 NCTR Atlas

The NCTR Atlas is an internal web application used to store and display informa-
tion about the modeling locations and data used by NCTR for tsunami forecasting.
The Atlas stores relevant metadata for the sites planned for inundation modeling,
the bathymetric grids used as input to the models, and records of historic tsunami
events used to validate the models. Design requirements included web accessibility
for attractive, simple maps, integration with GIS and mathematical applications, and
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ease of use for data producers and consumers. At NCTR, the Atlas is used by scien-
tists to discover and download the data they need for their work, by data managers
to ensure that collected data are complete, and by management to track the progress
of modeling efforts. The Atlas also operates as a data service, providing information
in an XML-based format to other applications.

The Atlas web interface is focused around maps of the current area of interest.
Users of the Atlas are presented with a map view of the area in which they are inter-
ested. The maps can be customized to display bathymetric and topographic contours
of the area, extents of bathymetric modeling grids, areas of urbanization, population
density, and similar layers. The Atlas tracks the progress of modeling, including
initial development, testing, and documentation, and produces reports summarizing
current model status by fiscal year and assigned personnel.

Grid details, including grid extents, resolution, content, relevant population cen-
ters, and type are displayed on each map view. Users can download the source grids
for use in GIS applications and as source inputs for the MOST model. Written
reports, documentation, and metadata are stored for each model and grid, and can
be downloaded from the web interface. Model locations and grid extents are also
exported as a Web Feature Service (WFS), an open GIS standard that can be read
into many applications, including ArcGIS™ using the Interoperability Extension.

The Atlas stores historical and recent tsunami event information including seis-
mic source information for each event, and recorded tide gauge and bottom-pressure
recorder time series. This information is essential for validation of newly developed
site-specific inundation models, and for testing potential changes to the numerical
modeling codes. The Atlas can import time series data in several formats, present
simple graphs of the data automatically, and export the data in text-based or netCDF
formats for further analysis.

Recent work on the Atlas has focused on integration with NCTR’s other software
systems. In this capacity, the Atlas serves as a central database for tsunami model
and event data, providing a consistent set of data to NCTR’s diverse users. Through
its XML-based web application service interface, the Atlas allows external software
to query and update the database. For example, tsunami events are automatically
added to the database as soon as they are broadcast by the tsunami warning centers;
these events are then passed to the WebSIFT real-time modeling interface.

The Atlas is implemented with custom software written in the Python program-
ming language, using the Django web framework. The application is backed by a
PostgreSQL database with the PostGIS spatial extension. Mapping is done by the
UMN MapServer, an open-source mapping toolkit.

14.7 Coordinated Efforts with State partners — Inundation
Mapping

If one draws a buffer overlay from the shoreline to approximately one kilometer
inland of the West Coast of the United States, over 1.2 million people could be
affected by tsunami inundation (Gonzdlez et al. 2005). Inundation mapping is useful
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for communities and emergency managers in determining the extent of coastal storm
events and tsunami inundation. Mitigation efforts include physical maps that are
distributed to communities as brochures, open file reports, and evacuation routes
that are found in the public service section of local phone books. Inundation maps
are also available via the Internet. While to some they appear off putting, having
an inundation line mapped with proximity to roads, infrastructure, and evacuation
routes puts many minds at ease. Inundation maps require model runs as input along
with a good level of knowledge of local landmarks and hazards that may hamper or
inhibit evacuations. In the past, inundation maps had been developed by the states
with little input from tsunami modelers. One of the major foci of the NTHMP was
to create tsunami evacuation maps for affected coastal areas based on the threat of
a near-field tsunami triggered by an event in the Cascadia Subduction Zone off the
northwestern coast of the United States and other far-field earthquake sources in the
Pacific Ocean.

Inundation and hazard mapping was undertaken by PMEL’s TIME Center.
The Center was tasked to develop an infrastructure to support tsunami inun-
dation modeling in support of the NTHMP Program and to create tsunami
inundation maps using model output. The mapping effort focused on the five
states associated with the NTHMP steering committee and produced inunda-
tion maps and products useful to the states and their local emergency man-
agers. TIME scientists worked to derive the best available bathymetry, shoreline,
and topographic data to create gridded bathymetric products to run inunda-
tion models (Bernard 2005). While the best available data are used for shore-
line derivation and shoreline changes, the development of a seamless DEM is
not trivial. TIME scientists worked to develop a methodology to describe tidal
datum distributions that use tidal harmonic constants for each tide station within
Washington State’s Puget Sound region to derive an accurate tidal datum for
the area of interest (Mofjeld et al. 2004). The Puget Sound region is home to
over 4 million people; as with other coastal urban areas, small errors in DEM
interpolation could translate into miscalculating the population at risk. Numeri-
cal model results, including resulting maximum wave heights and velocities, were
used to develop inundation products for the NTHMP partners. ArcGIS™ prod-
ucts were used for grid development and error checking of these grids (Titov
et al. 2003).

In all, 22 inundation maps were developed for the 113 communities identified
as at risk. Figure 14.4 is an example of a typical inundation map in the event of
a near-field Seattle Fault Earthquake of moment magnitude (Mw) of 7.3 showing
areas around Elliott Bay that would be inundated according to output from MOST
model runs.

More sophisticated levels of hazard assessment incorporate land use and land
cover with inundation mapping to assess what landscape features will be adversely
affected by a tsunami event. While the MOST model requires bald earth topography,
incorporating wave height, velocities, and amplitudes into a GIS system can assist
in understanding how and where populations and structures may be impacted by
tsunami events.
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Fig. 14.4 Blow up of Tsunami Hazard Map of Elliott Bay Area, Seattle, WA: Modeled tsunami
inundation from a theoretical moment magnitude (Mw) 7.3 along the Seattle Fault (not pictured).
Green areas are inundated 0-0.5 m, yellow areas 0.5-2 m and orange from 2 to 5 m in depth
(Source: Walsh et al. 2003)
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In 2006, NCTR was asked to evaluate the suitability of Ford Island at Pearl
Harbor, HI, which is under construction as the new home for the Pacific Tsunami
Warning Center, in relation to the likelihood of tsunami inundation. Modeling sce-
narios used far field tsunami sources to model the impact of a tsunami affecting
Oahu and the site of the new building. Model results demonstrated that historical
and modeled scenarios produced no inundation higher than 1.5 m above mean high
water. The proposed building height is at 3 m above mean high water. While GIS
was not used for the suitability analysis, GIS software and the building of detailed
bathymetry, topography, and satellite imagery was used to ground truth the data
(Tang et al. 2006). Subsequent research to improve our methods is described in the
following section.

14.8 Technical Aspects

The geoprocessing functions in ArcGIS™ simplify the process of selecting, pro-
jecting, processing, buffering, and converting data into formats that work well with
each other. Models are created in Python and run in batch form using scripting for-
mulas for converting from census information to the correct format and correcting
for the area of each block group that is affected by inundation. Modifications can
be made to the code to allow users (emergency managers or GIS analysts) to rerun
the population-at-risk calculations for areas that may not have been analyzed yet
or to adjust the parameters of the algorithm to better suit their area of interest. For
example, by using the likely maximum wave height for tsunami events developed
from each SIM area, we were able to build an accurate assessment tool for coastal
areas of interest (Merati et al. 2007).

Recently, ESRI has supported the use of Python as a scripting language. Python
is an object-oriented programming language that is widely used for a variety of
applications. Its simple syntax and flexible, dynamic nature make it easy to learn,
and there are libraries available to support many scientific analysis tasks (van
Rossum 2006). The use of Python allows GIS programmers to create models and
scripts that can run within ArcGIS™ or stand alone to provide geoprocessing
and batch scripting for file configuration, model iteration, or complex modeling
actions.

Python’s base level of code and libraries is extensive and extendible. In
ArcGIS™  anyone can write Python scripts to call different functions and interact
with data. The ability to call scientific Python to do more complicated spatial func-
tions provides a level of functionality beyond standard GIS processing that makes
it more appealing to the modeling community. NCTR has created Python scripts to
convert between model native formats and ArcGIS™ formats (ESRI™ grids and
xyz triplets, commonly used by modelers) and for grid resampling. The scripts are
used as stand alone scripts or as ArcToolbox add-ins.

Using ArcGIS™ Model Builder and integrating multidimensional tools into
ArcGIS™ allows NCTR modelers to add their data to ArcMap, build a model
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to grid and resample their data, create rasters and interpolate the results, and
then display their data. The addition of iteration, feedback loops, and automation
allows researchers to process their data using ArcGIS™. Outputting Model Builder
results into Python and adding code to place the output into specific directories
and clean-up temporary files makes processing and creation of tsunami output more
efficient. Using Modelbuilder to automate the generation of images from MOST
model results utilizes the Animation toolbox in ArcGIS™. Resulting animations
can be played as standalone visualizations of scenarios or embedded within other
applications

The resulting images or raster data sets can easily be added to raster catalogs
and animated to display the results of tsunami wave propagation or inundation
for different scenarios Creating a 3-D view of the inundation or propagation event
and combining this with building footprints, topographical features, and hazardous
areas enhances planning and mitigation efforts. The ability to perform geopro-
cessing on raster layers, add vector data such as shorelines, population centers
and hazards, and critical infrastructure, then interact with the data makes this a
much richer application than standard 2-D animations and static maps. One draw-
back is that it takes longer to generate than a MATLAB animation, which reduces
its utility in real-time situations, but it is still useful for post-event processing
and scenario testing. An added benefit is that placing the animation into Arc-
Globe provides researchers the opportunity to show the public and policy makers a
powerful visualization of the global impact of historic tsunami events (Merati et al.
2007).

For emergency management purposes, model output needs to be integrated
with socio-economic and infrastructure data, as well as evacuation routes and the
location of vulnerable populations. These types of data are easily accessible in
GIS formats. A prototype application containing such types of data was devel-
oped using ESRI’s ArcEngine, providing a way to visualize results and perform
common analysis functions found in a GIS but often difficult to run in mod-
eling software packages. ArcEngine is an ESRI developer product for creating
and deploying ArcGIS™ solutions that can be customized for the user commu-
nity. The product is a simple API-neutral cross-platform development environ-
ment for ArcObjects — the C++ component technology framework used to build
ArcGIS™. ArcObjects is at the core of ArcGIS™ functionality and includes
tools such as: intersect, proximity (buffer or point distance), surface analysis
(aspect, hillshade, or slope), and data conversion (shapefile, coverage, or DEM
to geodatabase) (Vance et al. 2007). Using ArcEngine, solutions can be built
and deployed to users without requiring that ArcGIS™ Desktop applications
(ArcMap, ArcCatalog) be present on the same machine. This product is a devel-
oper kit as well as a deployment package for ArcObjects technology. Desktop
deployment of ArcGIS™ is not required to run these scenarios, which eases
deployment of this tool in field situations or to developing countries (Vance
et al. 2007).
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14.9 GIS Case Study Illustrating the NCTR Workflow

14.9.1 Seaside, Oregon — Probabilistic Modeling
and Modernization of Flood Hazard Maps

Probabilistic modeling has been used to estimate flood inundation, landslide hazard
and hydrodynamic modeling. Integration of these models with GIS is reviewed in
the literature (Martin et al. 2005; Zerger and Wealands 2004; Zerger 2002).

The US Federal Emergency Management Agency (FEMA) has developed flood
insurance maps for areas within traditional flood prone areas (e.g., low-lying flood
plains). Flood Insurance Rate Maps (FIRM) serve as the official FEMA document
marking flood hazard zones and the resulting insurance premium zones for each
community mapped. Hydrological models and meteorologists use long time series
of river gage data to determine the probability of flood risk within a given area. The
same concepts were applied in a pilot study to determine if predictive inundation
mapping could be used to map the probability of tsunami inundation at 100- and
500-year levels. One hundred and 500-year flood levels are defined as the possibility
that the (average) water elevation would be exceeded 1% or 0.2% of the time in any
year (Wong et al. 2006).

The community of Seaside, Oregon was selected for testing for a variety of fac-
tors, including the availability of paleotsunamic and seismic records, recent tsunami
flooding, earthquake source recurrence, and excellent availability of baseline data
for tsunami modeling. Probabilistic Tsunami Hazard Analysis (PHTA) was used in
this study to model the magnitude of tsunami flooding from a variety of sources at
different recurrence rates (Wong et al. 2006). The development of the hazard anal-
ysis required development of a DEM for the area in question for use by the MOST
model. Near-field sources (the Cascadia Subduction Zone) and far-field sources
(Kuril-Kamchatka, Aleutian/Alaska, and Chilean Subduction zones) were also used
to run the MOST model at various earthquake magnitudes. Maximum wave heights
from the MOST model were input into the PTHA model. These data were com-
bined with tidal data and inundation data for each grid point to determine if a grid
cell would exceed a given flooding threshold and become flooded or not. The grid
cells were contoured to create the 1% and 0.2% contours that translate to the 100-
and 500- year occurrences. Figure 14.5 compares the 100 and 500 year tsunami
inundation line for Seaside using probabilistic analysis using a combination of near
and far source scenarios modeled.

Results from the 100-year study showed that a small area of the study site would
be flooded. However, in the event of a 500-year inundation, a large area of Seaside
was flooded with wave heights exceeding 4 m. This study demonstrated that model
data were easily integrated into a probabilistic GIS model to create hazard curves
for assessing risk. The results of this study were later used by Dominey-Howes et al.
to assess vulnerability to Seaside structures using tax parcel information and the US
multi-hazard loss estimation software (HAZUS-MH) database (Dominey-Howes
et al., submitted).
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Fig. 14.5 Tsunami wave heights (in meters) of the 1% (left-hand panel) and 2% (right-hand
panel) probability of exceedance for Seaside, Oregon (Source: Wong et al. 2006)

14.10 Tools for Use by Emergency Managers
and Urban Planners

14.10.1 Tsunami GIS

While we have focused on the use of geospatial tools and analysis by tsunami model-
ers, the information we produce must ultimately be used by planners and emergency
managers to prepare for and mitigate the impact of tsunamis. Scenario testing and
collaborative GIS use by emergency personnel, city managers, and first responders
requires a streamlined GIS application that is portable and customizable with newly
created data, especially in the case of rapid response.

Tsunami GIS is an application that allows users to create inundation scenarios
for pre-calculated near-shore and off-shore sources for a tsunami event in a selected
region. The ArcEngine development environment lets us build a stand-alone GIS
application that has the look and feel of a standard ArcGIS™ desktop, but with
tsunami-specific menus added to the standard ArcGIS™ functionality and editing
capabilities. The geoprocessing application programming interface (API) operates
in the backend to merge the gridded inundation result with census information for
the area of study to create a new polygon of affected areas. Users are able to edit their
own data and add new information as necessary. Census data are used to calculate
estimates of populations at risk including the elderly or handicapped. Critical infras-
tructure — hospitals, schools, bridges, and emergency centers — within the inundation
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Fig. 14.6 Tsunami GIS interface shows the result of a near shore event inundating Seaside, Ore-
gon. The census blocks covered with the inundation polygon (blue) (nf_mxh2) are affected by this
event. The ArcEngine framework allows customization of the ArcMap window such that new tools
can be added — in this case, a cursor hovers over the inundation polygon and returns a water height
for the inundated area on the left hand panel of the application (circled in blue)

zone can be highlighted and standard geoprocessing functions such as proximity
analysis run to determine mitigation strategies. Users are able to print maps and
reports and export map images to be used in operation manuals and reports.

The final product is a map of inundated areas and estimates of affected population
in the inundation zone. The tsunami height modeling application shown in Fig. 14.6
is an example of modeling the inundation phase for the city of Seaside, Oregon; data
were derived from the probabilistic tsunami analysis work done in Seaside, and it
uses both near-shore and far-field sources and the resulting inundation grids (Merati
et al. 2007).

ArcEngine’s framework allows users to add their own data sets (e.g., inunda-
tion grids, evacuation routes, and infrastructure) as well as links to live data feeds
and servers to add current and derived data products “on the fly”. The ability to
customize the application using the ArcObjects modules will allow developers to
implement additional models and algorithms as they are developed, from elevation
data and distance from the shoreline to the calculation of populations at risk. The
ability to run the tool and change parameters such as the height of the tsunami also
supports scenario testing.

Tsunami GIS has made it easier to combine modeling results with related socio-
economic data in support of emergency management. Being able to link models
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with socio-economic data provides planners with a powerful tool to plan for and
mitigate the impacts of tsunamis.

14.11 Discussion

GIS packages are starting to share software code and objects to allow closer cou-
pling of core GIS functionality and analytical/modeling tools. Through the use
of Java-based APIs and connectors, a GIS front-end is directly linked with mod-
els. The Python scripting language, the proliferation of PostGIS and the PostGIS
and PostgresSQL databases, native data readers (netCDF, HDF4), and visualiza-
tion tools are making it easier to integrate model output into GIS. Outputting
model results as Google Earth™ KML enhances products for hazard mitigation
by giving the end user a visual reference — an updated map or context for decision
making.

The lack of standard data formats can make integrating model output with GIS
difficult. Many scientific modeling outputs are in netCDF and HDF formats with
time steps for all runs in a single file. File sizes may be very large, irregularly spaced,
or unstructured, and file management can be unwieldy. This issue is changing as the
advent of multidimensional tools in ArcGIS™ products provides direct reading of
netCDF files. These new input mechanisms allow NCTR propagation and inunda-
tion data to be easily imported into GIS, opening up new methods of analysis and
visualization.

The ability to take propagation or inundation results and overlay them on infras-
tructure data has long been desired by stakeholders. While the majority of hydro-
dynamic models are visualized in custom code or visualization analysis packages
that allow for post processing. In the past modelers have had to use MATLAB and
other tools such as “Ferret” (Ferret 2008) (see http://ferret.pmel.noaa.gov/Ferret, an
in-house visualization package) to visualize model output. To improve upon this
situation, NCTR modelers and programmers developed custom code to streamline
output and to visualize model results in animations and static images. This ability
is especially critical during an actual tsunami event when fast response is crucial.
While MATLAB and Ferret are excellent for building animations and creating 2-D
maps, the results are static because it is not possible to interrogate the data, add data
in real time, or perform any analysis “on the fly” (Merati et al. 2007). GIS provides
a more interactive way to create and analyze data.

Emergency managers and coastal planners recognize the risk posed by near-and
far-field tsunami events that can inundate coastal areas. Developers at NCTR are
building at-risk community tsunami tools, working with state partners and emer-
gency managers to determine the level of risk posed by a tsunami to coastal com-
munities. The tools will allow us to use parameters such as distance to shoreline,
elevation, and time of day to determine affected populations (Fig. 14.7).

NCTR, Tsunami Warning Centers, and the NOAA Tsunami program have iden-
tified sites for further study and inundation modeling in the United States and its
territories, and are working on establishing criteria that can define what determines
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Fig. 14.7 Results of running the at-risk population tool for Washington State coastal communities,
describing populations within 2 km of the shoreline at elevations lower than 15 m that would be
inundated in a near field tsunami scenario

an “at-risk” population. Currently, age, mobility, access to transport, and income
level are included as well as seasonal factors (especially in resort areas).

Data management is an important component for getting information into the
hands of coastal managers and scientists at the time an event occurs. Development
of the NCTR Atlas project, whose initial goal was to house static maps of mod-
eled sites, has proven to be an invaluable tool for data display, management, and
organization of all event data. Additionally, the housing of seismic and water level
data in a GIS format in one location promotes more efficient retrieval of data for
model validation. Extensions of the Atlas to work with ArcGIS™ desktop appli-
cations and with NCTR’s WebSIFT real-time modeling application will improve
its utility for modelers and data managers as events are updated in real time and
assigned standardized event names and data structures, thus making data integration
and management easier.

Data integration and data formats have often been a stumbling block to the accep-
tance of GIS to the hydrological and oceanographic community (Martin et al. 2005).
The recognition of netCDF as the de facto standard of the hydrological and model-
ing community by ESRI™ and the move to make native file readers available to the
standard mapping toolkit (ArcView™ GIS) made the integration of netCDF rasters
and features much simpler for GIS analysts and scientists wishing to directly ana-
lyze their model output in ArcGIS™. Python scripting language — for stand-alone
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applications or for creating geoprocessing scripts within ArcGIS™ — makes trans-
formation of data formats, batch processing of large files, and integration of spa-
tial operators much easier by taking model output and visualizing and placing it
within a GIS framework. Simple tools that NCTR programmers have written to
convert data between formats in Python make data interchange smoother. While
the hydro modeling community has been a large proponent of these tools, the abil-
ity to integrate irregularly time-stepped or meshed-gridded datasets outputted by
inundation models is largely due to work by the atmospheric community. Integra-
tion of time series tools for visual analysis and animation are also crucial to under-
standing coastal inundation and its impact on communities. GIS community-based
tools are beginning to address the most accurate and effective way to display this
information.

14.12 Conclusion

GIS and geospatial technologies have been critical to the success of NCTR’s mod-
eling efforts and the dissemination of products to its stakeholders. Development of
mapping standards and techniques to create merged bathymetric and topographic
models for inundation modeling, with corrections for tidal variations, have been
used successfully for inundation modeling. DEM products are available to the pub-
lic and are used for coastal storm modeling, fisheries studies, and estuarine habi-
tat modeling. The use of the best available data and standard methods has stream-
lined the creation of the DEMs, which serve as one of the critical inputs to running
the MOST model and generating accurate results. Methods of DEM development,
including the accessibility and availability of current data, the use of satellite altime-
try and imagery, and efforts to improve the accuracy of vertical datum adjustments
for Alaska and other parts of the United States coast, will enhance the DEMs sched-
uled for creation in the next few years.

While we have not discussed mitigation strategies for tsunami preparedness,
NCTR recognizes the importance of using model output, wave heights, amplitudes
and time-of-first-wave as important parameters that localities will need to create
disaster preparedness plans. Tools to assess where vulnerable populations exist, fac-
toring in age, race, gender, income level, and access to transportation are crucial for
long-term planning for coastal evacuation. The same information is useful for plan-
ning development restrictions in coastal areas. Dominey-Howes et al.’s (2009) inte-
gration of vulnerability analysis with building types for Seaside, Oregon, begins to
address these issues. While NCTR has focused on providing at risk estimates based
on elevation, probable maximum inundation heights, and potential flooding areas at
various periods of the day, we are working on determining what factors are needed to
make accurate estimates of vulnerable populations. Census information and spatial
statistics along with up to date tax parcel information for city and county jurisdic-
tions will assist in making more accurate estimations. Land cover and land change
over time, especially in coastal areas, are especially subject to change. Integration
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of standby inundation outcomes such as a maximum inundation line could be used
to build predictive models that use MOST parameters with GIS analysis.

Acceptance of GIS as a framework for emergency planning and decision mak-
ing is not new in terms of hazard planning, but the tools for bringing model output
to GIS requires changing the way we look at model output and how we visual-
ize these data. The Tsunami GIS project demonstrated that gridded model output
can be added to a stand-alone GIS application and used to assess the level of dam-
age and vulnerability without having a full suite of ArcGIS™ on the user’s desk-
top. A run-time license of the Tsunami GIS application means that we can deploy
this application as part of a suite of training tools to developing nations that may
not currently have a full GIS laboratory. Stand alone tools that can be extended
using Java, that can read native GIS file formats, and that can produce products use-
ful to first responders, are important for rapid assessment and response in disaster
scenarios.

Adding full GIS capability and visualization tools, as seen in the ComMIT inter-
face, has brought GIS to the forefront of hazard assessment in the Indian Ocean.
Imagery that can be geo-referenced and placed on an inundation zone to provide
real-time display and output into a GIS is critical for bringing modeling results into
the hands of the emergency manager in a timely manner (Titov et al. 2005). The
option of putting inundation results output (e.g., KML) in a Google Map™ appli-
cation with the option of adding additional information makes the application more
powerful and more easily delivered to the end user. Mapping mashups, while not a
new technology, permit some user-based content to be placed on an image, and have
also proven useful for recovery efforts.

Ideally, the MOST model could be directly integrated into ArcGIS™ or any
GIS enabled package, but as others have noted model integration is not simple, nor
straightforward (Eveleigh et al. 2006; Martin et al. 2005). Research is ongoing to
create an interface that is user friendly to both the scientist whose model output is
being used and the end user who must interpret the model’s results.

The creation of a 2-D evacuation map for state hazard mitigation and the need
for accurate bathymetric data for model input provided the initial foundation for
the use of GIS for tsunami research, modeling, and hazard mitigation efforts at
NCTR. The ability of ArcGIS™ to handle native file formats used by the MOST
model and development of the Python scripting language helped move NCTR to
adopting GIS as a tool to help display, analyze, and disseminate information. New
research linking evacuation models with hydrodynamic models through the use of
GIS have strengthened our commitment to this research. With the recent prolifer-
ation of Google Earth™ imagery and mapping applications that do not require a
desktop GIS application, NCTR looks forward to many opportunities to expand its
suite of geospatial products.
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Chapter 15
Utilizing New Technologies in Managing
Hazards and Disasters
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Abstract This chapter introduces new and emerging technologies that have proven
effective in disaster management or show promise in future deployments. These
technologies are discussed in the context of the four major phases of disaster
management: preparedness, response, recovery and mitigation. Examples of some
technologies discussed in detail include real-time hazard warning or monitoring
systems; advanced loss estimation methodologies and tools; remote sensing for
response and recovery; and field data collection and visualization systems, espe-
cially those that are GIS and/or GPS-based. The chapter concludes with a brief
discussion of research or implementation issues, focusing specifically on the above
technologies, and including issues related to real-time event monitoring; privacy
protection; and information sharing and trust management.

Keywords Remote sensing - Disaster management - Damage assessment - Loss
estimation - Reconnaissance - Warning and monitoring

15.1 Introduction

Often, disasters act as catalysts for the adoption of new and emerging technolo-
gies. Spawned by the need to rapidly collect vital information for disaster manage-
ment, technical innovations have helped emergency responders more efficiently and
rapidly assess the impact of large disasters, and track and monitor progress in criti-
cal response and recovery operations. For example, after Hurricane Andrew struck
Florida (1992), the lack of rapid damage or situation assessment tools hindered the
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deployment of federal resources and thus identified the need for near real-time loss
estimation methodologies. Following the 1994 Northridge California earthquake,
use of geographic information systems (GIS) during the initial response and recov-
ery periods provided important visual and spatial information about critical oper-
ations (Eguchi et al. 1997a). New York City’s World Trade Center attacks (2001),
demonstrated the potential use of remote sensing technologies for damage assess-
ment and recovery (Huyck and Adams 2002). And, shortly after Hurricane Charley
struck Florida in 2004, deployment of global positioning system (GPS)-based sur-
vey technologies helped to “freeze” in time the storm’s damage and destruction so
researchers could study the effects of significant wind hazards in a more compre-
hensive and complete manner. All these events underscore the opportunities that
emerge when time-critical information can be more efficiently delivered to users
who are making critical decisions during a disaster.

The last decade has witnessed technological innovations in numerous areas,
including data collection and management, information visualization, smart sen-
sors, robust communication systems (including wireless platforms), loss estima-
tion, GIS, personal digital assistant (PDA) solutions, GPS-based technologies, and
remote sensing, often collectively referred to as geographic information technolo-
gies (GIT). In many cases, these technologies have existed for many years, however,
their application or deployment for disaster response or management has been non-
existent or slow. Part of the reason for the delay in their utilization is the long lead
time required for response organizations to understand and embrace the efficacy of
these solutions for facilitating response and recovery operations. In almost all cases,
implementing these new technologies necessitates replacing “old, but tried and true”
solutions. Attempts to replace these solutions, particularly during an actual disas-
ter, are often met with extreme resistance especially if the newer solutions are not
problem-free from the outset.

This chapter introduces technologies that have either proven to be effective in
disaster management or are considered important components in future deploy-
ments. We begin by discussing each technology from the perspective of its maturity
level, benefits, and potential drawbacks. In addition, we suggest future directions for
incorporating these technologies into different phases of disaster management, i.e.,
preparedness, response, recovery and mitigation. We also discuss some of the bar-
riers that exist in their deployment and utilization. One of the biggest challenges is
overcoming the resistance that typically accompanies the introduction of new tech-
nologies. The chapter concludes with a discussion of other issues, some ironically
caused by the availability of more powerful information technologies, e.g., privacy
protection, information sharing, and trust management.

15.2 Applications to Emergency Management

The following sections describe how advanced and emerging technologies are being
used to enhance disaster mitigation, preparedness and response efforts.
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15.2.1 Mitigation and Preparedness

While working towards the long-term goal of disaster prevention, in the shorter
term, contemporary emergency management is concerned with minimizing the
extent and effects of extreme events (Garshnek and Burkle 2000). Mitigation mea-
sures serve to reduce or negate the impact of an event, while preparedness efforts
facilitate a more effective response once the disaster has occurred.

Hazard Assessment. Hazard identification is a pre-event research activity where
remote sensing and GIS play important roles. For example, MIKE21! has been used
to create detailed digital elevation maps to identify areas at risk of flooding in the
event of a dam break (DHI 2007); similarly fluvial and coastal flooding have been
modeled using MIKE21 and HAZUS®MH (FEMA 2008). Elevation data are rou-
tinely derived from interferometric? synthetic aperture radar (IfSAR?) (e.g., Galy
and Sanders 2000) and Light Detection and Ranging (LIDAR) data. Hazard maps
showing landslide potential can be directly created using remotely-sensed detailed
elevation readings from such instruments, and indirectly through geological, soil
and moisture information from optical and radar coverage (CEOS 2002). Interfer-
ometry has also been used to track changes in topography associated with volcanic
activity (JPL 1995; Lu et al. 2003), and glacial movement (JPL 2003).

Optical data are particularly useful for the visual assessment of hazards. Mon-
itoring patterns of vegetation growth, identified through classification techniques
(Campbell 1996), provides a means of detecting encroachment around energy trans-
portation pipelines (DOT/NASA 2003). Such monitoring ensures adequate access
to pipelines in case of needed repairs and/or maintenance. This process is most
successful when “supervised” by an analyst, whereby a user identifies “areas of
interest” to guide subsequent image-wide categorization. Multi-spectral coverage
extending to longer wavelengths of the electromagnetic spectrum offers the unique
opportunity to inspect features that are invisible to the naked eye. In terms of wildfire
risk, the Southern California Wildfire Hazard Center (SCWHC 2003) documents the
quantification of chaparral fuel content using multi-spectral data (c.f., CEOS 2002;
Roberts et al. 1998).

Figure 15.1 shows how satellite imagery was used to map the extent of flood-
ing in New Orleans after Hurricane Katrina (2005). The flood boundary shown in
Fig. 15.1 was created using expert interpretation of high-resolution imagery pro-
vided by DigitalGlobe (QuickBird image captured on September 3, 2005; see
Womble et al. 2006 for details on flood boundary determination). This flood bound-
ary was visually compared with an automatically-generated spectral classification of

IMIKE 21 is a professional engineering software package for the simulation of flows,
waves, sediments and ecology in rivers, lakes, estuaries, bays, coastal areas and seas;
http://www.dhigroup.com/Software/Marine/MIKE21.aspx

2Interferometry is a widely used technique where an object is observed from several angles and
then digitally reconstructed as a single, more detailed image.

3IfSAR, or InSAR, is an aircraft-mounted sensor designed to measure surface elevation, which is
used to produce topographic imagery.
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Boundary of Extreme Flooding

Fig. 15.1 Expert interpretation of September 3, 2005 flood limit (yellow lines) overlaid onto Dig-
italGlobe QuickBird “false color” composite of New Orleans after Hurricane Katrina
Source: Womble et al. 2006

the inundated area obtained from moderate-resolution (30 m) Landsat 5 coverage,
captured on 30 August 2005 by the National Aeronautics and Space Administration
(NASA), and posted by the USGS on 03 September 2005. Although comparison was
precluded in some areas due to cloud cover, the degree of correspondence between
the QuickBird flood line and the Landsat 5 spectral classification was generally high.

In addition to mapping the extent of flooding in New Orleans, other remote sens-
ing technologies were used to estimate the height or depth of the flooding. The
National Oceanographic and Atmospheric Administration’s (NOAA) flood depth
map for 31 August 2005 was developed using a combination of satellite imagery
from the National Geospatial Intelligence Agency and LIDAR (Light Detection and
Ranging) data from Louisiana State University and the State of Louisiana. This map
(Fig. 15.2) shows that most of New Orleans was covered by at least 7-9 ft of water,
with some areas exceeding 20 ft. The extent of surface flooding shown in this Figure
visually appears to correspond well with the flood boundary delineations shown in
Fig. 15.1.

Inventory Development. Compiling a comprehensive and accurate database of
existing critical infrastructure is a priority in emergency management, since such
data provide the basis for simulating probable effects through scenario testing, and
set a baseline for determining the extent of damage and associated losses once
an event has occurred. In the context of mitigation and preparedness, demand is
increasing for accurate inventories of the built environment, in order to perform vul-
nerability assessments, estimate losses in terms of repair costs (RMSI 2003), assess
insurers liability, and for relief planning purposes (Sinha and Goyal 2001; RMSI
2003). In lesser developed regions of the world, such inventories are often scarce.
The Committee on Earth Observation Satellites (CEOS 2002) documents a program
to compile comprehensive records of urban settlements at risk in the event of an
earthquake. This effort is being driven by the experience of the 1998 Afghanistan
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Fig. 15.2 August 31, 2005 flood depth estimation for New Orleans after Hurricane Katrina
Source: No Author 2005

earthquake, when due to the unavailability of even simple maps or images, relief
workers experienced extreme difficulty locating affected villages.

Because building inventories are the primary data input into loss estimation mod-
els such as the Federal Emergency Management Agency’s (FEMA) HAZUS®MH
and California’s Early Post-Earthquake Damage Assessment Tool (EPEDAT), the
more detailed the inventory the more reliable the model output. These models are
used as planning tools prior to an event and as response tools once an event has
occurred. Measures of interest include: building height, square footage, and occu-
pancy (use). To a large degree, the accuracy of loss estimates depends on the qual-
ity of input data. Default datasets are often based on regional trends, rather than
local data. Research being undertaken at the Multidisciplinary Center for Earth-
quake Engineering Research (MCEER), suggests that remote sensing data offer a
detailed inventory of both height and square footage, which, through supplementing
existing datasets, may lead to more accurate loss estimates.

For example, building height and square footage information can be obtained
from a combination of IfSAR and optical imagery (Eguchi et al. 1999; Huyck et al.
2002; Adams and Huyck 2005). The efficacy of this methodology has been tested on
case study areas in Los Angeles, where the values for building height and coverage
correspond closely with independently derived tax assessor data (Eguchi et al., in
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press). Methodological procedures are under development to use these results to
update existing inventories within the HAZUS®MH program.

A significant advantage of remotely-derived inventories is the relative ease with
which they can be updated. This attribute is particularly important at the city scale,
where the overview offered by satellite imagery can be used by planning depart-
ments to track urban growth (DOT/NASA 2002, 2003). Classifying image features
into vegetation, concrete, and buildings is a common task, readily applied to multi-
temporal images. Growth or contraction of those features can be detected by exam-
ining change between the scenes.

In addition to using active sensors (e.g., IfSAR), new building inventory devel-
opment techniques are emerging from the use of high-resolution optical satellite
data. Research at Stanford University and ImageCat, Inc. has focused on the devel-
opment of an approach using rational polynomial coefficients (RPC) as a camera
replacement model to quickly obtain spatial and structural information from a sin-
gle high-resolution satellite image (Sarabandi et al. 2005; Chung and Sarabandi
2006). Geometric information that defines the sensor’s orientation is used in con-
junction with the RPC projection model to generate an accurate digital elevation
model (DEM). The methodology described in Sarabandi et al. (2005) shows how
the location and height of individual structures are extracted by measuring the
image coordinates for the corner of a building at ground level and at its corre-
sponding roof-point coordinates, and using the relationship between image-space
and object-space together with the sensor’s orientation to arrive at these parameters.
Figure 15.3 shows a 3-dimensional model of Long Beach, California developed
using this methodology, called the Mono-Image Height Extraction Algorithm
(MIHEA).

Loss Estimation. Although loss estimation studies were conducted in the 1960s,
only in the 1990s did such methodologies become widely used. A major factor
in this development was the emergence of GIS technology that allowed users of

Fig. 15.3 Three-dimensional
building inventory model of
Long Beach, California
Source: Chung and Sarabandi
2006
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information technology to easily overlay hazard data or information onto maps of
various systems (e.g., lifeline routes, building data, population information).

Loss estimation methodologies are now a vital part of many hazard mitigation
studies. These methods are typically used to forecast the potential impacts of dif-
ferent hazard scenarios (typically used for planning), to project losses in an actual
event (when used in conjunction with near real-time sensor systems, such as the
ShakeMap system deployed by the US Geological Survey), and to assess the bene-
fits of a mitigation activity such as structural retrofit. A National Research Council
report, Impacts of Natural Disasters (NRC 1999), also discusses the importance of
relying on loss estimation modeling as a means of tracking and monitoring the costs
of natural disasters. Because current government accounting systems are inadequate
when it comes to totaling the costs of a disaster, the NRC report suggests that loss
estimation modeling could provide a surrogate means of tracking these costs.

The Federal Emergency Management Agency (FEMA) has recognized the value
of loss estimation modeling as a key hazard mitigation tool. In 1992, FEMA began
a major effort (which continues today) to develop standardized loss estimation
models that could be used by non-technical hazard specialists. The resulting tool,
HAZUS®MH, currently addresses earthquake, flood, and wind.

HAZUS®MH is built on an integrated GIS platform composed of seven major
interdependent modules. The connectivity between the modules is conceptual-
ized by the flow diagram in Fig. 15.4. The following discussion provides a brief
description of each module; detailed technical descriptions can be found in the
HAZUS®MH Technical Manuals (NIBS/FEMA 2003a, b, c).

Potential Hazards (1) - This module estimates expected intensities, or the sever-
ity of, three hazards: earthquake, flood, and wind. For each of these the software
estimates ground motion and ground failure potential from landslides, liquefaction,
and surface fault ruptures; flood heights or depths; and wind speeds and wind-born
debris. If probabilistic analysis is needed, frequency or probability of occurrence
can be included.

1. POTENTIAL 2. INVENTORY
HAZARDS DATA

v v

3. DIRECT 4. INDUCED
DAMAGE DAMAGE

<
! 5. SOCIAL
LOSSES

Fig. 15.4 HAZUS®MH 6. ECONOMIC | 7. INDIRECT

modules > LOSSES LOSSES
Source: (FEMA 2008)
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Inventory Data (2) - HAZUS®MH provides a national-level built environ-
ment exposure database that allows preliminary analysis without the necessity
of collecting local data. This database includes general building stock, essential
facilities, transportation systems, and utilities. General building stock data are clas-
sified by occupancy (e.g., residential, commercial, industrial) and by model building
type (structural system, material of construction, roof type, and height). State-
specific mapping schemes are provided for single-family dwellings, and region-
specific schemes for all other occupancy types (in all cases, the schemes are age
and building-height specific).

Direct Damage (3) - Based on the level of exposure and the vulnerability of
structures at different hazard intensity levels, this module estimates property damage
in each of the four inventory groups (general building stock, essential facilities,
transportation, and utilities).

Induced Damage (4) - Estimates are also calculated for “induced damage”, which
is secondary property damage occurring as a consequence of an event (e.g., fire
following an earthquake).

Social Losses (5) - These losses are estimated in terms of casualties, displaced
households, and short-term shelter needs. Casualties are calculated at four lev-
els (minor injury to death), during three times of day (2:00 a.m., 2:00 p.m., and
5:00 p.m.), for four population groups (residential, commercial, industrial, and com-
muting). Displaced households are calculated from the number of uninhabitable
structures, estimated by examining the relationship between damage to residential
building stock and utility service outages.

Economic Losses (6) - Direct economic losses are estimated in terms of structural
and nonstructural damage, contents damage, costs of relocation, losses to business
inventory, capital-related losses, wage and salary income losses, and rental losses.

Indirect Economic Losses (7) - This module evaluates region-wide, longer-term
effects by examining changes in sales, income, and employment by sector (i.e., com-
mercial, industrial, retail).

The various modules of the HAZUS®MH software have been calibrated using
existing literature and damage data from past events. Pilot studies have been con-
ducted to assess and validate the credibility of estimated losses. Recently, the system
was used to assess savings from FEMA-sponsored mitigation activities; the conclu-
sion was thata “. . . dollar spent on mitigation saves society an average of $4” (MMC
2005, p. 5).

Another example of a loss estimation modeling effort is illustrated by the Early
Post-Earthquake Damage Assessment Tool (EPEDAT), which was used during the
1994 Northridge Earthquake (Eguchi et al. 1997b). EPEDAT’s use as a loss estima-
tion technique in the immediate post-event context was a key development, mark-
ing a significant departure from conventional applications. Beforehand, earthquake
loss studies largely addressed the pre-earthquake planning needs of utility oper-
ators, the insurance industry and government emergency response agencies. The
needs of these entities generally required modeling events that would have the great-
est impact on local population and economies (e.g., worst-case scenarios). Tech-
nological advances in high-speed computing, satellite telemetry and GIS altered
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the modeling landscape, making it possible to generate multiple-scenario loss esti-
mates, provide nearly unlimited mapping capability, and (perhaps most importantly)
develop near real-time estimates given the source parameters of the event (i.e., mag-
nitude and location). For years, real-time broadcasts of earthquake data including
magnitude, location, depth, time of occurrence, and in some cases, ground motion
maps or contours, have been available in California and other western states. Access
to such data in conjunction with the availability of powerful GIS-based loss estima-
tion tools has made near real-time loss estimates a reality in many seismically-active
regions of the world.

Logistical Support. In addition to inventory development, databases of critical
infrastructure provide a baseline for determining the extent of damage and asso-
ciated losses once an event has occurred. For example, remote sensing and GIS
technologies played an important role in response efforts at Ground Zero following
the 9/11 World Trade Center attack. A pre-existing very detailed base map of New
York City, compiled from aerial photos and GIS data, depicted building footprints,
roads, and lifelines (Cahan and Ball 2002; Huyck and Adams 2002) — data that
underpinned subsequent mapping efforts.

Following the 9/11 attack, it was recognized that several remote sensing tech-
nologies were underutilized during response efforts (Huyck and Adams 2002;
Huyck et al. 2003). For example, calibrated temperature readings would have been
valuable for firefighters, but were unavailable until early October. To facilitate the
collection of appropriate and timely data for extreme events occurring within the
US, FEMA and NASA have established a Remote Sensing Consultation and Coor-
dination Team (Langhelm and Davis 2002). This team is tasked with identifying
suitable data, coordinating its acquisition, and distributing the resulting imagery
(Langhelm 2002, personal communication, FEMA Region X GIS Coordinator). To
support data collection through the RSCCT system, it is important to have contrac-
tual agreements in place before an event occurs. Prior agreements between the New
York State Office for Technology and EarthData facilitated overflights of Ground
Zero in the aftermath of the terrorist attack (Huyck and Adams 2002).

15.2.2 Response and Recovery

Following the onset of an extreme event, assessing the nature, extent, and degree
of damage are priorities. Accomplishing these tasks can be problematic due to the
distributed nature of natural disasters, and limited accessibility when transportation
routes are disrupted. After the initial chaos has subsided, emergency efforts turn to
monitoring activities and the provision of logistical support. In terms of response,
advanced technologies (especially remote sensing and GIS) offer a number of dis-
tinct advantages over traditional ground-based techniques (Puzachenko et al. 1990;
Garshnek and Burkle 2000).

Damage Detection. Damage detection provides information needed to: (a) prior-
itize relief efforts, (b) direct first responders to critical locations, thereby optimizing
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response times (Sinha and Goyal 2001) and ultimately saving lives, (c) compute
initial loss estimates (RMSI 2003; Tralli 2000), and (d) determine whether the situ-
ation warrants national or international aid. In urban areas, building and infrastruc-
ture damage (e.g., roads, pipelines, bridges) are of particular interest. This section
describes remote sensing damage detection methodologies developed from recent
earthquake events and the World Trade Center attack.

The vast US transportation network includes over 500,000 bridges and four
million miles of road (Williamson et al. 2002). When a disaster strikes, effective
incident response demands a rapid overview of damage sustained by numerous ele-
ments, spread over a wide geographic area. Given the magnitude and complexity
of transportation systems, near-real time field-based assessment is not an option.
For example, during the recent Indian Ocean earthquake and tsunami (2004) cen-
tered near Sumatra, the media reported damage to roads and bridges, with a number
of villages cut off. Considering the critical 48 hour period that urban search and
rescue teams have to locate survivors, accessibility must be quickly and accurately
determined in order to reroute response teams and avoid life threatening delays.
Earth orbiting remote sensing devices such as IKONOS and QuickBird can present
a high-resolution, synoptic overview of the highway system, which can be used to
monitor structural integrity and rapidly assess the degree of damage.

A DOT/NASA initiative promoting remote sensing applications for transporta-
tion (Morain 2001; DOT/NASA 2002, 2003) has developed preliminary damage
detection algorithms termed “Bridge Hunter” and “Bridge Doctor” for highway
bridges (Adams et al. 2002). Bridge Hunter locates and compiles a catalogue of
remote sensing imagery together with attribute information from Federal High-
way Administration (FHWA) databases. Bridge Doctor diagnoses the “health” of
bridges, determining whether catastrophic damage has been sustained by quantify-
ing differences in the before-and-after images (Adams et al. 2002). The Northridge
earthquake served as a testbed for these algorithms due to widespread damage sus-
tained by the transportation network. Six examples of bridge collapse were available
for model calibration and validation. SPOT imagery indicated substantial change
between the “before” and “after” earthquake images of the bridges. A bivariate
damage plot quantified the visual impression by producing a low correlation/high
difference for collapsed bridges, and high correlation/low difference for undamaged
bridges (Adams et al. 2002).

The use of remotely-sensed data for assessing building damage offers signifi-
cant advantages over ground-based survey. Where the affected area is extensive and
access limited, remote sensing presents a low-risk, rapid overview of an extended
geographic area. A range of assessment techniques are documented in the literature,
including both direct and indirect approaches.

Direct approaches attempt to quantify building damage in terms of the extent or
density of collapsed structures (for a useful review, see Yamazaki 2001). Research
by Matsuoka and Yamazaki (1998), Chiroiu et al. (2002) and Chiroiu and Andre
(2001) suggests that collapsed and extensively damaged buildings have distinct
spectral signatures. Unfortunately, moderate and minor damage states are currently
indistinguishable from undamaged states.
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Direct approaches to building damage assessment may be categorized as multi-
and mono-temporal. Multi-temporal analysis determines the extent of damage via
spectral change between images acquired at several time intervals, typically before
and after an extreme event. Figure 15.5 outlines the methodological process that
has been employed at city-wide and regional scales for various earthquakes, using
optical and Synthetic Aperture Radar (SAR) imagery.

At a city-wide scale, comparative analysis of Landsat and Earth Resources Satel-
lite (ERS) imagery collected before and after the 1995 Hyogoken-Nanbu (Kobe)
earthquake, suggested a trend between spectral change and ground truth estimates
for the concentration of collapsed buildings (Aoki et al. 1998; Matsuoka and
Yamazaki 1998, 2000a, 2000b; Tralli 2000; Yamazaki 2001). Similar qualitative
and quantitative methods were used to evaluate damage in various cities affected
by the 1999 Marmara earthquake in Turkey (Eguchi et al. 2000a, b) and the 2003
Bam earthquake in Iran (Yamazaki et al. 2005; Hutchinson and Chen 2005; Chiroiu
2005; Gusella et al. 2005; Rathje et al. 2005; and Saito et al. 2005). Visual com-
parison between SPOT scenes in Figs. 15.6a, b for the town of Golcuk, demon-
strates changes in reflectance due to earthquake damage (see also Estrada et al.
2001a, b). Areas of pronounced change are highlighted by circles. Figure 15.6¢, f
shows measures of change such as difference, correlation and block correlation (see
also Eguchi et al. 2003), overlaid with the zones where ground truth data were col-
lected (AIJ 1999). Graphing the concentration of building damage by each measure
generates the damage profiles in Fig. 15.7 (see also No Author 2000; Huyck et al.
2002; Eguchi et al. 2002, 2003). There is a clear tendency towards increased offset
between before and after scenes as the percentage of collapsed structure rises from
class A-E.

This methodology has also been implemented for ERS synthetic aperture radar
(SAR) coverage (Eguchi et al. 2000b), offering 24-hour all-weather viewing, and
an additional index of change termed “coherence” (Matsuoka and Yamazaki 2000a;
Yamazaki 2001; Huyck et al. 2002; Eguchi et al. 2003). Matsuoka and Yamazaki
(2002, 2003) recently generalized this approach to show consistency in the trend
between building collapse and remote sensing measures for the earthquakes that
occurred in Hokkaido and Kobe, Japan (1993 and 1995, respectively), Marmara,
Turkey (1999), and Gujarat, India (2001). The authors detected damaged settlements
within the Marmara and Gujurat provinces following those earthquakes. Regional
approaches using SAR as a data source provide a quick-look assessment of damage
extent and can direct responders to severely impacted areas. Further details of multi-
temporal damage detection following the Gujurat event are available in Yusuf et al.
(2001a, b, 2002), Chiroiu et al. (2002, 2003) and Chiroiu and Andre (2001).

Mono-temporal analysis detects damage from imagery acquired after a disas-
ter has occurred and is useful where “before” data is unavailable. The methodol-
ogy relies on direct recognition of collapsed structures on high-resolution coverage,
through either visual recognition or diagnostic measures. As with the multi-temporal
approach, mono-temporal analysis is most effective for extreme damage states,
where buildings have collapsed or are severely damaged (Chiroiu et al. 2002;
Chiroiu 2005; Saito et al. 2005).
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Fig. 15.5 Damage detection methodology employed for buildings and urban settlements, using
multi-temporal remote sensing imagery
Source: Adams and Huyck 2005

Ogawa et al. (1999) and Ogawa and Yamazaki (2000) employ mono- and
stereoscopic photo interpretation of vertical aerial photography to determine
the damage sustained by wooden and non-wooden structures after the 1995
Hyogoken-Nanbu (Kobe) earthquake. A “standard of interpretation” was devised to
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(a) ‘Before’ (b) ‘After’

Fig. 15.6 Panchromatic SPOT4 coverage of Golcuk, Turkey (1999 Marmara, Turkey Earthquake)
showing “before” image (a); “after” image (b); difference values (c); sliding window correlation
(d); block correlation (e); and ground truth zones (f), where the percentage of collapsed buildings
was observed (Data courtesy of the European Space Agency, NIK and Architectural Institute of
Japan.)

Source: Huyck et al. 2004



308 R.T. Eguchi et al.

(a) SPOT difference (b) SPOT correlation
i, " |
§ 2: i s \
z A \ 5 L |
- A B C D E  Smk h A B ¢ D E Suk
Damage state Diamage state.

(¢) SPOT block correlation

Classes of building damage in terms of %

w ‘\\\‘ of collapsed structures

§ “ A=0-625%
§ B=6.25-12.5%
& w C=12.5-25%
w2 D = 25-50%
o E = 50-100%
L - Sunk = inundated coastal strip that
Damagestie subsided following the earthquake

Fig. 15.7 Damage profiles for Golcuk, Turkey (1999 Marmara, Turkey Earthquake) showing how
values recorded in the 70 sample zones for each SPOT index of change varies with the concentra-
tion of collapsed buildings (a—e). Error bars represent 1 standard deviation about the mean
Source: Huyck et al. 2004

distinguish between collapsed, partially collapsed, and undamaged structures based
on: occurrence of debris, level of deformation, and degree of tilt. Success of this
methodological approach was judged in terms of correspondence with ground truth
observations. Chiroiu and Andre (2001), as well as Chiroiu et al. (2002) used sim-
ilar criteria to interpret building damage from high-resolution IKONOS satellite
imagery of the city of Bhuj following the 2001 Gujurat earthquake, and similar
work was performed by Saito et al. (2005) after the Bam, Iran earthquake.

High speed automated aerial television is also emerging as a useful tool for mono-
temporal damage assessment. Ogawa et al. (1999) and Hasegawa et al. (2000) inven-
toried Kobe building collapse from visual inspection of HTTV imagery. Diagnostic
characteristics of debris and structural building damage are expressed quantitatively
by Hasegawa et al. (1999) and Mitomi et al. (2002) by recognizing collapsed and
non-damage scenarios in terms of color, edge and textural information. Multi-level
slice and maximum likelihood classifiers determined the spatial distribution of these
classes (Mitomi et al. 2001b, 2002). This methodology has been successfully used
to detect collapsed buildings from the Marmara (Turkey), Chi Chi (Taiwan) (Mitomi
et al. 2000, 2001b), and Gujurat (India) earthquakes (Mitomi et al. 2001a; Yamazaki
2001).

Indirect methods of mono-temporal building damage assessment can also be
inferred using a surrogate measure. Theoretically, for example, urban nighttime
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lighting levels should diminish in proportion to urban damage (CEOS 2002).
Hashitera et al. (1999) and Kohiyama et al. (2001) compared night-time lighting lev-
els in US Defense Meteorological Satellite Program Operational Linescan System
(DMSP-OLS) imagery acquired before and after the Marmara and Gujurat earth-
quakes. In both cases, areas exhibiting the greatest reduction in intensity corre-
sponded with damaged settlements, supporting the hypothesis that fewer lights
shine where buildings are severely damaged (Chiroiu and Andre 2001). Operating
under the cover of darkness, this damage assessment tool is a useful supplement to
optically-based methodologies that are limited to daylight hours.

In addition to the earthquake events described above, damage detection from
remotely sensed imagery proved useful following the World Trade Center attack
(Cahan and Ball 2002; Hiatt 2002; Huyck and Adams 2002; Logan 2002; Thomas
et al. 2002; Williamson and Baker 2002; Huyck et al. 2003). IKONOS coverage
acquired on 12th September 2001 and posted on the Internet provided an early
visualization of the damage at Ground Zero. The first detailed pictures were cap-
tured the following day when the Fire Department of New York (FDNY) recorded
oblique shots from a circling helicopter, and Keystone Aerial Surveys took vertical
photographs of the area for the New York State Emergency Management Office.
From the 15-16th September until mid October, EarthData systematically acquired
orthophotographs, thermal and LIDAR data (for a full timeline of data acquisition,
see Huyck and Adams 2002). While these datasets were initially used to detect dam-
age, they also played an important role in post-event monitoring.

Another example of a damage map, this time prepared following the 2004 Indian
Ocean earthquake and tsunami, is shown in Fig. 15.8. This map was created for the
town of Ban Nam Khem in Thailand using expert interpretation of high-resolution
pre- and post-tsunami imagery. Of the 761 structures sampled, 449 (59%) were clas-
sified as collapsed, with 312 sustaining a lesser damage state. The degree of damage
is most extreme bordering the open coast and inlet where 50-100% of the houses
were destroyed. The degree of damage rapidly diminishes inland, reaching 0-30%
at approximately 500 m from the shorelines (Chang et al. 2006).

Early Warning. For events such as a hurricane where ample time is available
before the hazard affects an urban area, tracking or monitoring the progress of the
hazard is crucial. Satellite systems have long been used to identify hurricanes and
estimate when they will make landfall and where significant damage may occur.
NOAA/National Weather Service has recently added “strike probabilities” — with
respect to landfall — as well as projected wind speeds for all major hurricane events.
This information, when used with simulation models (loss estimation) can provide
important data for planning response and recovery efforts.

Several years ago, the feasibility of an early warning system for earthquakes was
studied by a research team led by ABS Consulting (ABS 2000, 2001a, b, 2002).
The study consisted of four phases: (a) identification of potential users of an earth-
quake early warning system within selected institutional sectors using a structured
telephone survey; (b) review of the risk communication and hazard warning liter-
ature to identify relevant findings that apply to the design of warning systems and
to the issuance of real-time and near real-time warnings, with a special emphasis
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Fig. 15.8 Damage map using high-resolution QuickBird and IKONOS imagery for Ban Nam
Khem, 2004 Indian Ocean Earthquake and Tsunami. The percentage of collapsed buildings is
computed within zones at 100 m intervals from the open coast and inlet shores

Source: Chang et al. 2006

on the challenges associated with the dissemination of very short-term warnings;
(c) identification and analysis of public policy issues associated with the earthquake
early warning system; and (d) proposal to design a pilot project to introduce an
earthquake early warning system to southern California. The basis for the Seismic
Computerized Alert Network (SCAN) was that during an event, seismic sensors
located throughout the southern California basin would detect ground motion and
earthquake source information early enough to alert areas expected to experience
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significant ground motions. While this type of early warning system has been suc-
cessfully deployed in Japan, it has yet to be implemented in the US. A key issue
is whether the system provides sufficient time to prepare for impending ground
motions. At best it can supply only 1 min of warning between the occurrence of
a large San Andreas earthquake near the Salton Sea to the time it would reach the
Los Angeles basin.

Post-Event Monitoring. As response efforts unfold following an extreme event,
remote sensing is an important source of logistical support. The following section
presents selected instances where remote sensing has aided response efforts in the
aftermath of man-made and natural disasters (see also Mileti 1999).

In terms of man-made disasters, remote sensing data was of value following the
recent explosion of the Columbia Space Shuttle. A combination of airborne COM-
PASS and radar satellite imagery was used to show the distribution of the debris field
(No Author 2003; Oberg 2003). After the World Trade Center attack, LIDAR, ther-
mal imagery and aerial photography acquired by EarthData gave a detailed overview
of Ground Zero. Multi-temporal analysis enabled the monitoring of cleanup oper-
ations and volumetric analysis using LIDAR elevation data (Fig. 15.9) tracked
progress clearing the debris pile. In several instances, the fusion of key datasets pro-
vided responders with valuable new information (Huyck and Adams 2002; Huyck
et al. 2003). For example, overlaying the 3D LIDAR representation of the debris pile
with a map of hazardous materials and fuel sources enabled firefighters to assess
what was happening underneath the ground. The correlation between voids and the
position of fuel and Freon tanks presented a focus for firefighting efforts, possibly
preventing explosions that would have released toxic gases. When thermal data was
overlaid with a two-dimensional 75 x 75 ft transparent reference grid established by
the FDNY, it provided a common system for tracking objects and remains amongst
the debris. And when fused with an orthophotograph, it facilitated strategic planning
needed to consider the location of hotspots within the pile (Rodarmel et al. 2002).
The thermal data were also used to evaluate firefighting strategies, by visually not-
ing differences in a time series of images during which various chemicals were
tested. Aerial photographs were also widely employed as a base-map. Applications
included overlay with CAD models of floor plans for the Twin Towers, enabling
search and rescue teams to pinpoint specific infrastructure, such as stairwells and
elevator shafts.

Remote sensing is also increasingly employed to track oil spills. Danish and Nor-
wegian agencies use satellite and airborne surveillance to perform reconnaissance
on detected slicks. CEOS (2002) and Fingas and Brown (1997) note that optical,
SAR and laser flurosensor devices are particularly useful for detecting and monitor-
ing oil slicks. Tracking pollution and particulate debris is another emerging applica-
tion. Atmospheric pollutants are recorded through increased absorption at specific
wavelengths of the electromagnetic spectrum. Following the World Trade Center
attack, hyperspectral imagery was recorded by the JPL Advanced Very High Reso-
lution Imaging Spectrometrer (AVIRIS). Through studying absorption patterns in
narrow bands, it was possible to map the concentration of airborne particulates
surrounding Ground Zero, including concrete, cement and asbestos (Clark et al.
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aD Maodel Rendered from T'IN. September 19, 2001 LIDAR data

Fig. 15.9 Map showing a 3D terrain model for Ground Zero, produced from LIDAR data acquired
by EarthData on September 19th 2001
Source: Adams and Huyck 2005

2001). The Airborne LIDAR Pipeline Inspection System (ALPIS) uses an infrared
laser to monitor gas plumes at ground surface level (LaSen 2003). Together, these
examples clearly point towards the potential application of spatial technology in
response to bioterrorism, and the detection of airborne contaminants (Brown 2002).

For natural disasters, remote sensing applications typically focus on tracking the
location and extent of a given hazard, using a temporal sequence of images. In the
case of wildfires, the online GEOMAC service (GEOMAC 2003) integrates MODIS
thermal imagery (see also Ahern et al. 2001; CEOS 2002). GEOMAC offers a rea-
sonably timely visualization at a regional scale, but until a constellation of low
earth orbiting satellites (LEOS) comes online (see Sun and Sweeting 2001), the
ultimate target of real-time detection with 15 min updates (CEOS 2002) remains
out of reach. For tracking floods, optical imagery has been widely used (Sharma
et al. 1996; Laben 2002), despite the persistent challenge posed by cloud cover. A
number of authors illustrate all weather capability through integrating optical and
SAR imagery (Profeti and Maclntosh 1997; Tholey et al. 1997; Wang et al. 2003).
Volcanic eruptions also represent a considerable challenge, creating a range of land-
and air-based hazards. Kerle and Oppenheimer (2002) describe the use of optical
and radar imagery to track fast flowing lahars. Monitoring the spread of atmospheric
ash clouds is a further application area (CEOS 2002; Francis and Rothery 2000),
which promises to reduce risk to aviators.
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Field Reconnaissance. GPS-based technologies are one of the reasons field
reconnaissance efforts after major disasters have improved. Before this technol-
ogy became available to the general public, documentation of field reconnaissance
activities was cumbersome and time consuming. Now, with GPS-systems offering
positional accuracies of about 1-3 m anywhere in the world, it is possible to link
photos and videos with actual points on the earth. This capability becomes even
more important when this technology is integrated with GIS systems.

One of the field-based systems that has emerged in recent disasters is the VIEWS
system developed for MCEER. VIEWS is a laptop-based portable field data collec-
tion and visualization system used during disaster reconnaissance missions to collect
geo-referenced: (i) damage observations, (ii) photographs, and (iii) video footage.
The system has been deployed from a moving vehicle, boat, aircraft and on foot.
Through a real-time GPS feed, the geographic location of every record is overlaid on
“before” and “after” remote sensing images and damage base maps. Through inbuilt
GIS functionality, the field team uses the high-resolution satellite scenes to prioritize
field survey activities, plan and track their route, and pinpoint damaged structures
and features of interest. Traditional methods of post-disaster damage assessment
typically involve walking surveys, whereby damage indicators together with the
overall damage state are manually logged on a spreadsheet. VIEWS significantly
increases the rate at which survey data is collected (Adams et al. 2004b). VIEWS
has previously been used in reconnaissance activities following the 2003 Bam, Iran
earthquake (Adams et al 2004a), Hurricane Charley and Hurricane Ivan (US Gulf
coast 2004) (Adams et al. 2004b, c), the Niigata, Japan earthquake in October 2004
(Huyck et al. 2005), and Hurricanes Katrina and Rita in 2005 (Womble et al. 2006).

The Indian Ocean tsunami event constituted the first deployment of VIEWS and
high-resolution satellite imagery for post-tsunami field reconnaissance (Ghosh et al.
2005). The system was deployed to study several key sites from August 16-25
2005, in order to “ground truth” the preliminary remote sensing results. VIEWS
was equipped with layers including a Landsat landuse classification, a mangrove
change/loss map, and QuickBird and IKONOS satellite imagery. The damage sur-
vey of impacted areas (Fig. 15.10 ) was conducted by a three member team from a
moving vehicle, on foot, and by boat depending on vehicular access and type of lan-
duse (e.g., mangrove). Fourteen (14) hours of geo-referenced digital video footage
were recorded along the reconnaissance survey route covering about 75 miles (50
miles from a moving vehicle, 20 miles from a boat, and 5 miles walking tour). A
library of approximately 550 digital photographs was also collected by the team.

15.3 Challenges

Ironically, the emergence of new technologies — especially, information technolo-
gies — has created a number of challenges that are only now being addressed by
researchers and practitioners in disaster management. Whereas, the norm several
decades ago was to have sophisticated modeling solutions to disaster management
problems with little or no empirical data, the situation today is quite the reverse.
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Fig. 15.10 VIEWS interface showing “before” and “after” high-resolution imagery and part of
the GPS route (yellow and red dots) followed by the field team in Ban Nam Khem — Indian Ocean
Earthquake and Tsunami. The upper photograph shows an example of the rapid reconstruction that
is occurring, and the lower digital video shows remaining building damage

Source: Chang et al. 2006

Because of widespread field sensors and other data (e.g., remote sensing), the dis-
aster management community has access to much more data than it can possibly
handle. Some of the issues now arising because of the overabundance of data and
information are real-time event monitoring, privacy protection, information sharing
and trust management.

Real-Time Event Monitoring. As discussed earlier, some hazards are monitored
through extensive field networks where information on an event as it is occurring
can be sent back to some central site where the data can be analyzed. An exam-
ple of this type of network is the California Integrated Seismic Network (CISN)
which monitors earthquake occurrences in California and uses this data to cre-
ate real-time ground motion intensity maps (http://earthquake.usgs.gov/resources/
software/shakecast/). Ideally, the ground motion maps are imported into GIS-based
loss estimation tools like HAZUS®MH and the impacts caused by the event can
be approximated within a matter of minutes. Similar tools are available for mon-
itoring and tracking significant hurricanes. One of the major issues arising from
this process is how to disseminate this information to emergency management offi-
cials and the public. One solution being explored is providing information through
online systems. By showing maps of heavily shaken areas, emergency manage-
ment officials can assess where resources are needed first and eventually determine
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whether outside resources will be needed during the initial response period, mainly
to address life safety issues. Furthermore, if these online systems are able to overlay
different information layers (e.g., location of hospitals, initial damage reports, loca-
tion of shelters) onto hazard or damage maps, the public can use this information
to decide how best to plan for their own recovery. Some possible applications for
an online GIS system include a family re-unification system, guides for where to
obtain assistance or supplies, locations of highway closures, locations of hazardous
conditions (e.g., fire-following, hazardous materials release; possible dam failure),
and locations of utility outages.

Privacy Protection. With increasing amounts of georeferenced data available to
the public, privacy protection becomes an issue. Satellite images or aerial photos of
workplaces and residences are commonly accessible on the internet. Some internet
applications provide photos or video at street levels, potentially capturing images
of individuals without their knowledge. While there is no current law prohibiting
companies or individuals from taking these photos or videos, there should be general
guidelines that either limit the types of photos that can be taken, seeks authorization
from individuals included in these images, or follows some protocol to obscure the
identification of specific individuals in the images.

Information Sharing and Trust Management. The sharing of data between orga-
nizations has always been problematic, either because the mechanism to do so has
not been developed or because the information that could be shared is either pro-
prietary or protected under some privacy measure or law. During an emergency,
certain types of data should be shared between government agencies so that effec-
tive decision-making can take place. For example, sharing damage assessment or
repair information between utility companies and transportation agencies because
utility companies attempting repairs need to know which roads and highways are
still operational. In addition, system-wide repairs for a particular utility system may
benefit greatly by coordinating the timing of these repairs with other utilities that
may also have experienced damage. In this way, the restoration process can pro-
ceed in more systematic and efficient manner. Such coordination is being facili-
tated through Emergency Operations Centers (EOC), however, joint access to this
information on a more real-time basis may provide significant benefits. In order
to facilitate this type of collaboration, information sharing technologies that allow
organizations to retain control over their information and to ensure the proprietary
nature of some data must be developed (e.g., trust management systems).

15.4 Final Remarks

While much progress is evident from the examples given above, remote sensing
and GIS technologies are not yet institutionalized into current and future emergency
response programs. Disaster experts continually warn governments and the public
about the possibility of “worst-case” natural hazard scenarios and their overwhelm-
ing impacts. Yet, planning for the occurrence of these events has fallen far short of
need. The large earthquake that occurred off the coast of Sumatra, which resulted
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in one of the deadliest tsunamis ever recorded, was a painful reminder that living in
some of the most desirable areas of the world includes risks.

Although predicted some years ago, the disaster in New Orleans after Hurricane
Katrina seemed to surprise many, including some key government agencies. While
the calamity may have been caused by the “perfect storm,” the response by key
government organizations tasked with providing emergency support to New Orleans
and other areas affected by the hurricane was neither timely nor effective. Whether
the government’s emergency response system was overtaxed to the point where it
became dysfunctional will be discussed for many years. It is hoped that such discus-
sion will result in significant changes that will prevent such catastrophic failure from
occurring again. Proper use of geospatial technologies could have alleviated some of
the confusion and suffering of New Orleans’ citizens; properly applied, such tech-
nologies can help response teams alleviate, and even prevent, similar suffering in
the future.

In the case of both Katrina and the Indonesian tsunami, new benchmarks were
met in terms of the use of GIT to mitigate the effects of these disasters. The 2004
Indian Ocean earthquake and tsunami were among the first events where satellite
and airborne imagery of all types was being captured and studied. The commer-
cial high-resolution satellite data provider DigitalGlobe captured and immediately
released images of the tsunami wave train hitting the shores of Sri Lanka. Sobering
before-and-after images of Banda Aceh showed the world the level of devastation
that had occurred. Had such images been captured all along Indonesia, Thailand,
India and Sri Lanka in the first few days after the earthquake, a much better sit-
uational assessment could have been made and, perhaps assisted in providing a
more rapid and coordinated response to the most severely affected areas. More rapid
response may not have saved the majority of individuals killed in the tsunami, but
could have alleviated much of the suffering and perhaps some lingering health issues
that occurred weeks and months after the disaster.

Similarly, a more rapid response after Hurricane Katrina — especially understand-
ing the extent of flooding in New Orleans and inundation areas along the Missis-
sippi — could have provided a more realistic assessment of needs and priorities in
the first few days and weeks after Katrina’s landfall. While there were many use-
ful images of these areas taken quickly after the hurricane’s initial onslaught, these
images would have been more useful if geo-referenced to a GIS.

In order for GIT to more effectively respond to the next wave of disasters, it must
address the following issues or requirements:

e First-responders, and those who provide them with technical support, must have
timely access to all images collected after an event. This access is especially per-
tinent for sensors operated at all levels of government. In addition, there must be
adequate training and education for first-responders to enable them to appropri-
ately interpret and use such information for response and recovery.

e Damage detection methodologies must become more robust, capable of work-
ing with various levels of data resolution or sensor types. Data fusion should be
emphasized, and conclusions based on independent assessments.
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e Emphasis needs to be placed on integrating post-event imagery and data into
models that predict damage or impacts. Taking model results as the initial a priori
estimate of impacts and revising or calibrating this estimate with real, post-event
data should provide the basis for model re-calibration and improved output.

e Post-event imagery and event analysis should be posted on the internet as quickly
as possible. Access to these data will not only improve response but provide the
opportunity for additions and corrections from additional sources.

e Success and failure with respect to the use and adoption of GIT must be docu-
mented for every event, to improve its application and implementation for disaster
response.

e Finally, government support is critical, especially in terms of research to design,
develop and test methodologies, systems, platforms, and other components so
that robust disaster response GIT can be developed and deployed not only
throughout the US, but around the world.
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Chapter 16
Remote Sensing and GIS Data/Information in
the Emergency Response/Recovery Phase

Michael E. Hodgson, Bruce A. Davis, and Jitka Kotelenska

Abstract Based on popular images and scientific literature discussing geographic
information science (GIScience) approaches for hazard analysis, it might be
assumed that GIScience is a core element in the response and recovery phases of
the disaster cycle. Findings from our research suggest that the use of GIScience in
disaster response/recovery is: (1) in an evolutionary phase and (2) timing and coordi-
nation are major impediments. In Spring 2005 (prior to Hurricane Katrina), a survey
was conducted of all state-level emergency preparedness offices to determine geo-
graphic information system/remote sensing use (hereafter referred to as geographic
information technologies, or GIT) and spatial data needs. While a few states had
five to seven staff educated in GIT, 23% had no spatial analysts in early 2005. Thus,
for many states the adoption of GIT is still in its infancy. This finding also indicates
that many state emergency management agencies (EMAs) would benefit from exter-
nal (e.g., state/local/federal agency, private, university) expertise in order to utilize
GIT during a hazard event. With a focus on remote sensing, we use three hurricane
events to illustrate the federal government’s work to change procedures associated
with GIT during response/recovery efforts. Concrete and anecdotal information on
the role of GIT in Hurricanes Andrew (1992), Floyd (1999), and Katrina (2005)
are provided. Acceptance of GIT must be based on timeliness of data/information,
awareness by the user community, and appropriate application to response/recovery
endeavors.

Keywords Response phase - Remote sensing - Institutional - Coordination - Survey -
Hurricane

16.1 Introduction

The primary phases of the disaster cycle are event, response, recovery, mitigation,
and warning, followed by a future event. Remote sensing and geographic
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information systems (GIS) (hereafter referred to collectively as geographic infor-
mation technologies, or GIT) have been and continue to be used in all phases of the
disaster cycle. GIS is primarily used during the mitigation phase. Remote sensing,
through daily use of geostationary and polar orbiting satellites, is primarily utilized
in the mitigation and warning phases. While GIT (which includes global position-
ing systems) is increasingly used for practical disaster event applications, research
focused on overall issues regarding the use of GIT in disaster analysis is lacking.
The majority of research using GIT in hazard analysis appears to be focused in
three areas: (1) the development of algorithms, (2) example applications, and (3)
summaries of what these technologies could offer in the future. While these top-
ics are of interest, the goal of this chapter is to describe, discuss, and encourage
additional research examining social/institutional and logistical issues regarding the
integration of GIT into the emergency response phase of the hazard cycle.

Considerable research has been conducted regarding the use of GIT during the
mitigation phase of disasters (Cova 1999; Hodgson and Cutter 2001; Jensen and
Hodgson 2006; Cutter et al. 2007) as well as during the response/recovery phase
(Hodgson and Davis 1998; Zlatanova and Li 2008). Applied studies are not uncom-
mon (e.g., Ambrosia et al. 2003), as well as scholarly “lessons-learned” studies
examining the use of GIT after a disaster event (NOAA 2001; Langhelm and Davis
2002; Williamson and Baker 2002; Huyck and Adams 2002; Bruzewicz 2003;
Thomas et al. 2003; Parrish et al. 2007). The information provided in this chap-
ter is unique because the data presented here are from the first nationwide survey
conducted to establish the level of use of GIT during all phases of the hazard/disaster
cycle (as opposed to conducting such a survey at the state-wide or sub-state level,
see Parrish et al. 2007).

In the 1970s, GIS was used to model and estimate populations at risk from
nuclear power plant accidents (Durfee and Coleman 1983) or nuclear attacks. In
the next decade, after the Federal Emergency Management Agency’s (FEMA) flood
insurance rate maps (FIRM) were produced, the use of GIS expanded as it was used
to estimate population and infrastructure exposure to flood events. That expansion
continues to the present. While the role of GIS in the disaster cycle may not be for-
malized, it has become such an important component of the mitigation and recovery
phases for some agencies (e.g., FEMA post-Hurricane Andrew in 1992) it is difficult
to conceive of recovery or mitigation studies being performed without its use.

The launch of the Television Infrared Observation Satellite (TIROS) satellite
in April 1960 initiated the systematic observation of major weather systems over
the United States. Many other weather satellites followed TIROS, and today geo-
stationary operational environmental satellites (GOES) transmit nearly continuous
(every 30 min) images of the Atlantic and Pacific oceans, providing early warning
of hurricanes, tropical cyclones, and other weather systems. In addition to providing
warnings of approaching events, there are numerous examples of the use of remote
sensing during the mitigation phase of the disaster cycle (Hodgson and Davis 1998;
Zlatanova and Li 2008; Bresnahan 1998).

While much has been written about the use of GIT in the hazard-cycle phases
described above, little research, and few protocols or methods of practice formally
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describe its use during the response and recovery phases. In addition, there are
essentially no formal discussions (outside of the post-event lessons-learned work-
shops) dealing with societal or institutional issues although such issues were made a
short term research priority by the University Consortium for Geographic Informa-
tion Science (UCGIS) in 2002 (Hodgson et al. 2002). One exception is found in the
National Research Council report on geospatial support for disaster management
(Committee on Planning for Catastrophe, National Research Council 2007).

It is unknown why there is so little evidence of academic research examining
adoption of GIT approaches, or exploring logistical issues that must be addressed
when attempting to incorporate GIT into the response/recovery phase of the haz-
ard cycle. Research that has been conducted largely seems to focus on analytical
methods, such as extracting information from imagery. GIT has great potential to
assist those who are engaged in emergency response and recovery — but only with
a clear understanding of the severe constraints under which data and information
are collected, processed, information extracted, and output produced and delivered
to the users. The extraordinary demand for rapid data acquisition/processing and
information delivery is foreign to most GIScientists. For example, during response
to the World Trade Center attacks in 2001 several technologies were provided to first
responders including personal digital assistants (PDAs). While some devices were
used, the size and durability of the PDAs was generally inadequate under those
extreme conditions (firefighters found them nearly impossible to use while wearing
heavy gloves). Similarly, attempting to collect aerial imagery following a disaster is
made more difficult due to circumstances such as airport closures, lack of flight crew
lodging, and/or difficulties establishing ground monument control. The GIScience
community is generally unprepared to collect or process data under such unusual
conditions.

In this chapter we offer objective data and information on the use of GIT, focus-
ing on remote sensing, by state-level emergency management offices during the
response and recovery phases. Our framework for the discussion is US federal, state,
and supporting agency/company response to disaster events in the United States.
Much of the data are derived from a systematic national survey of state offices con-
ducted during Spring 2005, just prior to Hurricane Katrina’s landfall along the US
Gulf Coast. While the data and information provided here are from a US perspec-
tive, viewpoints from other countries can be found in publications such as Varstap-
pen (1995) and Visser and Dawood (2004). Seventeen years of active US disaster
response, participation in post-disaster GIScience “lessons-learned”” workshops, and
having conducted numerous post-event interviews with individuals (private, aca-
demic, state, and federal participants) has provided insight into how and why remote
sensing was or was not utilized in the three hurricane disasters used as case studies
in this chapter. The chapter closes with a discussion of five research challenges in
the use of remote sensing during response/recovery phases:

(1) coordination and planning of image acquisition,
(2) knowledge of and access to available imagery,
(3) the need to collect imagery within 1-3 days,
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(4) availability and access to ancillary spatial information,
(5) the need for trained GIS/remote sensing staff.

16.2 Survey of State Emergency Management Agencies

16.2.1 Survey Context

GIT and associated resource support (monetary, personnel, equipment) may be pro-
vided by numerous entities — state emergency preparedness offices, other state agen-
cies, local counties/cities, federal agencies, private companies/non-governmental
agencies, and religious institutions. However, response to natural and technologi-
cal disasters is initially managed at the state or county level rather than the fed-
eral level. The state is in charge of emergency response operations and the federal
government plays a supportive role unless the state requests emergency assistance
because the disaster is beyond the state’s ability to respond. When a disaster dec-
laration is made, FEMA is usually the lead federal agency which can then draw
on other agencies (e.g., US Corps of Engineers [USCOE], National Aeronautic and
Space Administration [NASA], National Oceanic and Atmospheric Administration
[NOAA], Department of Energy) through a Mission Assignment process.

Because the state has primary responsibility for disaster response, it is appropri-
ate to examine the use and coordination of GIT from the state’s perspective. Prior
to the survey results presented here, no nationwide survey focusing on the use of
GIT by state-level emergency management agencies had been conducted. Assess-
ments for a specific hazard event have occasionally been performed but these only
addressed the single state that “hosted” the event (e.g., Williamson and Baker 2002;
Thomas et al. 2003). In the spring of 2005, the Department of Geography at the Uni-
versity of South Carolina, under NASA sponsorship, conducted a survey of GIT use
and spatial data needs in all state-level emergency preparedness offices (Hodgson et
al. 2005). This section describes some key findings from this survey that relate to
geospatial data collection and coordination during the disaster response and recov-
ery phases of a disaster event.

16.2.2 Survey Design

This study followed Dillman’s (2000) Tailored Design for establishment surveys,
which is an extension of the Total Design Method. A “tailored design” utilizes pro-
cedures to increase respondent cooperation and response rates to mail and Inter-
net surveys by recognizing the differences between individual and “establishment”
respondents. Development of the survey instrument was guided by discussions with
a focus group as well as individuals. A pilot test of the survey was performed by
experts and researchers in hazard management, GIS, and remote sensing, result-
ing in further refinements. The survey instrument was administered via Internet by
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the University of South Carolina. Access to the survey was by “invitation only” and
password controlled. Six steps were used to elicit and clarify responses (Table 16.1):

Table 16.1 Survey responses received

Letter 1. Email 1. Letter 2. Email 2. Letter 3. Phone calls
(Jan. 14th) (Jan. 24th) (Feb. 3rd) (Feb. 14th) (Feb. 20th) (Mar. 3rd-19th)

Responses 6 16 12 6 3 2

Cumulative 6 22 34 40 43 45
responses

e st Mailing of invitation letter through surface mail,

e Ist Email,

e 2nd Mailing of invitation letter through surface mail,

e 2nd Email,

e 3rd Mailing of invitation letter through surface mail,

e Personal telephone call.

As can be seen from the above list, the survey data gathering method was per-
formed using two approaches: mail/email and telephone. The first phase gathered
fundamental information common to most states using a web-based survey form.
The second phase used a telephone interview with agency staff, which served three
purposes: (1) to gather less common, elusive information, (2) to validate the respon-
dent’s understanding of the survey questions, and (3) to increase response rates
through direct contact.

The target population for the survey was each state Emergency Management
Agency (EMA) in the United States. Responses were sought from either a Direc-
tor or an Assistant/Deputy Director from each state EMA as well as the District of
Columbia and the Commonwealth of Puerto Rico (remaining US territories were not
included due to possible language barriers and the different structure and division of
emergency management responsibilities between the local, state, and federal levels).
Due to the limited target population size and the directors’ demanding schedules it
was challenging, yet important, to secure a high response rate. If directors were
unable to complete the survey instrument they were encouraged to appoint their
assistant, deputy directors, or other designees to complete all or part of the survey
(where appropriate) on the agency’s behalf.

The survey’s purpose was used to systematically explore the following general
questions:

(1) What spatial data/information do EMAs need, when do they need them, and
how are these data obtained?
(2) Are EMAs utilizing GIT in their operations (particularly in the response phase?
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(3) If EMAs are not utilizing GIT, what limiting factors are slowing/preventing its
use?

(4) What is the organizational and coordination structure within which GIT is
applied in state EMAs?

Additional questions were included to identify lessons learned or perceived lim-
itations, which are particularly important data if the goal is to reduce resistance of
state-level staff to the use of GIT. These additional questions broadly addressed the
following issues:

(1) What current methods are used to acquire these kinds of information/data?

(2) For emergency response applications, when is the information/data collection
“too late”?

(3) Does your agency currently have the technical expertise to collect/process
imagery for hazard applications?

The first invitation letter to participate in the survey was mailed to the entire
survey population (52 EMAS) on January 14th, 2005. The mail/telephone steps out-
lined above were followed and completed in nine weeks with a response rate of 45
agencies (Table 16.1), or 87% — considerably more than anticipated. An addition to
the steps outlined above was a short follow-up telephone survey conducted to clarify
issues raised after the initial evaluation of responses and to encourage respondents to
forward their recommendations to the supporting agencies (NASA and FEMA). The
survey data collection efforts were completed by Spring, 2005; Hurricane Katrina
made landfall later that summer.

Forty-two states completed the survey, while three states partially completed the
survey (Fig. 16.1). The percentage of states responding to any particular question
will be used in the following discussion of survey response rates. (Note: due to
rounding, some percentages may sum to 99 or 101.)

16.2.3 Survey Findings

Within many EMASs there are few spatial analysts (i.e., someone with GIS or remote
sensing expertise); 23% had none and only 43% more than one (Fig. 16.2). Eighty-
six percent of EMAs had no staff trained exclusively in remote sensing, which helps
explain why remote sensing is so little used by state agencies during the emergency
response phase (discussed in more detail, later).

Prior to Hurricane Katrina’s landfall in August of 2005, use of GIS at state EMAs
could be characterized as fairly high; 88% of respondents considered GIS to be very
beneficial to the agency (Fig. 16.3). However, only 40% of states considered remote
sensing to be very beneficial to the agency.
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The majority of states (about 60%) considered remote sensing to be of none, or
only moderate benefit to their agency. Interestingly, no state considered GIS to be
of no benefit.

In contrast to the low perceived value of remote sensing found in Fig. 16.3, over
90% of states indicated they would (if resources were available) use remotely sensed
imagery for mapping fire extent, flood inundation, crop/vegetation damage, debris
characteristics, and damaged buildings during response and recovery phases follow-
ing a disaster (Fig. 16.4). Interestingly, the data indicate that while perception of the
benefit of remotely sensed imagery to the states is low (Fig. 16.3), when the sur-
vey offered specific applications for which remote sensing might provide valuable
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information during two critical phases of the hazard cycle the response was very
positive. This finding indicates that respondents may individually lack familiarity
with how remote sensing data can be applied, but when specific uses are offered
respondents can recognize the technology’s potential.

Given that 1) few states are using remotely sensed imagery during the response
phase but 2) respondents indicate the imagery could be used if resources were avail-
able, what are the limiting factors slowing/preventing its use? Cost of image acqui-
sition and collection time constraints were identified as issues by 68 and 66% of
states, respectively (Fig. 16.5). Processing time (49%) and staff technical skill lim-
itations (47%) were also identified as problems. Accuracy was considered a limi-
tation by only about one-fifth of the states. This finding implies that in early 2005,
accuracy was considered to be less of a problem than price and collection time. In
other words, obtaining imagery quickly and cheaply during the response phase was
considered a higher priority than obtaining highly accurate imagery. The finding
may also reflect the confidence of potential users in the data providers’ ability to
conduct adequate quality control.

Acquiring and extracting information from spatial data sources in a timely
manner is critical during the emergency response phase. The lag-time between
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Fig.16.6 Information regarding damage to buildings or crops/vegetation needed within a specified
time period after a disaster event

an event and an agency’s need for spatial disaster impact data can be very short
(Fig. 16.6). When posing this question, states were asked to indicate data needs
within a temporal context ranging from hours to days. Spatial data regarding dam-
age to crops and vegetation were not considered urgent necessities. However, for
infrastructure (e.g., building, bridge) damage, most agencies (82%) indicated a need
for information within 24 hours of the event as opposed to the “3-day window” sug-
gested by others (Zhang and Kerle 2008, p. 97). Expanding the time frame to 3 days
after an event only increases the percentage to 91 (an additional 9%). One expla-
nation for this finding may be that remote sensing-derived information is only one
source of post-event spatial photographic data being gathered, others being ground-
level or windshield surveys. As days pass and information from these other sources
becomes available there is less reliance on remote sensing data. In addition, while
remotely sensed imagery may be useful for some response/recovery applications
(e.g. as a “backdrop” for a recovery mapping need), as time progresses its useful-
ness for identifying damaged features wanes as other sources become available.
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Designing image requirements (e.g. spatial/spectral resolutions, coverage area,
acquisition time, sensor type) and coordinating image collection within the response
community has long been problematic. The survey found that in early 2005, remote
sensing data gathered by stakeholders (e.g. state agencies, counties, councils of gov-
ernments) was only collected through a coordinating authority by 33% of the states
and nearly half stated that they did not coordinate collection of such data (Fig. 16.7).

An effort was made to ascertain the use of predictive models (e.g., Hazards
United States, or “HAZUS”). Because HAZUS and consequences assessment
(CATS) are two commonly used models, respondents were asked to specifically
consider those two in their answers as well as the general concept of models. For all
three types, the major limiting factor in their use was input data (Fig. 16.8). Tech-
nical skills (needed to work with the models), processing time, and accuracy were
the next most commonly cited limitations, while spatial resolution and cost were
generally the least problematic.
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Fig. 16.8 Percentage of EMAs indicating a specific limitation for using a hazard predictive model
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Validating a model’s performance requires comparing predictions to observa-
tions, and remotely sensed imagery can play an important role in the validation pro-
cess. However, because collecting evidence for model validation is not a post-event
priority (compared to task such as response/recovery, debris removal) we expected
few, if any states, to validate models. While 68% either did not validate, or did not
know if they validated, the finding that 33% did validate the performance of a pre-
dictive model exceeded our expectations (Fig. 16.9).

16.3 Remote Sensing Data/Information Use in Three Major
Hurricanes

In this section, concrete and anecdotal information on the role of GIT in hurricanes
Andrew (1992), Floyd (1999), and Katrina (2005) are presented. Remote sensing
was used as a response and damage assessment tool following each storm, and each
experience produced a set of recommendations.

Under normal conditions, incorporating remote sensing into a project generally
follows systematic steps:

(1) define mapping requirements and platform-sensor type,

(2) identify platform-sensor availability/provider (e.g., a satellite or aeroservice
company) and desired collection period,

(3) ferry platform, collect imagery, download, and repeat as per contract,

(4) post-process data (e.g. scan, download, geometrically rectify, duplicate) and
ferry,

(5) assess image quality and conformance to contract (e.g., accuracy assessment),
and

(6) extract information.

In most non-disaster settings many of these steps are considered “inconsequen-
tial”, for example, post-collection download and ferry time. If using an aerial film
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camera, the film canister must be ferried to a photographic laboratory with 9” x 9”
film processing capabilities (particularly for processing color imagery) and the pro-
cessed film/prints ferried back to the client. Due to the popularity of digital cameras
finding such a laboratory today (2008) has become problematic — the only aerial
image color processing laboratory in the country is located in Dayton, Ohio.

Processing of aerial digital imagery has its own challenges, including the fact that
the data must be downloaded from special camera disks and a backup copy created.
The hard drives for these aerial sensors are expensive, pressurized, and engineered to
older technology specifications for purposes of stability and durability. For example,
a typical Zeis DMC camera being used on a four-hour mission carries hard drives
worth approximately $300,000 (2008 dollars). While moderate size solid state drives
have recently become available, many aeroservice companies using standard tech-
nology experience significant delays in the delivery of image data due to lengthy
data download speeds — each hour of mission time results in an hour of download
time (Aslaksen, NOAA National Geodetic Survey, Acting Chief, Remote Sensing
Division, personal communication 2008, April 30). However, advances in parallel
data extraction techniques are slowly improving this situation, with some aeroser-
vice companies able to download a four-hour mission in 20-minutes (Allen, Vice
President, PhotoScience, Inc., personal communication 2008, November 4).

Airborne collection of imagery and supporting logistics becomes increasingly
complicated in disaster situations. Many remote sensing aircraft have a fuel/flight
limitation of about four hours. Flying a full collection event requires one or two
four-hour missions followed by refueling, data download, and flight crew rest. Other
hurdles commonly encountered under such circumstances include:

e small airports closed,

e larger airports restricted,

o flight crew lodging severely restricted (one flight crew collecting data following
Hurricane Katrina had to fly to Tennessee and Arkansas for lodging/refueling),

e restricted airspace caused by Presidential visits,

e recovery of monuments used for horizontal/vertical imagery control during the
mission hampered by landscape change and lack of ground access, and

e non-operational National Geodetic Survey (NGS) differential correction sta-
tions (Allen, Vice President, PhotoScience, Inc., personal communication 2008,
November 4).

Aerial digital data files can be enormous (e.g., 500 GB to terrabytes). Conse-
quently, it can be more efficient to send the data to the client via airborne courier than
over the Internet, especially if operating out of a disaster area where infrastructure
has been impacted and bandwidth is crowded with other communications. Band-
width and online storage space in a federal/state Joint Field Office (JFO) respond-
ing to a disaster can also become scarce as additional geographic data are required.
One factor that increases the speed of data delivery during a crisis is that quality
control (Step 5, in the list presented at the beginning of this section) is essentially
abandoned.
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Following are observations derived from surveys, interviews, personal experi-
ence with, and discussions regarding how GIT was used following three powerful
hurricanes that struck the US. This information is not presented as a comprehensive
accounting, but to illustrate how technology has changed, awareness of applica-
tion potential has improved, and how implementation of GIT has increased over a
17-year period.

16.3.1 Hurricane Andrew 1992

‘When Hurricane Andrew struck Florida, few satellite sensors were available for use
during the emergency response. Two high spatial resolution (~1 m) systems were in
development by commercial vendors, but no commercial satellite data provider was
in orbit. The highest resolution government satellites were Landsat 5’s Thematic
Mapper (spatial resolution ~30 m) and France’s SPOT (10 m panchromatic and 20 m
multispectral). Most aerial photogrammetric firms were using 9” x 9” inch mapping
cameras with black-white, true-color, or color infrared film. Some scanning sensor
systems were in use primarily by government research and development groups.
Automatic georectification or orthorectification on board aircraft was not widely
available or operational. Image processing software was available from commercial
off-the-shelf (COTS) and government agencies for digital data analysis.

Coordination of remote sensing resources at a national level for natural disas-
ter response was not well developed. Federal agencies involved in remote sensing
largely operated independently (with respect to remote sensing missions), with little
communication.

User awareness of remote sensing’s utility for natural disaster response was also
very limited. Emergency Operations Center’s were primarily focused on “boots on
the ground” work, endeavoring to deliver critical resources and services to sustain
life and mitigate further property loss. Remote sensing was not formally incorpo-
rated into the state Emergency Operations Center (EOC) or the Disaster Field Office
(DFO).

Consideration of remote sensing by the state was in the context of information
needed by Florida’s governor regarding:

e How big is the disaster and how bad is the damage?
e How many resources are needed to respond/recover and does the state have such
resources?

Post-Andrew, a few remote sensing-based damage assessments were conducted —
all independently. The US Army Corp of Engineers (USCOE) mapped and esti-
mated debris amounts. NASA and the State of Florida assessed total damage by
functional categories. A local utility company contracted with Pan American to
acquire aerial photographs to use to determine infrastructure damage. And, the US
Air Force flew local missions for undisclosed military purposes.
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The USCOE was, and still is, responsible for estimating debris volume and
removal after natural disasters. The Corps had a practice of collecting post-disaster
aerial imagery to estimate damage and had contracts in-place to ensure rapid mobi-
lization and mission execution in the event of a hurricane. Thus, as Hurricane
Andrew was moving across south Florida on August 24, 1992, an aircraft from East
Tennessee was enroute to the damage area to begin photo acquisitions. For several
days the aircraft few out of Alcoa, Tennessee to collect black-white imagery across
the damage area, then flew back to Tennessee to deliver the film to the photographic
lab.

Through professional contacts made during a pilot project designed to acquaint
state and local governments with remote sensing, the state of Florida contacted
NASA’S Stennis Space Center and requested assistance acquiring imagery over
the impacted area to assess damage. Approximately ten days after the hurricane
impacted Florida, NASA dispatched its Lear 23 aircraft to the state, equipped with
a Zeiss RC-10 camera and the Calibrated Airborne Multispectral Scanner (CAMS)
(while other scanners available at Stennis were better suited for analysis of disaster
phenomena, the CAMS was already installed and changing to a different scanner
would have resulted in an unacceptable delay in departure). The Stennis team took
direction by phone from Florida officials to construct initial flight lines. The altitude
assignment by the FAA for the acquisition mission produced a spatial resolution of
5 m for the CAMS data, and the resulting scale of the photography was 1:13,200.
Florida officials wanted to develop pre- and post-event images to illustrate storm
impact (they had pre-event Landsat satellite imagery for the whole state as well as
selected photography over portions of the state).

NASA flew remote sensing acquisition missions on a daily basis, weather per-
mitting. At the end of each mission the color-infrared (CIR) film was loaded into
shipping canisters and placed aboard a commercial aircraft for processing by a pro-
fessional aerial photography firm under contract to Stennis, located in Dayton, OH.
Conversations with this firm revealed that approximately one year prior to Andrew’s
landfall another CIR mission for the same area had been completed and the firm
had the film positives. Because the photographic scale of the earlier imagery was
similar to that being flown by Stennis, the firm was able to construct similar-scale
pre- and post incident photographs of the same area for selected portions of the
storm-damaged region (Fig. 16.10).

State officials were very interested in the high resolution photography and the
opportunity to construct pre- and post-event images. Products developed as a result
of the remote sensing analysis consisted of estimated dollar value lost for four
broad land cover categories (commercial/industrial, residential, natural resources,
and agriculture). Through the use of enlargements from aerial photographs, the Gov-
ernor of Florida was able to show federal officials examples of storm damage with
estimated dollar values, effectively conveying Andrew’s impact. While these prod-
ucts helped Florida convince Congress that federal relief funds were needed, there
is no record of remote sensing data being used for emergency response, situational
awareness, Or incorporation into a common operating picture shared throughout the
incident command structure.
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Fig. 16.10 Examples of pre- (a) and post-hurricane Andrew (b) CIR imagery near Homestead, FL.

16.3.2 Hurricane Floyd 1999

Remote sensing’s use for disaster response had matured greatly by September 16,
1999 when Hurricane Floyd impacted much of the lower third of North Carolina.
While Florida’s 1992 experience with Andrew prompted some hurricane-prone
states to further develop their GIT capabilities, in the mid-1970s North Carolina had
already begun pursuing aggressive development of a state-wide geographic database
through the North Carolina Geographic Information and Analysis (NCGIA) agency.
This commitment to comprehensive geographic information was a great boon for the
hurricane response effort in 1999, with NCGIA able to provide hundreds of maps
to the state EOC in a timely manner. Although very competent in the use of GIS,
NCGIA was not using remote sensing on a regular basis at this time although there
was an understanding of its value for numerous state applications.

As North Carolina responded to Hurricane Floyd, commercial airborne data
providers were increasing their use of digital remote sensing scanners, but the bulk
of such imagery was still collected on film. Satellite imagery was available from
Landsat’s Enhanced Thematic Mapper Plus (ETM+), the seventh version of the US’
primary land remote sensing satellite. This instrument, launched earlier in the year,
included a 15 m panchromatic channel, six 30 m multispectral channels, and a 60 m
thermal channel. The first high spatial resolution (~1 m) imagery from Ikonos, a US
commercial satellite, had yet to be produced. And, sophisticated commercial image
processing software was more available as well as compatible with GIS software
used by many states.

Shortly after Floyd’s landfall, NASA Administrator Dan Goldin asked represen-
tatives from NASA Headquarters and Stennis to travel to North Carolina and assist
with response efforts. These representatives worked out of the state EOC advising
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Fig. 16.11 Pre- (a) and post- (b) Hurricane Floyd Landsat ETM+ imagery acquired July 7 and
September 23, 1999, respectively (residential and commercial buildings are bright blue, flooded
land and existing water bodies are dark blue)

what remote sensing data were appropriate to address specific issues. RADARSAT
data were used for overall flood delineation, while Landsat data were used to define
flooding problems in specific regions. An aerial photography mission was also
flown using panchromatic film to map specific areas. A recently acquired cloud-
free Landsat image was used as the pre-incident base image for a change detection
product requested by EOC officials (Fig. 16.11). The 15 m panchromatic channel
provided adequate, but not optimal delineation of urban/suburban development, and
was merged with the 30 m multispectral data. Image enhancement techniques were
used to emphasize flooded areas in the post incident image. Throughout the response
phase, deciding which sensor system to use was not problematic, but scheduling
imaging opportunities and acquiring relatively cloud-free data was more difficult.
At this time, coordination of remote sensing for disaster response was in its early
stage of development. A Technical Services Branch was in place within FEMA to
provide predictive modeling, mapping services and GIS capability, and remote sens-
ing tasking and analysis. Unfortunately, the remote sensing data acquired for use in
response to Hurricane Floyd was not delivered in time for actual implementation
into the decision process. These data did, however, provide backup and verification
for visual observation of damage extent and severity and were used to assist land
use planning and redevelopment.

One of the legacies of Hurricane Floyd was that the State of North Carolina
undertook an ambitious statewide mapping project. LIDAR data have been acquired
from two commercial aerial mapping firms to develop digital elevation data critical
for enhancing the state’s understanding of flood risks.
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16.3.3 Hurricane Katrina 2005

On August 29, 2005, Hurricane Katrina made landfall along the Louisiana/Missis-
sippi Gulf Coast causing catastrophic damage and over 1500 deaths. In the interim
between Floyd and Katrina, GIT had been incorporated on the federal level into a
GIS Unit of FEMA'’s Hurricane Concept of Operations (placed under Emergency
Support Function #5, Planning and Information). This Unit replaced the Technical
Services Branch that had been the initial effort to coordinate and use GIT for disaster
response and provided the same technical functions. For each GIS Unit a standard
set of computer hardware and software was configured for delivery to the JFO hous-
ing both federal and state response officials. This GIS suite, as it was called, con-
tained several laptops with GIS software, plotters, color printers, and geographic
data for the area as well as a server connected into the FEMA Intranet of the JFO.

Another important development to disaster response was that by 2005 the US
had three commercial high spatial resolution (~1 m panchromatic) satellites in orbit.
Because these satellites had already been employed in response to several previous
hurricanes, some of the contractual problems associated with government purchase
of products and services from the private sector had been identified and solved.
Furthermore, the wealth of data provided by these instruments imagery for a wide
variety of natural disasters was expanding general understanding of their applicabil-
ity in disaster response. Consequently, in 2005 the federal government had standing
contracts with several commercial satellite companies to provide imagery in the
event designated disasters occurred.

In addition to the commercial satellites, Landsat was still in orbit as well as newer
satellites such as Aqua (carrying six sensors) and Terra (five sensors). The synoptic
view provided by these sensors’ wide swath widths and the availability of several
useful spectral channels complimented data available from higher resolution satel-
lites. The ability of the MODIS sensor, which was on board both Aqua and Terra,
to image the same location twice each day provided valuable information regarding
the environmental impact of the disaster despite a fairly course spatial resolution of
250 m.

Figure 16.12 illustrates the time frame during which several entities collected
airborne data immediately after Katrina through the end of 2005. The day after
landfall, NOAA began flying its Cessna Citation jet, carrying a digital frame cam-
era (Fig. 16.13), to collect data. After two to three collections per day, the images
were ferried to Panama City, FL for conversion to JPEG form and Internet trans-
fer to the Washington, DC office. Gulfcoast Aerial Mapping also began flying the
day after landfall and, in two days, flew the entire Mississippi coast using panchro-
matic film they were able to process locally. Photoscience was already under con-
tract with the USGS to fly the Louisiana Gulf Coast for the purpose of wetlands
mapping/monitoring, so they collected data of the impact area under a pre-existing
contract. The USCOE set up a contract with the firm 3001, Inc. to fly imagery in
support of their response and recovery efforts, which included debris removal and
“Operation Blue Roof” (IG 2006). Although some of the aerial photography services
shown in Fig. 16.12 used film-based cameras, several had incorporated digital frame
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cameras that usually contained three-band visible and near-infrared imaging capa-
bility with the capacity to capture very high resolution multispectral images over
large geographic areas. For example, Pictrometry flew oblique imagery with very
high geometric fidelity to allow mensuration (Fig. 16.14).

While the acquisition of remotely sensed imagery occurred in a more timely
manner than in previous disasters, some issues contributing to inefficiencies were
identified. For example, although at the time Katrina hit the Gulf Coast the federal
government did have standing contracts with several of the digital airborne remote
sensing data providers, those contracts did not allow the companies to pre-position
aircraft prior to hurricanes for early data acquisition. Aerial acquisition missions
such as those described above can also produce extremely large data files, on the
order of a terabyte or more. Furthermore, standard data product specifications were
not uniformly applied resulting in the variety of products being delivered to the
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Fig. 16.14 Post-Katrina
oblique high spatial
resolution black and white
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Pictometry)

JFO with varying degrees of image quality (e.g., some products were geometrically
rectified while others were not).

Despite some coordination problems and specification issues, numerous GIT-
based efforts began developing “products” for use during the response/recovery
phase. Many response/recovery staff considered a product as simply a hardcopy
map showing, for instance, the locations of roads and road names along the coast
(most signage near the coast was removed by the storm surge). Because in-car nav-
igation systems were not commonly used or available to the recovery teams, simply
finding a route between debris sites and disposal sites was challenging. To other
staff a product might be an estimate of the location and magnitude of debris, such as
was needed by the JFO in Biloxi, MS. Such products were based on analytic work
using airborne imagery and field verification (Figs. 16.16 and 16.17).

The survey finding discussed earlier (Fig. 16.4), that only 20% of states con-
sidered accuracy to be a limitation when using remotely sensed data, was recon-
firmed in the post-Katrina environment. Access to remote sensing data by the JFO
determined if those data would be used for decision-making purposes, regardless of
whether or not the sensor system used to collect the data was an appropriate choice.
In the immediate aftermath of an event, disaster response managers are eager to
take advantage of GIT information as long as it is available when needed. Deci-
sions can not wait until imagery is delivered or processed—in those cases decision
makers default to whatever information is available because the provision of critical
resources or services to sustain life can not be delayed.

In retrospect, it appears that when compared to previous disaster response efforts
progress has been made both in the guality of the information and the speed at which
it is delivered.

As indicated at the beginning of this section, FEMA began the process of estab-
lishing its JFO containing a GIS Unit as Katrina made landfall. The hurricane’s
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Fig. 16.15 Example of an NGA/FEMA map of damage intensity, coastal Harrison County, MS
(FEMA 2008)
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Fig. 16.16 NOAA digital aerial imagery (a) used to map debris polygons (b)

impact was so geographically immense that FEMA ultimately established two JFOs,
onein Baton Rouge, LA and the other in Jackson, MS. Personnel from other regions
were added to support the operation, including the initial task of developing situa-
tional awareness maps for the impacted area to understand what resources had been
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Fig. 16.17 Ground view of debris line, Long Beach, MS (Source: Bruce A. Davis)

delivered and what were outstanding. Early in the response phase standard maps
were developed for fairly static reporting purposes such as location of disaster relief
shelters, population by jurisdiction in shelters, and jurisdiction maps showing city
and county limits. Maps delineating flooding, major debris sites (Fig. 16.18), and
structural damage are additional examples of products developed during this phase.
Road network maps were some of the most valuable initial products because all
landmarks had been destroyed along a large portion of the coast.

By the middle of October (recovery phase) over 80,000 map products had been
produced for use by the Eastern Division of the response group. Most of these maps
were created to answer a specific question pertinent at the time of response, and to
establish the relative, as opposed to absolute, location of features. As the recovery
phase progressed, GIS Unit representatives presented additional mapping options to
personnel for addressing then-current issues and questions. The GIS Unit’s “evange-
lism” for the use of GIT slowly created additional demand from various segments of
the response community, many of whom had not previously experienced the oppor-
tunity of having a custom product developed for their needs. After initial exposure
some of the JFO response offices came to depend on the GIS Unit’s products, man-
aging their programs on a daily basis with maps developed by the Unit.

In terms of local community emergency response offices, along the Gulf Coast of
Mississippi there were varying levels of incorporation and use of GIT for response
activities. Larger jurisdictions (e.g., cities, counties) generally had more-developed
GIT capabilities and data protection plans in place. Unfortunately, in several smaller
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Fig. 16.18 Aerial view of the home locations (building footprints and parcel boundaries) in Dia-
mond Head, Mississippi

jurisdictions the computer containing critical geographic data or imagery may sim-
ply have been powered down the Friday before Katrina’s landfall. Post-Katrina,
many of these were under salt water for hours and therefore rendered useless, if
found at all. After the storm considerable time and effort was spent recovering or
replacing computer systems, reloading copies of data held off line (if they existed),
sharing data held by adjacent jurisdictions or regional authorities, and reconstructing
the geographic database.

Both the 2005 pre-Katrina survey described earlier and a more recent study
(Parrish et al. 2007) confirm that at the time of Katrina, GIT-trained staff were
largely lacking in state-level EOCs. To address that problem, GIS volunteers came
to the stricken area from many other states as well as from ESRI (DeCapua 2007).
In some jurisdictions emergency response agreements with adjoining states were
used to bring in outside GIS and remote sensing expertise to construct a geo-
graphic database and produce initial maps for local response. In other jurisdic-
tions the GISCorps, an organization whose membership volunteer their expertise
with GIT to aid humanitarian causes (GISCorps 2008), provided initial database
development and map generation. Such efforts provided critical products to local
groups for functions ranging from search and rescue to infrastructure restoration.
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16.4 Conclusion

Our research consistently led to five key issues related to the use of remotely sensed
data/information in the response phase of the hazard cycle:

(1) coordination and planning of image acquisition,

(2) knowledge of and access to available imagery,

(3) collection of imagery within 1-3 days,

(4) availability and access to ancillary spatial information, and
(5) trained GIS and remote sensing staff.

16.4.1 Coordination and Planning of Image Acquisition

Pre-existing contracts and plans between federal (and possibly state) agencies
should exist prior to disaster events. These contracts should clearly state require-
ments regarding the imagery, its collection time/processing, and delivery expecta-
tions. The need for such contracts is not a new concept for disaster event plan-
ning, but these may not be pursued for a variety of reasons. For example, federal
and state agencies must reestablish and rewrite each contract with every change in
federal/state response plans, which are continuously being modified. Pre-existing
contracts must also be continuously renegotiated as technology changes (e.g., new
imaging systems, delivery methods) and as agency responsibilities change. Relying
on a contract with a single provider (satellite or airborne) may also be untenable
because there is no guarantee that provider will be able to respond under such con-
ditions while, conversely, companies that provide such services need pre-existing
commitments in order to schedule aircraft, flight crew, and ground-support. At least
in terms of satellite imagery one web-based solution to help pre-determine sensor
collection opportunities from multiple satellite providers is in development — the
Remote Sensing Hazard Guidance System (Hodgson 2008) part of a NASA REA-
SoN project at the University of South Carolina. The goal of this system is to assist
hazards managers by automatically determining the optimum sensors available for
specific events, geographic areas, as well as time frames and ultimately to predict
the area of impact (Hodgson and Kar 2008).

16.4.2 Knowledge of and Access to Available Imagery

Over ten years ago, it was noted that while technology development is needed, the
most serious challenge to successful use of remote sensing for emergency response
is the coordinated use of this resource throughout the incident command structure
(Hodgson and Davis 1998). The utility of GIT in disaster analysis is perceived dif-
ferently by different emergency response/recovery staff. Those familiar with the use
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of these technologies in prior events are typically very interested in the establish-
ment and generation of related map products. Staff unfamiliar with these geographic
approaches either do not know that this capability can assist them or are less recep-
tive to their use during the response phase. While individuals in state agencies may
lack familiarity with how remote sensing data can be applied, when specific uses
are offered they are capable of recognizing the technology’s potential. As familiar-
ity with remote sensing grows, its use will expand into additional areas of emer-
gency response. For example, FEMA now has a remote sensing (as well as a GIS)
coordinator.

Communicating information regarding the availability of remotely sensed
imagery to stakeholders, particularly local agencies, is problematic. Federal agen-
cies with a need for, and resources to obtain, imagery will do so, and it is often
assumed that this imagery (or its availability) will be shared with state and local
agencies. While state agencies may be aware of the imagery through direct com-
munication with the FEMA regional coordinator, local agencies may not. This
communication roadblock occurred during each of the hurricanes described above.
Therefore, while the incorporation of remotely sensed imagery into the decision
making process of the response phase has improved, evidence indicates that com-
munication about, and access to, such data could still be improved.

16.4.3 Collection of Imagery Within One to Three Days

All of the states indicated a need for geospatial data representing disaster impacts on
building and other man-made infrastructure within three days of an event (most indi-
cated 24-hours was preferable). Responses (e.g., from surveys, interviews, observa-
tions during events) suggest a theoretical curve relating the value of remote sensing
derived information to the passage of time after the event (Fig. 16.19). For example,
the inherent value of remote sensing derived information about damaged buildings
may be very short (e.g., 24—72 hours) because as other sources of information (e.g.,
ground surveys) become available these may be perceived as more reliable or effi-
cient uses of time. Remotely sensed imagery can provide valuable damage informa-
tion over longer time frames about phenomena that are either less accessible (e.g.,
forests) or perceived as less critical (e.g., crops). Responders mapping structural
damage to somewhat inaccessible natural environments (e.g., wetlands) will value
remote sensing with longer lag times. And, for environmental research, remotely
sensed imagery will be highly valued even if it is not collected for weeks after the
event (Wakimoto and Black 1994; Ramsey et al. 2001; Kupfer et al. 2008).

The immediate need for data can only be met with a standardized approach to
collecting the imagery, an approach that must also be well established among state
EMAs so that procedures can immediately be set in motion during an event. Unfor-
tunately, very few states have staff trained in the use of remote sensing analysis
embedded within their operational agencies. However, almost all states indicated
remote sensing would be beneficial during the response and recovery phases. To
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improve collection of such data, federal agencies and the states need better coordi-
nation, funding, and access to remote sensing expertise in order to produce useful
products in the immediate aftermath of a disaster. And, even with improved coor-
dination, implementing collection activities can be problematic due to challenges
presented by the event’s impact (e.g., lack of accommodations, closed airports,
destroyed monumentation).

16.4.4 Availability and Access to Spatial Information

Today, the recognition of spatial data needs for response and the fact that these may
be addressed by existing data used for planning, mitigation, or other governmental
activities exists at many levels of government. Since Katrina several national studies
(e.g. National Research Council 2007b) have identified common geographic data
existing in most communities that are critical for incident response. Most notable
among these are current imagery for the jurisdiction, parcels, building footprints,
and locally derived digital elevation model data. Due to the high cost of acquisition
and the fear of misuse there is resistance by many local governments to share these
data outside their immediate governmental agencies. While local communities are
aware of the value of these data for a variety of local governmental functions it is
uncertain whether these data are appreciated as critical information for emergency
response that should be protected from loss in a catastrophic incident. In a recent
NRC study on the need for a national cadastral system (National Research Coun-
cil 2007a) it was noted that while some local governments provide free access to
such data, others charge a fee. This issue was demonstrated during response to Kat-
rina when, eight weeks into the response, the FEMA JFO was still seeking local
parcel data. However, it should also be noted that at the time of Katrina few state
or national systems maintained current geographic information shared by local gov-
ernment agencies or acquired from state and/or federal agencies. Notable exceptions
are the USGS’ efforts to develop the National Map, and the National Aerial Pho-
tography program conducted by the US Department of Agriculture. The ability and
willingness to share locally developed data critical for emergency response remains
an issue. In an effort to improve the sharing and analysis of all forms of information,
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including geographic data, the Department of Homeland Security has established
State Data Fusion Centers in each state. While this effort does not solve the issue of
securing locally shared data for use during disaster response, it initiates the process
of sharing information and critical data on a national basis.

16.4.5 Trained GIS and Remote Sensing Staff

The increasing use of GIS and supporting staff in state EMAs is, from a haz-
ard perspective, encouraging because five years ago the use of GIS and availabil-
ity of educated staff in the EMAs was very low. While a few states had five to
seven educated staff in the GISciences, many states (23%) had none in early 2005.
Realistically, however, the adoption of GIT is still in its infancy for many states,
which means many state EMAs will continue to need external expertise (e.g., other
state, local agencies, federal, private, or university) to utilize GIT during a hazard
event. Except for the efforts of FEMA and a few states, there are almost no formal
plans/agreements (e.g. a memorandum of understanding) to assimilate trained GIT
staff from other agencies, private companies, or universities into EMAs during the
first few days of an event.

Immediately following a catastrophic incident there is a critical need for infor-
mation on the extent and severity of damage. This critical need is and has been
present with every catastrophic incident. With the emergence of remote sensing
as a means of quantifying land cover change on a regional basis the opportunity
exists to use this technology to provide rapid assessment to decision makers. The
emergence of this technology to assist emergency response has led to a demand
for human skills and other supporting technologies not previously envisioned. The
lag in the development and implementation of the supporting technologies (e.g.,
real-time receipt of image data, data coordination across a spatially diverse incident
management command chain, appropriate data fusion and exploitation tools) has
reduced the effectiveness of remote sensing for disaster response and affected the
way remote sensing is perceived in local and federal emergency response centers
and other incident management facilities. As a technically sophisticated civilization
with tools to respond to natural disasters, reduce their impact, and speed recovery
it is important to abandon the view that remote sensing is simply an interesting and
potentially valuable piece of information. Instead, efforts should be made to ensure
that this technology is fully incorporated into the fabric of our incident management
systems.
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Chapter 17

Investigating Recovery Patterns in Post Disaster

Urban Settings: Utilizing Geospatial Technology

to Understand Post-Hurricane Katrina Recovery
in New Orleans, Louisiana

Steven M. Ward, Michael Leitner, and John Pine

Abstract This chapter seeks to improve upon current disaster research in the disci-
pline of geography by expanding the geographic study of hazards beyond the event
and into the recovery process. A review of current disaster based literature in geog-
raphy illustrates a lack of comprehensive research by geographers in the arena of
disaster recovery. It appears as if established researchers in this field are content
to focus their efforts on the issues preceding disasters, as well as the immediate
response to, and physical results of disaster events. The responsibility of under-
standing the topic of recovery has thus far been the primary focus of researchers in
the fields of social science and public administration. This study will utilize Geo-
graphic Information Technology (GIT) to assess the level of recovery, determine the
most appropriate scale to study the spatial aspects of recovery, and identify spatial
indicators of recovery in New Orleans, Louisiana as of February 2008.

Keywords Disaster recovery - Recovery index - Spatial model - Hazards
geography - Program evaluation

17.1 Introduction

In order to improve current disaster research in the discipline of geography, it is
necessary to expand upon existing research paradigms in the field. Currently this
means extending the geographic study of hazards beyond the event and into the
recovery process. The lack of substantial empirical studies of spatial recovery pat-
terns on record means that no established academic backbone or definition for the
context of this study exists (Cutter et al. 1996; Reed et al. 2006). This project has
attempted to address the lack of research focused on disaster recovery by utiliz-
ing geospatial technologies, qualitative analysis, geoprocessing procedures, spatial
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modeling, and geostatistics to develop a greater understanding of the geographic
variables guiding recovery in a post-disaster urban environment. Using the City of
New Orleans, Louisiana as the overall project area, this study attempted to inter-
polate the recovery fabric of the entire city through the use of traditional and non-
traditional indicators of recovery. The purpose of this study was to provide decision
makers and planners with a one-stop-shop for assessing the spatial distribution of
recovery, and identifying geographic indicators that contribute to improved recovery
in post-disaster environments.

In order to keep this study firmly entrenched in geographic concepts and avoid
reproducing a social assessment of recovery, social demographics were purposely
avoided in the indexing and modeling stages. Rather than utilize social metrics to
assess recovery, this research has focused on the relationship between the ability of
a community to recover and variations in proximity to social institutions within the
built environment. The spatial assessment of recovery in New Orleans has permitted
the identification of spatial indicators of recovery, offered insight into the issues
associated with scale that are commonly associated with spatially based evaluations,
and produced a tool which demonstrates potential for use within a local program
evaluation framework. From a broader disaster management perspective, the tools
and results of this study have also offered further support to the systems theory
approach to disaster research (Cutter 1994; Mileti 1980).

This chapter highlights the initial segment of a study that is anticipated to
extend into the spring of 2009. During this timeframe, the authors hope to utilize
emerging datasets, multiple iterations of the model, varying statistical techniques,
and groundtruthing in order to develop and calibrate an unbiased and transpar-
ent methodology of quantifying spatial patterns in recovery and identifying those
geographic variations that guide its progress. Due to the difficulties in conducting
multivariate analysis with multiple temporal scales, the initial portion of this study
highlighted in this chapter has focused on a static measurement of recovery through
February of 2008.

17.1.1 Study Area

The City of New Orleans is an ideal candidate for this type of study. The impacts
of Hurricane Katrina coupled with the social dynamics and vulnerable geographic
setting offer a living laboratory for empirical study. Being more than two years
removed from the disaster of Hurricane Katrina, the city of New Orleans has had
sufficient time to progress and recover to a quantifiable degree; thus making it an
appropriate candidate for a case study (Wilbanks and Kates 1999). The transfor-
mations occurring on a daily basis in New Orleans are not biased by the observer
or researcher and offer a truly organic view of post disaster recovery. Although, a
ten parish region was heavily impacted by this storm, the City of New Orleans was
selected as the focal area. The geographic boundaries of this study area are limited
to Orleans Parish. The city is bordered by Lake Pontchartrain to the north, Jefferson
Parish to the west and southwest, St. Bernard Parish to the east, and Plaquemines



17 Investigating Recovery Patterns in Post Disaster Urban Settings 357

0051 2 3 4 5
Miles

(= 5 s
1inch = 29,166.67 feet
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Parish to the south and southeast. Orleans Parish and its surrounding region are
depicted in Fig. 17.1.

In order to conduct this research using a case study methodology, sub segments of
the city were used to spatially divide recovery rates. The smallest areas employed in
this study are neighborhoods. Due to the scale of available input data, as well as the
use of the neighborhood boundaries by the Greater New Orleans Community Data
Center (GNOCDC) and New Orleans Regional Planning Commission (NORPC),
it was determined that neighborhoods represented the most discrete level of mea-
surement practical for this study. Each neighborhood will be considered a case for
the purpose of this study. The value of a case study lies in the fact that it seeks
to explain the observable fact in question (recovery), within the context of the real
world through the use of empirical investigation and multiple sources of supporting
evidence (Swaroop 2000). Kates has also suggested that the use of neighborhoods
in the study of urban areas is the most appropriate level of measurement due to the
diverse characteristics of the human use system seen at the parcel, tract, and block
level (Kates 1971). Wu et al. (2002) and Cutter (1996, 2001) also suggest the impor-
tance of the neighborhood level of measurement through the application of the idea
of Hazards of Place. Focusing the study on areas t