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Foreword

For me as an early participant in space research it was mandatory to study the
ionosphere, since it was in this environment that our experiments with plasma
clouds were performed. The textbooks available at that time emphasized production
and loss of ions and electrons by photoionization and particle collisions, i.e. local
processes. Rocket experiments with neutral gas releases and plasma cloud injec-
tions showed, however, that coupling between regions was essential for under-
standing our results. The same applied to the rising research with incoherent scatter
radar. On the one hand, there was besides particle precipitation the downflow of
momentum and electromagnetic energy and the closure of electric currents from the
magnetosphere. On the other hand, a feedback from the ionosphere was recognized
as controlling magnetospheric dynamics and structuring. While ionospheric physics
was greatly enriched by the ongoing research, it was found convenient that the
ionosphere could at least be treated as if having an impenetrable lower boundary at
the base of the D-region. It was only through my colleagues working with iono-
spheric radars that I learnt about gravity waves which might propagate into the
ionosphere and cause sporadic-E. One of the great virtues of this monograph is that
it emphasizes these so far missing coupling aspects from below, mainly by waves
and circulation, a field to which the author has made important contributions. Far
from covering the broad range of plasma phenomena it offers, on the one hand,
a fresh approach to the fundamentals of the plasma dynamics and, on the other
hand, enriches the descriptive sections by a great many citations of contemporary
research. Thereby it offers to the newcomer of the field acquisition of solid foun-
dations and plenty of stimulation for further in-depth studies. A third and very
timely virtue of this monograph is that the author always keeps the eyes of the
reader on the application of the physical relations to the modelling of planetary
atmospheres and ionospheres and space weather effects. This is of particular value
at a time where modelling has increasingly acquired the aspect of creating a world
parallel to lab and space with experiment and diagnostics.

Having met the author sixteen years ago as one of the pioneering students at the
International University Bremen, now Jacobs University, I want to congratulate him
for having completed already two monographs, whereas I in my long life have not
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even managed to deliver one. So I conclude with the hope that he may one day
undertake writing a third monograph that is badly missing, namely on the coupling
of solar wind and magnetosphere with the ionosphere and atmosphere. Gerhard
Haerendel

Garching
April 2017

Prof. Dr. Gerhard Haerendel
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Preface

It has been a great pleasure to successfully complete the first volume of my
monograph, the “Atmospheric and Space Sciences: Neutral Atmospheres”, in
which I have focused on basic atmospheric physics and neutral atmospheric pro-
cesses. Earth’s atmosphere is essentially a thin layer of gas around a solid planet,
much like the thin skin around an onion. My goal was and still is to help bridge the
gap between historically separated fields of meteorology, space science (sometimes
called aeronomy), and planetary sciences. At least I would like to demonstrate how
these fields are interconnected and similar type of basics physics is applicable to
address the different processes these fields study. The atmosphere consists of
several gas layers that are distinguished from each other by the differences in the
properties of physical and chemical mechanisms. When I was a Ph.D. student,
I remember having reflected on this division and realized how challenging it can be
for the members of these fields to communicate with each other about the extent to
which different processes are important in the atmosphere. To illustrate this problem
of communication I can remember the “Chapman Conference on Atmospheric
Gravity Waves and their Effects on General Circulation and Climate” that took
place in Honolulu, Hawaii in February 2011. I gave a talk on gravity waves
(GWs) with the title “Dynamical and Thermal Effects of Gravity Waves in the
Terrestrial Thermosphere-Ionosphere”. It was the only conference talk on the direct
effects of lower atmospheric GWs on the upper atmosphere. After my talk during
the discussion period, one of the scientists had asked me why one would study
wave effects in the upper atmosphere. His rationale for this question was: “There is
anyway nothing up there in the thermosphere”…

So, the second volume, the “Atmospheric and Space Sciences: Ionospheres and
Plasma Environments” will focus primarily on planetary ionospheres and the basic
electromagnetic processes (i.e., plasma physics) that govern them. I have retained
the focus on Earth’s ionosphere, as I had focused more on Earth’s neutral atmo-
sphere in the first volume. Often I will use the expressions of “ionospheres” and
“planetary ionospheres” interchangeably. I would like to continue the tradition that
I have established in the first volume of including basic physics as well as research
topics in the same volume. By no means the selected topics cover all aspects of
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atmospheric and space sciences. There are many other interesting topics out there
that deserve to be included in a more comprehensive text book or monograph and
are out of the scope of my book.

Meanwhile, after the publication of the first volume, I have talked to several
research colleagues, graduate and undergraduate students on the philosophy of this
monograph series. I had the impression that I had, at least, partially achieved my
goal of providing a different perspective on atmospheric and space sciences. In
general, a rich collection of references have been used in the book, which should
serve the reader as an opportunity to investigate some of the details of various
research topics. It is my humble intention that the reader will be inspired by the
collection of the discussions and different topics in the text or by the art of
presentation.

The selection of research topics in the book is not necessarily thought to indicate
an evaluation of the significance of these topics with respect to many other topics
that I have not covered. My selection only reflects a subjective view of a collection
of important research topics. Nevertheless, I find that meteorological effects on the
upper atmosphere, which we term as “coupling from below”, and “space weather”
effects, referred to as “coupling from above”, are two highly important rapidly
rising areas of research in the atmospheric and space sciences community. Having
personal interest and scientific contributions in these topics, I felt obliged to provide
some special coverage in this book. I think, various research activities in these two
fields make up a significant portion of the recent activities and progress in atmo-
spheric and space sciences. Nevertheless, atmospheric coupling and space weather
research provide an excellent motivation toward unifying atmospheric and space
physics.

Fairfax, VA, USA Erdal Yiğit
May 2017

x Preface



Acknowledgements

The science world has provided a large pool of papers that have helped me com-
plete the second volume of my monograph. Thus, I cannot thank enough to all
authors of basic ionospheric physics papers published earlier. Essentially, iono-
spheric physics is about a century old and there have been many interesting con-
tributions that I have not had the space to acknowledge here.

I am very much indebted to Petra van Steenbergen, Springer Senior Publishing
Editor for Earth Sciences and Geography, for not losing her faith in me in terms
of the completion of the book. I have passed the submission deadline several times
and she was very open-minded to all the challenges I have had. It was also a great
pleasure for me to chat with her about general science.

Dr. Medvedev has continuously interacted with me and inspired some parts
of the book. Overall, he was very tolerant of me when I did not have enough time to
work on the urgent projects. I always appreciated that he has intrinsically assumed I
must be busy with the book and have avoided to “push me” hard.

I would like to express my special thanks to Prof. Dr. G. Haerendel, who had
kindly agreed to write a foreword for this monograph. As an enthusiastic scientist,
he has been an excellent role model during my physics degree.

The greatest energy came from my parents whose existence I am very much
grateful for. Although my father does not have expertise in space science, he has
always asked curious and technical questions.

xi



Contents

1 Introduction to Plasma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 What Is Plasma? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Space Plasma Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 A Brief History of Space Research. . . . . . . . . . . . . . . . . . . . . . . . 8

1.3.1 From the Structure of Matter to the Solar System. . . . . . . 9
1.3.2 Post-World War-II Period . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.4 Plasma Parameters and Characteristics . . . . . . . . . . . . . . . . . . . . . 15
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2 Basic Electromagnetic Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1 Electric Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Elecric Potential Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3 Magnetic Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Electromagnetic Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5 Electric Currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6 An Overview of Maxwell Equations of Electromagnetic Field

in Vacuum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.7 Electromagnetic Energy Flow: Poynting Flux. . . . . . . . . . . . . . . . 29
2.8 Electromagnetic Spectrum and Photons . . . . . . . . . . . . . . . . . . . . 30
2.9 Single Particle Motion in Electromagnetic Fields . . . . . . . . . . . . . 33
2.10 Concept of Phase Space—Collection of Particles . . . . . . . . . . . . . 36
2.11 Collisions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.12 A Useful Mathematical Note: Summation and Product

Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.13 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3 Transport Processes in Plasma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 Boltzmann Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

xiii



3.3 Moments of Distribution Functions . . . . . . . . . . . . . . . . . . . . . . . 45
3.4 Transport Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5 Maxwellian Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.6 Ion Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.6.1 Major Ion Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.6.2 Minor Ion Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.7 Electric Conductivities and Currents . . . . . . . . . . . . . . . . . . . . . . . 53
3.7.1 Equation of Plasma Motion. . . . . . . . . . . . . . . . . . . . . . . . 54
3.7.2 Unmagnetized Plasma . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.7.3 Magnetized Plasma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.8 Partial and Convective Derivatives . . . . . . . . . . . . . . . . . . . . . . . . 58
3.9 Stress Tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.10 Navier-Stokes Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.11 Introduction to Magnetohydrodynamics (MHD) . . . . . . . . . . . . . . 63
3.12 Basic MHD Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.13 Summary of Transport Properties . . . . . . . . . . . . . . . . . . . . . . . . . 65
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4 Planetary Ionospheres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.1 Introduction to the Ionosphere . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2 Diffusive Equilibrium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3 The Terrestrial Magnetic Field . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4 Magnetic Coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.5 Chemical Processes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.5.1 Electronic Structure of Elements . . . . . . . . . . . . . . . . . . . . 76
4.5.2 Chemical Kinetics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.5.3 Reaction Rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.5.4 Chemical Continuity Equation. . . . . . . . . . . . . . . . . . . . . . 83

4.6 Ionization Processes and Solar Radiation . . . . . . . . . . . . . . . . . . . 84
4.7 Chapman Layers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.8 Earth’s Ionosphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.8.1 D Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.8.2 E Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.8.3 F Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.8.4 Dynamo Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.9 Mars Ionosphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.9.1 General Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.9.2 Formation of the Ionosphere . . . . . . . . . . . . . . . . . . . . . . . 96

4.10 Space Weather . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.11 A Summary of the Key Properties of Planetary Ionospheres . . . . 99
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

xiv Contents



5 Dynamics of the Atmosphere-Ionosphere System . . . . . . . . . . . . . . . 103
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.2 Modeling Planetary Upper Atmospheres and Ionospheres . . . . . . 106

5.2.1 General Circulation Modeling
of the Atmosphere-Ionosphere System . . . . . . . . . . . . . . . 106

5.2.2 Complexity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.2.3 Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.2.4 Energetics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.3 Meteorological Influences on the Upper Atmosphere . . . . . . . . . . 115
5.4 Thermospheric Vertical Winds and Coupling

to the Ionosphere-Magnetosphere . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.5 Space Weather Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.6 Geomagnetic Storm Effects on the Upper Atmosphere . . . . . . . . . 123
5.7 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

Appendix A: Physical Constants and Parameters. . . . . . . . . . . . . . . . . . . 135

Appendix B: Mathematical Tools. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

Glossary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

Contents xv



Acronyms

CHAMP CHAllenging Minisatellite Payload
CME Coronal Mass Ejection
DMSP Defense Meteorological Satellite Program
EM Electromagnetic
ESA European Space Agency
EUV Extra Ultraviolet
GCM General Circulation Model
GITM Global Ionosphere Thermosphere Model
GNNS Global Satellite Navigation System
GRACE Gravity Recovery and Climate Experiment
GW Gravity Wave
IAGA International Association of Geophysics and Aeronomy
ICMA International Commission in the Middle Atmosphere
IMAGE Imager for Magnetopause-to-Aurora Global Exploration
IMF Interplanetary Magnetic Field
IRI International Reference Ionosphere
IUGG International Union of Geodesy and Geophysics
MAVEN Mars Atmosphere and Volatile EvolutioN
MHD Magnetohydrodynamic(s)
NASA National Aeronautics and Space Administration
NGIMS Neutral Gas and Ion Mass Spectrometer
QBO Quasi-biennial Oscillation
SCOSTEP Scientific Community on Solar-Terrestrial Physics
SORCE Solar Radiation and Climate Experiment
SSI Solar Spectral Irradiance
SSW Sudden Stratospheric Warming
TGO Trace Gas Orbiter

xvii



TIMED Thermosphere Ionosphere Mesosphere Energetics and Dynamics
TIM Total Irradiance Monitor
TSI Total Solar Irradiance
UT Universal Time
UV Ultraviolet

xviii Acronyms



Chapter 1
Introduction to Plasma

History and Fundamental Parameters

The Earth is the cradle of humanity, but mankind cannot stay in
the cradle forever. Man must at all costs overcome the Earth’s
gravity and have, in reserve, the space at least of the Solar
System.

Konstantin Tsiolkovsky (1857–1935)

Abstract Aplasma is an electrically conducting quasi-neutral gasmainly composed
of charged particles that exhibit collective motion. The vast majority of observable
universe consists of plasma. Closer to Earth, i.e., in the solar-terrestrial environment,
the solar wind, the magnetosphere, and the ionosphere are the most studied plasma
environments. Plasma processes are greatly influenced by ambient electromagnetic
fields and, in analogy with neutral planetary atmospheres, waves are continuously
generated in plasmas and their propagation and interaction influence the structure
and the evolution of plasma. A naturally occurring magnetic field environment is the
geomagnetic field, which has already been detected four centuries ago. In this intro-
ductory chapter, a conceptual discussion of plasma is first presented. Then, various
space plasma environments are discussed along with a brief introduction to the his-
tory of space research. Finally, some key plasma parameters such as density, gyrofre-
quency, and temperature, and characteristics (collective motion, quasi-neutrality) are
discussed concisely.

Keywords Plasma · Plasma parameters · Space plasma environment · Ionosphere ·
Magnetism ·Electromagnetic field ·Collectivemotion ·Quasi-neutrality · Planetary
missions

1.1 What Is Plasma?

The word “plasma” originates from the Greek word plasma, which means a shape
or structure. Plasma is an ionized substance, that is, it contains charged particles
(electrons, ions) that can move freely. It is in fact the most abundant state of matter
in the universe, although we are not very often directly concerned with it in our

© The Author(s) 2018
E. Yigit, Atmospheric and Space Sciences: Ionospheres and Plasma Environments,
SpringerBriefs in Earth Sciences, DOI 10.1007/978-3-319-62006-0_1

1



2 1 Introduction to Plasma

day-to-day life. Sometimes, it is referred to as the fourth state of matter, besides the
liquid, gas, and solid states. The rationale for this is that plasmademonstrates complex
behavior that cannot be simply described considering only one of the three states.
Typically the charged particles that constitute the plasma are at high temperatures and
have relatively large densities. Plasma can be produced in a laboratory environment
by heating a gas to a very high temperature or by generating an electric discharge
within the gas. The subject of plasma physics is dedicated to the study of the behavior
and properties of plasma. The outer space contains various forms of plasma. Though,
we do not need to travel that far away to encounter plasma. Fluorescent lamps, which
are more efficient than incandescent lamps, contain electrically conducting plasma
gas. One of the most obvious atmospheric plasma phenomena is lightning, which is
a naturally occurring atmospheric electric discharge. It occurs because of charged
particle (plasma) flow between a cloud and surface. Consider a discharge lamp, in
which positively charged ions are generated during high-energy collisions and form
plasma together with the negatively charged electrons. So, when you are looking at
a red shining neon sign, you are actually looking at plasma. Overall, from Earth’s
inner core to the upper regions of the atmosphere, plasma can be found all around.
Above Earth’s surface, starting around 70–80 km, we have a consistent layer of
plasma, which forms the ionosphere. Other known planetary atmospheres have well-
developed ionospheres as well. Our Sun, which enables the existence of life, is a giant
nuclear fusion reactor in which high-density plasma is contained and the associated
fusion energy is transported from its core to the surface, where it is radiated as
electromagnetic energy. Even in the interstellar medium, i.e., in the regions between
galaxies, there is plasma.

One of the foci of this book is to provide an introduction to ionospheric physics,
which is in essence the study of the physics and chemistry of atmospheric plasma
and its interaction with the neutral atmosphere. Overall, we have more than enough
reasons to be curious about plasma and a formal definition of plasma is well-deserved
in this context. A plasma is an electrically conducting quasi-neutral gas mainly
composed of charged particles that exhibit collective motion.

The communication technology is exploting the plasma properties of the
ionosphere, one of the most prominent plasma environment on Earth. In order to
better appreciate what a plasma is let us first discuss two fundamental plasma prop-
erties mentioned above, the quasi-neutrality and collective motion, in further detail.
Some behavior of matter in nature can be understood in term of its electric charge,
which is controlled by the distribution of charged particles and is generally charac-
terized by the number density of various charged particles, i.e., number of charged
particles per unit volume [m−3]. Charged particles are electrons, which have small
mass and are negatively charged, and ions, which are much heavier than electrons
and can be negatively or positively charged. Therefore ions occur because of charge
imbalance. If an atomic or molecular species contains more electrons than protons,
then it is a negatively charged ion. If there are more protons present than electrons
then it is a positively charged ion. Ions are much heavier than electrons because they
contain at least one or more protons, where a proton mass is about 1836 times larger
than an electron mass, i.e., mp � me thus in most calculations of electrodynamics,
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terms including the electron mass can be neglected safely with respect to the ones
including the proton/ion mass. Note that the mass of an electron is tiny:

me = 9.109 × 10−31 kg. (1.1)

The masses of a proton and a neutron are very similar, but the neutron is
about 0.12% larger than the proton: mn = 1.675 × 10−27 kg versus mp = 1.673 ×
10−27 kg. In comparison the weight of a single dust particle is in the order of
∼10−13 kg. Such a small weight is hard to imagine.

Consider the simplest hydrogen ion 1H+, one of the most abundant ions in the
universe, as an example. It is essentially a proton as it consists of one proton only,
thus m(1H+) � me. Hydrogen plays an important role in the Solar System. Fusion
of four hydrogen nuclei to Helium (42He), during which large amounts of energy is
released, fuels Sun’s energy, which is essential to the common forms of life that exist
on Earth. Two hydrogen atoms are basic building blocks of a water molecule, H2O.
Neutrals are by definition not charged. For example, the oxygen atom (168 O), which is
the most abundant species in the terestrial upper thermosphere, is a neutral particle.

An elementary charge e has a value

e = 1.602 × 10−19 C (1.2)

and has a negative value for an electron, while ions can be positively or negatively
charged and one can thus have ±e. It is a spectacular property of the microscopic
world, i.e., the tiny world of atoms and molecules that we cannot observe directly
with the human eye, that electrons and protons have the same magnitude of charge
but greatly different masses. I find this property quite fascinating but this aspect is
better discussed probably in the context of particle physics or even philosophy.

Coming back to the technical aspects, let us further discuss what controls plasma.
Electric fields (E) and magnetic fields (B) together, i.e., electromagnetic fields (EM-
fields), greatly influence the properties and motion of the plasma. When charged
particles move randomly in space, local effects occur, leading to local formation of
negatively and positively charged regions, which give rise to electric fields. Moving
charges give rise to currents andmagnetic fields.Generation of currents can take place
in microscopic or macroscopic scales. For example, the motion of Jupiter’s moon
Io, the volcanic “moon”, around Jupiter sets up complex current systems within Io,
which initiates powerful volcanic activity on Io’s surface, which is a fascinating
manifestation of large-scale current systems. In the ionosphere, small-scale wave
motion generate currents with high temporal variability. Also, Earth’s ionosphere
and magnetosphere systems are tightly coupled to each other by large-scale current
systems. Specifically, magnetospheric physics deals with the mathematical theory of
plasma dynamics considering self-consistent coupling between the magnetosphere
and ionosphere. This coupling produces complex patterns ofmagnetospheric convec-
tion at auroral and low-latitudes, which responds to variations in changing orientation
of the interplanetary magnetic field (Vasyliunas 2010).
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Overall, fields and charged particles are tightly coupled to each other.However, the
interaction between plasma flows and (electric) fields have sometimes been heavily
discussed due to a lack of consensus on the understanding of their interactions (e.g.,
Vasyliunas 2001). The generated fields influence the motion of other charged parti-
cles remotely. This indirect coupling within the plasma is understood as a collective
behavior. Thus, for the description of plasma dynamics, electromagnetic forces have
to be accurately represented. The quasi-neutrality means that the number of neg-
atively charged particles (electrons) are equal to the number of positively charged
ions, Ne = Ni , in a given volume and thus the number density of electrons is equal to
the number density of ions, i.e., ne = ni . In a macroscopic scale, the plasma behaves
as if it is neutral. Fluid mechanics focuses on the mathematical description of gas and
liquid state of matter and can be used to describe plasma as well. This approximation
of plasma as a fluid forms the basis of magnetohydrodynamics (MHD) (Sect. 3.12).

The second volume of the Atmospheric and Space Sciences will dwell on the
basic physics of plasma environments, focusing on Earth’s atmosphere-ionosphere
and geospace environment and also to some extent on Mars’ ionosphere (Sect. 4.9,
but the discussed basic theories and topics are insightful in the context of other solar
system planets and can help better understand other planetary ionospheres. This
volume is thus complementary to the first volume, which focused on the neutral
atmospheric processes. Overall, I will specifically focus on planetary and terrestrial
ionospheres and thermospheres. In this chapter, I will provide an introduction to
space plasma environments (Sect. 1.2), discuss some important cornerstones of the
history of space physics (Sect. 1.3), and will finally summarize some basic plasma
parameters (Sect. 1.4), some of which will be further used and discussed in the rest
of the book.

The structure of the rest of the monograph is as follows: Next chapter will discuss
some basics of the electromagnetic theory; Chap.3 will provide a basic introduction
to transport processes; Chap.4 will present some fundamental features of planetary
ionospheres, focusing on the terrestrial and Martian ionospheres; and Chap. 5 will
review some basic principles of the dynamics of the atmosphere-ionosphere sys-
tem and some research highlights, such as meteorological influences on the upper
atmosphere and space weather.

1.2 Space Plasma Environments

The vast majority of the matter in the universe (∼99%) is in the plasma state, i.e., the
fourth state of matter. Without the help of advanced observational techniques, such
as, satellites or telescopes, this knowledge could not have been revealed until the
modern age. Obviously, this fact is not something that the natural philosophers could
have predicted easily. The Greek philosophers were highly interested in processes
taking place in nature, which is why they are often called natural philosophers. One
has to realize that their sole motivation was the endless desire to better understand
physical processes occurring around themselves without a specific reason. One of the

http://dx.doi.org/10.1007/978-3-319-62006-0_3
http://dx.doi.org/10.1007/978-3-319-62006-0_4
http://dx.doi.org/10.1007/978-3-319-62006-0_3
http://dx.doi.org/10.1007/978-3-319-62006-0_4
http://dx.doi.org/10.1007/978-3-319-62006-0_5
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most common historical misconceptions was that Earth had a very central role in the
“observed universe”, what we could summarize as the geocentric world view based
on the Ptolemaic model1 of the solar system in which planets orbited on circles (or
deferents) with Earth near the center of the deferent.2 Later this model was replaced
by the heliocentric model, which literally means Sun as the center, officially adopted
by Copernicus3 from the Greek philosophers Hereklid and Samos, who lived 3–4
centuries B.C., and applied in an astronomical context. According to the Copernican
revolution, the planetsmove in an orbit around Sun and the orbit can be approximated
by a circular motion.

There is much more to the universe than our planet Earth and the Solar System
in which Earth resides as a seemingly extraordinary terrestrial planet. Why is Earth
so extraordinary? It is special because many millions of complex living species are
thriving on Earth. Mankind has so far not discovered any sign of life in the rest
of the universe outside Earth, not even a primitive single cell organism. Despite
the fact that we have increasingly better characterized other solar system planets as
a result of sophisticated planetary science missions (e.g., MESSENGER, Venera4

missions, Venus Express,5 MAVEN,6 ExoMars,7 Juno8, Cassini, Voyager 1and2,
New Horizon), Earth has kept its special place as a spectacularly habitable planet
that happens to have just the optimal conditions for life to develop and be sustained
over large period of time. Although science can identify some of the paleontological
processes that enables the formation of life, there is not a scientifically convincing
argument why Earth happens to have such ideal conditions for life and why the other
Solar System planets are so hostile to life. Here we define life with respect to the
organic processes that are familiar to us.

From an objective point of view, you just need to check out how the atmospheric
environments of our two neighboring planets, Mars and Venus, probably the best
known two planets other thanEarth, are configured.Venus’ atmosphere isway too hot
and have extremely dynamic winds. On the other hand Mars appears to be a deserted
planet, despite its beautifully reddish color in observations. Needless to mention
that Mars surface pressure is less than one percent of Earth’s standard pressure as a
reason for many challenges, massive planet circumventing giant dust storms could
be a major problem for any large-scale population of the Martian surface. Of course,
in order to realize the complexity of our universe, humans first had to expand their
horizon and allow their curiosity to drive the search for other “realms”. With an

1The Greek astronomer Ptolemy.
2Dictionary of geophysics, Astrophysics, and Astronomy edited by Richard A. Matzner, 2001.
3Nicolaus Copernicus (in German: Nikolaus Kopernikus), Polish mathematician and astronomer,
1473–1543.
4Russian for Venus. A series of 16 flyby, orbital, and landed missions by the Soviet Union between
1961 and 1983.
5First European Space Agency mission to Venus, November 2005–April 2006.
6Mars Atmosphere Volatile EvolutioN, http://mars.nasa.gov/maven/.
7http://exploration.esa.int/mars/.
8https://www.nasa.gov/mission_pages/juno/

http://mars.nasa.gov/maven/
http://exploration.esa.int/mars/
https://www.nasa.gov/mission_pages/juno/
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impressing speed, more and more exoplanets are discovered and an entire new field
of exoplanet discovery and characterization emerged. Currently more than 2000
planets have been discovered, including a very diverse spectrum of planets. Most
likely these exoplanets have a spectum of very exotic planetary atmospheres and
ionospheres. Better understanding solar system planets can help understand future
discoveries of complex structures in exoplanetary atmospheres.

So, where does plasma occur? In small scales for example, the human blood con-
tains a significant portion of non-cellular structures that is referred to as the blood
plasma, which contains electrolytes (charged particles). In much larger scales, plas-
mas are found in the geospace environment and in the far sides of the universe.
The most known plasma environments are stellar interiors and atmospheres, stel-
lar winds, planetary upper atmospheres, gaseous nebulae, pulsars, and interstellar
hydrogen (H). In the solar system, plasma can be found everywhere and the physics
of plasmas is studied in all space weather environments—Sun, heliosphere, magne-
tosphere, and ionosphere-atmosphere, which I had introduced in the first volume of
my book (Yiğit 2015). Closer to Earth, theVanAllen radiation belt, the solarwind and
the ionosphere are the most investigated plasma environments. Van Allen radiation
belt is the region where the charged particles are trapped by the geomagnetic field.
Electric and magnetic fields greatly influence the plasma (Chap.2). The solar wind
originating at Sun and propagating with several hundreds of kilometers per second
toward Earth impinges on the magnetosphere, which shields the atmosphere and life
from dangerous radiation, is significantly distorted in this process. The solar wind
consists mainly of electrons and protons and it possesses high conductivity. The typ-
ical values of the electron density and temperature in the solar wind are ne = 5cm−3

and Te ≈ 105 K.
Depending on the intensity of the short-term activity on Sun and the configuration

of the interplanetary magnetic field (IMF), i.e., the extension of Sun’s magnetic field
environment into the heliosphere, energy can be transferred from the magnetosphere
to the ionosphere to varying extent. Under favorable interplanetary magnetic field
conditions and strength, geomagnetic storms can occur. The impact of magnetic
storms on the ionosphere and the upper atmosphere are an active subject of research
(Yiğit et al. 2016) as will be discussed to some extent in Chaps. 4 and 5.

Figure1.1 shows the Sun-Earth system and how the collection of the energetic
particles originating at Sun, the solar wind, impact the magnetosphere and ulti-
mately Earth’s atmosphere. The dayside magnetosphere is compressed while the
nightside expands into a tail structure. The IMAGE (Imager for Magnetopause-to-
Aurora Global Exploration) and Cluster spacecrafts are situated within the magne-
tosphere, as marked in the figure. The ionosphere is the weakly ionized portion of
the upper atmosphere extending from ∼60 km upward and coexists with the ther-
mosphere in the upper atmosphere. The ionosphere is coupled to the thermosphere
via composition, dynamics, electrodynamics, and thermal processes. Internal waves
generated in the lower atmosphere can propagate upward and greatly influence the
thermosphere-ionosphere (Fritts and Lund 2011; Yiğit and Medvedev 2015). This
dynamical coupling between the lower atmosphere and upper atmosphere in form of
exchange of momentum and energy is called vertical coupling.

http://dx.doi.org/10.1007/978-3-319-62006-0_2
http://dx.doi.org/10.1007/978-3-319-62006-0_4
http://dx.doi.org/10.1007/978-3-319-62006-0_5
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Fig. 1.1 Illustration of how Sun’s solar wind affects Earth’s magnetic field environment. Within
the magnetosphere, the ESA/NASA Cluster and NASA’s IMAGE (Imager for Magnetopause-
to-Aurora Global Exploration) spacecrafts (red markings) survey magnetospheric changes and
determine how the solar wind affects the magnetic environment in the geospace (Credit
ESA/NASA/SOHO/LASCO/ EIT)

If we consider only the lower atmosphere where our daily lives take place, it is not
apparent that the vast majority of the universe is in the plasma state; one would only
occasionally encounter plasma in our environment. When there is a severe weather
event, localized thunderstorms may take place with intense ionization.

The Northern lights (Aurora Borealis) seen in beautiful colors in Earth’s
atmosphere are an example of plasma phenomenon. They are generated by the col-
lision of atmospheric neutral gas particles with the charged particles of solar origin
entering the atmosphere. Various atmospheric species are thus excited to a higher
energy level by particle impact and produce optical emissions upon returning back
to the initial state (i.e., ground state). For example, the green aurora is generated
due to the collisions of oxygen molecules with solar energetic particles. Figure1.2
shows how the green aurora looks like from the International Space Station that orbits
Earth at about 400km. Depending on the quantum mechanical energy level transi-
tions within a gas species, other colors of aurora are possible in the Solar System.
Earth is not the only planet where auroral activity exists. Despite their large distance
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Fig. 1.2 Green aurora borealis (or northern lights) over Quebec, Canada, captured in Feb 2012 by
an astronaut aboard the International Space Station. The fainter arc of light parallel to the horizon
is from airglow (Credit: NASA)

from Sun in comparison with Earth, significant amount of auroral emissions can
occur on the giant planets, Jupiter and Saturn, due to the solar wind (Clarke et al.
2009) in additional to strong internal processes.

If the solar radiation provides the initial excitation energy, then the subsequent
emissions are called airglow (or sometimes called nightglow). It is a naturally created
optical phenomenon by the atmosphere and has a layered structure as can be seen in
the background of the aurora in Fig. 1.2. The mesospheres and lower thermosphere
(MLT) contains a rich spectrum of emissions due to atomic and molecular oxygen,
and sodium (green, blue, and yellow airglow). Red airglow due to atomic oxygen
transitions in the upper thermosphere is also seen in the figure.

Next, I will briefly discuss some relevant historical developments in space plasma
research.

1.3 A Brief History of Space Research

So far we have discussed what a plasma is and that magnetism and electric forces
greatly influence the state and evolution of plasma. Magnetic and electric effects are
two interrelated topics that are central to space physics. Magnetism is a consequence
of the motion of moving charges, for example, electrons, while electric effects are
independent of motion and influence a given charged particle whether it is moving
or not. Some selected historical developments concerning magnetism, space plasma
research, space missions that we discuss in this section are summarized in Table1.1.
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Table 1.1 Some selected key events in planetary science, space plasma physics, and magnetism
from the detection from (1600s) to Solar System Exploration missions of 20th and 21st century

Date Event

4–5 cc B.C. Democritus’ concept of atom

1600s Detection of the geomagnetic field

1844 11-year solar cycle proposed by Schwabe

1865 Maxwell’s equations

1879 Characterization of aurora by Bequerel

1880 Suggestion of feasibility of achieving orbital velocities by rocket and of
satellites (Tsiolkovsky)

1897 Discovery of electron by Thomson

1901 Transatlantic radio transmission by Marconi

1911 Milikan measures the charge on the electron

1919 Rutherford discovers the proton

1929 Introduction of the term “ionosphere” by Watson-Watt

1930s Interpretation of sunspots as indicators of solar activity by Chapman and
Ferraro

1957 Sputnik I and Sputnik II launched by Russians

1958 Detection of radiation belt by Explorer 1, the first US satellite

1961 Soviet Union’s Vostok 1 spacecraft takes the first human, Yuri Gagarin, into
space

1962 Soviet Union launches Mars-1

1965 NASA’s Mariner 4 mission performs the first successful fly-by of Mars

1997 Cassini mission (ESA) launch

Dec 2003 ESA’s Mars Express spacecraft enters orbit

2006–2015 New Horizons mission (NASA) launch and arrival at Pluto

Nov 2014 NASA’s MAVEN spacecraft enters orbit around Mars

Jul 2016 NASA’s Juno spacecraft arrives at Jupiter

Oct 2016 ESA’s ExoMars orbiter arrives at Mars

Since Maxwell has unified the electric and magnetic phenomena in 1865 via his
infamous equations called Maxwell’s equations (see Sect. 2.6), we speak of elec-
tromagnetism. A better understanding of electromagnetic phenomena led to rapid
developments in the exploration of the Solar System.

1.3.1 From the Structure of Matter to the Solar System

Without a deeper understanding of the microscopic structure of matter, plasma could
not be better understood. Already during the early times of natural philosophers
it has been speculated that the matter in the universe consists of some fundamental

http://dx.doi.org/10.1007/978-3-319-62006-0_2
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microscopic components,which they called the atom. In fact, it wasDemocritus9 who
assumed for the first time that everything in nature must be made out of invisible
small particles, which he called “atom”. Although, Democritus’ idea of atom is
revolutionary in the ancient times, in the late 19th century, scientists have discovered
that the atom is not the smallest indivisible component of matter. Although, the atom
is the smallest structure of a chemical element, which by definition consists of atoms
that have nuclei with the same charge, there are smaller fundamental structures that
make up the atom, i.e., electrons, protons, and neutrons, which themselves are made
out of various flavors of quarks. One of the earliestmodels of the atomwas introduced
by Thomson who discovered in 1897 the electron and determined experimentally the
electron charge-electron mass ratio, e/me. He won the Nobel Price in 1906 owing to
this discovery. Using the electron charge-mass ratio Milikan determined in 1911 the
charge on the electron. Protonwas discovered later. Bombarding nitrogen nuclei with
energetic α-particles from a naturally radioactive source, Rutherford demonstrated in
1919 that hydrogen nuclei were produced as a result of this interaction. The hydrogen
nucleus was called proton at that time.

Magnetism plays a key role in the history of space research. Already more than
two thousand years ago the ancient Greeks have discovered magnetism after they
observed that certain stones attract iron. Our planet Earth demonstrates fascinating
magnetic properties. From the point of magnetism, to a first approximation, it can be
viewed as a giant dipole magnet, meaning that it has two magnetic poles. The geo-
magnetic field BE itself has not been detected until 1600. William Gilbert suggested
in his work De Magnete that the north-south alignment of the compass results from
the geomagnetic field, stating for the first time that Earth is a giant magnet. Carl
Friedrich Gauss (1777–1855) suggested that the geomagnetic field is composed of
an internal field and of a component that is generated in the atmosphere. Gauss and
Wilhelm E. Weber (1804–1891) initiated precise measurements of the geomagnetic
field. In the 19th century global network of observatories have increasingly been
established.

Magnetic activity and solar activity are two connected processes. In 1844,
Schwabe proposed an approximate ten-year solar cycle variations as reported in
the German publication “Sonnen-Beobachtungen im Jahre 1843” (Solar observa-
tions in the year 1843) in which he presented sunspot group numbers from 1829 to
1843 (Schwabe 1844). Sir Edward Sabine proposed the 11-year periodicity in the
magnetic cycle according global network of measurements.

The modern era of rocket propulsion has been launched with the ideas of the
Russian and Soviet scientist Konstantin Tsiolkovsky (1857–1935) in 1880. An image
of this revolutionary scientist can be found in the Tsiolkovsky Museum in Russia
(Fig. 1.3). Tsiolkovsky was the first who has discussed the feasibility of achieving
orbital velocities by rockets and weightlessness and predicted the development of
modern-era satellites. He has discussed his ideas in his famous book “Dreams of

9In German: Democritus; an ancient Greek pre-socratic natural philosopher who was born in 460
B.C. in Thrace, which is situated currently in Turkey and is called “Trakya”, that is the European
portion of Turkey. he died in 370 B.C.
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Fig. 1.3 An image of
Konstantin Tsiolkovsky. He
is considered one of the
leaders of original thinkers in
the history of spaceflight
Image Credit: K. E.
Tsiolkovsky Museum,
Kaluga, Russia/NASA

Earth and Sky”, originally published in 1895. He even studied the possibilities of
constructing a space station that would orbit Earth. Owing to his immense creativity
for his time, he is considered one of the leaders of original thinkers in the history
of spaceflight as he used the concept of “thought experiments” that were often very
efficiently used by prominent physicists familiar to the general public (Pearson 1997).
A crater on Moon, the Tsiolkovsky crater, has been named after him. It was not until
1957 that the first artificial satellite, Sputnik 1, was launched into an elliptical low
orbit by the Soviet Union. As an appreciation of his visionary ideas, the Sputnik
1 launch was made by the Soviets to coincide with Tsiolkovsky’s centenniel. This
satellite stayed in the orbit for 92days, having demonstrated clearly the feasibility
of satellite technology. Today, hundreds of satellites are orbiting Earth.

The solar activity has been quantified since 1610s in terms of the sunspots, which
are magnetically dense, dark, and cold areas of the solar photosphere (Clette et al.
2014). The relationship between sunspot numbers and the frequency of geomagnetic
disturbances have been discovered in 1952. In 1867,Angstromhas performed the first
observations of the auroral spectrum (Angstrom 1867). Late 1870s Henri Bequerel
stated that the sunspots are sources of fast protons and that as these particles reach
Earth, they are guided toward the auroral oval by the geomagnetic field (Bequerel
1879). In his book “Aurorae: their characters and spectra” published in 1879, he has
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provided a detailed discussion of the general and specific characters of the aurora,
including observations by the ancient Greeks.

In the early 20th century, Birkeland has provided an experimental evidence for
the aurora in a laboratory simulation called the terrella. His tests predicted that the
geomagnetic field is responsible for the auroral oval. In 1901Marconi has performed
the first transatlantic radio transmission, which eventually led to the development of
the physical theory of the ionosphere starting with the work of Lodge (1902) who
has pointed out that the solar radiation produces a conducting layer which reflects
radio waves. Though, it is interesting to note that in 1830s Gauss had speculated on
the existence of a conduction layer in the atmosphere. In 1920s, the existence of the
ionosphere has formally been established. As noted in the seminal historical review
by Rishbeth (2001), the first formal mention of the term “ionosphere” was apparently
in the work by Watson-Watt (1929).

In 1930s, Sydney Chapman and Victor Ferraro suggested that sunspots are indi-
cators of solar activity and that this activity is related to solar flares, which are giant
eruptions in the atmosphere of Sun. In situ measurements have demonstrated the
complexity of the geomagnetic field. The second half of the 20th century marked the
application of satellite technology in surveying, in particular, the upper atmosphere.
Despite the much rarefied nature of the upper atmosphere, its technological sig-
nificance has been recognized. The upper atmosphere is the region where satellite
missions take place and spacecraft enter an orbit. If a satellite changes its orbit and
enters a denser atmospheric region, the spacecraft may experience a larger drag,
which then has impact on its lifetime.

1.3.2 Post-World War-II Period

The second half of the 20th century deserves special attention in the history of
space sciences. As soon as the Second World War ended in 1945, the humanity has
become increasingly curious about how to exploit the technologies that have been
designed or even fully developed during the war for better purposes. Russians have
launched Sputnik I on 4th October 1957, which marked the official beginning of
the space age. The Sputnik spacecraft was the first man-made object ever to leave
Earth’s atmosphere. It was a mere 83kg satellite that stayed in the orbit for about
three months. Sputnik 2 was launched about a month later (3 November 1957) and
actually carried the first living being, a dog called Leika, into an orbit around Earth.
The Sputnik program had an immense political impact on the world politics as well
because it was used by some ideological groups as a symbol of the superiority of the
Marxist-Leninist Soviet Union over the predominantly capitalist Western powers.

In 1958, the first US satellite, Explorer 1, detected Earth’s radiation belt using
a Geiger counter (Allen et al. 1958). The Explorer 1 team, including William
H. Pickering, former director of JPL (left), James A. van Allen (center), of the
State University of Iowa, who designed and built the instrument on Explorer, and
Wernher von Braun (right) are seen in Fig. 1.4 holding the Explorer 1. In 1961, Soviet
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Fig. 1.4 Explorer 1 rocket
and the team members
William H. Pickering (left),
James A. van Allen (center)
of the State University of
Iowa, and Wernher von
Braun (right), leader of the
Army’s Redstone Arsenal
team Credit: NASA

Union’s “Vostok program” was the first to put the first human into space, in Vostok
1 spacecraft. Since 1960s, many satellite missions have provided a more detailed
understanding of the atmosphere as a whole.

Overall, technological advancements together with a better understanding of the
universe have even enabled the development of satellite missions to other planets in
the Solar System. Mars 1 launched by the Soviet Union in November 1962 was one
of the first mission that has approached Mars.

One of the most successful ones is the Cassini mission, which was started by
the European Space Agency (ESA) in 1997. Due to its success, this mission has
been extended as Cassini Equinox and more recently as Cassini Solstice mission.10

Of course, Cassini is not the most recent space mission. ESA with the successful
participation of several international agencies placed the Mars Express spacecraft
into orbit around Mars in December 2003. The orbiter is still operational and have
been invaluable for the planetary science community. Such an orbiter inhabits sev-
eral instruments, which are capable of observing the environment of a planet. The
collection of the different instruments onboard the spacecraft is called a payload.

10http://saturn.jpl.nasa.gov/.

http://saturn.jpl.nasa.gov/
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Table 1.2 Mars Express payload. Mars Express entered orbit around Mars in Dec 2003

Instrument

HRSC High Resolution Stereo Camera

OMEGA Visible and Infrared Mineralogical Mapping Spectrometer

MARSIS Sub-surface Sounding Radar Altimeter

PFS Planetary Fourier Spectrometer

SPICAM Ultraviolet and Infrared Atmospheric Spectrometer

ASPERA Energetic Neutral Atoms Analyser

MaRS Mars Radio Science Experiment

Fig. 1.5 An image captured in January 2017 by the HRSC instrument onboard Mars Express
during Mars Express Orbit 16565 showing southern highlands of Mars where an exotic triple crater
is found. The image is centered around 198 ◦E and 27 ◦S with a resolution of ∼22 m per pixel
Credit: ESA/DLR/FU Berlin

For example, the High Resolution Stereo Camera (HRSC) is able to capture very
high-resolution images of the Martian surface. Table1.2 lists the other instruments
onboard Mars Express.

Figure1.5 illustrates the level of sophistication in imaging Mars’ surface. Mars
Express’ HRSC instrument took this image in January 2017 highlighting a triple-
crater inMartian southern highlands. It is one of themany images, which demonstrate
that the Martian surface has been heavily bombarded by meteorites/meteors of vari-
ous sizes.

Overall, each planet in the Solar System has been visited by a space probe. Most
recently, the Trace Gas Orbiter (TGO) of ESA’s ExoMars mission has successfully
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arrived at Mars in October 2016 and entered an elliptical orbit around the “Red
Planet”.

Even Pluto, currently accepted as a dwarf planet, has recently been visited by
NASA’s New Horizon mission,11 which is revealing amazing features about this
exotic dwarf planet. Also, there are a number of planned missions to explore the
Solar System. Overall, it is just a matter of time that the humanity will be able to
settle down in new worlds.

1.4 Plasma Parameters and Characteristics

Two important questions about plasma properties are how hot and how dense the
plasma is. The temperature and density of the plasma in the universe can be charac-
terized by the electron temperature Te and electron number density ne. The temper-
ature is a measure of the thermal energy or in other words the average kinetic energy
Ek = 3/2 kTe, where the temperature is often specified in terms of units of particle
energy, i.e., electron volts with

1 eV = 1.6022 × 10−19 J (1.3)

and
k = 1.38 × 10−23J K−1 (1.4)

is the Boltzmann constant.12 Note how large one Joule is in terms of one electron
volt. One electron volt is the energy a particle carrying a charge of e gains or losses
in falling a potential drop/difference of 1 V (volt), where the potential difference is
the line integral of the electric field strength between the reference levels:

ΔV = V1 − V2 =
∫ 2

1
E · ds, (1.5)

which expresses an energy difference of 1 J per unit charge.
Using the magnitude of e = 1.6022 × 10−19 C to define a unit of energy serves a

convenient measure describing atomic systems and various aeronomic phenomena.
For example, electron and proton precipitations in the ionosphere, in general, termed
as particle precipitation, are extremely variable and has typical energies of keV
(103 V) toMeV(106 V) as derived from theDefenseMeteorological Satellite Program
(DMSP) satellite observations (Galand et al. 2001). Typically, the plasma temperature
and density are given in terms of Te and ne, i.e., the number of electrons Ne per unit
volume. While, the electrons are the mobile part of a plasma, the much heavier

11https://www.nasa.gov/mission_pages/newhorizons/main/index.html.
12Named after the German physicist L. Boltzmann (1844–1906).

https://www.nasa.gov/mission_pages/newhorizons/main/index.html
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Fig. 1.6 Three regions,
magnetosphere, solar, wind,
and ionosphere, where
astrophysical plasmas are
found, are illustrated in a
Te − ne diagram. Plasma
temperature Te is in eV and
the plasma density ne is in
m−3
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ions are rather immobile and are thus regarded during many collisions as a fixed
background of positively charged particles. If ne is relatively large/small, then one
speaks of a high-density/low-density plasma. Themorphology of the ambient electric
and magnetic fields affects the plasma motion.

The electron temperature and number density classify with respect to

1. interactions between plasma constituents,
2. relative importance of E and B fields for the particle motion,
3. range over which particles can propagate freely.

Plotting the plasma temperature as a function of density as log(Te) − log(ne)
diagram for astrophysical plasmas helps categorize various plasmas, as illustrated in
Fig. 1.6. Typically, at low temperatures, the neutral gases are partially ionized, such
as the case in the terrestrial ionosphere and other planetary ionospheres in the solar
system.The peak electron number density found around300km inEarth’s ionosphere
is in the order of 1012 m−3, where the background thermosphere has a density of
1014 m−3, suggesting that the neutral atmosphere is about 100 times denser than
the terrestrial ionosphere. With increasing temperature one obtains an ideal plasma,
which is fully ionized, as it is the case in the magnetosphere. The necessity of very
high temperatures is the reason whywe do not encounter ideal plasma on Earth under
natural conditions.

Another important physical process in plasmas isDebye shielding. It is the shield-
ing of a given charged particle in a plasma by a cloud of oppositely charged particles
such that the Culomb field of an individual charged particle is not felt. The associated
length scale is known as the Debye length λD given by

λD =
(

ε0kTe
e2ne

)1/2

, (1.6)
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where
ε0 = 8.854 × 10−12 F m−1 (1.7)

is the permittivity of free space (or vacuum) and Te is the electron temperature, In
Earth’s F region ionosphere with ne ≈ 1012 m−3 and Te ≈ 1500K, this scale is in the
order ofmillimeters (10−3 m). This length scale describes the spatial scale overwhich
particles in a plasma exert electrostatic forces on each other. In other words, despite
the long-range effect of Culomb forces, charged particles in a plasma do not interact
at a distance greater than theDebye length. Consider a certain number ND of particles
inside an imaginary sphere, i.e., a Debye sphere, of radius λD . Then, theDebye length
is inversely proportional to the number of particles, λD ∝ N−1

D , because in a dense
plasma, charges of opposite signs screen each other, so that the length over which the
electrostatic forces are exerted is smaller, meaning a stronger Debye shielding. The
Debye length is proportional to the plasma temperature and inversely proportional
to the plasma density, λD ∝ √

Te/ne. In a hotter plasma, thermal motion increases
and the quasi-neutrality can be violated over a larger scale.

Other important parameters are the ion temperature Ti , gyrofrequency
(or cyclotron frequency), gyroradius (or cyclotron radius) rc, and the plasma fre-
quency ωps (of species s). The gyrofrequency, as the name suggests, is the frequency
with which charged particles gyrate around magnetic fields. It is proportional to the
charge and the magnetic field strength and inversely proportional to the mass of the
plasma species

ωcs = |e|B
ms

. (1.8)

The radius associated with the charge particle gyration orbit is called the gyro-
radius (also called cyclotron radius or even Larmor radius) and obtained from the
balance the magnetic force and the centripetal force in the particle orbit:

|e|v⊥B = m
v2⊥
rc

, (1.9)

which gives

rc = mv⊥
|e|B , (1.10)

where v⊥ denotes the component of the instantaneous charged particle velocity per-
pendicular to the magnetic field. Additionally, the gyrofrequency and the gyroradius
are related by

ωc = v⊥
rc

. (1.11)

In a plasma positively charged ions are an important species. As they containmuch
heavier protons and neutrons, ions are much heavier than the electrons, mi > me.
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Thus, for a given ambient magnetic field, electrons gyrate faster around the mag-
netic field than ions, ωce > ωci . For example, for an electron in an ambient magnetic
field strength of 20 000 nT at F-region altitudes we get a gyrofrequency of ωce =
|e|B/me = 20 × 10−6 T × 1.602 × 10−19 C/(9.109 × 10−31 kg) ≈ 3.52 × 106 Hz,
which ismore thanonemillion oscillations per second. For the sameconditions, for an
atomic oxygen ion we get ωcO+ ≈ 120 Hz. It is clearly seen that because ωce � ωcO+
the lighter electrons are much more confined to the magnetic field than the heavier
oxygen ion, which completes only 120 cycles per second, corresponding to a period
of 0.05 s.

The plasma frequency is the frequency that describes plasma oscillations that
occur, for example, in response to external magnetic fields. If electrons are displayed
from the ions, electric fields build up,which accelerate the lighter electrons. Electrons
then overshoot due to their inertia and thus start oscillating around an equilibrium
position with a characteristic frequency called the plasma frequency. During these
oscillations the much heavier ions do not have time to respond to the electron motion
and can therefore be considered as afixedbackground.The electron plasma frequency
is given by

ωpe =
(
nee2

ε0me

)1/2

. (1.12)

Because the electron mass is very small, ωpe is a large frequency in the order of
MHz, corresponding to the scale of radio wave frequencies.

Table1.3 summarizes some important plasma parameters I will be discussing in
this book. The next chapter will introduce some basic principles of electromagnetism
that is relevant to the context of this book.

Table 1.3 Some common plasma parameters and fields. The subsript s denotes a given plasma
species, e.g., electrons or ions. Sometimes gyroradius is referred to as Larmor radius

Notation Plasma parameter

ne Electron number density

Te Electron temperature

Ti Ion temperature

ωcs Plasma cyclotron frequency/gyrofrequency (of species s)

rcs Plasma cyclotron radius/gyroradius (of species s)

ωps Plasma frequency (of species s)

λD Debye length

E Electric field strength

B Magnetic field
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Chapter 2
Basic Electromagnetic Theory

Electromagnetism

The man who does not read good books has no advantage over
the man who cannot read them.

Mark Twain (1835–1910)

Abstract Physics of plasmas is described by the electromagnetic theory. Elementary
principles of electromagnetism are reviewed in this chapter. Electric fields, magnetic
fields, and Maxwell equations, which self-consistently relate these fields to each
other, are introduced. Charged particles are sources of electric fields and moving
charged particles can generate magnetic fields. The most obvious manifestation of
electromagnetic fields is the light. The elecromagnetic spectrum is composed of a
broad range of wavelengths from low-frequency radio waves (∼10MHz) to very
high-frequency gamma rays (∼1027 Hz). Finally the concept of phase space and
collisions between particles of different species are discussed.

Keywords Electric field · Magnetic field · Electromagnetism · Magnetic flux ·
Electric currents · Maxwell equations · Poynting flux · Phase space · Collisions ·
Summation convention

2.1 Electric Field

Around a region of some electric charge distribution σ , there exists an electrostatic
field and thus an electric field E. The simplest scenarios of a positively and a neg-
atively charged particles are illustrated in Fig. 2.1. The term “electric” is of Greek
origin, “elektron”, and means amber. If there are any other charged particles within
this field, that is in the space around σ , they experience a force, which is called the
electric force. Strictly speaking, this force is said to be of electric origin if and only if
it exists when a charged particle is inserted into the field. The resulting electric force
on the inserted test particle at a point is proportional to the strength of the electric
field and the charge intensity:

© The Author(s) 2018
E. Yigit, Atmospheric and Space Sciences: Ionospheres and Plasma Environments,
SpringerBriefs in Earth Sciences, DOI 10.1007/978-3-319-62006-0_2
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+ −

Fig. 2.1 Illustration of the electric field around a positive (left) and a negative charge (right). For
a positive point charge, the field lines diverge, while they converge for a negative point charge

rq
P

q′

Eq′

P′

Fig. 2.2 The electric field |E| = Eq ′ at point P ′ experienced by a test charge q ′, distant r away
from a point charge q located at point P

|FE | = |E|q. (2.1)

The electric field E = (Ex , Ey, Ez) is a vector field and the direction of the force
is given by the direction of the electric force on a positive charge. The unit of the
electric field is Newton per Coulomb (N C−1). It is instructive to ask how one can
determine the electric field distribution around a charged particle. To find the electric
field at point P , distant r = rqq ′ away from a point charge q, imagine a test charge
q ′ at P ′, as illustrated in Fig. 2.2. The force between the two charges is given by the
Coulomb’s law:

F = 1

4πε0

qq ′

r2
, (2.2)

where

ε0 = 1

(μ0c2)
= 8.854 × 10−12 F m−1 (2.3)

is the permittivity of free space and

1

4πε0
≈ 9 × 109 m F−1. (2.4)

Then, the electric field Eq ′ at the position of the test charge q ′ is

Eq ′ = F

q ′ = 1

4πε0

q

r2
. (2.5)

This formalism can be extended to multiple charges, q1, q2, q3, . . ., with distances
r12, r13, . . ., etc. In general, if there are N number of point charges, the resulting
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electric field at the location P ′ of the test charge is a superposition of all the individual
ambient electric fields associated with other point charges:

E = 1

4πε0

N∑

i

qi

r2i
. (2.6)

2.2 Elecric Potential Energy

As an electric field exerts a force on a charged particle in the vicinity, work is
performed, given by

W1→2 =
∫ 2

1
FE ds (2.7)

in moving the charge from location 1 to location 2. This work is independent of
the path taken between the initial and the final locations and is thus said to be
“conservative”, just like the force performed in a gravitational field. This work can
be represented by a potential energy E p

E p =
∫ 2

1
E q ds. (2.8)

Generalizing this concept to a static charge distribution yields:

E p = 1

4πε0

∑

i< j

qi q j

ri j
. (2.9)

Using the potential energy, an electric potential V at any point in an electric field
can be defined as the potential energy per unit charge

V = E p

q
. (2.10)

Electric field and potential are closely related. The potential difference between
two points “a” and “b” is the line integral of the electric field strength.

Va − Vb =
∫ b

a
E · ds. (2.11)

This potential difference can be interpreted as the energy required to move a unit
charge from a to b within the ambient electric field distribution E as illustrated in
Fig. 2.3. This electrostatic field is conservative, thus
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Fig. 2.3 Illustration of the
work done in a representative
electric field E, shown with
black field lines, by moving a
test charge from point a to b
(blue path) and then from b
to a (green path), which
constitutes a closed path.
The orientations of the path
vector and the local electric
field at a representative point
are shown with thick blue
and black arrows,
respectively

∮
E · ds = 0, (2.12)

indicating again that work done in the electric field is independent of the path. So,
in a closed path, such as the one illustrated in Fig. 2.3, no net work is performed.

Equivalently, the electric field can be deduced from an electric potential as

E = −∇V, (2.13)

where the electric field points in the direction opposite from the direction ofmaximum
rate of potential increase. So, as a charge is a sorce of an electric field, it also generates
an electric potential field in its vicinity whose strength decreases with increasing
distance (i.e., V ∝ q/r ). Note that the electric field strength is inversely proportional
to the square of the distance (V ∝ q/r2).

2.3 Magnetic Field

The origin of magnetic fields can be understood by considering moving charges.
A moving charge sets up in the space around it a magnetic field, which exerts a force
on another charge moving through it. So, the magnetic field B is said to exist at a
point if a force is exerted on a moving charge at that point. The associated magnetic
force is

FB = qv × B, (2.14)

or equivalently
Fi = q εi jkv j Bk, (2.15)

where v = (vx , vy, vz) and B = (Bx , By, Bz) are the three-dimensional charged
particle velocity and themagnetic field vector, respectively, and εi jk is the Levi-Civita



2.3 Magnetic Field 25

x

y

z

v

B

F

x

y

z

v

B

F

Fig. 2.4 Illustration of the vectors v × B in the rectangular Cartesian coordinate system for two
scenarios: charged particle motion is the x-axis and the magnetic field is along the y-axis (left);
motion is along the y-axis and the field is directed along the x-axis (right)

symbol (appendix B.1). The resulting force is perpendicular to both the motion and
the field as shown in Fig. 2.4 for two different cases. The cross-product (or vector
product) operator “×” implies a counterclockwise rotation described by the rotation
angle αvB

v × B = v B sin αvB (2.16)

where v = |v|, B = |B|, and v × B = −B × v, which explains why the force
is pointing in the direction of the −z-axis in the figure on the right. In practical
terms, this cross-product can be represented by the “right-hand-rule”, where, e.g.,
the pointing finger is aligned with the velocity vector, the middle finger shows, with
an angle αvB with respect to the pointing, in the direction of the magnetic field, then
the resulting magnetic force is along a line perpendicular to the v-B plane, shown by
the direction of the thumb. The unit of the magnetic field is the tesla (in recognition
of Nikola Tesla) and is given by the unit of F/(qv), that is:

1 tesla = 1 T = N

Cm s−1
= N

A m
. (2.17)

Another practical unit of the magnetic field is the gauss G, where 1 G = 10−4 T. The
gauss is a useful unit because Earth’s magnetic field strength on the surface is in the
order of 10 G. In comparison, in a laboratory environment, the strongest field that
can be produced is around 5 × 105 G = 50 T.

More precisely, the vector field B is called the magnetic induction field and the
lines of induction describes the magnetic field. The components of the magnetic
force field in Cartesian coordinates are given by
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FB = q

∣∣∣∣∣∣

î ĵ k̂
vx vy vz

Bx By Bz

∣∣∣∣∣∣
= q [ î(vy Bz − vz By) − ĵ(vx Bz − vz Bx ) + k̂(vx By − vy Bx )],

(2.18)

where î, ĵ, and k̂ are the Cartesian coordinate unit vectors with the properties
î × ĵ = k̂, k̂ × î = ĵ, and ĵ × k̂ = î.

The field at a point can be characterized by the number of lines per unit area. The
line of induction is expressed in the units of Weber (Wb) and the magnetic field is
quantified by the unit Wb m−2, which is equal to 104 Gauss.

The total number of lines through a surface A defines the magnetic flux Φm :

Φm = B · n A = B A cosα, (2.19)

where n is the surface normal vector, α is the angle between the surface normal and
the magnetic field vector. For a uniform magnetic field that is normal to the surface
A, the magnetic flux is Φm = B A. The magnetic induction is equivalent to the
magnetic flux density.

2.4 Electromagnetic Field

The electromagnetic field consists of an electric andmagnetic field component. Then,
in the presence of an ambient electric and magnetic field, a point charge q moving
with velocity v is subject to an electric force FE and a magnetic force FB :

FL = m
dv
dt

= FE + FB

= qE + qv × B, (2.20)

= q(E + v × B), (2.21)

where FL is called the Lorentz force; electric field andmagnetic field in the Cartesian
coordinate system are described by the Cartesian unit vectors. In our discussions, the
charge speed v = |v| is assumed to be much smaller than the speed of light

c ≈ 3 × 108 m s−1, (2.22)

i.e., (|v| � c), so that γ = (1− v2/c2)−1/2 ≈ 1 and relativistic effects can therefore
be neglected.

The electric field causes an acceleration (q/m)E that is parallel to the electric
field, in the direction of the field for positively charged particles and in the opposite
direction of the field for the electrons. The magnetic field causes a centripetal accel-
eration (q/m)v × B that causes the particle to gyrate in a circular orbit around the
magnetic field.
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2.5 Electric Currents

Electric currents are caused by the motion of charged particles. The current density
j at a given point in space expresses the amount of electric current per unit area (or
simply charge flux). For free electron motion, the associated current density is

je = ρeve, (2.23)

where ρe = |e|ne is the space charge density of electrons. In general, in conducting
fluids, the current density is proportional to the electric field:

j = σE, (2.24)

where σ [in Siemens per meter] is the electric conductivity. The relation (2.24) is
known as Ohm’s law.

Metals are very good conductors (σ ∼ 107 S m−1), while fluids have relatively
smaller conductivity (sea water: σ ∼ 5 S m−1).

For moving conductors, Ohm’s law can be generalized as

j = σ(E + v × B), (2.25)

where all variables are measured with respect to the same fixed frame of reference.
Themagnetic field is a net field, which includes any internal fields (or seed fields) and
the field due to the current density (thus the charge flow). One important manifesta-
tion of this principle occurs in sunspots, which are essentially self-excited dynamos
(Lorrain and Koutchmy 1998). In sunspots due to the motion of the plasma, a current
density j = σ(v×B) is inducedwithin the seed fieldB. The associatedmagnetic field
of the induced current has the same sign as the seed field, thus provides a positive
feedback. The resulting magnetic force density [N m−3] is perpendicular to both the
current density and the magnetic field:

FM = j × B. (2.26)

In a plasma also ions are mobile and the associated ion current density is

ji = ρivi . (2.27)

Therefore, one key plasma property is the net current due to the combined electron
and ion motion. Presence of charged particles does not necessarily mean that there
exist a net current. If electrons and positive ions move together than no net current
is generated, but if they have a relative drift then the resulting current density is

j = e(Znivi − neve), (2.28)
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where Z is the number of charges per ion. For example, for O+ Z = 1. In the case of
charge neutrality in a plasma ne = ni , the current density is

j = ene(vi − ve). (2.29)

2.6 An Overview of Maxwell Equations of Electromagnetic
Field in Vacuum

The unification of the electric and the magnetic fields have been proposed for the first
time in 1873 by Maxwell as the electromagnetic (EM) theory. In general, sources of
electromagnetic fields are charges, magnetized bodies, and currents. The EM field
can be discrete or continuous; and stationary or time-dependent.Maxwell formulated
four fundamental equations of the EM field in vacuum:

1. The Gauss’ law (in differential form) for the electric field states that the electric
field is generated by a charge density ρc

∇ · E = ρc

ε0
, (2.30)

which can be written in terms of the Poisson’s equation as

∇2V = −ρc/ε0. (2.31)

2. No magnetic monopoles (charges) or no magnetic currents exist, described by

∇ · B = 0 (2.32)

3. Faraday’s law states that an electric field is generated by a changing magnetic
field:

∇ × E = −∂B
∂t

(2.33)

4. The Ampere’s law says that a (rotational) magnetic field is generated by a time-
dependent electric field and a current density j:

∇ × B = μ0j + ε0μ0
∂E
∂t

, (2.34)

where

μ0 = 1

(ε0c2)
= 4π × 10−7 H m−1 (2.35)

is the permeability of free space and the current density is defined as the current
I per unit area.
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2.7 Electromagnetic Energy Flow: Poynting Flux

The electromagnetic field carries energy. We need an appropriate equation that
describes the energy balance in an EM-field. Startingwith the Faraday Law described
by Eq. (2.33) we can obtain the so-called electromagnetic field energy equation. First
multiply the left-hand side of the Faraday’s Lawwith the magnetic field and integrate
over volume

−
∫

V
B · (∇ × E) d3r =

∫

V
B

∂B
∂t

d3r, (2.36)

where the divergence of a curl is given by the identity

∇ · (a × b) = b · (∇ × a) − a · (∇ × b). (2.37)

So, the divergence of the vector product of the electric field with the magnetic field
can be written as

∇ · (E × B) = B · (∇ × E)︸ ︷︷ ︸
=1

−E · (∇ × B)︸ ︷︷ ︸
=2

. (2.38)

If Ampere’s Law (2.34) for the expression 2 is used, then Eq. (2.36) becomes

B · (∇ × E) = ∇ · (E × B) + μ0 E · j + μ0ε0 E · ∂E
∂t

(2.39)

Using the divergence theorem

∫

V
∇ · a dV =

∮

S
a · dS (2.40)

and the property

a · ∂a
∂t

= 1

2

∂(a · a)
∂t

(2.41)

Eq. (2.36) becomes

∫

V

(
B

∂B
∂t

+ ε0μ0 E · ∂E
∂t

)
d3r = −

∫

S
E × B · dS −

∫
μ0 E · j d3r (2.42)

⇒ ∂

∂t

∫

V

(
B2

2μ0︸︷︷︸
εB

+ ε0
E2

2︸ ︷︷ ︸
εE

)
d3r = −

∫

S

E × B
μ0︸ ︷︷ ︸
Sp

· dS −
∫

V
E · j d3r, (2.43)

where εB = B2/2μ0 is the magnetic energy density, εE = ε0E2/2 is the electric
field energy density,
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Sp = E × B
μ0

(2.44)

is the energy flux vector or the Poynting flux vector, and E · j is the Ohmic losses.
E · j > 0 represents loss and E · j < 0 is a generator. Additionally, work is done by
matter as j × B, meaning that a field exerts a force on particles.

The Poynting flux can be interpreted as a measure of electromagnetic energy
transfer to a system. For space science applications, this flux is formulated in terms
of a convection electric field Ec and the perturbation of the geomagnetic field B′ as
Sp = Ec × B′/μ0. The solar UV/EUV portion of this energy flux impacts the upper
atmospherewhile passing through themagnetosphere and entering the thermosphere.
The Earth-directed Poynting flux component can be retrieved from satellites such as
the DMSP (Defense Meteorological Satellite Program) satellite (Knipp et al. 2011).
The estimated values are up to 15 mW m−2, being highly dependent on the Inter-
planetary Magnetic Field (IMF), and can reach 100 mW m−2 during magnetically
disturbed conditions.

The most obvious manifestation of the electromagnetic energy is the light, which
itself is an electromagnetic wave composed of a spectrum of frequencies, which I
shall discuss next.

2.8 Electromagnetic Spectrum and Photons

Light is an electromagnetic wave. Its interpretation as an electromagnetic wave has
not been established until Maxwell who proposed that the time-varying magnetic
fields generate electric fields (∂B/∂t → E) and time-varying electric fields are a
source of magnetic fields (∂E/∂t → B). The electric and magnetic fields sustain
each other, forming the basis for an electromagnetic wave, for example, the visible
light. An electromagnetic wave carries energy and momentum and do not require a
medium, while, for example mechanical waves do. Though, electromagnetic waves
and mechanical waves can be described using similar mathematical techniques.

Figure2.5 schematizes the electromagnetic spectrum, including the wavelength,
frequency [Hz], and energy [eV] range, which covers a broad range of waves from
the low-frequency radio waves (λ ∼ 10 m) to the high-frequency γ -rays (λ ∼ 10−6

nm), demonstrating an amazing 15 orders of magnitude scale variation within the
spectrum.

The visible spectrum, that is, the portion of the electromagnetic spectrum that
can be directly seen by the human eye, extends from the familiar colors blue to red,
corresponding to wavelengths from ∼380 to 750nm. The frequency and wavelength
are inversely related as

c = λ

T
= λ f. (2.45)
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Fig. 2.5 A scheme of the electromagnetic spectrum with indication of wavelengths [nm], frequen-
cies [Hz], and energies [eV] covering a spectrum of radio waves to gamma rays. The visible range
illustrated with different color scales span wavelengths from 380 to 750nm. Copyright: ESA /
AOES Medialab

Thus the visible spectrum have frequencies ∼7.9–4 ×1014 Hz. This implies that a
photon,which is a part of the visible spectrum completes 1014 oscillations per second,
which the human eye perceives as a blue to red color, although we are not capable of
localizing individual photons. The energy of an electromagnetic wave with a given
frequency (or wavelength) can be determined from

E = h f, (2.46)

where h = 6.626 × 10−34 J s is the Planck constant. This relation is a consequence
of Planck’s postulate, with regard to the cavity radiation problem, that an oscillator
cannot have continuous energies but only discrete energies specified by a number
called the quantum number, n. His second postulate was that the oscillators do not
radiate energy continuously, but only in certain steps or levels. When a change of
state from one quantized level to another takes place, then energy is radiated that
is given by the quantum number changes ΔE = Δnh f , Following his postulates,
Planck has derived a function that expresses the blackbody intensity as a function of
temperature and frequency (wavelength) as

B f = 2h f 3

c2

[
exp

(
h f

kT

)
− 1

]−1

. (2.47)
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Light as an electromagnetic wave is quantized. Einstein postulated that a beam
of light consists of small packages of energy called photons or quanta. Equation
(2.46) thus represents the energy of a single photon. One has to be cautious about
the particle interpretation of light because photons are not particles in the usual
sense. They travel in vacuum at the speed of light, have zero rest mass, possess
momentum p = E/c, and demonstrate wave-like characteristics. The phenomenon
of photons demonstrating both particle and wave characteristics is known as the
wave-particle duality, which has caused an extensive amount of controversy in
the development of quantum mechanics before the Second World War. However,
the complementarity principle has been introduced, which was originally adopted
from the German expression “Komplementaritätsprinzip”, has allowed the applica-
tion of both models without a contradiction.

According to (2.46), high-frequency waves, such as ultraviolet waves, have larger
energy than low-frequency waves, such as the infrared waves. The energy emitted
or radiated by electromagnetic waves is called the electromagnetic radiation.

So, how much is the energy of a single photon? In fact, the energy of a single
photon is extremely small. For example, a photon belonging to the visible spectrum
has an energy range of ∼2.65–5.24 ×10−19 J. Given that 1 eV is 1.602 × 10−19 J
we get a range of 1.65–3.37 eV. The solar radiation is the most obvious example of
electromagnetic radiation although maybe we do not appreciate it on a day-to-day
basis, as we are used the natural day-night cycle. Sun is the source of natural light.

The solar spectral irradiance (SSI) or the solar spectrum is shown in Fig. 2.6
as observed by NASA’s SORCE spacecraft launched in 2003. The primary goal
of the SORCE mission is to precisely measure solar radiation. It provides spectral
irradiance measurements in the range 1–2000nm, which accounts for ∼95% of the
spectral contribution to the total solar irradiance (TSI). The SSI plot presents the
solar irradiance expressed in W m−2 nm−1 as a function of wavelength in nm. It is
seen that the spectral energy density peaks around 500nm, i.e., within the visible
range of the spectrum, with about 2.1W m−2 nm−1. These values have also been
reported in earlier texts (Ratcliffe 1972). Overall, the greatest amount of energy is in
the range between 200 and 1200 nm. In this wavelength range, the average spectral
energy density is ∼1.11 W m−2 nm−1 and the total energy flux amounts to ∼1110
W m−2. Below 200nm, the spectral density is very small (order of 10−5 W m−2

nm−1), however, the short-wavelength part of the solar spectrum is the range that
concerns the ionosphere the most, therefore its variability substantially impacts the
ionosphere. The total energy flux of∼1110Wm−2 calculated from the SORCE data
is smaller than the solar constant

Sc = 1368 W m−2, (2.48)

which is the average amount of radiative solar energy reaching the top of Earth’s
atmosphere at a mean distance of 1 AU (=149.6× 106 km). The total energy output
of Sun is by no means constant. It demonstrates variations over various time scales.
The Total Irradiance Monitor (TIM) on board the SORCE spacecraft measures the
radiant power across the entire solar spectrum from X-ray to far infrared scales. The
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Fig. 2.6 Solar irradiance
spectrum measured by the
SORCE (Solar Radiation and
Climate Experiment)
spacecraft on 10 April 2016.
The irradiance is plotted in
W m−2 nm−1 as a function
of wavelengths [nm]. The
data is obtained from http://
lasp.colorado.edu/lisird/
sorce/sorce_ssi/
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derived TSI was around 1361W m−2 (Kopp et al. 2005), which was several W m−2

smaller than previous measurements.
The portions of the electromagnetic wave spectrum that are in particular rele-

vant to the context of planetary atmospheres and ionospheres are the infrared (IR, λ
∼ 750nm–300 µm), ultraviolet (λ ∼ 10–380nm), and X-rays (λ < 10 nm) range,
where the wavelength from 10–100nm constitute the extreme ultraviolet portion
(EUV). UV and EUV photodissociates O2 in the terrestrial thermosphere. In partic-
ular, CO2 and O2 are strongly dissociated by solar radiation in the Schumann-Runge
continuum (130–175nm).

Figure2.7 presents the penetration depth of solar radiation of wavelengths up to
300nm in the terrestrial atmosphere as a function of altitude. While both UV and
EUV contribute to energy absorption in the thermosphere, UV is themain contributor
to heating in the middle atmosphere as it is primarily absorbed by ozone.

Figure2.8 shows the Earth’s atmospheric spectra in the visible and near-infrared
range of the electromagnetic spectrum as observed by the OMEGA instrument
(Table1.2) onboard Mars Express spacecraft on 3 July 2003, as the spacecraft is
on its long journey to Mars. The observed spectra is influenced in particular by the
Pacific Ocean for this rotational configuration. It is seen that the spectra is dominated
by the molecular species, such as molecular oxygen, water, carbon dioxide, ozone,
and methane in the visible and infrared range.

2.9 Single Particle Motion in Electromagnetic Fields

When charged particles are in electric and/or magnetic fields they experience an
external force as discussed earlier. We typically make some assumptions in order to
simplify the charged particle motion in electromagnetic fields. The plasma density

http://lasp.colorado.edu/lisird/sorce/sorce_ssi/
http://lasp.colorado.edu/lisird/sorce/sorce_ssi/
http://lasp.colorado.edu/lisird/sorce/sorce_ssi/
http://dx.doi.org/10.1007/978-3-319-62006-0_1


34 2 Basic Electromagnetic Theory

Stratospheric heating

Thermospheric heating

Fig. 2.7 Penetration depth of solar radiation in the terrestrial atmosphere. Photoabsorption by
molecular oxygen above 100km contributes toward thermospheric heating while photoabsoption
by ozone between 30 and 50km is themain source of stratospheric heating. Adopted fromFriedman
(1960)

is assumed to be small. Collisions between particles are ignored. The motion of the
particles are determined only by the external fields and the energy density of the
particles are small so that the external fields are not modified by charged particles.

One also has to consider the nature of the fields. Essentially, what one refers to
as a field is a spatial distribution of a physical property. Typically, fields are two- or
three-dimensional. For example, in a two-dimensional temperature field, the value
may vary in two dimensions in space described by two coordinates, such as T =
T (r) = T (x, y). Here temperature is a scalar field. The electric field E = E(r) is a
vector field. Fields can be time-dependent. In planetary atmospheres and ionosphere,
we deal with time-dependent three-dimensional fields, e.g., T = T (r, t), v = v(r, t),
etc. Thus, the most sophisticated flavor of atmospheric models are three-dimensional
time-dependent nonlinear general circulationmodels (GCMs). Suchmodels calculate
the radiative, chemical, and dynamical properties of planetary atmospheres. From the
perspective of variability, one can overall distinguish between smooth and turbulent
fields. Smooth fields vary weakly on the spatiotemporal scales of gyration, while
stochastic processes have to be taken into account in a turbulent field because the
associated variations have time scales comparable to or less than the time scales of
gyration. Particle ensembles have to be considered instead of individual particles
and transport equations are solved instead of the equation of motion. For example,
transport processes in the interplanetary medium are typically turbulent.

One simple case of particle motion is in the case of uniform B field and zero
electric field. If the magnetic field is uniform in space in the absence of an electric
field E = 0 then a given charged particle will experience a force due to the magnetic
force only. The equation of motion is given by
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Fig. 2.8 Composition of Earth’s atmosphere as detected by the Mars Express spacecraft in the
visible and near-infrared range on 3 July 2003 on the way toMars. Themeasurement was conducted
by theOMEGA instrument facingEarth. The observed spectra is dominated by the PacificOcean and
indicated the presence of molecular species, such as molecular oxygen, carbon dioxide, water, and
ozone, and some other trace species like methane Credits: ESA/Institut d’Astrophysique Spatiale
(Orsay, France)

FL = FB

m
dv
dt

= qv × B (2.49)

Let us assume that the magnetic field is directed along the z-axis as illustrated
in Fig. 2.9, therefore B = (0, 0, Bz) = (0, 0, B) and |B| = B. Then, the magnetic
force is perpendicular to B and the components of the equation of motion are:

m
dv
dt

= q(vy B,−vx B, 0) (2.50)

mv̇x = qvy B (2.51)

mv̇y = −qvx B (2.52)

mv̇z = 0 (2.53)
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Fig. 2.9 Illustration of the
magnetic field vector B
which is aligned along the
z-axis in this example, and a
representative particle
velocity vector v, which has
components in all three
coordinate directions, is
shown in green. The angle
between the magnetic field
and the velocity is denoted
by θ and the rotation of the
velocity vector, v × B, is
shown by the arrow. The
direction of the force vector
F is marked in blue and is in
the x-y-plane x

y

z
B

v

F

The resulting force vector is on the xy-plane and is oriented in the positive
x-direction and negative y-direction. This property can be deduced qualitatively from
the components (2.51) and (2.52) of the equation of motion. Along themagnetic field
no force acts on the particle and thus no acceleration occurs along the z-direction.
Overall, the component of the velocity along the magnetic field, (v‖), leads to a drift
along the magnetic field, while gyrating around it, owing to the perpendicular com-
ponent of the velocity (v⊥), which experiences a magnetic force perpendicular to
both the magnetic field and itself.

More complicated cases of magnetic field and electric field distribution are pos-
sible. For example, the electric field may be nonzero and the magnetic field may
be nonuniform. In the presence of electric and magnetic fields, plasma drift man-
ifests itself as a E × B drift. The exact nature of the electric field, whether it is
time-dependent or uniform, will determine the E × B drift. This drift is given by

vE×B = E × B
B2

, (2.54)

which is independent of the sign of the charge. Thus electrons and ions drift in the
same direction, with electrons and ions being accelerated when moving antiparallel
and parallel to the electric field, respectively.

2.10 Concept of Phase Space—Collection of Particles

The single particle motion treatment (Sect. 2.9) can be expanded to multiple particles
by introducing the concept of phase space in which a collection of particles can be
described by an associated distribution function that provides detailed information
on the position and velocity of a given particle at time t . This description is more
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appropriate because plasmas in nature consist of a collection of particles. In particular,
large numbers of plasma particles have a spectrum of velocities.

The phase space consists of the configuration space r and the velocity space v.
It is a six-dimensional space in time. That is, every particle (atom or molecule) is
described by six coordinates in space: three coordinates denoted by x , y, and z, which
are the positions of its center of gravity, and additional three coordinates of velocity
components vx , vy , and vz . The phase space is expressed by the generic distibution
function

f (r, v, t), (2.55)

which is the phase space distribution function for a single particle species. This
distribution function can be used to describe the properties of plasma consisting
of a large number of particles by stating how many particles are contained in the
six-dimensional space (or volume element). The associated phase space differential
volume dVp is given by

dVp = d|r| d|v| = dx dy dz dvx dvy dvz (2.56)

Multiplication of the phase space distribution function with the differential volume
element represents the number of particles dNp in the phase space differential volume

dNp = f (r, v, t) d|r| d|v|. (2.57)

The total number of particles is then given by the integration of the phase space
distribution function over all infinitesimally small phase space volume elements:

Np =
∫ +∞

−∞
f (r, v, t) dVp. (2.58)

2.11 Collisions

Collisions describe the process of two or more particles coming in contact with each
other and exchanging various dynamical and thermodynamical properties. There are,
in general, two basic simplified types of collisions in nature: elastic and inelastic
collisions. Linear momentum p = mu and total energy, kinetic plus potential (Ek +
E p), are conserved for both, but for inelastic collisions kinetic energy is transformed
to other forms of energy, e.g., heat, ionizations energy, etc., while for elastic collisions
dissipative loss processes are negligible. In the discussion of collision, I will not go
into the details of collision integrals, as these are beyond the scope of this book. Some
rigorous treatment of collision integrals can be found, for example, in the books
by Chapman and Cowling (1970) and Schunk and Nagy (2009). Thus, practical
aspects of collisions will be discussed in our context. The force density (force per
unit volume) experienced by the particles of species “i”, Fi j due to collisions with
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particles of species “j” is equal to the negative of the force density experienced by
particles of species “j”, F j i , due to collisions with particles of species “i”

Fi j = −F j i . (2.59)

This mutual force arises because of the relative velocity of the different particles with
respect to each other. The force densities can then be conveniently expressed as

Fi j = ni mi νi j (u j − ui ) = −ni mi νi j (ui − u j ), (2.60)

F j i = n j m j ν j i (ui − u j ) = −n j m j ν j i (u j − ui ), (2.61)

where ni and n j are the number densities; mi and m j are the masses of the particles;
ui and u j are the drift velocities of the particle species; and νi j is the collision
frequency for the collisions of the “i” particles with “j” particles, and ν j i is the
collision frequency for the collisions of the “j” particles with “i” particles. Often the
collision frequency is interpreted as an effective momentum transfer coefficient and
it is important to note that it is in general not a symmetric quantity, i.e., the frequency
of the collisions of the “i” particles with “j” particles is not necessarily equal to that
of the “j” particles with “i” particles, i.e., νi j �= ν j i . However, νi j and ν j i are related
to each other as

ρiνi j = ρ jν j i , (2.62)

where mass densities of the species are given by

ρi = mi ni , ρ j = m j n j . (2.63)

Considering collisions among various particles as a source/sink term in the momen-
tum balance of a given particle species, we can write the associated time rate of
change of velocity, resulting from collisional interactions. The acceleration of the
“i” particles resulting from their collisions with the “j” particles is then

(
∂ui

∂t

)

i j

= −νi j (ui − u j ). (2.64)

Depending on the sign of the differential velocity, the collision force can lead to an
acceleration or deceleration. We can solve the relation (2.62) for one of the collision
frequencies

νi j = ρ j

ρi
ν j i . (2.65)

Therefore, in the case of the collisions of two particle species, the associated collision
frequencies are equal to each other provided that ρi = ρ j . In general, in planetary
atmospheres there are multiple particle species, such as electrons, ions, and neutrals.
Besides, there can be further species of neutrals and ions. Thus, a given particle
species, let us say a specific ion species can have collision with all other existing ion
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species, neutral compositional species, and electrons. One simplification that can be
made in planetary atmospheres and ionospheres is that the particles of a particular
species move with the same speed (see fluid model, Sect. 3.1), which implies that the
members of the same species do not experience any collisions with each other, so in
summary

Fi j =
{ |Fi j | = 0 if i = j

|Fi j | > 0 if i �= j
(2.66)

Such a simplification has great computational advantages inmodeling of planetary
atmospheres.

2.12 A Useful Mathematical Note: Summation and Product
Notations

There is a large number of notations in physics. The summation notation “
∑

” is one
of the most common notations that is used, for example, to conveniently represent
calculations with matrices and tensor. Given a variable ar (r = 1, 2, 3) and xr (r =
1, 2, 3). For example, a homogeneous linear function of the variables can be written
in the form

3∑

m=1

am xm = a1x1 + a2x2 + a3x3, (2.67)

which depends only on one index “m”, which runs from 1 to 3. This expression
describes a system of first order (or simple systems) and the terms am and xm are
called the elements (or components) of the system. A second order system is defined
by two indices, “m” and “n”:

3∑

m,n=1

amn xm xn =
3∑

m=1

3∑

n=1

amn xm xn (2.68)

=
( 3∑

m=1

am1 xm x1

)
+

( 3∑

m=1

am2 xm x2

)
+

( 3∑

m=1

am3 xm x3

)

which is a set of homogeneous quadratic function. Often, summations can be con-
veniently represented using the summation convention as

am xm = a1x1 + a2x2 + a3x3, (2.69)

the left hand side of which ismore compact than explicitly using the summation nota-
tion in (2.67). In the summation convention, a repeated small index is summed from 1
to 3. The repeated index is often referred to as the dummy index. For example, using
the summation convention, the full system of linear equations can be conveniently
represented by amn xm xn = bmn .

http://dx.doi.org/10.1007/978-3-319-62006-0_3
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The rules for the product notation are similar to the summation notation. For
example,

I∏

i=1

ai = a1 · a2 · · · · · aI . (2.70)

For example, n! (n factorial) can be expressed by the product notation

n∏

i

i = n!. (2.71)

2.13 Concluding Remarks

In this chapter I have summarized some basic aspects of electromagnetic theory,
focusing on the electromagnetic waves and forces, currents, and collisions between
particles. The next chapter is going to introduce transport equations, which are
the basis of many fundamental equations relevant to planetary atmospheres and
ionospheres.
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Chapter 3
Transport Processes in Plasma

Fluid, Kinetic, and MHD Approaches

All good things which exist are the fruits of originality.
John Stuart Mill (1806–1873)

Abstract The goal of this chapter is to introduce the basic principles of various
equations governing transport processes in plasma. A velocity distribution function
is a convenient representation of the spatio-temporal characteristics of plasma. Using
such a distribution function, plasma behavior can be simplified by considering fluid
or kinetic models. In the fluidmodel, particles perform a collectivemotion and is thus
described by a single temperature. On the contrary, the kinetic model treats the indi-
vidual species separately, assigning them a different velocity and temperature. Var-
ious transport equations describing fluids can be derived from the Boltzmann equa-
tion. In particular ion diffusion is an important transport process in the ionosphere
that influences the distribution of plasma. Electric conductivity in the ionosphere
influences the amount of charge particle flow (current flow) for a given condition of
ambient field. It is an important factor for the energetics of the ionospheric plasma
and its coupling to the neutrals. The approach of magnetohydrodynamics (MHD)
combines plasma physics with the fluid approximation. While most fluid models for
the neutrals prescribe electric and magnetic fields, the MHD technique solves the
field equations and the equation of motion simultaneously, self-consistently calcu-
lating electric and magnetic fields resulting from the interaction of particles with the
fields.

Keywords Boltzmann equation · Maxwellian distribution · Transport equations ·
Ion diffusion · Electric conductivity · Stress tensor · Navier-Stokes equation ·
Magnetohydrodynamics
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3.1 Introduction

Transport processes are of central importance in engineering aspects and fundamental
physics of fluids. The general notion of transport processes, sometimes also referred
to as transfer processes, describe the transport of energy, momentum, and mass.
Mass transport can be understood as the transport of a homogeneous gas or as the
transport of different species contained in a gas volume. For example, consider the
transport of gas by diffusion, which can be represented by Fick’s law in term of
particle flux, which is proportional to a diffusion coefficient and the directed against
the concentration gradient.

Two basic physical models are typically used to characterize the dynamics
of fluids: the fluid model and kinetic model. In order to illustrate the difference
between these models, let us revisit the notion of velocity distribution described by a
corresponding velocity distribution function f (Sect. 2.10). Essentially, as the name
suggests, the purpose of such a function is to characterize the distribution of velocities
in space, that is, the configuration space. Then, fs = f (r, t) is a function in the three-
dimensional space and is time-dependent, as a given distribution can change over
time. Such a description is possible when it is assumed that the velocity distribution
of each species is Maxwellian (Sect. 3.5) everywhere and can therefore be described
by a single temperature value. This picture qualitatively defines the fluid model. For
example, a given volume element of neutrals or ions in the atmosphere may contain
multiple neutral or ion species, which would be assigned a representative neutral or
ion velocity, respectively.

However, in a more complex environment, a volume of gas may contain multiple
species, denoted by “s” hereafter, which can have a spectrum of velocities, that is,
each species is described by its own velocity distribution function: fs = (r, vs, t),
which describes the number of particles of species s that at time t are located in
a configuration-space volume element d3r = dV about r and have velocities in a
velocity-space volume element d3vs about the species velocity vs . Figure3.1 illus-
trates the configuration-space (left) and the velocity-space (right), where the posi-
tion and velocity vectors are shown in red. Therefore, following our discussion from
Sect. 2.10, fs = (r, vs, t) can be interpreted as a probability density function in the
six-dimensional (r, vs) phase space. In the fluid model, the independent variables are
r, t while in the kinetic model they are r, vs, and t . Neither of the models describe the
individual particles but a distribution of particles are considered. Here, the associated
configuration-space and velocity-space volume elements are given by

d3r = dx dy dz, (3.1)

d3vs = dvx dvy dvz . (3.2)

As the velocity distribution function describes the positions and the velocities of
individual species in a fluid, any changes in the positions and velocities in a gas
species tells us how a system evolves in time and space. Thus, an interesting key
question in this context is howwe can describe the changes in the distribution function

http://dx.doi.org/10.1007/978-3-319-62006-0_2
http://dx.doi.org/10.1007/978-3-319-62006-0_2
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Fig. 3.1 Illustration of the vectors r in the configuration space (left) and v in the velocity space
(right)

conveniently. For example, in the kinetic model a certain number of particles of a
species s at time t in the configuration-space d3r will have some velocities between
vs +Δvs and vs . So, how do the space- and velocity configuration look like at a later
time t +Δt? Basically, how is the temporal evolution of fs described? This question
is addressed by the Boltzmann equation, which we discuss next.

Overall, this chapter is dedicated to the discussion of transport equations, starting
with Boltzmann equation, and its various forms. Moments of distribution functions,
Maxwellian distribution, ion diffusion, electric conductivities, stress, and Navier-
Stokes equations will be discussed. A brief introduction to basic principles of mag-
netohydrodynamics (MHD) will be given.

3.2 Boltzmann Equation

We have essentially introduced the basic characteristics of the Boltmann’s approach
in the previous section. Namely, we are interested in the motions of a distribution
of particles and not of individual particles. The gas mixture consists of different
species and each species possess a separate velocity distribution function fs(r, v, t),
which expresses the number of particles of a species s at time t located in d3r and
in d3vs . The evolution of the velocity distribution function is determined by the flow
in phase space particles under the influence of external forces and by the net effect
of collisions.

The time rate of change of fs is given by

d fs
dt

= lim
Δt→0

fs(r + Δr, vs + Δvs, t + Δt) − fs(r, vs, t)
Δt

, (3.3)
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where fs(r + Δr, vs + Δvs, t + Δt) can be expanded in a Taylor series as

fs(r + Δr, vs + Δvs, t + Δt) = fs(r, vs, t) + ∇ fs · Δr + ∂ fs(r, vs, t)
∂t

Δt

+∇v fs · Δvs + O(Δr2,Δv2s ,Δt2), (3.4)

where ∇ and ∇v are the gradient operators in the configuration and velocity space,
respectively, and the last term in Eq. (3.4) represent the order of terms that have been
neglected in the expansion. Taking the limit Δt → 0 in Eq. (3.3) along with the
above Taylor expansion, the time rate of change of fs becomes

d fs
dt

= ∂ fs
∂t

+ ∇ fs · Δr
Δt

+ ∇v fs · Δvs
Δt

= ∂ fs
∂t

+ vs · ∇ fs + as · ∇v fs, (3.5)

where as is the species acceleration vector. Note that the higher-order terms drop
out as Δt → 0. Two simplified interpretations of Eq. (3.5) are possible. If collisions
are not important then the time rate of change of the velocity distribution function is
zero: d fs

dt = 0, yielding the Vlasov equation

∂ fs
∂t

+ vs · ∇ fs + as · ∇v fs = 0. (3.6)

If the collisions are important, then d fs
dt �= 0 and the species velocity undergoes

instantaneous changes and thus particles appear in and disappear from the velocity-
space volume element d3vs . In other words, collisions correspond to a production
and loss terms for the species distribution function. Taking into account the effects
of collisions yields the Boltzmann equation

∂ fs
∂t

+ vs · ∇ fs + as · ∇v fs = δ fs
δt

, (3.7)

where δ fs/δt denote the effects of collisions. Again, if collisions are neglected
δ fs/δt = 0, Boltzmann equation gives the Vlasov equation (3.6).

Two main external forces in planetary atmospheres and ionospheres are the grav-
itational and Lorentz forces (Sect. 2.4) under which a species experiences the fol-
lowing the total acceleration as

as = ag + aL = g + qs
ms

(E + vs × B), (3.8)

where qs is the species charge. It is important to note that in rotating planetary neutral
atmospheres also fictitious forces arise, such as, the Coriolis and centripetal forces.

http://dx.doi.org/10.1007/978-3-319-62006-0_2
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In most cases, the collision term δ fs
δt can be evaluated analytically by solving

the so-called Boltzmann collision integral, which describes particles scattered into
a given region of velocity-space (production term) and particles scattered out of the
same velocity-space volume element (loss term) (Schunk and Nagy 2009).

3.3 Moments of Distribution Functions

Ideally, one can solve the Boltzmann equation (3.7) for each species in a gas mixture
in order to obtain the distribution function fs . The shortcomings of this approach
are that only for relatively simple situations can be treated and that it is restricted
to obtaining information on a limited number of low-order velocity moments of the
species distribution function. The practice of evaluating velocity moments is based
on the procedure of multiplying the species distribution function fs by powers or
products of vs and then integrating over all species velocities vs . The beauty of this
approach is that various velocity moments then correspond to the well known field
variables, such as, number density, temperature, drift velocity, etc. For example, if
the distribution function is integrated over all velocities, it yields the number of
particles in the configuration-space d3r , which is technically the species number
density ns(r, t). We can express this more formally by

ns(r, t) =
∫

fs(r, vs, t) d3vs . (3.9)

The number density is the zeroth velocity moment. The average (or drift) velocity
of a species us(r, t), 〈vs(r, t)〉 is given by

us(r, t) =
∫
vs fs(r, vs, t) d3vs∫
fs(r, vs, t) d3vs

=
∫
vs fs(r, vs, t) d3vs

ns(r, t)
. (3.10)

For highly collisional gas mixture, a single drift velocity u can be assumed because
individual species drift velocities us and temperatures Ts do not significantly differ
from the average drift velocity and temperature of the gas mixture. For example,
in the lower atmosphere, neutral species are well-mixed and they all drift with the
same speed. The above approach was one of the earlier methods of determining the
transport properties of a given gas mixture (Chapman and Cowling 1970). How-
ever, in multi-component planetary atmospheres and ionospheres, it can be more
appropriate to define the transport properties of a given species with respect to the
average drift velocity of that species because large relative drift velocities can occur
between interacting species. From (3.10) we can deduce that the average value of a
field variable χ(vs), 〈χs(vs)〉, is given by

〈χs(vs)〉 = 1

ns(r, t)

∫
χs(vs) fs(r, vs, t) d3vs . (3.11)
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It is important to note that the definition of the higher-order velocity moments are
not unique. For example, temperature is a measure of spread about some average
velocity, which must be determined first. Therefore, higher-order velocity moments
must be defined with respect to a reference average velocity. Usually calculation of
an average value for a field variable depends on the choice of an interval, that is,
over what scales averaging is performed. This concept is analogous to averaging
performed in turbulence theory. For example, the temporal (or similarly spatial)
average of the neutral wind velocity u is given with respect to some time interval
between t and t + T , dt ′,

u = 1

T

∫ t+T

t
u(r, t ′) dt ′. (3.12)

For perturbations, associated with wave-like processes, it is instructive to perform
the averaging over the period of oscillation as

u′2 = 1

T

∫ t+T

t
u′2(r, t ′) dt ′, (3.13)

where averaging over the square of the fluctuations ensure nonzero values, as u′ = 0.
Given the species drift velocity, one can define a species random (thermal) velocity
cs as

cs = vs − us . (3.14)

Thermal velocity fluctuations can be interpreted as an instantaneous deviation of
species velocities from an average (drift) velocity. Conceptually, this is identical to
the definition of turbulent velocity fluctuations u′ = u − ū.

As temperature is a measure of the average thermal velocity of species in a gas,
we have the relation

3

2
kTs = 1

2
ms〈c2s 〉, (3.15)

and solving for species temperature yields

Ts = 1

3

ms

k
〈c2s 〉, (3.16)

where the notation “〈 〉” consistently denotes an average as introduced in (3.11):

〈c2s 〉 =
∫
c2s fs(r, vs, t) d3vs

ns(r, t)
=

∫
(vs − us)2 fs(r, vs, t) d3vs

ns(r, t)
(3.17)

Some other useful velocity moments (for a species s) are temperature Ts , heat
flow vector qs , stress tensor σs , and heat flow tensor Qs (Schunk and Nagy 2009).
The various physical parameters that make up the two common forms of approxi-
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mations, the five-moment and 13-moment approximations to the transport equations
are summarized in Table3.1.

The partial pressure of a gas species depends on the species temperature:

ps = nskTs, (3.18)

where ns is the species number density as defined above and k is the Boltzmann
constant. Eq. (3.18) is another form of the ideal gas law (Yiğit 2015, Eq. (2.10)):

pV = NmRT, (3.19)

where Nm is the number of moles and R = 8.134 J mol−1 K−1 is the universal gas
constant. Noting that the total mass m = M NA and ρ = m/V we get a different
form of the ideal gas law often used in planetary atmosphere models:

p = ρ
R

M
T, (3.20)

where M is the molar mass. In a gas with total number of species S the resultant
pressure is then

p = k
S∑

s=1

nsTs (3.21)

For example, let us say there exist a gas mixture of CO2 and O2 in a given volume.
Then, the resultant pressure in that mixture is produced by the contribution of all the
motions of the molecules of both species. Formally, one can state

p = nco2kTco2 + no2kTo2 = k(nco2Tco2 + no2To2). (3.22)

In its most generic form, the concept of pressure (or the thermodynamic pressure) is
the normal component of the total stress σs acting on the fluid of species s:

σs = −ps I + τs, (3.23)

stating that the total stress in fluids can be expressed in terms of the normal stress,
which expresses the effect of the pressure, and the viscous (shear stress) τs , where I
is the unit dyadic given by

I =
⎛
⎝ 1 0 0
0 1 0
0 0 1

⎞
⎠ , (3.24)

such that Ips = ps I. The stress tensor is a measure of the extent to which the gas
deviates from an isotropic character. A gas mixture, in which the different gas layers
move in the same direction and the same speed is an example of a fluid of isotropic
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Table 3.1 Plasma transport properties in the five-moment and 13-moment approximations. The
number density ns , three-dimensional drift velocity us, and temperature constitute the five-moment
approximation, the simplest approximation to transport equations

Transport variable Five-moment 13-moment

Species number density ns � �
Species drift velocity us � �
Species temperature Ts � �
Species heat flow vector qs �
Species stress σs �

motion. Then, no shear stress occurs between the layers and thus no interaction
between the layers associated with shear stress. If, however, there is a difference
between the individual gas layers in terms of speed and/or direction then, there exists
a shear stress between the layers, and thus an interaction. If collisions are important
in a gas mixture, then the diagonal terms in the stress tensor are important. It is
important to note that various literature of fluid dynamics assumes different notation
for the total stress, viscous stress, and the presure term. The stress tensor will be
discussed in detail in Sect. 3.9.

3.4 Transport Equations

Some physically important velocity moments are the species number density ns ,
drift velocity us , temperature Ts , viscous stress tensor τs , and heat flow vector qs ,
as emphasized before. A transport equation is essentially a differential equation that
determines the time evolution of a physically important field variable (referred to as
a velocity moment in this context).

There are different forms of transport equations, depending on the variable under
investigation. Tendencies (i.e., the local time rate of changes) of the relevant velocity
moments are related to the known conservation laws. For example, the tendencies
of the number density, drift velocity, and the pressure (or temperature) need to be
evaluated for the conservation of mass, momentum, and energy, respectively. These
conservation laws are also known as the equations of continuity, motion, and energy
(Yiğit 2015). Essentially, these equations are the basis for the prognostic equations
needed for atmospheric modeling. We can then appreciate the power of the Boltz-
mann equation (3.7) and of Boltzmann’s approach because it provides a convenient
way of deriving various transport equations (TE) that are essential to modeling of
planetary atmospheres and ionospheres. The simplified receipe is as follows. We
multiply both sides of the Boltzmann equation (BE) with an appropriate function
of species velocity vs and integrate over all velocities, meaning that the integration
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variable is the three-dimensional velocity-space volume element d3vs (3.2) as illus-
trated below ∫

BE × F(vs) d3vs → TE. (3.25)

Before embarking on the details of this formalism, it proves convenient to rewrite
the Boltzmann equation (3.7) in a conservative form. This is achieved by using the
mathematical property

∇ · ( fsvs) = vs · ∇ fs + fs(∇ · vs) = vs · ∇ fs, (3.26)

∇v · ( fsas) = as · ∇v fs + fs(∇v · as) = as · ∇v fs . (3.27)

With divergence-free flow and acceleration, Boltzman equation (3.7) becomes

∂ fs
∂t

+ ∇ · ( fsvs) + ∇v · ( fsas) = δ fs
δt

, (3.28)

from which various transport equations can be derived using the receipe (3.25).
For example, integrating the Boltzmann equation in the conservative form yields the
evolution of the species number density, which is commonly known as the continuity
equation:

∂ns
∂t

+ ∇ · (nsus) = δns
δt

. (3.29)

To obtain the evolution of the species drift velocity we multiply the BE with mscs
and multiply over all velocities, which gives

dsus
dt

= 1

ρs
∇ · σs + g + qs

ms
(E + us × B) + δM

δt
, (3.30)

where
ds
dt

≡ ∂

∂t
+ us · ∇ (3.31)

is the convective derivative for a given species, and

δM
δt

(3.32)

is the collision term, and
ρs = nsms (3.33)

is the species mass density.
One shortcomings of the transport equations is that they do not constitute a closed

set of equations. Appropriate distribution functions have to be assumed in order to
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evaluate the collision terms. One important distribution function is the Maxwellian
velocity distribution that can prove useful in the context of planetary atmospheres.

3.5 Maxwellian Distribution

In an ideal gas, a given molecule (particle) moving with the molecular speed v has
the kinetic energy of 1

2mv2 and it is assumed to have no potential energy as if it
were a free particle. The Maxwellian speed distribution, or sometimes also called
theMaxwell-Boltzmann distribution, is a distribution function that describes systems
in the equilibrium state. In this physical picture, various assumptions are made in
order to simplify the molecular motion:

• The molecular size is much smaller than typical distance between molecules;
• Collisions rarely take place; particles perform random motion;
• Intermolecular forces are neglected.

This distribution expresses that the probability of encountering particles decreases
exponentially as the energy increases.

The Maxwell distribution is given by

f Ms (r, vs, t) = As exp

[
−

1
2ms(vs − us)2

kTs

]
, (3.34)

where the subscript “s” represents a given species, Ts is temperature, vs is particle
velocity, us is the species drift velocity, k = 1.3807 × 10−23J K−1 is the Boltzmann
constant,ms is the particlemass, and As is the amplitude term.A representation of the
Maxwellian distribution for a random species is shown in Fig. 3.2. As the temperature
increases, it is seen that the distribution broadens, shifting the peak probability to
higher velocity values, but the magnitude of the peak probability decreases.

Fig. 3.2 Illustration of the
Maxwell-Boltzmann
distribution for three
representative species
temperatures: T1 > T2 > T3.
As the temperature increases
the distribution broadens and
the peak probability
decreases
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It is seen that the Maxwellian distribution includes the Boltzmann factor
exp(−ε/kT ), where

ε = 1

2
msc

2
s = 1

2
ms(vs − us)2 (3.35)

is the energy of the system. The specific shape of the curve is determined by the
ratio ε/kT . The system of molecules are coupled to a larger system (or reservoir)
at temperature Ts . The exponential characteristics of the Boltzmann factor suggests
that for a given particle the probability of achieving a higher energy than kTs is
rapidly reduced. However, the particle has a reasonable chance of having an energy
less than kTs .

From the Maxwellian distributions one can determine what fraction of molecules
are moving in a given velocity interval at a given temperature. The basic characteris-
tics of a Maxwellian distribution are (1) the peak is given when the species velocity
is equal to the species drift velocity; (2) the distribution is symmetric around the peak
and it drops off exponentially away from the peak, and (3) the distribution decreases
by a factor of “e” when |cs | = |vs − us | = (2kTs/ms)

1/2. The width of the distri-
bution is influenced by species temperature and the mass. The rms velocity is then
given by

vrms =
√
3kTs
ms

. (3.36)

3.6 Ion Diffusion

In terms of diffusive properties, ions in the ionosphere can be characterized in two
groups: major and minor ions. We speak of a major ion when the ion density is
comparable to the plasma density, i.e., ni ≈ ne. A major ion thus have a substantial
contribution toward maintaining charge neutrality in a plasma. A minor ion is iden-
tified as an ion species whose density is much smaller than the plasma density, i.e.,
ni 	 ne. It is a trace species and has negligible contribution to charge neutrality.

Diffusion of ions in the ionosphere is an important transport process as the
F-region ionosphere, in particular the F2 layer is not in photochemical equilibrium.
Here I will briefly discuss two important ion diffusion processes: major ion (or am-
bipolar) diffusion and minor ion diffusion.

3.6.1 Major Ion Diffusion

In the case of major ion diffusion, it is assumed that the plasma consists of major
ions, electrons, and only of one neutral species. The plasma is then partially ionized
and heat flow, Coriolis and centripertal accelerations are neglected in the momentum
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balance of ions and electrons. From the combination of the ion and electron momen-
tum equations, including the above simplifications, neglecting the shear stress term,
diffusion of ions along the magnetic field line, the so-called ambipolar diffusion
equation, can be obtained:

ui‖ = un‖ − Da

(
1

ni
∇‖ni + 1

Tp
∇‖Tp − 1

Hp

)
, (3.37)

where the notation “‖” indicates the direction along the magnetic field; ui‖ then
denotes the ion diffusive drift along the magnetic field; Hp is the plasma scale height

Hp = 2kTp

mi g
, (3.38)

Da is the ambipolar diffusion coefficient given by

Da = 2kTp

miνin
, (3.39)

with the ion-neutral collision frequency νin and ion mass mi ; Tp is the plasma tem-
perature

Tp = Te + Ti
2

, (3.40)

k is the Boltzmann constant.
Equation (3.37) has been the basis of previous theoretical planetary ionosphere

models, for example in order to model the Martian ionosphere and interpret Viking
1 observations (Chen et al. 1978). Further simplifications to the ambipolar diffusion
equation (3.37) is possible by assuming an isothermal plasma in thermal equilibrium
with neutrals (T = Ti = Te = Tn), which would eliminate the temperature gradient
term.

The ambipolar diffusion equation applies to the configurations along themagnetic
field in a strongly magnetized planetary ionosphere; also in the vertical direction for
unmagnetized ionospheres. As the ion-neutral collision frequency is proportional
to the neutral mass density, νin ∝ nn and Da ∝ (νin)

−1, the ambipolar diffusion
coefficient decreaseswith increasing altitude.Neglecting the stress termandchoosing
r as the spatial coordinate either along the magnetic field in a strongly magnetized
ionosphere or in the vertical direction in an unmagnetized ionosphere, one can obtain
the classical diffusive equilibrium equation:

1

ni

∂ni
∂r

= − 1

Hp
− 1

Tp

∂Tp

∂r
. (3.41)
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Integrating the classical diffusive equilibrium equation in altitude for an isothermal
and constant gravity ionosphere yields

ni (r) = ni (r0) exp

[−(r − r0)

Hp

]
. (3.42)

3.6.2 Minor Ion Diffusion

The minor ion diffusion can be obtained by making appropriate approximations to
themomentum balance of ions. Inertial terms, the Coriolis force, the centripetal force
and heat flow effects are neglected. The plasma is assumed to contain major ions,
electrons, and neutrals, in addition to a given minor ion. The momentum exchange
between the minor ions and the electrons is assumed to be small due to the small
electron mass. Also, the electron-ion collision frequency is much larger than the
electron-neutral collision frequency, νei � νen , because of the long-range Coulomb
effects. Under these physical assumptions and circumstances, the major ions can
impact the motion of minor ions in three ways:

1. As major ions diffuse along the magnetic field, they tend to drag the minor ions
with them,

2. In the process when the minor ions diffuse in response to their density and
temperature gradients, collisions with major ions impact their motions,

3. A slight charge separation occurs between the major ions and electrons, which
leads to a polarization electric field.

3.7 Electric Conductivities and Currents

Some basic principles of electric current and electric conductivity have been touched
upon in Sect. 2.5. Essentially conductivity in plasma fluid, such as the partially ion-
ized upper atmosphere, determines how much current can flow for a given electric
field. We have to realize that electric conductivity can be significantly influenced by
collisions with other particles.

Charged particle flowwithin a conducting plasma fluid (i.e., a conductor) depends
on the ambient electric field and the physical properties of the plasma. Whenever,
charged particles flow through the conductor they will experience a certain degree of
resistance. This electric resistivity is the ratio of a given electric field to the current
density:

ρr = |E|
|j| . (3.43)

http://dx.doi.org/10.1007/978-3-319-62006-0_2
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Thus, the greater the resistivity of a conductor, the greater is the electric field strength
required to cause a given electric current density, or the smaller is the current for a
given field strength. Accordingly, the conductivity is the inverse of resistivity

σ = 1

ρr
(3.44)

and we get

σ = |j|
|E| , (3.45)

yielding the simplified form of Ohm’s law (2.24).
Currents in the ionosphere play an important role for the energetics and dynamics

of the atmosphere-ionosphere (Anderson et al. 1998;Knipp et al. 2011).As discussed,
a given resistivity (or conductivity) influences howmuch current can flow for a given
electromagneticfield.Therefore, it is crucial to better understand ionospheric currents
and the factors influencing them.

3.7.1 Equation of Plasma Motion

Following our previous discussion concerning collisions (Sect. 2.11) and electro-
magnetic force (Sect. 2.4) we can state equation of motion for a charged particle of
species s drifting with velocity us under the influence of Lorentz force, neglecting all
other body forces or external forces, while encountering collisions with other species
denoted by j , which could be neutrals in a partially ionized plasma or ions in a fully
ionized plasma,

dus
dt

= qs
ms

(E + us × B) −
∑
j

νs j (us − u j ). (3.46)

Current flow can be considered in general in the presence of electric and magnetic
fields as indicated above. For illustrative purposes it is instructive to consider current
flow in an unmagnetized plasma (B = 0) first.

3.7.2 Unmagnetized Plasma

Let us considered anunmagnetized steady-state plasma inwhich electrons are drifting
with velocityue and all other collisionpartners are stationary.Themomentumbalance
is given by the electric force and due to collision with the stationary neutrals:

http://dx.doi.org/10.1007/978-3-319-62006-0_2
http://dx.doi.org/10.1007/978-3-319-62006-0_2
http://dx.doi.org/10.1007/978-3-319-62006-0_2
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− e

me
E = νe ue. (3.47)

where
νe =

∑
n

νen, (3.48)

considering that the momentum loss of electrons to ions is much smaller than their
momentum loss to neutrals because in general the density of neutrals are much larger
than ions in the ionosphere.Of course, it is implicit that, in a fully ionized environment
such as the magnetosphere one would consider ions as collision partners.

Electron motion with respect to ions yields a current density given by

je = −ene ue (3.49)

Combining Eqs. (3.47) and (3.49) gives the plasma resistivity

ρr = meνe

e2ne
, (3.50)

and thus the plasma conductivity

σ0 = e2ne
meνe

, (3.51)

Therefore, a form of the generalized Ohm’s law can be stated for unmagnetized
plasma with near-infinity plasma conductivity as

j = σ0 E. (3.52)

3.7.3 Magnetized Plasma

Presence ofmagnetic fields can significantlymodify the electric currents and conduc-
tivities in a planetary ionosphere. For example, the terrestrial ionosphere is strongly
influenced by the geomagnetic field, that is, it contains magnetized plasma (B > 0).
Themagnetic fields that are generated by current flows are too small and do not signif-
icantly affect the large-scale dynamics of plasma. Hence, the intrinsic magnetic field
is taken to be well-known. If the ambient magnetic field were small, then Maxwell’s
equations (Sect. 2.6) would have to be solved coupled to the transport equations in
order to estimate the contribution of the self-consistently generated fields.

If there exists a magnetic field and plasma drifts has a component across the
magnetic field, then this effect has to be taken into account in the total generation of
current density as

j = σ0(E + us × B), (3.53)

http://dx.doi.org/10.1007/978-3-319-62006-0_2
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Table 3.2 Major Ionospheric conductivities and the orientation of current flow with respect to the
electric and magnetic field

Conductivity Symbol Orientation

Direct (or longitudinal)
conductivity

σ‖ E‖,B‖

Pederson (or transverse)
conductivity

σp E‖,B⊥

Hall conductivity σH E⊥,B⊥

where us denotes the drift velocity of the plasma of species s. This is an adequate
description of current density in the fully ionized magnetosphere and solar wind
(Baumjohann and Treumann 1997). However, the situation can be more complicated
in the atmosphere-ionosphere system.

Due to a complex distribution of electric fields, magnetic fields, and neutral
velocities, the conductivity is in fact an unisotropic tensor in the ionosphere. How-
ever, various simplifications can bemade. For example, Rishbeth and Garriott (1969)
discussed layer conductivity.

The formalism of obtaining the components of the conductivity tensor is in prin-
ciple similar to the procedure for the unmagnetized case, but the equation of motion
includes the magnetic fields. In general, ionospheric current flow occurs due to three
types of conductivities, as summarized in Table3.2, which are defined with respect
to the mutual orientation of the electric and magnetic fields:

• Direct (or longitudinal) current σ‖, which is parallel to the electric field and mag-
netic field (E‖,B‖);

• Pederson (or transverse) current σp, which is parallel to the electric field and
perpendicular to the magnetic field (E‖,B⊥); and

• Hall current σH , which flows perpendicular to both fields (E⊥,B⊥)

The parallel, Pederson, and Hall currents are given by

σ‖ = nee2

meνe
(3.54)

σp =
∑
i

σi
ν2
i

ν2
i + ω2

ci

+ σe
ν2
e

ν2
e + ω2

ce

(3.55)

σH = −
∑
i

σi
νi ωci

ν2
i + ω2

ci

+ σe
νe ωce

ν2
e + ω2

ce

, (3.56)

where

νi =
∑
n

νin. (3.57)
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and ωce and ωci are the electron and ion cyclotron frequencies, respectively, given by

ωce = |q|B
me

, ωci = |q|B
mi

. (3.58)

It is seen that the conductivities are appropriate for magnetized plasmas, which
is the case in the lower ionosphere where the plasma is highly magnetized and
collisional.Note that the parallel conductivity is equivalent to the plasma conductivity
σ0 in an unmagnetized case discussed in the previous section. For a conducting
plasma moving with the velocity v in an electric field E across a magnetic field B,
the generalized Ohm’s law describes the resulting current density

j = σ(E + v × B), (3.59)

v × B term is a consequence of the Lorentz transformation to (2.24) and σ is the
anisotropic conductivity tensor given in components by

σ =
⎛
⎝σxx σxy σxz

σyx σyy σyz

σzx σzy σzz

⎞
⎠ =

⎛
⎝ σp σH 0

−σH σp 0
0 0 σ‖

⎞
⎠ . (3.60)

In Earth’s atmosphere Hall conductivity peaks around 100km, while the Pederson
conductivity peaks at around 130km. Often, it is convenient to use a height integrated
conductivity, which can be formulated as

Σp =
∫ z

z0

σp(z
′) dz′, ΣH =

∫ z

z0

σH (z′) dz′, (3.61)

where Σp and ΣH are the height-integrated Pederson and Hall conductivities, re-
spectively. Using conductivities and electric field distribution, the energy deposition
rate associated with Joule heating [W m−3 = J m−3 s] can be estimated as

EJ = j · E. (3.62)

The height-integrated energy deposition rate due toOhmic losses can be expressed
using the height-integrated conductivities. For example, the associated heating due
to Pederson currents is

EΣJ = ΣpE
2. (3.63)

Figure3.3 presents the height-integrated Pederson conductivity, electric field
strength, and height-integrated energy deposition by Joule heating as inferred by
Aikio and Selkälä (2009) from the Tromso EISCAT UHF radar (69.59◦N, 19.22◦E)
pointing in the field-aligned direction. Their results demonstrate the significance of
the temporal correlation of conductivities and electric fields for the heating rates.
The evening maximum is largely related to the electric field peak, while the morning

http://dx.doi.org/10.1007/978-3-319-62006-0_2
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Fig. 3.3 Magnetic local
time variations of the
height-integrated Pederson
conductivity Σp , electric
field strength E , and energy
deposition rate associated
with Joule heating EΣJ

(denoted as QJ in the figure)
as inferred by Aikio and
Selkälä (2009) from EISCAT
measurements in April 2006
for Kp ≥ 3 conditions. The
conductivity is integrated
from 70 to 330km
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enhancement of Joule heating is shaped by both the conductivity and electric field
peaks.

The total current density j is anisotropic and can be expressed in terms of com-
ponents parallel and perpendicular to the magnetic field as

j = j‖ + j⊥. (3.64)

In components, this is

j = σ‖ E‖ + σp E⊥ + σH b̂ × E⊥, (3.65)

or with b̂ = B/B equivalently

j = σ‖ E‖ + σp E⊥ − σH
(E⊥ × B)

B
. (3.66)

3.8 Partial and Convective Derivatives

In hydrodynamics, one is in particular interested in changes in the dynamical field
variables. For this, the use of the partial and convective (or advective) derivatives of a
variables is a useful mathematical construct. The local (or partial) derivative ∂/∂t of
a field variable expresses the time rate of change of that variable in a fixed location
(thus local). The convective derivative u · ∇ describes the changes in a variable
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because of the motion, represented by the drift velocity u. If one is interested in a
total change in a field variable, then we define a total differential

d

dt
≡ ∂

∂t
+ u · ∇, (3.67)

which is a superposition of the local and the convective derivatives. In nature, all
physical systems are dynamic. Nothing is static. Any change in a given field variable
can be given by the superposition of the time rate of change in a fixed location and
the changes due to a possible motion. In order to illustrate this property, imagine a
weather station at an island. The local temperature changes can result from advective
changes due to the motion of the air that can potentially transport either warmer or
colder air from other regions around the island. Additionally, heating due to solar
radiation can influence the local temperature. The total derivative is an essential part
of the equation of motion. For example, the simplest representation of an equation
of motion of a free particle i is the total derivative of the particle momentum, pi

Fi = dpi
dt

=
[

∂

∂t
+ u · ∇

]
pi = ∂pi

∂t
+ (u · ∇)pi . (3.68)

The more familiar form is the force per unit mass (acceleration)

F
m

= du
dt

= ∂u
∂t

+ (u · ∇)u. (3.69)

The total derivative is used in the Lagrangian description of particle motion. For this,
an infinitesimal volume element is assumed to move along the particle motion and
various external forces are calculated on the moving volume element, following its
motion.

Let us consider a volume element dV = dx dy dz and assume that the properties
of the fluid streaming through the volume element are measurable. Let the fluid
property be represented by a function f = f (x, y, z, t), which depends on the three
Cartesian spatial coordinates x, y, and z and time t . This representation is an example
of Euler’s description of a fluid. Note that the spatial coordinates do not depend on
time in the Eulerian approach. In the Langrange’s description of a fluid, the variable
describing the fluid properties is given by

f = f (r, t) = f (x(t), y(t), z(t), t), (3.70)

where the spatial coordinates depend explicitly on time. This representation is in
accordance with the moving fluid element that moves with the flow. To illustrate the
practical difference between the Eulerian and the Lagragian frameworks, consider
the measurement of temperature with a thermometer. The temperature change that is
measured by a stationary thermometer would be ∂T/∂t , which would be according
to the Eulerian system. However, if we consider a thermometer on a radio-sonde
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carried by the prevailing wind, then the total time rate of change of temperature
would be a superposition of changes in a fixed position and changes due to motion.
In Euler’s case, we have d f/dt = ∂ f/∂t . In Langrange’s case, the total change in
the fluid property can be expanded as

d f

dt
= ∂ f

∂t
+ ∂ f

∂x

∂x

∂t
+ ∂ f

∂y

∂y

∂t
+ ∂ f

∂z

∂z

∂t
= ∂ f

∂t
+ (u · ∇) f, (3.71)

which states mathematically that the total change in a moving fluid is given by
changes at a fixed position (local temporal derivative) and by changes caused because
of the relative motion between the observer and the medium (advective). Often, the
total derivative is represented by D/Dt, which is identical to d/dt .

3.9 Stress Tensor

Forces that originate because of hydrodynamical stress is an important source of
energy and momentum transfer in fluids. The total stress in fluids is composed of the
thermodynamic pressure p and viscous forces, represented by the shear stress tensor
τ (Sect. 3.3)

σi j = −pδi j + τi j , (3.72)

where the total stress tensor σi j is a nine-component symmetric tensor in Cartesian
coordinates (x, y, z). Thediagonal termsof the stress tensor,σxx ,σyy, andσzz include
the pressure term and normal stress, while the off-diagonal terms represent the shear
stress. For an inviscid fluid, the off-diagonal terms are zero.

The physical meaning of the indices are as follows: the first index represents the
orientation of a given surface of a fluid parcel and the second index determines the
direction of the stress. For example, σzx symbolizes stress acting in the x-direction
across a xy-plane as illustrated in Fig. 3.4, or σxy is the stress terms in the y-direction
across the yz-plane. The net force on a fluid parcel is given by the differences in the
amount of stress acting across opposite surfaces. So, how do we determine the stress
terms that contribute to a net force in a given direction? For example, if you take the
x-direction, a net force would arise if there is a variation of the normal stress term,
σxx , between the two opposing faces of the fluid parcel. Additionally, variations of
the shear stress terms lead to a net force. Variations of σyx in the y-direction and of
σzx in the z-direction would contribute to a net force in the x-direction. So, the force
density (i.e., force per unit volume) in the x-direction is given by

Fx = ∂σxx

∂x
+ ∂σyx

∂y
+ ∂σzx

∂z
(3.73)

Using the summation convention (2.69) one canwrite down the general expression
for the total force density in the j-direction as

http://dx.doi.org/10.1007/978-3-319-62006-0_2
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Fig. 3.4 Illustration of the components of the total stress tensor acting on a representative fluid
parcel of volume δV = δxδyδz. The first index shows the orientation of the surface element, the
second index shows the direction of stress. Different colors are used to indicate the stress terms
acting in the same direction, such as, the σxx ,σyx , and σzx terms, which would lead to a net force
if there is a difference between the components acting across opposite faces

F = ∂ σi j

∂xi
= − ∂ p

∂x j
+ ∂ τi j

∂xi
, (3.74)

where

− ∂ p

∂x j
= − ∂ p

∂x j
δi j , (3.75)

with the Kronecker delta given by

δi j =
{
1 if i = j
0 if i �= j.

(3.76)

A simplified momentum balance of a fluid parcel is achieved when gravity and
the shear stresses are considered, which yields the Cauchy equation of motion.

3.10 Navier-Stokes Equations

The Navier-Stokes equation describes the momentum balance in a viscous fluid.
Using the derivation of the total stress in Sect. 3.9 we can state a general form of the
Navier-Stokes equation, including the Coriolis effect due to planetary rotation and
gravity as

du
dt

= −1

ρ
∇p + 1

ρ

∂τi j

∂xi
− 2��� × u + g. (3.77)
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Depending on the approximationmade to the viscosity terms, various forms of the
Navier-Stokes equation may be assumed. In some studies, planetary atmospheres are
assumed to be incompressible, hence ∇ · u = 0, the incompressible Navier-Stokes
equation for rotating atmospheres is

du
dt

= −1

ρ
∇p + ν∇2u − 2��� × u + g, (3.78)

where ν = μ/ρ is kinematic viscosity, assumed to be constant in this simplification.
Further sources of momentum deposition can be added to the right hand side of
(3.78).

A practical approach to deal with the nonlinear Navier-Stokes equation is to split
the flow u = (u, v,w) into a mean and a turbulent component, referred to as the
Reynolds decomposition

u = ū + u′, (3.79)

where the “overbar” denotes an appropriate averaging, for example, over time, so that
the mean is constant over the averaging interval while the average of the fluctuation
vanishes

u′ = 0. (3.80)

Accordingly for the individual fluctuating components of the flow we have

u′ = v′ = w′ = 0. (3.81)

It is then imagined that turbulent motions act on the large-scale flow in a manner sim-
ilar to the way microscopic (molecular) motions influence the macroscopic flow. In
this sense, random (turbulent) velocity fluctuations lead to a net momentum transport
within the fluid, which is conveniently represented by the Reynolds stress tensor

ψi j = −ρ0 u′
i u

′
j , (3.82)

where ρ0 = ρ̄ is the mean density and u′
i u

′
j is the average of the correlation veloc-

ities, meaning that turbulent stress is acting in a mean turbulent flow in addition to
the viscous and normal stress that the large-scale flow experiences. The Cartesian
components of the Reynolds stress tensor are given by
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ψ = −ρ0

⎛
⎜⎝
u′2 u′v′ u′w′

v′u′ v′2 v′w′

w′u′ w′v′ w′2

⎞
⎟⎠ . (3.83)

One can write ψ mathematically as a superposition of a symmetric ψS and anti-
symmetric ψA components

ψi j = 1

2
(ψi j + ψ j i ) + 1

2
(ψi j − ψ j i ). (3.84)

However, ψi j is symmetric, i.e., ψi j = ψ j i , e.g., ψxz = ψzx , with off-diagonal
components are the shear stress terms, while the diagonal terms represent the normal
stress terms and we have

u′v′ = v′u′ (3.85)

u′w′ = w′u′ (3.86)

v′w′ = w′v′. (3.87)

If the fluctuations are isotropic, that is, they are the same in all directions, the off-
diagonal components vanish and one speaks of an isotropic turbulence. TheReynolds
tensor can be interpreted by considering momentum transfer produced by turbulent
fluctuations. In general, ψi j can be understood as an average transport (or flux)
of i-momentum in the j-direction. For example,

ψxz = ψzx = −ρ0 u′w′, (3.88)

ψvz = ψzv = −ρ0 v′w′ (3.89)

represent themean vertical flux of horizontal momentum in the atmosphere, typically
used to parameterized momentum deposition by small-scale gravity waves. In this
case, the divergence of the Reynolds stress ∂ ψi j /∂xi expresses momentum flux
divergence, that is, transport of momentum into mean flow. The associated turbulent
force per unit mass is, for example, in the j-direction is

a j = 1

ρ0

∂ψi j

∂xi
. (3.90)

3.11 Introduction to Magnetohydrodynamics (MHD)

In studying the charged particle motion, one often prescribes some electric and
magnetic fields and then evaluates the response of the particle motion to the known
fields. It is assumed that thefields donot change their properties becauseof theparticle
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motion. In magnetohydrodynamics (MHD), we consider an ensemble (collection)
of particles and electric and magnetic fields are not prescribed. They are determined
by the positions and motions of particles. This formulation implies that the field
equations and the equation of motion have to be solved simultaneously. For example,
Maxwell equations (Sect. 2.6) would be field equations and the momentum equation
is the equation of motion. Thus, in MHD one deals with the dynamical interactions
between various field patterns with a set of particle trajectories. In other words,
particles generate fields along their orbits, and field patterns force the particles to
move on these orbits. This coupling between fields and particles constitute certainly a
time-varying dynamical system.Despite the various complexities of theMHD theory,
it can incorporate various simplifications to the physics of charged particles (plasma
physics). For example, one can assume that all particles have the same speed, which
is representative of the fluid theory. If a collection of particles are to be considered,
then the fluid theory breaks down and the kinetic theory has to be assumed. As there
can be a large number charged particle species, the kinetic theory could bear some
complications. Imagine a plasma density of ne = 1012 m−3 in Earth’s ionosphere.
This means that there are 1 million particles in a cubic centimeter of volume, which
illustrates how complicated the system can get. Thus, it is convenient to treat the
plasma a fluid.

3.12 Basic MHD Equations

The Magnetohydrodynamics (MHD) is a powerful theory that is used to study the
motion of plasma by treating it as a conventional fluid. A convenient starting point
for the MHD is the one-fluid description of plasma. Let us first discuss some basic
MHD assumptions.
Permeability and permittivity of free space, ε = μ = 0: The medium can be
neither magnetized nor polarized.
Low flow speeds, u/c 	 1 and cp/c 	 1: Flow speeds are small compared with the
speed of light c. An important physical consequence is that electromagnetic waves
cannot be treated.
High conductivities, E/B 	 1: Electrical conductivities are high, which cancels
immediately strong electric fields. A consequence of this assumption is that the
displacement current (as part of Maxwell equations) ∂E/∂t ∼ 0 compared to the
induction current.
Linearity: The equations are linear in u/c, cp/c, and E/B. Following this assump-
tion, all higher order terms in these variables can be ignored.
Conservation laws: Conservation of mass, energy, momentum, and magnetic flux
are required.

Then, the formal equations of basic MHD are given by the Maxwell
equations (2.30)–(2.34), where in the Ampere’s law the displacement current is
ignored, and we have Ohm’s law

http://dx.doi.org/10.1007/978-3-319-62006-0_2
http://dx.doi.org/10.1007/978-3-319-62006-0_2
http://dx.doi.org/10.1007/978-3-319-62006-0_2
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j = σ(E + u × B), (3.91)

the continuity of electric charge

∂ρc

∂t
+ ∇ · (ρcu) = 0, (3.92)

the equation of momentum

∂u
∂t

+ (u · ∇)u = −1

ρ
∇p + j × B

ρ
+ g + ν∇2u, (3.93)

and the equation of state
d

dt

(
p

ργ

)
. (3.94)

3.13 Summary of Transport Properties

Finally, I would like to briefly summarize the main characteristics of the approx-
imations we have discussed in this chapter: the five-moment and the 13-moment
approximation to the system of transport equations.
Five-moment approximation Stress and heat flow effects are neglected. The plasma
properties are represented by five field variables the species number density ns ,
the three-dimensional particle drift velocity us , and the species temperature Ts .
Anisotropic pressure distributions, thermal diffusion and conduction effects are not
described. Stress and heat flow processes are neglected.
13-moment approximation In addition to ns,us , and Ts , the physically significant
velocitymoments are the stress tensorσs and the heat flowvectorqs . The stress tensor
includes the shear stress tensor and the thermodynamic pressure. Stress and heat flow
processes are taken into account. Maxwellian velocity distribution is assumed. In the
collision-dominated limit Navier-Stokes equations can be obtained.

Ionospheric currents are very important for the energy and momentum budget
of the atmosphere-ionosphere system. The electric conductivity of the ionospheric
plasma determines how much current can flow through the ionosphere for a given
electric and magnetic field distribution. These conductivities vary as a function of
time season, height, solar and geomagnetic activities and are strongly influenced by
the neutral atmosphere.

Next chapter will focus on the properties of the terrestrial magnetic field and the
structure of the ionosphere, focusing on Earth’s and Mars’ ionospheres.
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Chapter 4
Planetary Ionospheres

Magnetic Fields, Chemical Processes, and Ionospheric
Structure

I am only a physicist with nothing material to show for my
labours. I have never even seen the ionosphere, although I have
worked on the subject for thirty years. That does show how lucky
people can be. If there had been no ionosphere I would not have
been standing here this morning.

Sir Edward Appleton (1956)

Abstract An ionosphere is a consequence of photoionization and is the partially
ionized portion of a planetary atmosphere. It contains free electrons and ions, whose
dynamics produces complex current systems, depending on ambient electric fields,
and collisional properties, and gyration around magnetic fields. In terms of the verti-
cal extent, the ionosphere coincides with the thermosphere, where the neutral species
are diffusively separated, owing to strong molecular diffusivity and insufficient tur-
bulent mixing. In a similar fashion, the vertical profiles of plasma species are greatly
influenced by diffusive equilibrium. Ionospheric dynamics is modified by the geo-
magnetic field, which has a strong dipole component. Chemical processes have to
be considered in detail in additional to dynamics in the ionosphere. Therefore, in
the chemical continuity equation, chemical production and loss processes cannot be
neglected. A Chapman layer is a first order approximation of production of ioniza-
tion by the absorption of solar energy, which is a good description for the lower
ionosphere (E, F1 regions), but higher up in the F2 region transport becomes impor-
tant. Qualitatively, Earth’s and Mars ionospheres demonstrate overall various simi-
larities, besides major differences. Interaction with other species, and external (solar
effects) and internal (lower atmospheric) processes play an important role in both
ionospheres.

Keywords Ionosphere · Diffusive equilibrium ·Magnetic fields · Chapman layer ·
Space weather · Planetary ionosphere · Earth’s ionosphere · Martian ionosphere
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4.1 Introduction to the Ionosphere

The planets in the Solar System orbit around our Sun and they are subject to radiative
effects. Therefore, planetary atmospheres are continuously affected by the solar radi-
ation, leading to the formation of planetary ionospheres, which are typically partially
ionized and interact with the background atmosphere in a complex manner. Further
away from Sun, radiative and ionizing effects of Sun gradually decrease but the outer
planets still receive substantial energy from Sun. In an ionosphere free electrons can
exist over a short period of time and are captured by positively charged nearby ions
because the electric force is attractive for unlike charges. Depending on ionizable
constituents and the distance from Sun, ionospheres possess different characteristics.
Two important aspects that planetary ionospheres differ from each other are the vari-
ations of the electron (or plasma) density and of the ionospheric species with altitude.
The best known and observed ionosphere is the terrestrial ionosphere, which extends
from ∼60 to 1000 km, depending on the solar and geomagnetic activities. During
high solar activity the ionosphere is denser than during lower solar activity. This
variation of the ionospheric depth is related to the fact that the morphology of the
internal structure of the ionosphere is largely controlled by the UV and EUV portion
of the solar radiation intensities, which demonstrate a distinct solar cycle variation
(Rishbeth and Garriott 1969).

The existence of an ionosphere has also practical and technological implications.
Many communication systems use the ionosphere as a layer to reflect radio sig-
nals. Thus, these communication signals can be transmitted over very long dis-
tances, which was first performed by Marconi by transmitting radio signals across
the Atlantic between England and America in 1901. Appleton appreciated the prop-
erty of the ionosphere to enable long-distance electromagnetic wave propagation
with his paper “Wireless studies of the ionosphere” published in 1932 (Appleton
1932). Any disturbances in the ionosphere can impact the communication as well as
navigation systems that use GPS (Global Positioning System) satellites around the
world. During geomagnetic storms, when Sun is highly active and emits high energy
solar wind impacting the magnetosphere, communication networks can experience
severe disturbances.

In the ionosphere, chemical species are not well-mixed and are thus diffu-
sively separated with increasing height. At greater heights, lighter species dominate
(Sect. 4.2).

Earth possesses an intrinsic magnetic field. This magnetic field with a strong
dipole component influences the motion of charged particles nearly at all heights in
the upper atmosphere. In the magnetosphere, which is the region of the extension of
Earth’s magnetic field environment into space that is coupled to the ionosphere via
electric fields, charged particles are predominantly influenced by the magnetic field
(Sect. 4.3). The magnetic coordinate system is a convenient framework to describe
the magnetic field and its orientation with respect to the geographical coordinate
system (Sect. 4.4). Chemical processes and ionization influence the morphology of
planetary ionospheres and their coupling to the neutral atmospheres (Sect. 4.5).
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The Chapman layer approximation (Sects. 4.6–4.7) can help describe the vertical
structure of planetary ionospheres, in particular, the regions of the ionosphere where
transport processes play a minor role in comparison with photochemical processes,
and thus ionization can be approximated by a simple solar control, such as the case
in Earth’s E and F1 regions (Sect. 4.8) and in Mars’ M1 and M2 layers (Sect. 4.9).

Spaceweather is broadly defined as collection of electrodynamical processes orig-
inating at Sun and influence Earth’s surface, whole atmosphere system, and mag-
netic field environment. During magnetically disturbed conditions, space weather
processes substantially impact the ionosphere and thermosphere via enhanced elec-
tric field convection and Joule and particle heating (Sect. 4.10).

Overall, this chapter describes the morphology, the physics and chemistry of
planetary atmospheres, Earth’s magnetic field, the ionosphere and basic ionospheric
plasma processes, and Mars’ ionosphere.

4.2 Diffusive Equilibrium

Earth’s atmosphere is stably stratified, which means that a layer of lighter gas lies
above a layer of denser gas. In fact, all known planetary atmospheres are stably
stratified. When disturbances occur in the atmosphere, which may produce mix-
ing between the neighboring layers, stable configuration is eventually reestablished
despite the initial departure from equilibrium. A fundamental feature of all known
stably stratified planetary atmospheres is that the temperature varies with altitudes.
As discussed in Chap. 4 of the first volume of this book to some extent, various radia-
tive and dynamical processes shape the vertical profile of the neutral temperature.
The lower atmosphere, the troposphere, contains approximately 85–90% of the total
atmospheric mass. This layer is the region where in general weather takes place.
In the stratosphere and the mesosphere, which constitute the middle atmosphere,
radiative and dynamical processes influence the temperature structure. Above in the
thermosphere and ionosphere, solar radiation is the primary source of energy input;
but lower atmospheric waves play an important role as well. In the lower and themid-
dle atmosphere, the atmosphere with a composition of 78% nitrogen (N2), ∼ 21%
oxygen (O2), 0.9% argon (Ar), and 0.03–0.04% carbon dioxide (CO2) is overall tur-
bulentlymixed. That is, the relative portions of these neutral constituents are constant
and thus the mean molecular mass m is constant

m =
∑

i nimi
∑

i ni
= const. (4.1)

Despite the small CO2 concentration (300–400 ppm) in the atmosphere, a small
increase in its concentration has a great impact on the climate. Such an increased is
typically explained by anthropogenic1 activity.

1Caused by humans.

http://dx.doi.org/10.1007/978-3-319-62006-0_4
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The pressure and density variations in the well-mixed lower and middle
atmosphere are given by

p(z) = p0 exp

(

−
∫ z

z0

dz′

H(z)

)

, (4.2)

n(z) = n0
T0
T

exp

(

−
∫ z

z0

dz′

H(z)

)

, (4.3)

where p0, n0, and T0 represent some reference values lower in the atmosphere, such
as the surface values and H = RT/Mg is a mean scale height. As the atmosphere
is well-mixed the scale height and temperature are represented by single values for
the atmosphere. From the above equations, the pressure and density variations can
be directly related

p(z) = p0
n

n0

T

T0
, (4.4)

consistent with the ideal gas law.
Higher up in the atmosphere, around the mesosphere and lower thermosphere

(MLT) a competition between perfect mixing and molecular diffusive mixing takes
place. While turbulent mixing tries to keep the mean molecular mass constant, dif-
fusion acts to establish conditions in which each chemical species is distributed
according to its ownpressure and temperature.At greater heights, in the thermosphere
however, turbulent mixing becomes less important and molecular diffusion increas-
ingly dominates. The hypothetical boundary between the turbulent region and the
region that is dominated by molecular processes is referred to as the turbopause and
is typically situated in the MLT at around ∼105 km. Essentially, the turbopause is
the height at which the turbulent (eddy) diffusion (κt ) is comparable (or equal to)
the molecular diffusion (κm). In a realistic atmosphere, the turbopause demonstrates
seasonal and latitudinal variations (Offermann et al. 2007). The region below the
turbopause is called the homosphere and the region above is the heterosphere.

Above the turbopause, in the heterosphere, each chemical species is distributed
as though it were the only constituent. The vertical profile of each species depends
on the specific scale height

Hs = R Ts
Ms g

, (4.5)

which depends on the temperature Ts andmolar mass Ms of the species. For neutrals,
the different species have the neutral temperature but the species molar masses can
substantially differ. The primary reason for the occurrence of diffusive separation is
due to a lack of turbulence at greater heights. Typically, turbulent processes become
gradually less important than molecular processes above the turbopause. Therefore,
for upper atmospheric processes, diffusive separation is very important.

Assuming that the height distribution of atmospheric gas obeys the ideal gas law

p = nkT, (4.6)
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where n = mρ is the number density and k is the Boltzmann constant, and the
atmosphere is in hydrostatic balance

dp

dz
= −ρg, (4.7)

then we obtain a definition of the pressure scale height H

− dp

dz
= mg

kT
= Mg

RT
≡ 1

H
, (4.8)

where we have used the relations

M = mNA (4.9)

and
R = kNA (4.10)

Thedefinition of the pressure scale height implies that lighter species have larger scale
height. For example, themolar mass of oxygenmolecule isMO2 = 32 gmol−1, while
the oxygen atom is two times lighter. The scale height of O2 at around the turbopause
(∼105 km, ∼10−4 Pa, ∼180 K) would be about 4.8 km, while the atomic oxygen’s
scale height would be twice that value. So, at greater heights, this property implies
that lighter species, i.e., species with smaller molar mass, increasingly dominate
because of their relatively larger scale heights. These considerations are reflected by
Eqs. (4.2) and (4.3), which we need to write for each species in the thermosphere,
for example,

ns(z) = ns0
Ts0
Ts

exp

(

−
∫ z

z0

dz′

Hs(z)

)

. (4.11)

4.3 The Terrestrial Magnetic Field

It has been known for a long time that Earth has some sort of an internal (i.e.,
intrinsic) magnetic field. This property means that Earth is able to generate and
sustain a magnetic field of its own over large time scales. This magnetic field should
be distinguished from the interplanetary magnetic field (IMF) that is an extension
of Sun’s magnetic field environment. In the outer regions of the magnetosphere at
the magnetopause, IMF connects to Earth’s magnetic field (see Fig. 4.3 of Yiğit
(2015)). The first formal statement of Earth possessing a magnetic field can be found
in Gilbert’s work De Magnete in 1600, in which he explicitly described Earth as a
giant magnet. Today, hundreds of observatories around the world monitor Earth’s
magnetic field.
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What is the nature of magnetism? Can we see magnetism? Is it a macroscopic
or microscopic phenomenon? Magnetism is caused by the interaction of moving
electric charges. Magnetic forces influence only moving charged particles. In reality
we have a coupling between moving charged particles and magnetic fields. Moving
charges (i.e., current) produce B, and then B affects the moving charges as a result
of a magnetic force qv × B (Sect. 2.3).

If a bar-magnet (permanent magnet) is free to rotate, it orients itself according
to Earth’s magnetic field: one end points north (the North Pole) and the other end
points south (the South Pole). As in the case of electric charges, opposite magnetic
poles (north-south or south-north) attract each other, and like poles (north-north or
south-south) repel each other.

As indicated, Earth is a giant magnet. This does not mean that there is a magnet
in the center of the planet. Actually, the geographic North Pole is close to the geo-
magnetic South Pole, which explains why the north pole of a compass needle shows
geographic north. In space physics, the convention is that geomagnetic North Pole is
actually the geomagnetic South Pole. As the geographic axis (i.e., axis of rotation) is
not aligned with the magnetic axis, having a relative tilt of ∼11.5◦, a compass nee-
dle does not point exactly north. It deviates slightly depending on the geographical
location. This deviation is called the magnetic declination (D). The magnetic field is
described conveniently in terms of the magnetic field lines, which are directed from
the geomagnetic South Pole (i.e., actual geomagnetic North Pole), looping around
Earth, and entering the geomagneticNorth Pole (i.e., actual geomagnetic South Pole).
It is important to note that the magnetic field lines are not the lines of force, i.e., they
do not represent the direction of the magnetic force. We can appreciate this fact if we
recall the introduction into magnetic force in Sect. 2.3. Namely, the magnetic force is
perpendicular to both the magnetic field and the direction of charged particle motion.
Magnetic field lines can have complex distribution and always form closed loops (no
magnetic monopoles). The simplest scenario applies when they are uniform, which
means that the magnitude and direction of the magnetic field is constant. Earth’s
magnetic field strength is in the order of 1 G (10−4 T).

Simplest model of Earth having a magnetic field can be achieved by imagining
a giant rod magnet placed in the center of Earth. A more accurate representation of
Earth’s magnetic field would be based on an offset tilted dipole model, according
to which the magnetic axis is offset by about 500km from the center of Earth and
it makes an angle of about 11.5 degrees with the geographic axis as illustrated in
Fig. 4.1, in such a way that it goes through two points at Earth’s surface. Given that
Earth’s radius is about 6380 km, the hypothetical bar magnet is relatively close to
the center of the planet. Close to Earth’s surface the dipole field approximation is
pretty good. Then the associated dipole magnetic scalar potential is (Eleman 1973):

Vm = μ0

4π

ME sin θm

r3
, (4.12)

whereME is Earth’s magnetic moment, θm is the magnetic latitude, and r is the radial
distance. From the gradient of this potential the magnetic field can be derived as

http://dx.doi.org/10.1007/978-3-319-62006-0_2
http://dx.doi.org/10.1007/978-3-319-62006-0_2
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Fig. 4.1 Earth’s magnetic field. Credit Peter Reid 2009

B(r, θ, φ) = −∇V (r, θ, φ), (4.13)

with the components

B = μ0ME

4π r3
(−2 sin θm r̂ + cos θm θ̂̂θ̂θ), (4.14)

and the magnitude

B(r, θm) = μ0ME

4π r3

√

(1 + 3 sin2 θm), (4.15)

Away fromEarth the dipole field approximation is not a good representation of the
magnetic field in the magnetosphere. Earth’s intrinsic magnetic field is generated in
its core and possess appreciable spatio-temporal variations, which can be measured,
for example, by ground-based magnetometers.

The measured field on Earth’s surface is in general due to contributions from the
main geomagnetic field, the Sq currents, field-aligned currents, ring currents, auroral
electrojet, and themagnetopause currents. Typically, themain field variesmuchmore
slowly than the other fields (Gjerloev 2012).



74 4 Planetary Ionospheres

At higher altitudes, measurements of Earth’s magnetic field have been conducted
with rocket-bornemagnetometers in order tomeasure any departures from the inverse
cube law (4.15) caused by currents generated in the ionosphere (Ratcliffe andWeekes
1960; Singer et al. 1951).

Earth’s intrinsic magnetic field is adequately represented by empirical models.
The International Geomagnetic Reference Field (IGRF) model that is currently in its
12-th generation ((IGRF-12), Thébault et al. 2015) is one of the widely used models.
This model represents the spherical geometry of the time-dependent geomagnetic
field B(r, θ, φ, t) on and above Earth’s surface produced by internal sources in terms
of a scalar potential V (r, θ, φ, t). In reality, the magnetic scalar potential is a super-
position of an internal field that is due to core and lithospheric source and of an
external field that describes mainly magnetospheric sources (Finlay et al. 2015):

V = Vint + Vext . (4.16)

The internal component can be readily expanded in terms of the so-called Gauss
coefficients gmn and hmn and the Schmidt normalized associated Legendre Polynomial
functions of degree n and order m, Pm

n (cos θ) (Maus et al. 2005; Finlay et al. 2010).

Vint (r, θ, φ, t) = a
N∑

n=1

n∑

m=0

(
a

r

)n+1

[gmn (t) cosmφ + hmn sinmφ] × Pm
n (cos θ),

(4.17)
where r is the radial distance from the center of Earth and a = 6371.2 km is the
so-called magnetic reference spherical radius, θ and φ are geocentric co-latitude
and east longitude, respectively. In an analogous manner, the external field can be
represented in terms of spherical harmonic expansion (Finlay et al. 2015).

4.4 Magnetic Coordinates

The geomagnetic coordinate system is defined with respect to the magnetic dipole
axis. Various assumptions can be made concerning the orientation of this dipole axis
with respect to the geographic axis in order to deal with Earth’s intrinsic magnetic
field

• Acentered dipolefield inwhich the geographic and the geomagnetic axes coincide;
• A tilted centered dipole field, making an angle of 11.5◦ with the geographical axis,
with the dipole axis intersecting Earth’s surface at two locations, 78.5◦ N 291◦ E
and 78.5◦ S, 111◦ E; and

• An eccentric dipole, in which the tilted dipole field is offset by a distance of 500km
from the center of Earth.
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Fig. 4.2 Illustration of a
dipole field around a planet,
represented by a blue circle,
where r marks the radial
distance of a field line as a
function of latitude and req is
the distance of the field line
from the center of the planet
above the equator

r

req

As discussed earlier, the most accurate representation of the magnetic field is
obtained by expanding magnetic scalar potential in terms of spherical harmonic
functions with certain expansion coefficients that can be determined by a network of
ground-based and satellite borne magnetometer measurements. This approach is the
basic principle of the International Geomagnetic Reference Field (IGRF) empirical
model (Maus et al. 2005). More recently, Olsen et al. (2015) have derived a model
of the Earth’s magnetic field from the first year of Swarm satellite magnetic data.

The geomagnetic equator is defined by the intersection of the magnetic equatorial
planewithEarth’s surface.Overall themagnetic coordinate system is described by the
geomagnetic longitude φm and latitude θm and the location of the boreal (Northern)
magnetic pole are

φm0 = 291◦ E (4.18)

θm0 = 78.3◦ N. (4.19)

The magnetic and geographic coordinates can then be related by

sin θm = sin θ sin θm0 + cos θ cos θm0 cos(φ − φm0) (4.20)

sin φm = cos θ sin(φ − φm0)

cos θm
(4.21)

It is often convenient to describe the extension of Earth’s magnetic field in terms of
an L-shell parameter, which is a function of Earth’s radius re

L = req
re

, (4.22)
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where req is the distance of a given field line from the center of Earth as illustrated
in Fig. 4.2. The surface corresponds to L = 1. The L-shell parameter is used for
other Solar System planets by normalizing it for the planetary radius and planetary
magnetic field model.

4.5 Chemical Processes

Planetary atmospheres include various chemical species, which can undergo various
chemical and photochemical processes. These constituents can be present in atomic
or molecular structures. Different planets have different chemical compositions and
the chemical mixing is influenced to a different extent by dynamical processes. Earth
has 75% N2 while Mars’ and Venus’ atmospheres are composed of 95 and 96.5%
CO2, respectively. More exotic Solar System planets like Jupiter and Saturn are
composed of more than 90% hydrogen. The ice giants, Uranus and Neptune, contain
83% and 80% H2, respectively. Chemical processes occurring simultaneously with
the dynamical processes greatly shape the spatiotemporal distribution of atmospheric
neutral and plasma species.

Materials in the universe can be described in terms of their different kinds of
phases. A phase in a material is the part which demonstrates the same properties and
composition. For example, if a cube of ice is considered in a glass of full of water,
then the glass contains two phases: water (liquid) and ice (solid). Chemical processes
in the atmosphere can take place in gas phase or condensed phase or as a transition
between these phases. If a chemical process occurs within the same phase then it is
called a homogeneous reaction; if a phase transition occurs then it is a heterogeneous
chemical reaction.

The major neutral constituent in the thermospheres of Venus and Mars is CO2,
while the dominant ionic species is O+

2 because of ion-neutral chemical processes.
On Earth, the atomic oxygen O is the major neutral constituent in the thermosphere
and O+ is the major ionic species. In order to provide some insight into the spectrum
of reactions in planetary atmospheres let us first discuss some basic concepts of
chemical processes.

4.5.1 Electronic Structure of Elements

An element is defined as a matter consisting of atoms that have nuclei with the same
charge. All naturally occurring chemical elements are represented by the periodic
table, in which each element is ordered according to the atomic number Z . This
number represents the charge of the nucleus of an atom of an element, in units equal
to the charge of the proton. For example for oxygen we have Z = 8 as it contains
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Fig. 4.3 Frauenhofer
spectrum as adopted by the
German Post Service in
stamp. The different
Frauenhofer lines are
denoted by letters A to G,
which represent specific
portions of the solar
spectrum

eight protons. Its molecular mass ism ∼ 16 u and its molar mass is M ∼ 16 gmol−1.
The total charge of the protons in the nucleus is equal to Z e and of the electrons is
−Z e.

In daily life, we know that if a matter is heated up, it may radiate when sufficiently
large temperatures are reached. For example, in the kitchen, when we turn on the
electric heating plate, it may start to glow when it becomes very hot. When you turn
on the lamp in the living room, you essentially are exploiting the high resistivity in
the incandescent lamp, in which the wire or the filament within the lamp heats up
and glows when charged particles flow through it. Essentially, it is a fundamental law
of nature that all matter radiates depending on the temperature. In fact, there is a lot
happening at atomic scales when matter receives energy. When energy is supplied to
a system, individual atoms are excited. They may emit light, which can be diffracted
to a specific pattern of discrete frequencies. This pattern is called a line spectrum.
Frauenhofer was one of the first who studied such spectra. An example of a spectrum
called the Frauenhofer spectrum, is seen in Fig. 4.3, which has been adopted by the
German Post Service (“Deutsche Bundespost”) in 1980s.

In the late 19th century scientists have started to study the line spectra of atoms.
In 1913, Niels Bohr, a prominent quantum physicist, has provided the first successful
interpretation of the hydrogen spectrum in terms of the electronic structure of the
hydrogen atom. In contrary to the classical theory, which predicted a continuous
spectrum for the hydrogen atom, experiments had demonstrated that the hydrogen
spectrum consisted of discrete lines. Bohr postulated that the hydrogen atoms can
exist only in discrete energy levels. That is, not all energies are possible. He defined
the minimum energy level of a hydrogen atom as the ground state, which is the most
stable state. The other energy levels have larger energies than the ground state and
are called excited states. Then, light is emitted via photons if a transition occurs from
an excited state (upper level) with energy EU to a lower-level state with energy EL

EU − EL = hν, (4.23)



78 4 Planetary Ionospheres

Table 4.1 Electron-dot symbol representation of the oxygen, carbon, and hydrogen elements

Oxygen (168O) Carbon (126C) Hydrogen (11H)

.
.
. O

.

. .

.
.
. C

.
. H

which is referred to as the Bohr frequency rule. Equation (4.23) also applies in the
absorption of light by atoms. The frequency of the light that is being absorbed in the
transition from a lower level to an upper level is the energy difference between the
upper and the lower level divided by the Planck constant

ν = EU − EL

h
. (4.24)

Additionally, Bohr assumed that the electrons are on a circular orbit around the
nucleus and that the associated angular momentum L is quantized:

L = mvr = n� n = 1, 2, 3, ..., (4.25)

where mv is the electron linear momentum, r is the orbital radius, n is the principal
quantum number, and the

� = h/2π (4.26)

is the angular-momentum quantum. Bohr’s atomic model has later been extended by
the German physicist A. Sommerfeld who has included to some extent the elliptical
orbits in the atomic structure (i.e., Bohr-Sommerfeld description).

The electronic structure of elements can be conveniently represented by an
electron-dot-symbol. For example, the representation of the oxygen (168O), carbon
(126C), and hydrogen (11H) atoms are shown in Table4.1. An electron in the outer-
most shell (valence electron) is represented by a dot. The distribution of electrons
around a nucleus can be represented in terms of orbitals, s, p, d, etc. For example,
the electronic configuration for the atomic oxygen is 1s2 2s2 2p4.

4.5.2 Chemical Kinetics

Thefield of chemical kinetics studies chemical reactions that cause the transformation
of one or more kinds of matter into a new kind of matter. Such a chemical reaction
can be represented by a general stoichimetric equation

aA + bB + cC + · · · −→ mM + nN + oO + · · · (4.27)
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where the species on the left hand side, i.e., A, B, etc., represent the reactants, and
the species on the right hand side, i.e., M, N, etc., are the products of this chemical
reaction, and the arrow “−→” indicates the direction of the reaction, which is by
convention from left to right for this one-way reaction. The coefficients, a, b, c, etc.
describe how much of a given species is involved in the chemical reaction. A two-
body reaction takes place between two species

A + B −→ C + D (4.28)

For example, the dissociative recombination of an oxgen ion and and electron is
an important loss process in the ionosphere:

O+
2 + e− −→ O + O (4.29)

Chemical reactions can also be reversible, i.e., it can occur in both directions

O+ + H ←→ H+ + O, (4.30)

where charge exchange is taking place between O+ andH or H+ andO. So, the arrow
“←→” above indicates the reversibility of the reaction of the atomic oxygen ion
and the hydrogen atom to the hydrogen ion and the atomic oxygen. When chemical
products are formed directly from the reactants, one speaks of an elementary reaction.

If the recombination process is slow, other chemical reactions can occur during
that process, which can be illustrated by considering the reaction of a generic atomic
ion A+ with a generic molecular species B2 to an atom B and a molecular ion AB+,
which then undergoes a recombination process with an electron, yielding two atomic
neutral species A and B:

A+ + B2 −→ AB+ + B (4.31)

AB+ + e− −→ A + B (4.32)

For example, in the terrestrial ionosphere the recombination of the atomic oxygen
ion with an electron is a slow process, thus it undergoes a multi-step recombination
process, involving the nitrogenmolecule, to ultimately form a nitrogen and an oxygen
atom:

O+ + N2 −→ NO+ + N (4.33)

NO+ + e− −→ N + O (4.34)

There are various ways to denote the concentration (or molar density) of a chemical
species, which tells us how much of a given substance is contained in a unit volume.
Typically,

[A] = n[A] = nA (4.35)
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are all identical notations to denote the concentration of the neutral species A. The
official SI unit2 for concentration is moles per cubic decimeter (liter), mol dm−3,
where 1 mole of a substance contains 6.02 × 1023 particles, which is described by
Avogadro’s number NA = 6.02 × 1023 mol−1. For example, onemole of atomic oxy-
gen would thus contain 6.02 × 1023 atoms. In ionospheric research, one is typically
interested in the number of molecules or atoms per cubic centimeter or per cubic
meter, thus, the number density of a given species is used as a proxy for the chemical
concentration

nA =
[
# molecules or # atoms of species A

m3

]

, (4.36)

where we used the hash sign “#” tomean “number of”. Themost common reaction in
the ionosphere is the two-body or bimolecular reaction (4.28). Three-body reactions
can also occur in the thermosphere, which has the form

A + A + C −→ A2 + C (4.37)

where C is a third body.
For example, the principle source of the 557.7nm green line emission in the MLT

is caused by a three-body oxygen recombination, where the third body is atomic
oxygen, which is during the recombination process partially excited. This reaction
can be summarized by

O + O + O −→ O2 + O(1S), (4.38)

where O(1S) atoms either emit at 557.7nm through a transition between the states
1D and 1S or are deactivated by oxygen molecules and do not emit radiation.

4.5.3 Reaction Rates

A reaction rate R expresses the time rate of change of chemical concentration of a
reactant in a given reaction

± R = d[A]
dt

(4.39)

where ± denotes that the production (+) or loss (−) of the species A. The rate at
which a chemical reaction occurs is extremely variable from one reaction to another
reaction. Thus, every reaction has an associated reaction rate, which describes how
fast a reaction occurs and is typically proportional to the concentration of the reactant.
That means the more there is a specific species available, the higher is the occurrence
chance of the reaction involving the species. The kinetic theory is used to obtain the
general expression for the reaction rates. A rate coefficient kr relates the reaction

2Unit adopted for international use under the Système International d’Unités. This sytem is used
for all scientific purposes.
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rate to the species concentration. The order of a rate coefficient is given by the order
of the reaction. For example, unimolecular, bimolecular, and termolecular reactions
have first-order k1, second-order k2, and third-order k3 rate coefficients, respectively.
The reaction rate R for these reactions can be expressed as

R = k1[A] R = k2[A][B] R = k3[A][B][C], (4.40)

where the rate coefficients k1, k2, and k3 have the units s−1, cm3 molecule−1 s−1,
cm6 molecule−2 s−1, respectively. In general, a bimolecular reaction of the form

aA + bB −→ cC + dD (4.41)

has the rate
R = kr [A]a[B]b (4.42)

where the rate coefficient kr for the reaction between A and B is of order a + b. It is
conclusive that when a species is treated as a reactant and product, such as the case
for C in the three-body reaction (4.37), the rate of change of C is zero.

As different reactions have different reaction rates and in reality various chemical
reactions occur in parallel to dynamical processes, it is obvious that chemistry and
dynamics will compete in shaping the structure and evolution of the atmosphere and
the actual system is very complex. In fact, all weather and climatemodels have to con-
sider the coupling between dynamics and chemistry to adequately predict the future
state of the atmosphere. You are probably familiar fromweather forecast applications
in smart phones that the predicted weather in the next seven days can still change
significantly, which reflects the complexity of the chemical and dynamical processes
in the atmosphere and thus how difficult it is to actually forecast the implications of
multiple chemical and dynamical processes taking place simultaneously.

Both chemical and dynamical processes are temporally variable in the atmosphere.
But howdoes one quantifywhich process ismore important than the other? For this, it
is convenient to evaluate the chemical time constant τc in comparison to thedynamical
time constant τd . If the chemical time scale is larger than the dynamical time scale,
i.e., τc > τd , then chemical processes are less important than the dynamical. If the
chemical time scale is smaller than the dynamical time scale, then this means that
chemical processes are occurring faster or more rapidly than dynamical processes,
then the chemistry has to be taken into account as a controlling mechanism. In
general, chemical processes tend to increase the spatial gradient in the concentration
of species, while dynamical processes (dynamics) in formof small-scale eddymixing
can reduce the concentration gradient. One of the main physical mechanisms that
contribute to mixing is the compositional effects induced by gravity waves (e.g.,
Garcia and Solomon 1985; Liu and Chester 2004; Walterscheid and Hickey 2012)
and large-scale tides (Forbes et al. 1993). In a realistic atmosphere, both dynamics
and chemistry should be considered in order to better model the general circulation.
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The only first-order reaction that is significant for planetary ionospheres is the
spontaneous deexcitation of a molecule, atom, or an ion. For example, the transition
of an excited oxygen atom from 1D state to the ground 3P state represented by the
following transition equation

O(1D) −→ O(3P) + hν (λ = 630/636 nm) (4.43)

where energy is released in the form of a photon, hν, as the 1D level is energetically
higher than the 3P, either at a wavelength of 630 or 636 nm, which corresponds
to the oxygen red line. The energy of the photon is equal to hν, where h is the
Planck constant. In this case, if a single atom undergoes this type of deexcitation,
an energy of E = hc/λ = 6.0263 × 10−34 J s × 3 × 108 m s−1/630 × 10−9 m =
2.87 × 10−19 J = 1.79 eV is released. In certain altitudes in the atmosphere, it is
possible that the spontaneous deexcitation processes can occur faster than the trans-
port processes, can thus not be neglected. The relevant rate equation is

d[O(1D)]
dt

= −k1[O(1D)] (4.44)

Second-order reactions involving two different reactants are important in plane-
tary ionospheres. For example, the ion-atom interchange reaction of the form

A+ + B2 −→ AB+ + B (4.45)

AB+ + e− −→ A + B (4.46)

was presented in Eqs. (4.33)–(4.34). The associated rate equation is

d[O+]
dt

= d[N2]
dt

= −k2[O+][N2], (4.47)

where k2 is a second-order rate coefficient and the contribution of transport processes
to the loss process O+ and N2 are neglected in the above continuity equation.

The following third-order reaction

O + O + M −→ O2 + M (4.48)

would have the continuity equation

d[O]
dt

= −2k3[O]2[M], (4.49)
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As the rate equations are the continuity equations for the chemical species and these
equations are ordinary differential equations, they canbe solvedwith the conventional
method of harmonic wave solution method. For example, the rate equation presented
in Eq. (4.44) for the deexcitation of the atomic oxygen in 1D state has the solution

[O(1D)] = [O(1D)]0 exp[−k1(t − t0)] = [O(1D)]0 exp
(

− t − t0
τ1

)

, (4.50)

where τ1 = k−1
1 is the characteristic time constant, i.e., the time during which the

initial concentration [O(1D)]0 drops to e−1 of its initial value.

4.5.4 Chemical Continuity Equation

The chemical rate equations are in fact a form of the equation of continuity, which
expresses the principle of conservation of mass in a small representative volume
element. Each chemical compound or species s has its continuity equation. The
principle of continuity had been discussed in the first volume of this monograph
series where the continuity was given in the flux form by

∂ρs

∂t
+ ∇ · (ρsus) = 0 (4.51)

which states that in the absence of sources and sinks the local time rate of change of
the mass density of a species is balanced by the inward or outward flux of the species
with respect to the infinitesimally small control volume. In other words, we can
conclude from the continuity equation that if the mass density is increasing in a fixed
volume element, i.e., ∂ρs/∂t > 0, a convergence of mass is occurring (inward flux),
i.e., ∇ · (ρsus) < 0. In the opposite scenario of mass density decrease, ∂ρs/∂t < 0,
in the system, divergence ofmass,∇ · (ρsus) > 0,must be occurring, again under the
assumption of lack of sources and sinks. However, in a realistic atmosphere chemical
production and loss occur, which we represent as a net source term

ΔSs = Ps − Ls (4.52)

which is the difference between the production Ps and the loss Ls of the species s.
The chemical continuity equation then becomes

∂ρs

∂t
+ ∇ · (ρsus) = ΔSs (4.53)

Equivalently the continuity equation can be expressed in terms of the number density

∂ns
∂t

+ ∇ · (nsus) = ΔSs (4.54)
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4.6 Ionization Processes and Solar Radiation

We have briefly discussed in Sect. 2.8 the nature of the electromagnetic radiation.
Radiation can be absorbed, emitted, and scattered. Our Sun emits a broad range of
wavelengths (energies). For example, Fig. 2.6 presented the solar irradiance spec-
trum measured by the SORCE spacecraft, which can provide precise measurements
for the wavelengths from 1 to 2000 nm. How much energy will be absorbed by a
planetary atmosphere depends on the neutral composition of the atmosphere. Not
all wavelengths contribute to ionization. Different neutral species require different
amount of minimum ionization energy to be ionized. For example 13.62 eV, corre-
sponding to an electromagnetic wavelength of 91 nm, is required to free an electron
from the oxygen atom O. It is 12 eV (102 nm) for the oxygen molecule O2, 13.77
eV (90 nm) for CO2, and 9.26 eV (133.8 nm) for NO. Various minimum ionization
threshold energies relevant to planetary atmospheres are summarized in Table4.2.

When radiation is absorbed from Sun within our atmosphere, molecules are dis-
sociated and free electrons form. The process of the formation of a free electron-ion
pair is called ionization. The vertical ionization profile of a planetary atmosphere can
be considered by a simple model: At the top of the atmosphere, the mass density is
low, so the rate of ionization is relatively small. However, deeper in the atmosphere
there are more neutral particles that can be ionized than at the top of the atmosphere
and the rate of ionization increases. At even deeper layers in the atmosphere the
strength of the radiation decreases so that the ionization eventually decreases. Thus,
there is a height in the upper atmosphere where ideal conditions are present for the
maximum amount of ionization to occur as illustrated with horizontal red dashed
lines in Fig. 4.4, where idealized neutral density and ionization rates are sketched as
well.

In planetary atmospheres, the radiative transfer calculations of the solar energy
deposition is simple because the dominant radiative process is absorption. Specifi-
cally, we shall next focus on the process of solar radiation absorption, which is the
primary source of ionization in a planetary atmosphere. The analysis of absorption
of radiation deals with the process of how the incoming radiation intensity varies
as it penetrates downward in the atmosphere. The radiant energy dEλ in a specific
wavelength interval (λ, λ + dλ) is commonly understood as the intensity Iλ asso-

Table 4.2 Ionization energies and wavelengths of some important neutral species in planetary
atmospheres

Species Ionization wavelength [nm] Ionization energy [eV]

NO Nitric oxide 133.8 9.26

O2 Molecular oxygen 102.6 12.1

O Atomic oxygen 91.1 13.62

CO2 Carbon dioxide 90 13.77

N2 Molecular nitrogen 79.6 15.58

http://dx.doi.org/10.1007/978-3-319-62006-0_2
http://dx.doi.org/10.1007/978-3-319-62006-0_2
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Fig. 4.4 Illustration of an
idealized planetary
ionosphere in which the
ionization rate drops
exponentially deeper in the
atmosphere and the neutral
mass density drops
exponentially with
increasing altitude. At there
location where both curves
intersect marked with red
dashed lines the optimal
conditions for maximum
ionization is expected
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ciated with that wavelength interval. In reality, this intensity is expected to have
spatiotemporal variations. A radiation field that is independent of direction at a point
is said to be isotropic at that point. A field that is the same at all points and in all
directions is called homogeneous and isotropic.

4.7 Chapman Layers

In order to state the necessary mathematical treatment, it is important to discuss
various simplifications and assumptions that are made in the absorption problem.
In a planetary atmosphere context, it is assumed that the atmosphere is horizontally
stratified in parallel planes. There is a single absorbing species, which decreases
exponentially with increasing altitude with a constant characteristic length scale.
The simplification is illustrated in Fig. 4.5, where χ is the solar zenith angle, i.e.,
the angle that the incoming radiation makes with the vertical, and z is the height.
The incoming radiation is monochromatic (consisting out of one wavelength λ). Let
σa denote the absorption cross section, nn(z) the neutral density, sλ distance along
the path of the penetrating photons, and I (sλ) the photon flux (intensity) along the
distance of the incoming photons. As the photons are absorbed by the neutrals when
they penetrate downward in the atmosphere, the intensity decreases by an amount of
dI (sλ) over a distance of sλ and is given by

d I (sλ) = −I (sλ) nn(z) σa dsλ, (4.55)
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Fig. 4.5 Illustration of the
incoming solar radiation hv
at the top of the atmosphere
at a zenith angle χ , the angle
with the vertical, and the
height z

Surface

z

h

where the minus sign indicates a decrease. Within the plane stratified atmosphere
assumption, the distance the photon travels can be expressed as

dsλ = −dz secχ, (4.56)

where secχ = (cosχ)−1. If we integrate over all the incrementally small absorbed
intensity elements, we will get the total absorbed intensity as integrated from a
reference level z to infinity

∫ ∞

z
dI (sλ) = ∫ ∞

z I (sλ)nn(z)σa secχdz (4.57)

⇒
∫ ∞

z

dI (sλ)

I (sλ)
= ∫ ∞

z nn(z)σa secχdz (4.58)

⇒ [ln I ]∞z = ln

(
I∞
Iz

)

= ∫ ∞
z nn(z)σa secχdz, (4.59)

where I∞ is the unattenuated photonflux at the top of the atmosphere and the variation
of the number density of the neutrals with altitude is approximated by

nn(z) = nn(z0) exp

(

− z − z0
H

)

, (4.60)

where nn(z0) is the neutral number density at a reference altitude z0 lower in the
atmosphere and H is the scale height, which for simplification is assumed to be
constant. So, how do we obtain the photon flux at an arbitrary altitude z? From
(4.59) we get

I (z, χ) = Iz = I∞ exp[−H n(z)σa secχ ]. (4.61)

In reality, this expression has some limitations. Namely, in a realistic world, the
photon flux and the cross section are a function of wavelength. There are more
than one absorbing atmospheric species with its own scale height variations and
the planet is not flat. So, we should start with an expression that is more general
than Eq. (4.55) for the infinitesimally small decrease in intensity as the photons
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enter the atmosphere, taking into account for the presence of different species whose
contributions to intensity absorption depend on the associatedwavelength-dependent
species absorption cross section σa,s(λ):

dI (z, λ, χ) = −
∑

s

ns(z) σa,s(λ)I (z, λ)dsλ, (4.62)

where summation is performed over the different species s, each species has its own
cross-section and the photon intensity depends on the wavelength as well as the
altitude. Integrating this more general form (4.62) of the intensity decrease along the
optical path yields

I (z, λ, χ) = I∞(λ) exp

(

−
∫ z

∞

∑

s

ns(z)σa,s(λ)dsλ

)

(4.63)

= I∞(λ) exp[−τ(z, λ, χ)], (4.64)

where we have defined the optical thickness (or optical depth) τ as

τ(z, λ, χ) ≡
∫ z

∞

∑

s

ns(z)σa,s(λ)dsλ. (4.65)

Let us consider two idealized scenarios: (1) an absolutely transparent atmosphere
would have zero optical thickness (or opacity), which would mean no absorption
takes place within the atmosphere and thus the intensity at a given altitude would be
equal to the intensity at the top, i.e., Iz = I∞. In an opaque atmosphere with non-zero
optical thickness (τ > 0), we have a reduction of intensity at the layers lower down
in the atmosphere compared with the initial radiation at the top.

In a planetary atmosphere, the altitude variations of the density of the neutral
species depend on the temperature variations and the species scale height as

ns(z) = ns(z0)
Ts(z0)

Ts(z)
exp

(

−
∫ z

z0

dz′

Hs(z)

)

, (4.66)

where the species scale height is given by

Hs(z) ≡ kTs(z)

ms g(z)
, (4.67)

wherems is the molecular mass of the species and g(z) is the height-dependent grav-
itational acceleration. In the approximation of isothermal atmosphere with constant
gravity the species scale height Hs = kTs/msg is constant and Ts(z) = Ts(z0), hence
the number density variation takes the simplified form
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ns(z) = ns(z0) exp

[

−
(
z − z0
Hs

)]

, (4.68)

which is similar to (4.60). Integration of the density from some reference level z0 to
infinity yields the vertical column density

∫ ∞

z0

ns(z)dz = −Hs ns(z)
∣
∣
∣
∞
z0

= ns(z0)Hs (4.69)

The above simplified discussion of absorption of photons within the atmosphere
helps illustrate a practical representation of the ion production process in the
ionosphere aswas initially discussed in thework byChapman (1931). As emphasized
before the basic mechanism that is responsible for the formation of the ionosphere
is photoionization, which leads to a free electron-ion pair. If the incoming radiation
provides more energy than required for the ionization of a given neutral species than
the excess energy is taken by the free electron as a kinetic energy and/or the resulting
ion is excited. The rate of production of electron-ion pair can be represented by the
Chapman production function Pc as

Pc(z, χ) = I (z, χ)ησa n(z), (4.70)

where the intensity of photon radiation at a reference level, I (z, χ) is given by Equa-
tion (4.61) for the simplified case of single absorbing species and η is a probability
of photon absorption. Rewriting this expression yields

Pc(z, χ) = I∞ exp[−H n(z)σa secχ ] η σa n(z). (4.71)

The maximum rate of ionization at an altitude zm occurs when ∂Pc/∂z = 0. For this
condition, we get the location of the maximum ionization production

P(z = zm, χ) = I∞ η cosχ

H exp(1)
(4.72)

Note that the different atmospheric species have different ionization threshold poten-
tial (see Table4.2). This threshold has to be overcome in order to generate an electron-
ion pair.

4.8 Earth’s Ionosphere

Just like the way Earth’s neutral atmosphere has a distinct vertical structure, Earth’s
ionosphere has a distinct vertical structure as well. Its overall vertical structure
results from the altitude variation of ionizable species and of the ionization rate.
The ionosphere is composed of the D, E, and F regions, where D region is the lower-
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Fig. 4.6 IRI 2012 model Ionosphere

109 1010 1011 1012

Electron Density [m-3]

100

1000

A
lt

it
u

d
e 

[k
m

]

D region

E region

F1 layer

F2 layer

Day
Night

most region and F region is the top of the ionosphere.Additionally, the F region can be
described in terms of the F1 and F2 layers. All known planetary ionospheres demon-
strate a vertical structure, which is generally characterized according to the vertical
profile of the electron density (e.g., Benna et al. 2015; Withers et al. 2015; Witasse
et al. 2008; Ratcliffe 1972). Specifically, this division arises from the successive
peaks of electron density ne. Figure4.6 presents the altitude profile of the nigthtime
(dashed) and daytime (solid thick) electron density in the terrestrial ionosphere based
on the International Reference Ionosphere 2012 ((IRI), Bilitza et al. 2014).

An earlier theory of the formation of ionospheric layers based on idealized
assumptions was already presented in the 1930s by Chapman (1931) as discussed in
the work by Yonezawa (1966). Since then a great deal of progress has been made in
the detailed understanding of various ionospheric processes.

In a plasma, the index of refraction

nr = c

v
, (4.73)

i.e., the ratio of the speed of light in vacuum c to the propagation speed v of the
signal, is inversely proportional to the wave frequency. This property implies that
the higher the frequency of a given wave, the smaller is nr and thus the larger is the
propagation speed. From the definition of the refractive index and noting that the
frequency of a given wave does not change in a refractive medium, we get

nr = λ0

λ
= k

k0
, (4.74)
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where λ0 and k0 are thewavelength andwave number in vacuum, respectively, related
by k0 = 2π/λ0. For nr > 1, λ < λ0 meaning that the wavelength of a wave signal in
a refractive medium is shorter than its wavelength in vacuum. By definition, n = 1
is the index of refraction in vacuum. Then we have λ = λ0. Any other medium has
a refractive index larger than unity. For example, air has an index of 1.0003 and
water has n = 1.3335. Assuming that the ionosphere is horizontally stratified with
an upward increasing number of electrons, a plane wave incident vertically will
be reflected to the ground if nr = 0. A signal propagating through the ionosphere
experiences in general amplitude descrease with distance as exp(κz), where κ is an
absorption coefficient. Themost generic formof the refractive index can be expressed
as a complex number

nr = ar − ibr , (4.75)

where the real part ar expresses thewave velocity and the imaginary part br represents
the absorption. As the ionosphere is a partially ionized medium it can be considered
a partial conductor. Thus, the amount of absorption in the ionosphere is related to
the electric conductivity.

Historically, the refractive properties of the ionospheric plasma have been
exploited in order to characterize the structure of the ionosphere (Ratcliffe and
Weekes 1960; Schunk and Nagy 2009). Specifically, the standard method of deter-
mining the vertical structure has been the radio sounding technique. In this technique,
the time delay τ between the transmitted and the received radio signal (echo) is used
to determine the height of the reflecting layer, which is referred to as the virtual
height h′ given by (Elias et al. 2017)

h′ = c τ

2
, (4.76)

where c is the speed of light. Typically, as the transmitted frequency of the wave
is increased the respective altitude of reflection increases until a so-called critical
frequency or the penetration frequency f0 is reached at which there are just sufficient
electrons for the reflection to take place. In other words, this critical frequency is
given by the maximum plasma frequency of a given layer. The critical frequency is
proportional to the electron density and is related to a virtual height. Each ionospheric
layer is characterized by its own critical frequency, such as, f0E, f0F1, and f0F2.
Above the critical frequency no reflection takes place. If a signal frequency is larger
than the critical frequency, the signal propagates through the layer. Therefore, if
the signal frequency emitted by a ground-based source is larger than the maximum
critical frequency for the whole ionosphere, then information can be received by
space-borne instruments.

An ionosonde instrument uses the reflective properties of the ionosphere in order
to determine various ionospheric parameters. An ionosonde recording is called an
ionogram, which displays a unique relationship between the frequency of the emit-
ted signal and the virtual height h′. A sample ionogram is seen in Fig. 4.7 adopted
from the work by Reinisch (2000). The structure of the echo is presented in a
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Fig. 4.7 A sample ionogram for midday recorded at Millstone Hill, MA displaying the different
ionogram outputs: O (red) andX (green) echo traces and illustrating the different ionospheric layers.
Some of the auto scaled characteristics are listed on the left (Reinisch 2000, Fig. 1)

height-frequency diagram, where the critical frequencies f0E, f0F1, and f0F2 and
the virtual heights h′F and h′F2 are retrieved. The derived electron density profile is
overplotted, denoted by N (h) in the figure. Modern-day ionosondes typically scan
a frequency range of 1–30 MHz, corresponding to wavelengths ranging from 10 to
300 m.

Processes influencing the formation and evolution of a planetary ionosphere are
controlled by photochemical processes and transport processes depending on the
height. Additionally, the ionosphere is influenced by external forces frombelow (Laš-
tovička 2006; Pancheva et al. 2012; Yiğit et al. 2016) and from above (Laštovička
2009; Yiğit and Ridley 2011; Yiğit et al. 2012; Gong et al. 2013). Photochemical
processes involve the production and destruction of ionization while transport rep-
resents how ionization moves or gets redistributed.

When characterizing the different ionospheric regions in detail, three important
physical aspects should first be considered

1. The solar spectrumdeposits its energy at various heights depending on the absorp-
tion characteristics of the atmosphere, which in turn depends on the neutral (ion-
izable) species;

2. Recombination depends on the density; and
3. Atmospheric composition changes with height.
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The interplay of these properties lead to the formation of ionospheric regions with
different governing processes and varying degree of complexity.

If both photochemical and dynamical (i.e., transport) processes are considered,
the tendency of electron concentration will result from a superposition of production
P , loss L , and transport

∂ne
∂t

= P − L − ∇ · (neue), (4.77)

where the transport term

∇ · (neue) = ne(∇ · ue) + ue · (∇ne), (4.78)

depends on the divergence of the electron drift velocity ue,∇ · ue, and on the concen-
tration gradient, ∇ne. Note that the structure of the electron concentration tendency
equation (4.77) is identical to the chemical continuity equation (4.53) or the number
density equation (4.54). Equation (4.77) applies equally to ions.

Various approximations can be made to the electron concentration equation. In
Earth’s ionosphere below 200 km, photochemical equilibrium assumption is under
certain circumstances a good approximation in the D, E, and F1 regions by day.
In this case, the electron tendency controlled solely by the production and loss of
electrons. If the loss process is occurring much faster than the time rate of change
of the electrons, than photochemical equilibrium applies, in which production term
balances the loss term, P = L . Above about 250km in the F2 layer photochemical
processes are less important than transport, thus the ∇ · (neue) term is the dominant
term.

The solar energy is attenuated while it passes through the atmosphere because of
ionization, dissociation, and excitation of atmospheric constituents. Photoionization
is the predominant production process, while recombination is an important loss
process in Earth’s ionosphere. Photoionization occurs via the absorption of a photon

A
hν−→A+ + e−, (4.79)

where the photon energy hν must be larger than the ionization potential of the species
A. The ionization potential is the minimum amount of energy that is necessary to
remove an electron from an atom or molecule to infinity. Here we are mainly con-
cerned with the outermost electrons, that is, the electrons which are in the outermost
orbit or shell of an atom. These electrons are sometimes referred to as valence elec-
trons.

Radiative recombination is the reaction of an ion with a free electron

A+ + e− −→ A∗ + hν, (4.80)
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where A∗ indicates that the species A may be in an excited state. The predominant
loss process is the electron-ion dissociative recombination

AB+ + e− −→ AB −→ A∗ + B∗ + hν, (4.81)

A∗ and B∗ correspond to the excited states of the constituents A and B, respectively.
This process is of particular importance in Earth’s, Venus’, and Mars’ ionospheres
for the loss of the molecular oxygen ion

O+
2 + e− −→ O∗ + O∗ + hν, (4.82)

where O∗ indicates that the product can be in an excited state of the atomic oxygen,
such as O(1D) and O(1S).

Essentially, the photoionization produces a free electron-ion pair. The excess
energy goes to the kinetic energy of the electron and excitation of the produced ion.
A convenient description of the photoionization process is given by the Chapman
production function, Pc, presented in Eq. (4.70). Let us next discuss some of the basic
features of Earth’s ionosphere, which is the most well-studied planetary ionosphere
and many fundamental processes can be generalized to other ionospheres.

4.8.1 D Region

The D region is the lowest lying region of the ionosphere, extending from ∼ 60 to
∼90–95 km. It is a region of weakly ionized plasma with densities in the order
of 106 m−3, typically disappears at night, and coexists with a relatively denser
mesosphere and lower thermosphere (MLT) that is controlled by neutral dynam-
ics and internal waves. The ionization sources are very energetic charged particles,
such as the Galactic Cosmic Radiation (GCR), the most energetic part of the solar
irradiation, which is in the X-ray spectrum range with wavelengths less than 10nm
and energies in the order of 100 keV (Fig. 2.5), EUV radiation less than about 110
nm, and hydrogen Lyman-α emission line (121.6 nm). The minor constituent NO is
strongly ionized by the strong portion of the ultraviolet radiation.

4.8.2 E Region

The E region is the first ionospheric region thatwas discovered. It extends from90–95
to∼130 km. Ionization of atomic and molecular oxygen contributes to the formation
of E region by high-energetic X-ray radiation and Lyman β radiation (102.6) nm.
The predominant ions are O+

2 and NO+ and the typical plasma density is in the order
of 1011 m−3. Additionally, meteor ablation between about 85 and 130km leads to the

http://dx.doi.org/10.1007/978-3-319-62006-0_2
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formation of metallic ions, such as Fe+, Si+, and Mg+. The E region coincides with
the dynamo layer and is the region where large electrical conductivities are found.

4.8.3 F Region

The F region ionosphere plays a key part in ionospheric research owing to its com-
plexity and anomalous behavior. It can be split into an F1 layer extending from∼ 130
to∼ 180 km and the F2 layer, extending from 180km upwards. In terms of the chem-
istry and physics there are fundamental differences between the F1 and F2 layers.
The F1 is overall in photochemical equilibrium and it disappears at night, while in
the F2 layer dynamical and transport processes are important and it is thus not in
photochemical equilibrium and cannot be described by a Chapman layer approxima-
tion. Also, the F2 layer exists during the day and night. In particular above 250km
transport is very important, where the chemical loss rate of ions is comparable to their
diffusion rate through the neutral gas. Hence, transport directly influences electron
and ions densities. The F2 plasma density peak occurs as a result of competition
of chemical loss (recombination) and diffusive transport. The height of the peak
plasma density, hmF2, is highly variable: 200–450 km, depending on solar and geo-
magnetic activities. The dominant species in F2 layer is O+, while in the F1 layer
O+

2 and N+
2 are prevalent. The atomic oxygen red line emissions take place in the

F-region, in particular, in the F2 layer at night. F region is also the most anomalous
ionospheric region, demonstrating e.g., Spread-F and annual asymmetry phenomena.
It is strongly coupled to magnetospheric activity via current systems and convection
electric fields at high-latitudes.

4.8.4 Dynamo Layer

In the mesosphere and lower thermosphere (80–130 km), coinciding with the D and
E region ionosphere in altitude, mutual interaction of neutrals and plasma lead to
formation of a dynamo layer, where neutral dynamics, mainly dominated by tidal
motions and gravity wave saturation, can lead to dynamically induced electric cur-
rents in the presence of a magnetic field. The plasma and neutral parameters that
shape the altitude variation of this layer are the plasma gyrofrequencies and col-
lisions between plasma and neutrals. As collision frequencies depend on the mass
density of the species involved in collisions, it varies in general much strongly with
altitude than the gyrofrequency variation with altitude.

Thegyrofrequencyof electrons aremuch larger than ions for a givenmagnetic field
due to their much smaller mass.Within the dynamo region ions are tightly coupled to
the neutrals as νin > ωci , while for the electrons we have νen < ωce and thus electron
motion is governed primarily by the E × B drifts, driving the Hall current associated
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with the Hall conductivity. At the top of the dynamo layer νin ≈ ωci , where ions lead
to a Pederson current.

Overall, in the low-latitude to middle-latitude dynamo region, the generalized
Ohm’s law describes the relationship between electric fields and conductivities as
(Vichare et al. 2012)

j = σp(E⊥ + u × B) + σH b̂ × (E⊥ + u × B) + σ‖E‖, (4.83)

where u is the neutral drift velocity,E‖ andE⊥ are the components of the electric field
parallel and perpendicular to the magnetic field, respectively, and b̂ = B/|B| = B/B
is the unit vector along the magnetic field.

4.9 Mars Ionosphere

Our closest neighbor Mars, the fourth planet from Sun, has fascinated astronomers
since the early ages because of its spectacular similarities and but also interesting
differences to Earth.

4.9.1 General Characteristics

Mars is also a terrestrial planet with a prominent atmosphere. Its radius is approxi-
mately the half of Earth’s (rm/re = 0.532); with a mean distance of 1.523 AU from
Sun, it has a mean orbital period of 686.9 sols; its axial tilt of 25.19◦ and rotational
period (one rotation around its own axis, i.e., 1 sol) of 24.6 h, which is only about
2.5% longer than an Earth day, are very similar to those of Earth. However, Mars’s
orbit around Sun is very eccentric, producing substantial seasonal differences. Its dis-
tance from Sun varies from ∼1.34 AU during winter solstice (Ls = 270◦) to ∼1.65
AU during summer solstice (Ls = 90◦) in the northern hemisphere. Thus, this orbital
configuration implies that the seasons in the different hemispheres occur with vary-
ing intensity. For example, Mars is some 45 million kilometers closer to Sun during
southern hemisphere summer than northern hemisphere summer, which are called
the perihelion, the closest point to Sun, and the aphelion, the furthest point of the
orbit from Sun. If you realize that the mean distance of Moon from Earth is about
380 thousand kilometers, this variation of the orbital distance is pretty remarkable.
How elliptical the orbit of a planet around Sun is quantified by the orbital eccentric-
ity parameter, which is e = 0.0934 for Mars, where the eccentricity e is evaluated
in terms of the semimajor axis a and semiminor axis b as e = √

1 − (b2/a2). In
comparision, Earth’s current orbital eccentricity is 0.0167.
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4.9.2 Formation of the Ionosphere

Mars’ atmosphere, extending from its surface up to about 300 km, is composed of
95% CO2. Thus, at high-altitudes, CO2 is the main species which can be photoion-
ized. This process is analogous with the photoionization of O2 and N2 in Earth’s
thermosphere. The atomic oxygen is a minor species. In Martian models, due to
insufficient knowledge of the distribution and variability of oxygen, one has often
used oxygen profiles based on the one-dimensional photochemical model of Nair
et al. (1994). On Mars, ion production thus occurs by the ionization of CO2 mole-
cules by solar photons of λ ≤ 90 nm and of O atoms by photons of λ ≤ 91.1 nm:

CO2
hν−→CO+

2 + e−, (4.84)

and
O

hν−→O+ + e−, (4.85)

However, a major ion is the molecular oxygen ion O+
2 , which is quickly formed

via atom-ion exchange between the atomic oxygen and the carbon dioxide ion (CO+
2 )

as
O + CO+

2 −→ O+
2 + CO (4.86)

or by charge transfer

O + CO+
2 −→ O+ + CO2 (4.87)

O+ + CO2 −→ O+
2 + CO (4.88)

TheMartian ionosphere has a distinct vertical structure, which can be retrieved for
example from satellites. Rishbeth and Mendillo (2004) have analyzed Mars Global
Surveyor electron density data and evaluated 17 daily mean electron density profiles
for March 1999. Their results are shown in Fig. 4.8. There is a certain degree of day-
to-day variability but the overall structure of the profiles is robust. The lower layer

Fig. 4.8 Altitude variations
of the daily mean electron
density profiles [cm−3] taken
in March 1999 from 9–27
March 1999 at latitudes
69−73◦ N around 0400 local
time at solar zenith angle
χ = 76.5–78◦ (Rishbeth and
Mendillo 2004)
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Fig. 4.9 Altitude variations
of the number densities
[cm−3] of ion species, NO+,
CO+

2 , O
+, O+

2 , and H+, in
the Martian ionosphere
calculated with a theoretical
ionosphere model, coupling
plasma conservation
equations and comparison
with Viking 1 and 2 lander
observations for CO+

2
(crosses), O+ (triangles),
and O+

2 (circles). (Chen et al.
1978, Fig. 6)

called the “M1” layer peaks at a height of about 110km above the Martian surface.
The main layer called “M2” peaks at about 135 km. Rishbeth and Mendillo (2004)
suggest that the M1 and M2 layers are comparable to the terrestrial E and F1 layers.

Earlier measurements of the Martian ionosphere have been conducted with the
Viking mission and interpreted with theoretical ionosphere models. Using such an
ionospheremodel, Chen et al. (1978) have calculated ion density and the temperatures
of ions and electrons by solving the coupled continuity, momentum, and energy
equations. Their results are seen in Fig. 4.9, where the vertical profiles of NO+,
CO+

2 , O
+, O+

2 , and H
+ are shown, specifically, comparing with Viking 1 & 2 lander

observations of CO+
2 (crosses), O+ (triangles), and O+

2 (circles), which suggested an
overall good agreement.

Recently, NASA’s MAVEN mission detected with the Neutral Gas and Ion Mass
Spectrometer (NGIMS) instrument 22 ion species and measured the associated ver-
tical profiles between 150 and 500 km (Benna et al. 2015), which provides further
details of theMartian topside ionosphere. They showed that below 300 km, O+

2 is the
dominant ion species, however, O+ number density peaks around 300 km (nO+ = 103

cm−3) becomes comparably abundant above this altitude as it was observed that O+
and O+

2 densities were approximately equal. Figure4.10 presents the altitude profiles
of the averaged density of the ion species as observed by MAVEN/NGIMS. Both
MGS and MAVEN observations show that the peak plasma density in the Martian
ionosphere is in the order of 1010 m−3, which is about 100 times less than the peak
electron density in Earth’s ionosphere.
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Fig. 4.10 Altitude profiles of the averaged density of ionospheric ions measured by NGIMS at
SZA = 60 at altitudes between 150 and 500 km. (Benna et al. 2015)

Comparison with the measurements of the Viking mission, MAVEN observations
of neutral and ion species (O+, O+

2 , CO
+
2 ,) have demonstrated much larger densities

(Withers et al. 2015). Previous modeling studies have demonstrated some degree of
discrepancy in terms of which is the dominant ion species in the topside ionosphere.
Seasonal effects can play a role in this context, which most observations and models
have yet not considered.

4.10 Space Weather

Space weather is understood as the effects of Sun on Earth’s magnetic field and
atmospheric environment.As themagnetosphere is coupled to the ionosphere, and the
ionosphere coexists with the thermosphere, any solar disturbances can be transferred
to Earth’s atmosphere. Geomagnetic storms are clearmanifestations of spaceweather
effects. During such storms sudden disturbances occur in the intrinsic magnetic
fieldwith a resultant coupling to the ionosphere-thermosphere. Figure4.11 illustrates
Earth’s Sun-atmosphere environment coupled to the technological infrastructure,
such as satellites, electric power grids, aviation, and navigation. The causes and
effects of space weather events should be better understood in order to better forecast
these events and take the necessary measures. For example, space radiation in the
form of high-energy protons originating at Sun can affect critical computer systems
during rocket launches. Efffects of space weather will be further discussed in the
next Chap.5.5.

http://dx.doi.org/10.1007/978-3-319-62006-0_5
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Fig. 4.11 Technological infrastructure affected by space weather events include satellites, aircraft,
and power grids. Credit: NASA

4.11 A Summary of the Key Properties of Planetary
Ionospheres

So far I have discussed some of the physical processes that shape the morphology of
planetary ionospheres, focusing on the terrestrial ionosphere. I have also presented
a brief discussion of the Martian ionosphere. As the ionosphere coexists with the
neutral atmosphere, there is a significant amount of coupling between the neutrals
and ions, depending on the degree of ionization and their differential motion. In
Earth’s upper atmosphere, the ionosphere is less dense than the neutral atmosphere
(ne < nn), however, it extends over a much larger altitude than the thermosphere.
Some general properties of planetary ionospheres can be summarized as follows:

Formation Above a certain altitude in the upper atmosphere, for example z > 60
km for Earth, photoionization becomes significant and plays the major role in the
formation of the ionosphere, which to a large extent overlaps with the thermosphere,
the hottest region of a planetary atmosphere.

Characterization The ionosphere is characterized in terms of the vertical variation
of the plasma density. On Earth, we have the D-, E-, and F-region, where the latter
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contains the largest amount of plasma. OnMars, the ionosphere is described in terms
of the M1 and M2 layers, which are comparable to the terrestrial E and F1 layers.

Collisions The ionosphere is a multi-species plasma. Electrons, ions and neutrals
interact with each other via collisions. These interactions are expressed by the asso-
ciated collision frequencies νi j , expressing the collisions of the species i with the
species j . The collisions play an important role in the energy and momentum budget
of the thermosphere-ionosphere.

Chemistry Ion chemistry is an important process in the ionosphere. Photoionization
produces a free electron-ion pair. Thus, positive ions are the dominant plasma species,
such asO+ andN+

2 in Earth’s ionosphere; O+ andCO+
2 inVenus’ ionosphere; andO+

2
and O+ in Mars’ ionosphere. All ionospheric species demonstrate distinct variations
with altitude, depending on their scale height. Negative ions can form as well, for
example, in Earth’s D-region ionosphere, where the neutral density is relatively
larger. Charge exchange, recombination, and plasma excitation influence further the
production and loss processes.

External influencesThe ionosphere is influenced, bymeteorological processes (cou-
pling from below) and by space weather effects (coupling from above). Meteoro-
logical effects encompass internal wave propagation and dissipation. Space weather
effects describe the impact of Sun and magnetic processes.

Variability Due to the interplay of internal processes (e.g., weather, chemistry, col-
lisions, transport, etc.) and external influences planetary ionospheres demonstrate a
great deal of variability. This variability manifests itself often as wave-like varia-
tions in field variables. Ionospheric electron densities can demonstrate variability on
different spatiotemporal scales.

Next chapter will discuss the dynamics of the upper atmosphere, focusing on the
effects of meteorological processes (coupling from below) and space weather effects
(coupling from above).
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Yiğit E, Ridley AJ,MoldwinMB (2012) Importance of capturing heliospheric variability for studies
of thermospheric vertical winds. J Geophys Res 117:A07306. doi:10.1029/2012JA017596
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Chapter 5
Dynamics of the Atmosphere-Ionosphere
System

Meteorological Influences, Variability, and Space
Weather

The fundamental idea is that atmospheric pressures, velocities,
etc. should be expressed as numbers, and should be tabulated at
certain latitudes, longitudes and heights, so as to give a general
account of the state of the atmosphere at any instant, over an
extended region, up to a height of say 20km. The numbers in this
table are supposed to be given, at a certain initial instant, by
means of observations.
It is shown that there is an arithmetical method of operating
upon these tabulated numbers, so as to obtain a new table
representing approximately the subsequent state of the
atmosphere after a brief interval of time, δt say. The process can
be repeated so as to yield the state of the atmosphere after 2δt ,
3δt and so on. There is a limit however to the possible number of
repetitions, because each table is found to be smaller than its
predecessor, in longitude and latitude, having lost a strip round
its edge. Only if the table included the whole globe could the
repetitions be endless. Also the errors increase with the number
of steps.

Richardson in “Weather Prediction by Numerical Process”
(1922).

Abstract The upper atmosphere is the outermost region of a planetary atmosphere
where solar radiation leads to formation of an ionosphere with appreciable plasma
densities. The upper atmosphere and ionosphere continuously interact with each
other in a two-way nonlinear manner. It is therefore increasingly common to refer
to them as the atmosphere-ionosphere system. Overall, the state and evolution
of the atmotsphere-ionosphere system is influenced by meteorological processes
from below, which is called “coupling from below”, and by solar and geomagnetic
processes, often defined as “coupling from above” or simply spaceweather.Meteoro-
logical effects include upward propagating gravity waves, planetary waves and tides
from the lower atmosphere into the thermosphere. This chapter reviews some ele-
ments of energetics and dynamics of the thermosphere-ionosphere system. Gravity
waves are shown to play an appreciable role for the energy and momentum budget of
the thermosphere, while planetary waves modulate lower thermospheric variability
over long time scales. During geomagnetic storms, which are a prominent mani-
festation of space weather, the thermosphere and ionosphere undergo substantial
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dynamical and thermal changes due to enhanced ion drag, Joule heating, and particle
precipitation. A comprehensive understanding of the response of the atmosphere-
ionosphere system to processes of lower atmospheric origin and those originating at
Sun require a whole atmosphere approach.

Keywords Atmosphere-ionosphere dynamics · Variability · Vertical coupling ·
Gravity waves · Tides · General circulation modeling · Thermosphere-ionosphere ·
Space weather · Geomagnetic storms

5.1 Introduction

The atmosphere-ionosphere system is influenced by a combination of dynamical,
energetic, and mixing processes. It is influenced by meteorological phenomena from
below (Laštovička 2006; Yiğit et al. 2009, 2012a, 2014, 2016b; Yiğit andMedvedev
2015, 2016; Hickey et al. 2009, 2010; Kazimirovsky et al. 2003; Galvan et al. 2012;
Vadas et al. 2009; Oberheide et al. 2015) and by solar and geomagnetic processes
and solar variability (Yiğit et al. 2016a; Huang et al. 2014; Blanch et al. 2013; Gong
et al. 2013; Balan et al. 2011; Mikhailov 2008) from above as illustrated in Fig. 5.1 in
a simplified fashion. Meteorological processes include the direct effects of internal
waves propagating from below (gravity waves, tides, planetary waves, etc.) and other
transient events, such as sudden stratospheric warmings (SSWs) (Goncharenko et al.
2013; Fagundes et al. 2015;Miyoshi et al. 2015;Yiğit andMedvedev2012) and quasi-
biennial oscillations (QBOs) (Canziani and Holton 1998; Holton and Lindzen 1972).
It is also common to relate the variations of the thermospheric and/or ionospheric
parameters to specific lower atmospheric processes, such as earthquakes, convection,
thunderstorms, tsunamis, etc.

Coupling from above entails the ionizing effects of Sun, solar wind and coronal
mass ejection (CMEs) effects, precipitating particles (Clilverd et al. 2015; Wilson
et al. 2006; Baker et al. 2004; Galand et al. 2001), and electric fields of magne-
tospheric origin (Klimenko and Klimenko 2012; Deng et al. 2009; Matsuo and Rich-
mond 2008). Solar wind propagating from Sun and impacting the terrestrial magne-
tosphere can cause severe geomagnetic storms in the ionosphere, which ultimately
influence the upper atmosphere and other layers below. Severe magnetic storms can
impact the surface and technological facilities.

The overall goal of this final chapter is to discuss some basic physical mechanisms
and selected research topics of the atmosphere-ionosphere system. Previous chap-
ters have so far reviewed various physical concepts of space physics and ionospheric
chemistry. There are many interesting challenges in ionospheric physics. Especially,
in a planetary science context, due to a growing interest in the aeronomyof other plan-
ets, ionospheric physics will concern many researchers who are interested in better
understanding other planets. In particular, given the rapid technological advance-
ments in atmospheric remote-sensing and in the development of complex global
scale numerical models, science community is occupied with an ever increasing
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Fig. 5.1 A simple
illustration of Vertical
coupling in the
atmosphere-ionosphere
system. Coupling from above
includes processes such as
solar, magnetospheric, and
geomagnetic origin, while
coupling from below denotes
the combined effects of
meteorological processes.
Adopted from (Yiğit et al.
2016b, Fig. 1)

Coupling from Above:
Solar, Magnetospheric, and Geomagnetic Processes

State and Evolution of the
Atmosphere-Ionosphere

Coupling from Below:
Internal Waves

(Gravity Waves, Tides, Rossby Waves, Kelvin Waves)

number of fundamental science questions concerning the variations of atmospheric
and ionospheric environments on different spatiotemporal scales.

On the one hand, satellite observations provide a detailed survey of the upper
atmosphere, where they can operate in a highly rarefied atmosphere. On the other
hand, complex atmospheric models called general circulation models (GCMs)
(Chap.6 Yiğit 2015) that solve in an ever increasing spatial resolution the funda-
mental conservation equations for every minute of the day for all locations of the
globe are being developed. It has become a common research activity to use mod-
els that have been extensively developed and tested in Earth’s atmosphere for other
planetary atmospheres and ionospheres. I think, it is therefore instructive to start
with the discussion of modeling of the dominant physical mechanisms in the upper
atmosphere, which the next section will focus on. In this context, it is important to
realize that the ultimate goal of atmospheric modeling is not to account for every
possible process that is occurring in nature. It is in fact pretty impossible to achieve
this goal. Some small-scale processes like gravity waves, convection, and clouds can
often not be self-consistently represented in GCMs; hence they are parameterized.
Improving physical foundations of such parameterizations may lead to an improved
representation of nature. What however is a key requirement for a successful mod-
eling is to identify the important processes in the atmosphere and then formulate a
mathematically accurate representation of these physical processes, which can then
be converted to a robust computer model utilizing appropriate numerical techniques.
One often analyzes the time scales over which physical processes occur in order to
evaluate their relative significance. Often chemical and dynamical time constants are
compared to each other. So, overall, modeling is a fascinating activity during which
solutions of complex physical and chemical equations of physics are approximated
via numerical methods for the purpose of better understanding how nature works.
In summary, the following three science questions, among many others, can help
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appreciate the complexity of the planetary atmospheres and ionospheres and guide
one through this challenging endeavor:

• What are the important key physical processes (internal and external) in the
atmosphere-ionosphere system?

• How do these physical processes control the state and evolution of the system?
• How are the different layers within this system are coupled to each other?

Next section presents some basic principles of modeling planetary atmospheres
and ionospheres. Later sections will discuss meteorological influences on the upper
atmosphere (Sect. 5.3), thermospheric vertical winds (Sect. 5.4), space weather and
geomagnetic storms (Sects. 5.5 and 5.6).

5.2 Modeling Planetary Upper Atmospheres
and Ionospheres

The purpose of modeling in the context of planetary atmospheres and ionospheres is
to predict the future state of atmospheric dynamics fromknowledge of its present state
by using numerical methods in order to solve the coupled conservation equations.
The feasibility of such an approach has already been proposed by Richardson (1922).
The associated equations form a closed set of prediction equations, called prognostic
equations, which relate field variables to each other. Next sections provide some
insight into the dynamics and energetics of planetary atmospheres in the context of
GCMs.

5.2.1 General Circulation Modeling
of the Atmosphere-Ionosphere System

Models are powerful numerical tools in which various physical and chemical
processes can be investigated in a controlled manner and their importance for a
physical system can be assessed. One of the most sophisticated flavors of numer-
ical models that are developed for the atmosphere-ionosphere system is GCMs. It
is used to predict the future state of the atmospheric circulation from knowledge of
its present state by using numerical approximation techniques to the dynamical and
chemical equations based on conservation laws of physics. A comprehensive GCM
uses the principles of energy, momentum, andmass conservation, taking into account
various radiative, chemical, and dynamical processes, in order to simulate the state
and evolution of the atmosphere. While doing so, it can be used to diagnose physical
processes influencing the system. The assumed equations constitute a closed set of
equations. These coupled equations are solved in a global grid, consisting of a dis-
crete number of latitudes and longitudes in the horizontal direction, at fixed vertical
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Fig. 5.2 An illustration of a
representative horizontal grid
used in general circulation
models (GCMs), consisting
of a discrete number of
latitude (North-South
direction) and longitude
(East-West direction) grid
points based on a specified
resolution. The equator (0◦
latitude) and the Prime
Meridian (0◦ longitude)

levels starting either at the planetary surface or at a reference level in the atmosphere.
This three-dimensional space is called the model domain. An illustration of a hori-
zontal numerical grid is seen in Fig. 5.2 where the Equator and the Prime Meridian
are marked as representative of 0◦ latitude and 0◦ longitude, respectively. The lon-
gitude is aligned in the East-West direction (positive east), while the latitude is in
the North-South direction (positive north). The horizontal model grid can then be
represented bym × n latitude-longitude grid points. The higher the resolution of the
model, that is, the larger the m × n grid points, the larger the horizontal resolution
of the model and higher is the computational cost.

In a GCM, differential equations of physics and chemistry are then converted to
algebraic difference equations. For example, for a given time step, the zonal inertial
acceleration u (∂u/∂x) can be approximated with a first-order forward difference
equation as

u
∂u

∂x
≈ u(x, y, t)

[
u(x + δx, y, t) − u(x, y, t)

δx

]
, (5.1)

where δx is the grid spacing (i.e., resolution) in the x-direction. From the initial state
t = 0, for which the initial conditions are specified, the dynamical equations are
integrated in time to get future state t > 0, assuming specific boundary conditions.
Coupled equations are solved for the particular grid points associated with a reso-
lution. All atmospheric models require specification of boundary conditions in the
lower boundary (e.g., the planetary surface) and in the upper boundary (i.e., at the
top of the model domain). In practical applications, boundary conditions are chosen
depending on the available observational constraints.
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In the vertical direction, GCMs can assume a number of different vertical coordi-
nate systems, each of which has various advantages and disadvantages. The specific
choice of a coordinate system depends on the particular part of the atmosphere to
be modeled. If the lower atmosphere is to be modeled in detail, then it is desir-
able that the vertical coordinates are terrain following, such as the σ -coordinate
system. More sophisticated models extending from the surface to the middle and
upper atmosphere utilize a hydrid-coordinate system, which is thought to combine
the strengths of more than one vertical coordinate system. For example, the σ -p-
coordinate (sigma-pressure coordinate) system (Simmons and Burridge 1981) is
terrain-following in the lower atmosphere and it gradually transitions to a pressure
coordinate system at higher levels. Various numerical weather forecast models and
ensemble average models, such as the Goddard Earth Observing System-5 (GEOS-
5) atmospheric general circulation model (AGCM) (Rienecker and CoAUTHORs
2008) and NCEP (National Centers for Environmental Prediction) model use this
technique. Also, in the Max Planck Institute Martian General Circulation Model
((MPI-MGCM), Medvedev et al. 2013, 2015, 2016) and the Kühlungsborn Mecha-
nistic Circulation Model ((KMCM), Zülicke and Becker 2013; Becker et al. 2015)
this approach is implemented.

An example of model analysis at fixed pressure levels is shown in Fig. 5.3. Pres-
sure level-latitude distribution of geopotential height Z is plotted for low solar activ-
ity conditions using the Coupled Middle Atmosphere Thermosphere-2 Earth GCM

Fig. 5.3 Zonal mean geopotential height (Z ) variations [km] as function of pressure [Pa] and
latitude simulated by the Coupled Middle Atmosphere Thermosphere-2 Earth GCM (left panel)
and by the Max Planck Institute for Solar System Research Martian GCM (Medvedev et al. 2011,
Fig. 1). In the case of Mars, simulations are shown for Ls = 180◦ (blue) and Ls = 270◦ (red)
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(left panel) and the MPI-MGCM (right panel). Note that the CMAT2 extends from
15 km (104 Pa) upward while the lower boundary of the MGCM is at the surface
(∼600 Pa).

CMAT2 utilizes the pressure coordinate system, where the vertical levels are
specified as a function of scale height

p = p0 exp(−z/H) = p0 dn(1 − n), (5.2)

where dn = 1/3 states that each pressure level is separated from the next level by one-
third of a scale height. The geopotential height is in general varies with season, solar
and geomagnetic activity. If we compare these distributions to each other in order to
find out to what pressure level Z corresponds to, we see that Mars’ atmosphere is
overall less dense at a given height as p ∝ ρ. The pressure conditions on the surface
ofMars are found in the stratosphere-lower mesosphere region of Earth at an altitude
of 50–60 km.

It has been approximately half a century that GCMs have been used to charac-
terize the large-scale structure of the thermosphere and ionosphere. Such models
tried to isolate the thermosphere by assuming lower boundaries somewhere around
the mesopause region (∼90) km. One of the earlier models that resembled a sim-
plified GCM was the two-dimensional steady-state thermospheric dynamics model
of Dickinson et al. (1971). Later, more complex three-dimensional time-dependent
GCMs were developed (Dickinson et al. 1981; Fuller-Rowell 1981). Further stud-
ies have realized the importance of self-consistent coupling between the ionosphere
and thermosphere in order to better simulate the upper atmosphere. The Global
Self-consistent Model of the Thermosphere, Ionosphere, Protonosphere (GSM-TIP)
(Namgaladze et al. 1988) allows modeling studies accounting for various neutral and
ionospheric drivers (Klimenko and Klimenko 2012).

Overall, modeling physical processes involves various simplifications, simulta-
neously illustrating how complex physics and chemistry can be approximated for
the purpose of better understanding the large-scale structure of the atmosphere-
ionosphere system.

Next I would like to discuss the complexity and fundamental physical processes
that form the foundations of such models.

5.2.2 Complexity

As discussed in previous chapters, the atmosphere-ionosphere system is a complex
multi-species environment. There are multiple neutral and ionized chemical species.
The underlying plasma and neutral equations are highly nonlinear and can thus
not be solved analytically. Only very simple estimations can be made, which can
help better predict the future state of the system. Observations provide a method
of characterizing the system but detailed understanding of the controlling physical
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mechanisms require somemodeling efforts. So, what do wemean bymodeling? And
what kind of physical insight can the modeling technique provide for the scientist?

As the first volume ofmy book focused on themodeling of the neutral atmosphere,
or the general circulation modeling of the neutral atmosphere, I would like to extend
the discussion of modeling to the ionosphere-thermosphere system. Essentially,
the major component of the upper atmosphere, above the mesopause, is the ther-
mosphere, the hottest region of a planetary atmosphere. which is much denser than
the ionosphere in most planets studied so far but the ionosphere has a substantial
dynamical and thermal influence on the neutral atmosphere via collisional energy
and momentum transfer processes and vice versa. This type of coupling is referred to
as a two-way coupling, which is a highly nonlinear process. GCMs that are designed
to simulate the atmosphere-ionosphere system are based on the fluid model of the
atmospheric gas, as discussed in Sect. 3.1.

Modeling the ionosphere can be structured by considering various submodels
or components, such as, the neutrals, ion production and loss, thus ion chemistry,
transport, electric fields and magnetic field models. These components are the key
components of a theoretical ionosphere model (Nisbet 1975). Here I would like
to highlight some of the selected key physical mechanisms that are particularly
important for the energy and momentum budget of the thermosphere-ionosphere
system by organizing the discussion as aspects of dynamics and energetics.

5.2.3 Dynamics

In the context of dynamics one is primarily interested in the momentum balance,
which can be expressed by Newton’s law:

du
dt

=
∑
i

Fi , (5.3)

stating that the net acceleration acting on a body is given by the sum of the various
body forces and viscous forces per unit massFi acting on the body. In a dynamical
equilibrium state the sum of all forces acting on the system vanishes

∑
i

Fi = 0, (5.4)

The more precisely the spatiotemporal variations of the contributing forces are
represented, the more accurate is the modeling of thermospheric and ionospheric
dynamics. Note that the governing equations have to be written both for the neutral
atmosphere and the ionosphere as the upper atmosphere is a two-component fluid—
neutrals and charged particles (ions and electrons).

http://dx.doi.org/10.1007/978-3-319-62006-0_3
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On the one hand, presence of an ionosphere modifies the general circulation of the
thermosphere, and on the other hand the neutral atmosphere impacts the ionosphere
significantly. In the ionosphere, the ion concentration can reach significant levels so
that the ionmotion can impact the neutral air motion. This frictional effect of the ions
on the neutral is called the ion drag and is a major physical mechanism, in particular,
in the F region. Given that νni expresses the neutral-ion collision frequency, that is,
the frequency of the collisions of the neutrals with the surrounding ions, the body
force per unit mass ai acting on the neutrals due to the neutral-ion collisions is
given by

ai =
(

∂un
∂t

)
ni

= −νni (un − ui ). (5.5)

We have the relationship from 2.62

ρiνin = ρnνni (5.6)

to express the ion drag in terms of the densities as

ai = −νin
ρi

ρn
(un − ui ), (5.7)

where in a multi-component planetary atmosphere and ionosphere, chemical species
are diffusively separated in the vertical direction and we have different densities for
the different species and thus for the total ion and neutral mass densities we get

ρi =
∑
is

ρis =
∑
is

nismis (5.8)

ρn =
∑
ns

ρns =
∑
ns

nnsmns . (5.9)

Above the subscripts “is” and “ns” denote the different ion and neutral species in a
planetary upper atmosphere. From the above relations, we can conclude that as the
neutral atmosphere is much denser than the ionosphere ρn > ρi , we have νin > νni ,
that is the collision frequency of the ions with the neutrals is larger than the collision
frequency of neutrals with the ions. Then, are the effects of the neutrals on the ions
the same as the effects of the ions on the neutrals? Not at all. If we write down the
neutral drag term on the ions similar to the expression (5.5), we see that, because
ρn/ρi > 1, the neutral drag is larger than and oppositely directed to the ion drag for
a given configuration of relative ion-neutral (or neutral-ion) differential velocity.

It is seen that the neutral air is accelerated, if we assumed the ion velocity to be
constant, with a time constant of τi = ν−1

ni toward the ion velocity.

http://dx.doi.org/10.1007/978-3-319-62006-0_2
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Based on our discussion of the governing equations of atmospheric physics in the
first volume of this monograph series and discussion of transport equations, we can
state the complete momentum equation for a (neutral) species as

dus

dt
= − 1

ρs
∇ps + ν �us − 2��� × us + g −

∑
j

ν s j (us − u j ) + F ′
s (5.10)

where we have on the right hand side the pressure force, viscosity, Coriolis force,
gravity, collisional drag, and small-scale gravity wave (GW) effects (F ′).

Specifically, we canwrite Eq. (5.10) for the thermosphere, noting that the different
neutral species perform a drift motion together

du
dt

= − 1

ρ
∇p + ν�u − 2��� × u + g − ν ni (u − ui ) + F ′, (5.11)

where we have used the neutral-ion collision frequency νni , neutral drift velocity u,
and ion drift velocity ui . The collisional drag for neutrals is caused mainly by ions
and is thus called ion drag. Various approximations are possible to the momentum
equation, such as the geostrophic and gradient wind balances. The corresponding
momentum equations for electrons and ions are as follows:

dui
dt

= 1

ρi
∇ · σi − 2��� × ui + g + qi

mi
(E + ui × B) −

∑
s

ν is(ui − us), (5.12)

due
dt

= 1

ρe
∇ · σe − 2��� × ue + g + qe

me
(E + ue × B) −

∑
s

ν es(ue − us), (5.13)

where σi and σe denote the ion and electron stress tensor terms, respectively, as
defined in a generic form in Sect. 3.9, and the fourth term on the right-hand side
is the Lorentz force term, and the final term is the collision term that accounts for
the interactions of the electrons and ions with the other species. In the steady-state
approximation, the Lorentz force balances the collisional interactions, assuming that
the major collisional momentum transfers occur due to the interactions with the
ambient neutrals:

− e

mi
(E + ui × B) = −νin(ui − un), (5.14)

e

me
(E + ue × B) = −νen(ue − un), (5.15)

where we made use of the elementary charge e for qi = e and qe = −e.
Models can be readily used to analyze the contribution of different forces to

the momentum balance of plasma and neutrals. For example, Kwak and Richmond
(2007) have used a GCM to study the dynamics of thermospheric winds below
170km for a negative IMF By conditions. Their results indicated that winds above
123km were maintained by the gradient-wind balance among the pressure gradient

http://dx.doi.org/10.1007/978-3-319-62006-0_3
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force, Coriolis, and horizontal momentum advection forces. Yiğit et al. (2009) have
modeled that the small-scale gravity wave (GW) effect term F ′ as parameterized
by the scheme of Yiğit et al. (2008) compete with the ion drag term up to F region
altitudes in a zonal mean sense.

5.2.4 Energetics

Energy is conserved. Therefore, according to the first law of thermodynamics, the
change of internal energy per unit mass inside a fluid element must be equal to the
net gain of energy (heat flow into the system) plus the work done per unit mass on
the fluid element due to body forces

dU = dQ − dW, (5.16)

where dQ > 0 represents heat flow into the system, dW = pdV , and dW > 0 is
the work done by the system. Accordingly, work being performed by the system
contributes toward reducing the internal energy of the system, while performing
work on the system dW < 0 increases its internal energy. Equation (5.16) can be
formulated with the equation of state p = ρRT/M and entropy change dS = dQ T
to write energy equation in terms of pressure and temperature as

T
dS

dt
= cp

dT

dt
− 1

ρ

dp

dt
= dQ

dt
, (5.17)

where dQ/dT is the net heating rate per unit mass (energy deposition rate inWkg−1)
due to diabatic processes, which lead to a change of state due to energy exchange
with the environments as a result of temperature difference.

For adiabatic processes, the system is thermally isolated from its environment,
thus the entropy does not change:

T
dS

dt
= dQ

dt
= 0, (5.18)

and the energy balance is given by

cp
dT

dt
= 1

ρ

dp

dt
. (5.19)

This relationship between the pressure and temperature expresses cooling via expan-
sion or heating via compression associated with adiabatic processes, during which
heat flow in or out of the system is neglected.
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We shall discuss various processes, which contribute to the energy budget of the
upper atmosphere. The mesopause with a mean temperature of around 120–130 K is
the coldest spot in Earth’s atmosphere as has been observed, for example, by falling
sphere techniques (Lübken 1999) andmodeled bymiddle atmosphere GCMs (Berger
and von Zahn 1999). On the other hand, the thermosphere is the hottest region with
temperatures ranging from ∼700 to ∼1500 K depending on solar and geomagnetic
activity. How does the temperature in Earth’s atmosphere increase so rapidly from
the mesopause at around 90–100 km to several hundred K in the thermosphere? This
feature is also present in Mars atmosphere but Mars’ mesopause and thermosphere
are colder than the terrestrial ones. The primary reasonwhy the thermosphere is so hot
is due to the combination of the absorption of solar UV/EUV energy by atmospheric
constituents and the inefficient downward heat conduction. During the day, solar UV
radiation is the most important heat source (Bates 1951). The production of heat
by UV radiation depends primarily on the specific wavelength λ and the altitude
in the atmosphere. Concentration of absorbing constituents ns and the associated
absorption cross sections σs , the solar energy flux at the top of the atmosphere Φuv,
and the efficiency of the conversion of the UV energy to heat (i.e., heating efficiency)
εs should be known. Then, a simple expression for the rate of heat production [W
m−3] due to UV absorption can be given by (Banks and Kockarts 1973)

quv(λ, z) =
∑
s

εs(λ, z) σs(λ) ns(z)Φuv(λ) exp[−τ(λ, z)], (5.20)

where τ is the wavelength and altitude dependent optical depth. I have discussed its
concept in the ionospheric context in Sect. 4.7. The solar energy flux depends on the
wavelength and flux of the photons outside the atmosphere. The absorption cross
section [m2] expresses the ability of a species to absorb a photon of wavelength λ.
Overall, Eq. (5.20) expresses the energy deposition rate due to solar energy absorption
by a given species “s”.

In Earth’s thermosphere, knowledge about the photoabsorption cross sections for
O, N2, and O2 are most important. Earlier measurements of the solar EUV and UV
fluxes in the Schumann-Runge continuum (λ < 170 nm) have been performed by the
Atmosphere Explorer satellites in the 1970s. Besides radiative heating via photoab-
sorption, radiative cooling processes should be accounted for in order to accurately
model thermospheric temperatures. The 63 μm emission by atomic oxygen (Bates
1951) and, especially, the 5.3 μm nitric oxide (NO) radiative emission (Kockarts
1980) and CO2 radiative emission in the 15μm (Fomichev et al. 1998) are important
cooling mechanisms in Earth’s thermosphere. In particular, the 5.3 μm NO cooling
is temperature-dependent and has been modeled to be larger during solar maximum
conditions than during minimum conditions (Roble and Emery 1983).

In addition to the radiative heating and cooling processes, the effects of Joule
heating (Knipp et al. 2004), particle precipitation (Fuller-Rowell and Rees 1981;

http://dx.doi.org/10.1007/978-3-319-62006-0_4
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Wilson et al. 2006), chemical heating (Kellogg 1961; Hickey et al. 2003), and small-
scale GW effects (Medvedev and Klaassen 2003; Becker 2004; Yiğit and Medvedev
2009, 2013; Walterscheid et al. 2013) ought to be included in the energy budget of
the thermosphere.

In a planetary atmosphere, the energy input varies strongly as a function of altitude.
Considering these energetic processes, temperature variation can be estimated by the
following approximation to the energy equation:

ρcp

(
∂T

∂t
+ w

∂T

∂z

)
= ∂

∂z

(
κ

∂T

∂z

)
+ Q − L I R + EJ + Ep + E ′, (5.21)

where cp = R + cv is specific heat at constant pressure, κ is temperature- and
altitude-dependent thermal conductivity [J K−1 m−1 s−1], EJ is Joule heating, Ep

is heating due to particle precipitation, and E ′ represents the heating and/or cooling
due to small-scale GWs in units of W m−3.

5.3 Meteorological Influences on the Upper Atmosphere

In his conceptual article, Rishbeth (2002) has emphasized that not all ionospheric
variability is caused by solar or geomagnetic processes and indicated that some
variability may originate from below in form of internal waves. Additionally, he
asked whether the lower atmospheric weather can affect the ionosphere. In general,
weather substantially influences the state of the atmosphere. With the current state
of knowledge gained, in particular, by global circulation models and space-bourne
satellites, we can see that the question of whether the lower atmosphere influences
the upper atmosphere or not is increasingly becoming a rhetorical question. The fact
that the lower atmosphere is extremely variable and thus predictable only to a limited
extent complicates this picture of vertical coupling.

Someweather phenomena are pretty common, for example, rain, snow, wind, fog,
and clouds. However some are classified as natural weather phenomena that have a
stronger potential to create lower atmospheric disturbances, for example, tornadoes,
hurricanes, snow and wind storms. Figure5.4 shows an image from the GOES-13
spacecraft observing the Hurricane Nicole on 12 October 2016 hitting Bahamas.
GOES is a geostationary satellite at an altitude of 35,800km and is able to obtain a
full-disc view of Earth. This feature enables the monitoring of storm development
and tracks. The majority of weather phenomena occurs in the troposphere. Overall,
the main driver of the large-scale weather is the spatial difference in atmospheric
pressure, temperature, and moisture.

Lower atmospheric variations produce a large spectrum of waves (Yiğit and
Medvedev 2015). Small-scale gravity waves (GWs) of lower atmospheric origin
propagate upward and influence the general circulation of the middle atmosphere
(Holton 1982; Garcia and Solomon 1985; Garcia et al. 2007; Becker 2011) and ther-
mosphere above the turbopause (e.g., Yiğit et al. 2009, 2012a; Miyoshi et al. 2014)
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Fig. 5.4 Hurricane Nicole as observed on 12 October 2016 by NOAA’s GOES-13 (Geostationary
Operational Environmental Satellite-13) spacecraft. Credit: NASA-Goddard Space Flight Center,
data from NOAA GOES

and modulate the ion-neutral coupling in the thermosphere-ionosphere (Yiğit et al.
2012a). In the thermosphere, the large-scale circulation, referred to as the general or
global-scale circulation primarily consists of summer-to-winter flow of atmospheric
air. This flow can be substantially modulated by ion-neutral friction force (i.e., ion
drag, Eq. (5.5)) and heating of magnetospheric origin, such as particle precipitation
and Joule heating (Roble et al. 1977; Thayer and Semester 2004).

The lower atmosphere is a source of a broad spectrum of internal waves. That is,
from the perspective of the upper atmospheric physics, the lower atmosphere can be
understood as the primary source of internal waves, in other words as the source of
“primarywaves”. This property of the lower atmospheremeans that a large number of
waves of varying spatial scales (i.e., different wavelengths) are generated by various
dynamical and meteorological processes, such as convection (Chun and Baik 2002;
Beres et al. 2004). Earlier studies have indicated that internal gravity wave activity
in the lower atmosphere can be adequately described by a universal spectrum. One
example is seen in Fig. 5.5, where the power spectral density of mesoscale wind
fluctuations as a function of frequency demonstrates a distinct power-law dependence
(VanZandt 1982, Fig. 1).
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Fig. 5.5 Observed power
spectral density of the
horizontal winds (Fu) as a
function of frequency ω

shown by the dashed curve.
The upper and lower limits
of the hatched areas are the
observed spectra used to
evaluate the mean. The
corresponding periods are
shown in the upper x-axis
ranging from a few days to
minutes. (VanZandt 1982,
Fig. 1)

The generated waves have the property to propagate upward, grow in amplitude
upon penetrating the less denser upper atmospheric regions to conserve wave action,
and ultimately encounter saturation at higher altitudes, where their wave saturation
depends in a complex manner on the background atmosphere (stratification) and the
individual wave parameters. Upward propagation of a large number of waves implies
that the propagating waves have a distribution of phase speeds, momentum fluxes (or
amplitudes), and scales. In principle, there are several thermal and dynamical wave
generation mechanisms and each would produce a separate spectrum of waves that
probably change in time. Most models assume a mean background GW spectrum
that is representative of the composite effect of all generation mechanisms. In order
to evaluate the effects of GWs, each wave in the spectrum should be treated indi-
vidually and in regard to other waves, if nonlinear effects are taken into account. In
fact, nonlinear effects produce additional damping on the waves (Weinstock 1982;
Medvedev and Klaassen 2000; Yiğit et al. 2008). Essentially, upward propagating
waves influence the background atmosphere upon gradual attenuation or dissipation,
which describes the processes of wave saturation, and they continuously interact with
each other.
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The dynamics of internal waves can be summarized as the generation, propagation
and interaction/saturation of waves. In order to adequately model the atmosphere on
a global scale, physics and thermodynamics of internal waves have to be accurately
represented. Thus, depending on the scales of internal waves, some waves are self-
consistently resolved by models (e.g., Miyoshi et al. 2014; Kuroda et al. 2015), and
some smaller scale waves have to be represented by parameterizations (e.g., Garcia
et al. 2007; Yiğit et al. 2009). A wave parameterization should estimate both the
sources and the effects (saturation) of these waves. Typically, parameterizations are
simplified by assuming an empirical distribution of wave sources. Then, the biggest
challenge remains to be the representation of the physics of wave propagation and
saturation, i.e., interaction with the mean-flow.

Some well-known internal waves are solar tides, planetary waves, gravity waves,
and Kelvin waves. Some of these waves possess various different “flavors”, for
example, in the case of solar tides, the migrating and nonmigrating tides or for
GWs, small-scale and inertia-gravity waves are often studied. Solar (thermal) tides
are primarily generated in the lower atmosphere by periodic absorption of solar
radiation by tropospheric water vapor and stratospheric ozone. This absorption is
strongly dependent on the local time (LT) as well as longitude and latitude.

As indicated in previous discussions, internal wave propagation from the lower
atmosphere to upper atmosphere is the primary mechanism of how meteorological
processes influence the thermosphere-ionosphere system. This coupling between the
lower atmosphere and upper atmosphere is often called vertical coupling. This ver-
tical coupling can occur in the upward or downward direction. That is, changes in
the ionosphere can influence the atmosphere lower down as well. Recently, there
is an increasing number of publications focusing on the vertical coupling in the
atmosphere-ionosphere system (e.g., Pancheva et al. 2012; Knizova et al. 2015;
Laskar et al. 2015; Oberheide et al. 2015; Tonev and Velinov 2015; Yiğit and
Medvedev 2015; Yiğit et al. 2016b; Yiğit and Medvedev 2016). In fact, a number of
previous studies have suggested that there may be an appreciable coupling between
the lower and the upper atmosphere. The traditional ICMA/IAGA/SCOSTEP work-
shop on the Vertical Coupling in the Atmosphere-Ionosphere System has been regu-
larly hosting presentations on the physical processes that couple the lower and upper
atmosphere.

Direct propagation of GWs from the lower atmosphere into the thermosphere and
the resulting momentum deposition in the upper atmosphere can be readily stud-
ied by GCMs. Figure5.6 presents the mean zonal mean GW drag (upper panels)
and ion drag (lower panels) in the “cut-off” (left column) and “extended” (right
column) runs simulated by the CMAT2 model for September (equinox) conditions
during low solar and geomagnetic activity. In the cut-off simulation GW propagation
from the lower atmosphere to the upper atmosphere is not included beyond the tur-
bopause (∼105 km). In the extended simulation, lower atmospheric GWs are permit-
ted to propagate into the upper thermosphere. Intercomparison of the cut-off and the
extended simulations is a method of determining how much GWs propagate into the
thermosphere and influence the circulation there. Essentially, if GWs do not propa-
gate into the thermosphere, which has been the traditional assumption in GCMs, then
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(a) (b)

(c) (d)

Fig. 5.6 Mean zonal mean gravity wave (GW) drag (upper panels) and ion drag (lower panels) in
the cut-off (left column) and extended (right column) simulations performed by the CMAT2 model
for September (equinox) conditions at low solar activity. Contour intervals are 20m s−1 day−1.
Solid contour lines with gray shading represent eastward (positive) drag and dashed contour lines
show the regions of westward (negative) drag. CMAT2 model uses the extended nonlinear spectral
GW parameterization of Yiğit et al. (2008) to calculate GW drag and the Parameterized Ionosphere
Model ((PIM), Daniell et al. 1995) to calculate ion drag. One month average is shown. (Yiğit et al.
2012a, Fig. 3)
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wewould not see anymomentum flux divergence above the turbopause height. How-
ever, it is seen that not only GWs propagate into the thermosphere beyond the middle
atmosphere and produce appreciable zonal body force there, they substantially influ-
ence the coupling between the ions and the neutrals (i.e., ion drag in Eq. (5.5)) by
directly influencing the neutral drift motion by direct momentum deposition and
thus modulating, in the shown case, the zonal component, un − ui , of the relative
neutral-ion drift velocity term, (un − ui ), in the ion drag equation. Note that GW
dynamical effects of up to ± 120 m s−1 day−1 in the lower thermosphere and 200 to
400m s−1 day−1 in the high-latitude thermosphere are much stronger than themiddle
atmospheric effects of GWs, which is around 40m s−1 day−1 in both hemispheres.
Spectacularly, at high-latitudes in a zonal mean sense, thermospheric effects of GWs
can locally exceed the mean ion drag effects, which are up to±100–200ms−1 day−1.
These results are in agreement with the previous general circulationmodeling studies
of Yiğit et al. (2009) on the dynamical importance of lower atmospheric small-scale
GWs for the general circulation of the thermosphere.

Planetary waves and solar tides significantly influence the morphology of the
upper atmosphere. Figure5.7 shows the altitude-time distribution of the amplitude
of the ∼5-day planetary wave with zonal wavenumber 1 as observed by the SABER

Fig. 5.7 Altitude-time cross sections of the 5.5-day Rossby wave amplitudes [K] at 40◦ N (upper
panel) and 40◦ (bottom panel) as derived from SABER instrument on board the TIMED satellite
from February 2002 to December 2007 (Fig. 3, Pancheva et al. 2010)
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instrument on board TIMED satellite and analyzed in the work by Pancheva et al.
(2010). They have studied data from February 2002 to December 2007. The wave
amplitudes grow rapidly above 70 km, maximizing in the lower thermosphere with
5–6 K amplitudes during equinoctial periods. Observations have suggested that the
diurnal tide is modulated by the planetary waves in the MLT (Guharay et al. 2015).

5.4 Thermospheric Vertical Winds and Coupling to the
Ionosphere-Magnetosphere

The upper atmosphere demonstrates variability in various spatiotemporal scales. An
exemplification of such variability is shown in Fig. 5.8, which shows GCM simu-
lations of Yiğit et al. (2012b) of thermospheric vertical wind acceleration, vertical
winds, auroral and Joule heating, and horizontal wind divergence from the upper
panel downward. Results are shown for a two-hour period at a representative auro-
ral latitude at 285 km during April. It is seen that the vertical wind demonstrates
substantial temporal variability. Its hourly variation is influenced by the horizon-
tal divergence, which indicates the importance of the large-scale circulation, and
its much smaller minute-to-minute variations are influenced by the nonhydrostatic
accelerations. Similar small-scale variations are seen in the heating terms as well.
5-min and 12-min smoothing results are with respect to the smoothing of the IMF
input into the model, suggesting that variability in the IMF has a direct impact on
the vertical winds.

5.5 Space Weather Effects

The space weather comprises the influences of Sun and geomagnetic processes on
the geospace environment. More specifically, it is the effects of processes originat-
ing at Sun on Earth’s atmospheric and magnetic field environment. The effects of
the space weather can be severe. It can affect the biosphere, technological facilities,
and day-to-day telecommunication systems. For example, essential communication
and public activities depend on the Global Satellite Navigation System (GNNS),
which is affected by scintillation in the ionosphere (Sreeja 2016). Space weather
processes can impact the ionosphere and can thus severely influence GNNS. Dis-
turbances of the geomagnetic field can cause geomagnetically induced currents in
power grids and railway systems (Pulkkinen et al. 2017). Therefore, quantification of
space weather effects and how we can predict their occurrences are important tasks
for space physicists.

Essentially, our Sun affects the geospace environment via two major paths: radi-
ation and energetic particles. Sun emits energetic plasma, which we refer to as the
solar wind, into the heliosphere, which directly impacts the geospace. The solar
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Fig. 5.8 Variations of vertical acceleration, verticalwinds, Joule and auroral heating, and horizontal
wind divergence at a representative Northern Hemisphere auroral latitude during April as simulated
by the nonhydrostatic Gobal Ionosphere Thermosphere Model. (Yiğit et al. 2012b, Fig. 4)

wind can be understood as a plasma cloud that is being emitted radially outward in
all directions. It carries high-energy charged particles that can reach Earth and cause
disturbances in the geomagnetic field.

Typically magnetohydrodynamic (MHD) simulations are performed in order to
predict the evolution of the solar wind, which originates at Sun and can propagate
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Table 5.1 Conversion between the Kp and Ap indices

Kp 0o 0+ 1– 1o 1+ 2– 2o 2+ 3– 3 3+ 4– 4o 4+

Ap 0 2 3 4 5 6 7 9 12 15 18 22 27 32

Kp 5– 5o 5+ 6– 6o 6+ 7– 7o 7+ 8– 8o 8+ 9– 9o

Ap 39 48 56 67 80 94 111 132 154 179 207 236 300 400

toward Earth. One of the improved versions of the MHD models highlighted as
a data-driven model have been presented in the work by Feng et al. (2015). The
essence of the MHD models that are used for solar wind studies is to predict the
changes of an electrically conducting solar wind, which is treated as a plasma fluid,
in the presence of an ambient magnetic field. Hence, Maxwell’s equations coupled
with fluid dynamical conservation equations are solved. This recentmodel accurately
predicted the solarwind behavior in comparisonwith the observed solarwind features
during July/August 2008 period. However, It was less successful in predicting the
total magnetic field strength during this period.

It is important to quantify geomagnetic activity in order to better predict space
weather effects on the atmosphere. Various parameters/indices are used for this pur-
pose, such as, Dst , Kp, Ap, I MF , etc., are studied to assess geomagnetic activity.
The Kp index, which was introduced more than half a century ago (Bartels 1949), is
by far the most commonly used index used by upper atmosphere scientists (Rostoker
1972). It has a scale of 0 to 9 determined at the end of 3-hour intervals as the maxi-
mum deviation of the magnetic field from the observed field as detected by a global
network of magnetograms. Combination of all indices from different stations gives
the planetary Kp index. Table5.1 shows the conversion table between the Ap and
Kp indices. Quiet geomagnetic conditions are characterized by Kp index of 0o–2+
(Ap ∼ 0–9), while only super storms reach Kp values larger than 8+.

5.6 Geomagnetic Storm Effects on the Upper Atmosphere

Let us next focus on one of the most prominent manifestations of space weather
effects—geomagnetic storms. Magnetic storms are long-lasting and strong coupling
of plasma from the solarwind into themagnetosphere. Following this coupling signif-
icant amount of energy andmomentum is transferred to the thermosphere-ionosphere
system. This energy and momentum transfer is a highly variable process and various
magnetic parameters are observed in order to describe the temporal evolution of a
storm. So, it is fair to say that magnetic storms are a particular manifestation of space
weather in the geospace environment.

Temporal development of a storm is best seen in Dst . Figure5.9 shows the storm-
time Dst variation from 3 to 7 August 2011 as retrieved from the World Data Center
for Geomagnetism, Kyoto. Around 1800 UT on 6 August a sudden disturbance of
Dst is seen, marking the initial phase of the storm, which continuously grows in
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Fig. 5.9 Storm-time Dst variation from 3–7 August 2011. The horizontal and vertical dotted red
lines denote the 0 nT level and the onset of the major magnetic disturbances, respectively. (Yiğit
et al. 2016a, Fig. 1)

magnitude for about 6–8h, indicating the main phase of the storm, after which Dst
starts returning back to normal during the recovery phase that often lasts for several
days. Moderate storms are characterized by −50 ≤ Dst ≤ −100 nT, while intense
storms occur when Dst < −100 nT.

In the initial phase, increased solarwind speed vx pushes themagnetopause inward
ultimately compressing the magnetosphere. During the main phase, the induced
changes in the magnetosphere (e.g., ring current enhancement) leads to a decrease
of the geomagnetic field as measured on the ground. Overall, the magnetized solar
wind interact with the geomagnetic field, producing substantial changes in particular
at high-latitudes.

So, in upper atmospheric studies the magnetosphere is treated as a region of
energy and momentum source. The flux of energy from the magnetosphere to the
upper atmosphere can be quantified, for example, by the Poynting flux, which has
been discussed in Sect. 2.7 and has been used in earlier studies as a diagnostic quan-
tity (Thayer and Semester 2004; Knipp et al. 2011). A significant portion of the
transferred energy manifests itself as a cross polar cap potential drop and to a minor
extent as a particle precipitation around the auroral oval at high-latitudes (Burns et al.
2007). This deposited energy is then dissipated in the atmosphere leading to neutral
gas heating by Joule heating and to variations in the radiative processes.

Owing to the nature of complex variations of the upper atmospheric response to
geomagnetic storm, global-scale models have often been used to study how some
upper atmospheric processes or variables respond to a storm. Using a simplified
substorm model, Richmond and Matsushita (1975) revealed that large-scale gravity
waves are launched at high-latitudes during the storm and they propagate equa-
torward with a speed of 750m s−1. These large phase speeds are characteristic of
large-scale gravity waves. Earlier global-scale models such as CTIM (Fuller-Rowell
et al. 1987) and TIGCM (Roble et al. 1988) have been used to study various aspects

http://dx.doi.org/10.1007/978-3-319-62006-0_2
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Fig. 5.10 Geomagnetic latitude-universal time (UT) distribution of the neutral density [g cm−3]
inferred from the CHAMP satellite during day-time (top) and night-time (bottom) as adopted from
the work by Bruinsma et al. (2006), Fig. 3). The black solid lines represent the Ap index. Geomag-
netic local times are specified above the figure

of storm-time thermospheric variations. Fuller-Rowell et al. (1994) have performed
idealized GCM experiments in order to investigate the UT dependence in the ther-
mospheric and ionospheric response to magnetospheric input. They showed that
the thermosphere responds in a complex manner. Joule heating is enhanced, diver-
gence horizontal winds drive vertical winds, which generate compositional changes
at a fixed pressure level. Buonsanto et al. (1999) studied traveling atmospheric dis-
turbances propagating equatorward from the high-latitudes by analyzing the neu-
tral meridional wind perturbations modeled by a thermospheric GCM. Balan et al.
(2012)’s combined analysis of the CHAMP, ROCSAT, and DMSP data showed that
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Fig. 5.11 Ionospheric plasma convection pattern at 400km in the Northern Hemisphere simulated
by the Global Ionosphere Thermosphere Model (GITM) during the different phases of the August
2011 major geomagnetic storm. Rows 1 to 4 show four representative UTs, 5 August 17 UT, 5
August 21 UT, 6 August 02 UT and 6 UT, respectively. The panels on the left shows the benchmark
run, which is quiet-time run with constant low IMF, while panels on the right represent storm-time
run with real-time IMF and auroral input. Adopted from Yiğit et al. (2016a, Fig. 5)
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the equatorial thermosphere responds to a storm within 1.5 to 3 hours with respect
to the onset of the main phase of the storm.

Bruinsma et al. (2006) have inferred from accelerometer measurements on board
the CHAMP and GRACE satellites thermospheric density response to the sever
geomagnetic storm of 20–21 November. During the main phase of the storm Dst
has reached a value around –450 nT and and Bz dropped to –50 nT. Their results
overall showed that density increased up to a factor of 3 to 8 in a global sense during
the storm, which is shown in Fig. 5.10, where the top panel shows the day-time and
bottom panel is for the night-time observations.

Recently, Yiğit et al. (2016a) have simulated with a GCM the response of
thermosphere-ionosphere to the August 2011 geomagnetic storm, whose time evo-
lution is illustrated in Fig. 5.9 by the Dst index, and studied the evolution of the
ionospheric convection and hemispheric differences with respect to a quiet-time
benchmark run. Figure5.11 exemplifies their Northern Hemisphere results at 400
km, where the benchmark results are on the left column and the storm simulation is
on the right. The top row shows the ion convection right before the storm onset and
rows below show the evolution of the storm. It is seen that the convection pattern
expands during the stormand themagnitude of ion convection intensifies significantly
reaching 1500m s−1. Such large ion speeds have been seen in previous simulations
of geomagnetic storms (Crowley et al. 1989) and are a significant source of ion drag
and Joule heating for the neutrals.

5.7 Concluding Remarks

It has been nearly more than a hundred years since humanity has discovered the exis-
tence of a conducting layer at greater heights in the atmosphere, which we commonly
refer to as the ionosphere. If you imagine the highest altitude a human reaches in the
atmosphere is around ∼12km while flying in an Airbus 380, of course unless we
are speaking of an astronaut, a space tourist or a jet plane pilot. Although the upper
atmosphere is far away from the surface, it has immense significance for satellite
technology, navigation, telecommunication, planetary science missions, long-term
climate change, and fundamental science.

With the advent of satellites, remote-sensing has become an integral part of obser-
vational research. In particular, advancements in satellite technology, communication
and navigation systems, and in planetary science missions have highlighted the prac-
tical and technological relevance of the atmosphere-ionosphere system, which is a
complex two-way nonlinearly coupled system of plasma and neutrals. Besides this
complexity, we have increasingly learned that meteorological processes can appre-
ciably contribute to the energy and momentum budget of the upper atmosphere.
Various missions to other Solar System planets also suggest that planetary upper
atmospheres are regions of interactions between plasma and neutrals under the influ-
ence of meteorological influences and space weather effects. Therefore, future stud-
ies of atmospheric and space physics have to increasingly adopt a whole atmosphere
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approach coupled to lower atmospheric processes and effects originating at Sun. I
envision that for future generation scientists it will be crucial to gain a solid knowl-
edge in both atmospheric and space sciences in order to be able to dealwith increasing
degree of complexity in scientific and technological problems.
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Yiğit E, Medvedev AS (2015) Internal wave coupling processes in Earth’s atmosphere.
Adv Space Res 55(5):983–1003. doi:10.1016/j.asr.2014.11.020, http://www.sciencedirect.com/
science/article/pii/S0273117714007236
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Yiğit E, Medvedev AS, Aylward AD, Ridley AJ, Harris MJ, Moldwin MB, Hartogh P (2012a)
Dynamical effects of internal gravity waves in the equinoctial thermosphere. J Atmos Sol-Terr
Phys 90–91:104–116. doi:10.1016/j.jastp.2011.11.014
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Appendix A
Physical Constants and Parameters

Physical Constants

In Table A.2 the physical constants that are used in this book are summarized (Table
A.1).

Table A.1 List of physical constants and units used in the book in alphabetical order. Approximate
values of the constants are stated

Constant Label Value Dimension

Astronomical unit AU 149.6× 106 km

Atomic mass unit u 1.66× 10−27 kg

Avogadro’s number NA 6.02× 1023 mol−1

Boltzmann constant kb 1.3807× 10−23 J K−1

Electron mass me 9.109× 10−31 kg

Electron volt eV 1.6022× 10−19 J

Elementary charge e 1.602× 10−19 C

Proton mass mp 1.672× 10−27 kg

Proton/electron mass
ratio

mp/me 1836.15

Gravitational constant G 6.67× 10−11 N m2 kg−2

Permittivity of free
space

ε0 = 1/(μ0c2) 8.854× 10−12 F m−1

Permeability of free
space

μ0 = 1/(ε0c2) 4π × 10−7 H m−1

(continued)
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Table A.1 (continued)

Constant Label Value Dimension

Planck constant h 6.626× 10−34 J s

Solar constant Sc 1368 Wm−2

Speed of light in
vacuum

c 2.9979× 108 m s−1

Stefan-Boltzmann
constant

σb 5.67× 10−8 W m−2 K−4

Universal gas constant R 8.317 Jmol−1K−1

Table A.2 A brief list of useful unit conversions are listed below alphabetically

Field Unit name Unit abbreviation Unit conversion

Capacitance farad F C/V

Energy joule J kg m2 s−2

Inductance henry H kg m2 s−2 A−2

Some Useful Unit Conversions

Sometimes it is convenient to relate different units to each other.

Notation of Physical Parameters

Table A.3 summarized a list of major physical parameters used in the book.

Table A.3 A list of important physical parameters used in the book. This is not a full list of
parameters

Notation Parameter Dimension

a Acceleration m s−2

B Magnetic field vector T

cs Species three-dimensional thermal velocity
vector

m s−1

cp Specific heat capacity at constant pressure J K−1 kg−1

cv Specific heat capacity at constant volume J K−1 kg−1

E Electric field vector V m−1 or N C−1

E Kinetic energy J

(continued)
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Table A.3 (continued)

Notation Parameter Dimension

fs Species distribution function m−3 (m s−1)−1

f (r, v, t) Phase space distribution function m−3 (m s−1)−1

FL Lorenz force N

FM Magnetic force density N m−3

F Force per unit mass N kg−1

Hp Plasma scale height m

Hs Species scale height m

j Current density (charge flux) A m−2

m Molecular mass kg

M Molar mass kg mol−1

me Electron mass kg

mi Ion mass kg

mn Neutral mass kg

mp Proton mass kg

n Number density m−3

ne Electron number density m−3

ni Ion number density m−3

p Pressure kg m−1 s−2 = Pa

quv Heat production due to solar UV radiation J m3 s−1

t Time s

T Temperature K

Te Electron temperature K

Ti Ion temperature K

Tp Plasma temperature K

u Three-dimensional neutral drift velocity m s−1

ui Three-dimensional ion drift velocity m s−1

u Zonal (drift) speed m s−1

v Three-dimensional velocity vector m s−1

v Meridional (drift) speed m s−1

vs Three-dimensional species velocity vector m s−1

V Volume m3

w Vertical (drift) speed m s−1

E Energy deposition rate J m3 s−1

EJ Energy deposition rate due to Joule heating J m3 s−1

σ Electrical conductivity Si m−1

σs Absorption cross section of a species m2

σ Stress tensor kg m−1 s−2

Conductivity tensor

κ Thermal conductivity J K−1 m−1 s−1

κt Turbulent thermal conductivity J K−1 m−1 s−1

(continued)
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Table A.3 (continued)

Notation Parameter Dimension

κm Molecular thermal conductivity J K−1 m−1 s−1

Σp Height-integrated Pederson conductivity S

ΣH Height-integrated Hall conductivity S

ρ Mass density kg m−3

ρc Charge density C m−3

ρr Electrical resistivity � m

λD Debye length m

ν Specific volume (= ρ−1) m3 kg−1

νi j Collision frequency of the i-th species with the
j-th species

s−1

νin Ion-neutral collision frequency s−1

νen Electron-neutral collision frequency s−1

ω Angular frequency rad s−1

τ Optical depth (thickness)

τ Shear stress tensor kg m−1 s−2



Appendix B
Mathematical Tools

B.1 Levi-Civita Symbol

The value of the Levi-Civita symbol εi jk , which is a third-order Cartesion tensor, is
given by

εi jk =
⎧
⎨

⎩

1 if i, j, k is an even permutation of 1, 2, 3
−1 if i, j, k is an odd permutation of 1, 2, 3
0 otherwise

(B.1)

For example, εi jk = ε jki = εki j = 1.

B.2 Divergence Theorem

The divergence theorem relates a volume integral to an area integral for a continuous
and differentiable vector field

∫

V
∇ · a dV =

∫

S
a · dS. (B.2)

For example, the divergence of an electric field E = F/q can be expressed

∫

V
∇ · E dV =

∮

S
E · dS (B.3)
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The left-hand side represents the total source in the volume, while the right-hand side
represents total flux through the surface, as defined as the surface integral over the
boundary of the volume. In this specific example, the surface integral of the electric
field is the net charge enclosed in the surface,

∮

S
E · dS = q

ε0
, (B.4)

which is essentially a form of Maxwell’s equation 2.30.

http://dx.doi.org/10.1007/978-3-319-62006-0_2


Glossary

Chapman Layers A simplified description of an ionospheric layer whose ion con-
centration demonstrates a solar zenith angle dependence. Transport processes, such
as diffusion or wave-induced effects are neglected. Ionospheric E and F1 layers are
approximately Chapman-like but the F2 layer considerably departs from a simple
Chapman layer.

Charged Particles Particles that carry either a negative or a positive charge. Atomic
particles like protons and electrons are charged particles. More complex atoms or
molecules can become an ion, either a negative or a positive ion, when they undergo
chemical or radiative reactions.

Diffusive Equilibrium In the upper atmosphere above about 100 km, the molecular
diffusion dominates over turbulent diffusion, thus chemical species are diffusively
separated depending on their molecular mass, hence on their species scale height.
Lighter species have larger scale height, and thus they become more prevalent at
higher altitudes in planetary thermospheres.

Electric Field A field that originate at a charged particle. Charged particles experi-
ence an electric force when they are placed in an electric field associated with another
charge.

Fluid Theory The theoretical model of fluids, in which the individual particles
perform a collective motion owing to mutual interactions and are thus described
by a single temperature. Therefore, the individual behavior of the particles are not
modeled.

General Circulation Models Time-dependent nonlinear numerical models of the
atmosphere and/or ionosphere solving the fundamental conservation equations on a
three-dimensional grid used to better understand the state and the evolution of the
atmospheric environment.

Geomagnetic Storms Substantial disturbance of the geomagnetic field due to
processes originating at Sun. The solar wind impinges on the magnetosphere, result-
ing in ring current enhancement, which is coupled to the atmosphere-ionosphere
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system. Thus this ring current enhancement manifest itself as a depression of the
geomagnetic field as measured on the ground.

Ionogram An ionosonde recording that display the relationship between the fre-
quency of the emitted signal and the virtual height of the reflected signal in order to
derive various observational parameters of the ionosphere.

IonosphereThe partially ionized portion of a planetary atmosphere formed primarily
by photoionization processes.

Ion drag In the upper atmosphere, neutral air motion is influenced by collisions with
charged particle motion. This frictional effect of ions on the neutrals is called the ion
drag and is important in the F region ionosphere of Earth.

Kinetic Theory In contrary to the fluid model, the kinetic model treats the individual
species separately, assigning them a different velocity and temperature, denoted by
vs and Ts .

Magnetic Field A distribution of field in which electrically charged particles mov-
ing with a net perpendicular component to the (magnetic) field experience a force
perpendicular both to the direction of their motion and the seed field.

Magnetohydrodynamics Application of the equations of fluid dynamics to the
description of plasma as a fluid. Field equations are transport equations are typi-
cally both solved in a self-consistent manner.

Maxwell-Boltzmann Velocity Distribution is a velocity distribution function that
describes systems in the equilibrium state. Various assumptions are made in order
to simplify the molecular motion: (1) the molecular size is much smaller than typ-
ical distance between molecules; (2) collisions are rare; particles perform random
motion; (3) intermolecular forces are neglected. Probability of encountering particles
decreases exponentially as the energy increases.

Phase space Six-dimentional space in which a particle is described by three velocity
coordinates (velocity-space) and three spatial coordinates (configuration space).

Photoionization Formation of an ion-electron pair by the absorption of solar radia-
tion, typically at high frequencies.

Plasma A plasma is an electrically quasi-neutral gas that is mainly composed of
(positively and negatively) charged particles that exhibit collective motion.

Solar constant The average amount of radiative solar energy (i.e., total energy flux)
reaching the top of Earth’s atmosphere at a mean distance of 1 AU (=149.6×106

km).

Space weather A collective expression for the effects of Sun and its extended mag-
netic field environment on Earth’s atmosphere and geospace environment.
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Transport Equations Fundamental equations that describe the transport of momen-
tum, energy, and mass in fluids.

Velocity Moments The procedure of multiplying the species distribution function
fs by powers or products of vs and then integrating over all species velocities vs .

Vertical Coupling The interactions between the different atmospheric layers in the
vertical direction generated for example by upward propagating acoustic waves,
gravity waves, tides, and planetary waves.
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A
Absorption cross section, 85
Adiabatic processes, 113
Ambipolar diffusion, 52
Ampere’s law, 28
Aphelion, 95
Atomic number, 76
Aurora, 7

B
Boltzmann constant, 71
Boltzmann equation, 49

C
Carbon dioxide, 33
Cassini, 5, 13
Cauchy equation of motion, 61
Charge exchange, 79
Charged particle, 2
Chemical time constant, 81
Collisions, 100
Concentration, 81
Conductivities, 94
Conservation laws, 106
Continuity, 83
Coriolis effect, 61
Critical frequency, 90
Cyclotron frequency, 17

D
D region, 93
Debye length, 16

Diabatic processes, 113
Difference equations, 107
Diffusive equilibrium, 69
Diffusive separation, 69
Dipole field, 74
Dipole model, 72
Divergence theorem, 29, 139
Dynamical time constant, 81
Dynamo layer, 94

E
E region, 93
EISCAT, 57
Elastic collision, 37
Electric conductivity, 27, 41, 42, 65, 90, 94
Electric discharge, 2
Electric field, 21, 26, 28, 29
Electric resistivity, 53
Electromagnetic field energy equation, 29
Electromagnetic radiation, 32
Electromagnetism, 9
Electronic structure, 78
Element, 76
Equation of state, 113
Euler’s description of fluid, 59
Excited state, 77
Exoplanets, 6

F
F region, 94
Faraday’s law, 28
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Fields, 34
First-order forward difference equation, 107

G
Galactic cosmic radiation, 93
Gauss coefficients, 74
General circulation model, 106
Geomagnetic coordinate system, 74
Geopotential height, 109
Geospace, 6
Gravity wave parameterizations, 118
Gravity waves, 115, 118
Gyrofrequency, 1, 17, 94

H
Hall conductivity, 56, 57, 138
Heterogeneous chemical reaction, 76
Homogeneous reaction, 76
Hydrostatic balance, 71

I
Ideal gas law, 70
Inelastic collisions, 37
Inertial acceleration, 107
International Geomagnetic Reference Field,

74
Ion drag, 111, 112, 116
Ionogram, 90
Ionosonde, 90
Ionosphere, 68
Ions, 2
Isotropic turbulence., 63

J
Joule heating, 57, 58, 114–116, 121, 124,

125, 127, 137

K
Kühlungsborn Mechanistic Circulation

Model, 108
Kinetic theory, 80
Konstantin Tsiolkovsky, 10
Kp index, 123
Kronecker delta, 61

L
L-shell parameter, 75
Levi-Civita symbol, 24
Lower atmosphere, 116

M
Magnetic declination, 72
Magnetic field, 3, 17, 24–26, 28, 29, 52, 68,

98, 123
Magnetic flux, 26
Magnetism, 8, 10
Magnetosphere-ionosphere coupling, 3
Magnetospheric convection, 3
Mars, 95
Mars Express, 13, 33
Martian ionosphere, 96
MAVEN, 5, 97
Max Planck Institute Martian General

Circulation Model, 108
Maxwellian distribution, 42
Mesopause, 114
Mesoscale wind fluctuations, 116
Migrating tides, 118
Model domain, 107

N
Natural philosopher, 4
New Horizon, 5
Nonmigrating tides, 118
Numerical approximation, 106

O
Ohm’s law, 27
Opacity, 87
Optical thickness, 87
Oxygen, 76

P
Parameterization, 105
Particle heating, 69
Particle precipitation, 15
Payload, 13
Pederson conductivity, 57, 58, 138
Perihelion, 95
Permeability of free space, 28
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Phase space distribution function, 37
Photochemical equilibrium, 92
Photoionization, 88, 93
Planck constant, 78
Planetary waves, 104, 118, 120, 121, 143
Plasma, 1–3, 6, 37
Plasma conductivity, 55
Plasma physics, 2
Plasma resistivity, 55
Plasma scale height, 52
Poisson’s equation, 28
Poynting flux, 30
Pressure scale height, 71
Prognostic equations, 106

Q
Quantum number, 31

R
Radiative recombination, 92
Reaction coefficient, 80
Reaction rate, 80
Reynolds decomposition, 62
Reynolds stress tensor, 62

S
Schumann-Runge continuum, 33
Shear stress, 60
Sigma-pressure coordinate, 108
Solar activity, 9–12, 68, 108, 119
Solar constant, 32
Solar energy flux, 114
Solar tides, 118
Solar wind, 6, 68, 121

Solar zenith angle, 85
SORCE spacecraft, 32
Space weather, 98, 121
Species number density, 45
Steady-state approximation, 112
Stoichimetric equation, 78
Summation convention, 39
Sunspots, 9, 27

T
Thermal velocity, 46
Three-body reaction, 81
Total stress, 60
Turbopause, 70

U
Unit dyadic, 47
Universal spectrum, 116

V
Valence electrons, 92
Velocity moments, 45
Vertical coupling, 6, 104, 105, 115, 118, 143
Visible spectrum, 30–32
Vlasov equation, 44

W
Whole atmosphere approach, 104

Z
Zeroth velocity moment, 45
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