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PREFACE

Understanding how the brain works is undoubtedly the greatest challenge for human
intelligence and one of the most ambitious goals of contemporary science. We are certainly
far from this goal, but significant advancements in several fields of Neuroscience and
Neurobiology are being obtained at an increasing pace.

The NATO ASI School in Neurobiology, held in Erice May 2-12, 1995, as the 23rd
Course of the International School of Biophysics, provided an update on three basic topics:
Biophysics and Molecular Biology of lon Channels, Sensory Transduction, and Higher Order
Functions. Current knowledge on these subjects was covered by formal lectures and critical
discussions between lecturers and participants. This book collects original contributions
from those scientists who attended the School. Many students presented their results in poster
sessions, steering lively informal discussions. A selection of these contributions is also
included.

A major portion of the program of the School was devoted to a general overview of
current trends of thought and experimental approaches in neurobiology, emphasising the
importance of understanding molecular aspects of the elementary events underlying sensory
transduction and processing in the nervous system, without indulging however in a pure
reductionistic view of such complex phenomena.

Recent studies of molecular biology and the electrophysiology of heterologously
expressed ionic channels, have shed new light on the molecular mechanisms underlying ionic
permeation of excitable membranes and its regulation by physical and chemical parameters.
Voltage-gated channels selectively permeable to Na*, K*, and Ca®" have been analysed in
great detail and their molecular structure has been revealed. Experiments with ionic channels
mutated by genetic engineering techniques have allowed the identification of structural
domains and specific amino acids regulating fundamental functions such as selectivity and
gating. Surprisingly, the ligand-gated ion channels ultimately responsible for the electrical
response of sensory neurons belong to the same family of cation selective voltage-gated
proteins, likely sharing with the potassium channel a common genetic ancestor. Similarly,
some of the molecular mechanisms underlying secretion and particularly the release of
synaptic vesicles have been clarified. Ligand-gated ionic channels activated by neurotrans-
mitters and regulating synaptic transmission belong to a different family of membrane
proteins with specific functional and molecular properties.

Our understanding of sensory transduction in photoreceptors, mechanoreceptors, and
olfactory neurons is advanced to the point that we may claim to have a good picture of the
different mechanisms, both from a functional and a molecular point of view. Photoreceptors
and olfactory neurons have developed specialized structures for transducing stimuli. Pho-
totransduction is initiated by the absorption of a photon by a rhodopsin molecule present in
the outer segment. Fine dendrites emerging from the cell body of olfactory neurons and
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usually called cilia are covered by odorant receptors. In both types of neurons, transduction
terminates with the modulation of ionic channels gated by second messengers, cyclic GMP
in photoreceptors and cyclic AMP in olfactory neurons. The chain of biochemical events in
phototransduction and the electrical properties of photoreceptor membrane have been
clarified in recent years. Some properties of chemotransduction at the basis of olfaction have
been characterized as well. Hair cells also have specially developed structures, called
stereocilia, to sense the motion of the liquid in which they are immersed. Mechanotransduc-
tion in hair cells is basically different, as it does not involve second messengers. Transduction
in these cells is very fast and occurs by a direct link between the stercocilia and the ionic
channels underlying the generator current.

The School also discussed general aspects of the information processing in the
nervous system and discussed how the limitations of its slow elementary components are
overcome by employing a massive degree of parallelism, through the extremely rich set of
synaptic interconnections between neurons. The development of models of higher order
functions such as memory and learning, has provided a preliminary meaningful under-
standing of these important aspects of the brain.

The 1995 Course was also an occasion to honour the memory of the late Prof. Antonio
Borsellino, who died in November 1992. The founder of the International School of
Biophysics at the Ettore Majorana Centre in 1960 and a member of the first council of the
International Union of Pure and Applied Biophysics, Antonio Borsellino devoted the second
part of his scientific life to the promotion of biophysics as an autonomous branch of life
sciences, particularly in Italy, where he is legitimately considered the father of this field.
During his earlier activity as a theoretical physicist, his studies contributed to the foundation
of quantum electrodynamics, earning him a worldwide reputation and, at the age of 35, the
chair of Theoretical Physics at the University of Genova. In the 1950s he felt the challenge
of the neurosciences and switched his interests to this field. He would have been particularly
pleased by the results discussed in this School and collected in this book. During almost 30
years he has invited the best neuroscientists to lecture in Erice, providing a stimulating and
relaxed environment for both young and senior scientists. Many lecturers at the 1995 Course
had participated in previous Erice schools organized by Borsellino and recalled that experi-
ence with touching remarks. As pupils of Antonio we hope to have been up to the task of
organizing for the first time a Biophysics Course on Neuroscience without profiting from
his invaluable and unforgettable wisdom.

Vincent Torre
Franco Conti
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THE ROLE OF THE N-TERMINAL OF THE
cGMP-GATED CHANNEL FROM
VERTEBRATE RODS

G. Bucossi, M. Nizzari, and V. Torre

Istituto Nazionale per la Fisica della Materia
Genova, Italy

INTRODUCTION

Cyclic nucleotide (CNG) channels (Kaupp et al., 1989) play a fundamental role in
phototransduction and chemotransduction (Torre, Ashmore, Lamb and Menini, 1995).
Native CNG channels are composed by at least two subunits, usually referred to as alpha
and beta subunit (Chen, Peng, Dhallan, Ahamed, Reed and Yau, 1993; Korschen et al., 1995).
The alpha subunit is a polypeptide of 690 amino acids, while the full beta subunit is much
longer and composed by 1394 amino acids. When heterologously expressed in Xenopus
laevis oocytes, the alpha subunit, here referred to as the w.t. channel, forms functional
channels, which are activated by cyclic nucleotides. The functional properties of this channel
are similar but not identical to those of the native CNG channel. When the alpha and beta
subunits are coexpressed in cocytes, ionic channels appear, with properties almost identical
to those of the native channel. So far, it has not been possible to have functional channels
formed by the beta subunit only. The amino acid sequence of these two polypeptides has a
significant degree of homology with those forming voltage gated channels (Jan and Jan,
1990; Heginbotham, Abramson and MacKinnon, 1992; Guy, Durell, Warmke, Drysdale and
Ganetzki, 1991; Gouldings et al., 1992; Bonigk et al., 1993; Henn, Baumann and Kaupp,
1995). This structural analogy between voltage gated channels and CNG channels has
suggested to analyse the role of glutamate in position 363 of the w.t. channel (Root and
MacKinnon, 1993; Eismann, Muller, Heinemann and Kaupp, 1994). Indeed this amino acid
controls several features of ionic permeation, such as the sensitivity to external divalent
cations, the multi-ion nature of the channel, the single channel conductance and the size of
the narrowest section of the pore (Root and MacKinnon, 1993; Eismann et al., 1994; Sesti,
Kaupp, Eismann, Nizzari and Torre, 1995; Bucossi et al., 1996).

Native CNG channels, as well as the w.t. channel, do not desensitize or inactivate in
the presence of a steady cyclic nucleotide concentration (Karpen, Zimmerman, Stryer and
Baylor, 1988), but when glutamate 363 is replaced with alanine, serine or asparagine, the
current initially activated in mutant channels E363S, E363A and E363N decreases with time,
in a way reminiscent of desensitization of ligand gated channels, or inactivation of voltage

Neurobiology, edited by Torre and Conti
Plenum Press, New York, 1996 1



2 G. Bucossi et al.

gated channels (Bucossi et al., 1996). These results indicate that glutamate 363 also controls
the gating of the channel.

In this paper we investigate the role of the N-terminal in the physiology of CNG
channels from bovine rods. We will see that when the N-terminal with 154 consecutive amino
acids is deleted from the w.t. channel, the truncated channel forms functional channels. The
properties of this truncated channel, referred to as T - w.t. channel, are similar but not
identical to those of the full w.t. channel. Indeed the single channel conductance and
sensitivity to divalent cations in the truncated and in the w.t. channel are almost identical.
However the ionic selectivity to Cs* in the T - w.t. is significantly reduced in comparison
with that in the w.t. In addition, in the presence of a steady concentration of cyclic
nucleotides the mutant E363A and its truncated form, here referred to as T - E363A, have
slightly different properties. These results indicate that the N-terminal plays some role in the
way in which the channel operates within the membrane.

METHODS

Mature Xenopus laevis were anaesthetized with 0.2% tricaine methanesulphonate
(Sigma) and ovarian lobes were removed surgically. Oocytes from Xenopus laevis were
prepared as described in Nizzari, Sesti, Giraudo, Virginio, Cattaneo and Torre, 1993.

Mutagenesis and Oocytes Preparation

Rod mutant T - w.t. is a derivative of p31010 rod wild type which is subcloned into
the pT7T3-18U (Pharmacia). In the T - w.t. mutant 5’ non translated sequences and 4 to 465
basepairs of cGMP channel codificant region were deleted. As a consequence, in the amino

Figure 1. Proposed model of the two-dimensional topology of the CNG channel. The segment indicated by a
broken line, corresponding to the amino acids between lysine 2 and valine 155 has been deleted in mutant T -
w.t.
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acid sequence of mutant T - w.t., the amino acids between lysine 2 and valine 155 were
deleted as shown in Fig. 1.

The mRNA was injected into Xenopus laevis oocytes prepared and maintained as
described in Nizzari et al., 1993.

Electrical Recordings and Solutions

The pipette solution contained 2 mM EDTA, 10 mM HEPES, 110 mM NaCl buffered
to pH 7.6 with TMAOH or with NaOH. A similar solution was used to superfuse the
intracellular side of the patch which could contain specified amounts of cGMP. In some
control experiments solutions were buffered with TRIS. The technique for measuring
macroscopic current was described previously (Sesti et al., 1995). Data were stored on a
videotape and analysed off-line.

The single channel conductance was measured from the analysis of amplitude
histograms of current fluctuations. When two peaks, corresponding to the closed and open
state, could be clearly identified in the amplitude histogram (see for instance Fig. 2B and
(), the distance between the two peaks was taken as a measure of the current flowing through
a single open channel. Power spectra were computed as described in Sesti et al., 1994.

RESULTS

The mRNA of the w.t. channel and of mutant channels was injected into Xenopus
laevis oocytes. The electrical activity of expressed channels was recorded in the inside-out
configuration. CNG channels were activated by the addition of cGMP in the bathing medium
and the current was recorded in voltage clamp conditions with conventional patch pipettes.
The magnitude of the current activated by saturating concentrations of cGMP was signifi-
cantly lower in membrane patches from oocytes injected with the T - w.t. mRNA than in
patches from oocytes injected with the same quantity of w.t. mRNA. Only rarely currents,
activated by ¢cGMP, larger than 100 pA (at + 100 mV), could be recorded and it was often
possible to have patches containing just one CNG channel.

Single Channel Properties

Fig 2A illustrates current recordings obtained from a membrane patch containing a
single T - w.t. channel at membrane voltages between -100 and + 100 mV in the presence
of 500uM ¢cGMP. Amplitude histograms of current fluctuations at -100 and + 100 mV are
shown in Fig 2B and C respectively.

Visual inspection of current recordings and the analysis of amplitude histograms
indicate a single channel conductance of approximately 30 pS. The open state is slightly
noisier at negative voltages than at positive voltages. The I-V relation of a single open
channel is shown in Fig 2D.

Fig. 3A shows the effect of increasing the concentration of cGMP on channel activity
of mutant T - w.t. at -100 mV. The open probability was about .85 in the presence of 500 uM
¢GMP and half of the maximal activation was observed in the presence of a ¢cGMP
concentration between 50 and 100 uM. All these features are also common to the w.t. channel
(Nizzari et al., 1993). A quantitative comparison between single channel properties of w.t.
and T - w.t. channels is shown in Table 1.
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Figure 2. Single channel recordings from mutant T- w.t.. A: current recordings at different membrane voltages
from a patch containing a single cGMP gated channel in the presence of 500uM ¢cGMP. B and C amplitude
histograms of current fluctuations at + 100 and - 100 mV respectively. D: [-V relation of a single channel from
the data shown in A. Data filtered at 2kHz.

Ionic Selectivity

The selectivity sequence based on the reversal potential among alkali monovalent
cations of the w.t. channel is Na* > K* > Li* > Rb* > Cs* (Kaupp et al., 1989) and
is the same as in the T - w.t. channel. Table 1 reports the reversal potential for biionic
solutions, with 110 mM Na* in the extracellular medium and an equimolar amount
of the tested cation in the intracellular medium. It is evident that the ionic selectivity
is almost identical in the two channels with the exception of Cs* which is hardly
permeable through T - w.t.
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Figure 3. Single channel properties of mutant T - w.t. A: current recodings at -100 mV in the presence of
increasing cGMP concentrations. Data filtered at 2kHz. B: current recordings at + 100 mV in the presence of
500uM c¢GMP. The patch pipette contained 110 mM NaCl and the bathing medium contained an equimolar
amount of NH,CI, NaCl, KCl, LiCl, RbCl and CsCl. Data filtered at 1 kHz.

Table 1.
T-w.t. w.t.

Single channel conductance at - 100 mV 27.8£2.1 pS 30.3£1.2 pS
Single channel conductance at + 100 mV 28.5+1.7 pS 29.7£1.5 pS
Reversal potential of a bionic solution with NHj -28+4 -32.2%1.7

with K* 1+1 -2.6£1.2

with Li* 8+1.5 7.430.8

with Rb* 15.243.7 12.3+1.4

with Cs* 48.844.2 25.144.5
Single channel conductance at +100 mV

with NHj 37.3%2 36£3.5

with K* 26.5t1 27.3+1.8

with Li* — —

with Rb* — —

with Cs* n.a. n.a.
Fraction of current blocked at -40 mV

by 1 mM Ca®** 45+3% 42+5%

by | mM Mg** 6+3% 8+4%
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Fig. 3B illustrates current recordings from a patch containing a single CNG channel,
at a holding voltage of +100 mV and in the presence of 500uM cGMP. 110 mM Na* was
present in the patch pipette and equimolar amounts of NH*,, Na*, K* Li*, Rb*, and Cs* were
present in the medium bathing the cytoplasmic side of the membrane. The single channel
current was 3.4,2.9,2.2 and 0.8 pA for NH*,, Na*, K" and Li* respectively. No single channel
current was detected in the presence of Rb* or Cs*. A comparison of single channel currents
in the presence of different cations in the w.t. and T - w.t. channels is shown in Table 1.

Gating and Blockage by Divalent Cations

Fig. 4A shows the power spectra of current fluctuations of the w.t. (+) and mutant T
- w.t. (©) at -100 mV and in the presence of 500 pM cGMP. The two power spectra are
almost identical, suggesting that the deletion of a large fraction of the N-terminal does not
significantly affect the kinetics of the gating of the channel.
Divalent cations, such as Ca?* or Mg?* block CNG channels from rod photoreceptors
in a voltage dependent manner (Yau and Baylor, 1989; Colamartino, Menini and Torre,
wt.
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Figure 4. A: Power spectrum of current fluctuations in the w.t. (+) and mutant T - w.t. (©) channel. Data were
filtered at 20 kHz butterworth and were sampled at 60 kHz. Power spectrum computed as the difference of the
power spectra in the presence of 500 uM ¢cGMP and in the absence of cGMP. Holding voltage was -100 mV.
Single channel recordings from the w.t. (B) and mutant T - w.t. (C) in the absence and in the presence of | mM
Ca?* or Mg?*. Holding voltage -60 mV in the presence of 100uM cGMP; data filtered at 2kHz.
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1991). The blockage efficacy depends on the presence of the divalent cation in the extracel-
lular or in the intracellular medium: the blocking effect is more powerful from the outside
(Root and MacKinnon, 1993; Eismann et al., 1994). Fig. 4B and C illustrates single channel
recordings from the w.t. and T - w.t. at -50 mV in the absence and in the presence of 1 mM
Ca*" and Mg?*. In both channels the single channel current was about 1.4 pA and was not
affected by Mg?*. In the presence of 1 mM Ca®* the single channel current was .8 and .85
pA in the w.t and T - w.t. respectively. Also at other membrane voltages between -100 and
+ 100 mV, the blocking effect of Mg?* and Ca** in both channels was very similar.

Desensitization in Mutant T - E363A

The current activated at -100 mV by a steady concentration of cGMP in mutant E363 A
declines within 10 seconds to a steady value which is about 10% of the current initially
activated by cGMP. This current decline is not associated to any detectable change in the
single channel conductance (Bucossi et al., 1996).

Fig. 5 illustrates current recordings from two different patches at -140 (A) and -160
mV (B). 500uM ¢GMP was added to the medium bathing the cytoplasmic side of the
membrane at the time indicated by the horizontal solid line above traces in A and B. It is
evident that the current initially activated by ¢cGMP declines also in mutant T - E363A.
Immediately following exposure to cGMP, the activated current was characterized by very
rapid transients of some pA, as shown by the traces indicated by the solid circles in C and
D. After completion of current decline, different channel openings are observed. Traces
indicated by open circles in panels C and D reproduce in more details the section of
recordings indicated by the same symbols in A and B. These channel openings have a more
squared shape and a conductance of about 10 pS. This change of single channel properties
is a distinct feature of desensitization in ligand gated channels and constitutes additional
evidence that mutants E363A and T - E363A desensitize.

DISCUSSION

The results reported in this paper indicate that the w.t. and its truncated form have
similar electrophysiological properties: the single channel conductance, the blockage of
divalent cations and the selectivity sequence in the two channels are identical. It is important
to observe, however, that Cs* is poorly permeable through T - w.t.: with the patch pipette
filled with Na* and Cs* in the bathing medium, the reversal potential is about 25 mV in the
w.t., while it is about 48 mV in the T - w.t.

When glutamate 363 is mutated to an alanine, both mutants E363A and T - E363A
exhibit a clear time dependent current decline upon activation with a fixed cGMP concen-
tration. During this current decline the single channel conductance of mutant E363A does
not change significantly (Bucossi etal., 1996), but a different behaviour is observed in mutant
T- E363A; immediately after the addition of cGMP to the bathing medium, current openings
are characterized by very rapid transients with an amplitude ranging between 1 and 4 pA (at
-140 or - 160 mV), when the current decline has taken place, square opening can be observed
with a single channel conductance of about 10 pS. These results indicate that the current
decline observed in mutant T - E363A is associated to a conformational change of the pore
region of the channel.

The results presented in this paper indicate that the first 155 amino acids forming the
N-terminal have a small influence on the ionic permeation through the cGMP gated channel
from bovine rods. This effect could be mediated by a different rearrangement of the two
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Figure 5. Desensization in mutant T-363A. Current recodings from two patches at -140 (A) and at -160 mV
(B). In both panels, the two top traces reproduce current recordings obtained after the addition of 500uM cGMP
indicated by the solid lines. The sections indicated by the filled and empty circles in A and B are shown on an

enlarged time scale in C and D respectively. Recordings filtered at 500 Hz in A and B and at 4 kHz in C and
D.

polypeptides forming the w.t and T - w.t. in the plasma membrane of the oocytes or by a
direct influence of the N-terminal on the ionic permeation through the channel.
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1. INTRODUCTION

Mitochondria are double membrane organelles whose primary function is to fulfill
the energy requirements of the cell. This function requires the net transport of large amounts
of materials including substrates and adenine nucleotides as well as the import of mitochon-
drial proteins across the outer and inner membranes. One pathway for the flow of materials
is through ion channels. The generally accepted view is that the outer membrane does not
provide a permeability barrier for small molecules. This low-selectivity is due, at least in
part, to the presence of a large channel called VDAC (voltage dependent anion-selective
channel) which is presumed to remain open in situ (Colombini et al., 1979, 1989). The inner
membrane, on the other hand, is the site of oxidative phosphorylation and is presumed to
require a high electrical resistance for efficient energy coupling. It was therefore somewhat
surprising when patch-clamp techniques revealed a variety of channels in the inner mem-
brane as shown in Table 1. This apparent paradox is resolved by keeping in mind that, like
in the cell membranes of neurons and muscle, the opening of the different mitochondrial
channels is subject to regulation by physiological effectors such as voltage, pH, NADH or
divalent cations.

This communication will summarize the general characteristics of mitochondrial
channels and discuss some of their possible functions.

Neurobiology, edited by Torre and Conti
Plenum Press, New York, 1996 11
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Table 1. Summary of mitochondrial channel activities

Voltage

Channel Activity Size? (pS) Dependence Selectivity Effectors
Outer membrane

VDAC 650 yes slight anion pH, modulator protein

PSC 1250 yes slight cation targeting peptides
Inner membrane

MCC ~1000 yes slight cation to none  Ca®*, Mg?*, pH,

targeting peptides

mCS 107 yes slight anion voltage

K* 9 no K* ATP

ACA 15 no slight cation pH, Mg**

AAA 45 no slight anion pH, Mg?*

?All measurements made in symmetrical 0.15 M KCl except the K* channel was measured in 100
mM KCl in the presence of a gradient (Inoue et al., 1991)

2. OUTER MEMBRANE CHANNELS

The majority of in-depth studies on mitochondrial outer membrane channels have
been carried out in reconstituted systems and have lead to the characterization of two
channels, VDAC and PSC. While more recent studies have employed patch-clamp tech-
niques on isolated mitochondria, most of the studies of VDAC have been done in planar
bilayers while those of PSC have primarily used tip-dip techniques.

2.1. Voltage Dependent Anion-Selective Channel, VDAC

VDAC, or mitochondrial porin, makes up a large percentage of the total outer
membrane protein and has a MW of ~30 kDa depending on the species from which it is
derived. The high level of expression of VDAC is in keeping with its important function as
the primary pathway for solutes across the outer membrane. It is the only mitochondrial
channel that has been purified, cloned and sequenced. VDAC is now the object of intense
molecular and structural studies (Blachly-Dyson et al., 1989, 1990, 1993, 1994). VDAC is
thought to have a beta-barrel structure and therefore is presumed to be similar to bacterial
porin (Shao et al., 1994; Mannella ez al., 1996). Electron microscopic studies of 2-dimen-
sional crystals indicate a pore opening of ~3 nm (Mannella et al., 1984).

Isoforms of VDAC are prevalent. There are at least four isoforms in human, three in
mouse and two in yeast. Correlations between the different isoforms and function are now
being made in different cell types. For example, human VDACI binds hexokinase while
human VDAC2 does not (Blachly-Dyson et al., 1993, 1994). This interaction is expected to
facilitate ATP turnover through the energy exchange from ATP to glucose 6-phosphate, a
primary energy storage form in some cell-types.

VDAC has a peak conductance of 650 pS and a predominant half-open state of about
300 pS in physiological salt (Colombini, 1979). The open state is slightly anion selective
while the half-open state is slightly cation selective. The transition between these two open
states is important in terms of VDAC’s function as the primary transport pathway across the
outer membrane since ATP and ADP are freely permeable only through the fully open state
(Benz et al., 1988, 1990; Liu and Colombini, 1992).

VDAC has a rather symmetrical voltage dependence in bilayers closing with increas-
ing potential of either polarity as shown in figure 1. N is a measure of the gating charge to
open the channel and varies from 2-4 depending on the species studied . The V, is the voltage
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Figure 1. VDAC channel activity and voltage dependence. (A) Current response to a triangle voltage wave
(where the ramp is generated by Clampex program and was limited to £60 mV) shows VDAC closing with
higher potentials of either polarity. Neurospora crassa outer mitochondrial membranes were solubilized in 2%
triton and added to the cis chamber. One apparent channel inserted into the azolectin planar bilayer with
symmetrical 150 mM KCl, 5 mM HEPES, 5 mM CaCl,, pH 7.4. Note full closure occurred at negative
potentials while half-closure occurred with positive potentials. (B) Current was recorded under voltage-clamp
conditions from a patch excised from a liposome reconstituted with purified Neurospora crassa VDAC and
bathed in symmetrical 150 mM KCI, 5 mM HEPES, pH 7.4. Shown is a plot of the probability that the channel
is open at various voltages, calculated as the fraction of total time spent in the fully open (608 pS) state from
total amplitude histograms.

at which the open state is occupied half the time and is in the range of £20-40 mV (Colombini,
1989 and DePinto et al., 1987). These parameters are subject to regulation by physiological
effectors, e.g. NADH (Zizi et al., 1994) and a “modulator protein” partially purified from
the space between the inner and outer membranes (Liu and Colombini 1992; Luiez al., 1994).
Hence the overall outer membrane permeability, thought to be controlled by VDAC, can be
modified in response to changing metabolic conditions.
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Uncertainties about the high permeability of the outer membrane in situ have arisen
from recent reports of high resistance seals on isolated mitochondria using patch-clamp
techniques (Moran et al., 1992). If VDAC were predominantly open, its high conductance
and high density in the outer membrane should preclude the formation of high resistance
seals. These observations suggest that, at least in these preparations, most VDAC are
completely closed. The previous reports of low resistance seals indicate VDAC can be
opened under some experimental conditions (Tedeschi et al., 1987). For a further discussion,
see Sorgato and Moran, 1993.

2.2. Peptide Sensitive Channel, PSC

PSC is a slightly cation-selective channel in the mitochondrial outer membrane and
has been found in both mammalian and yeast mitochondria. It has been detected in studies
of VDAC-deletion mutants and therefore is distinct from VDAC (Thieffry et al., 1990).
While most of the studies of PSC employed tip-dip techniques, it has also been recorded
from liposomes containing mitochondrial membranes using patch-clamp techniques as well
as planar bilayers (Thieffrey et al., 1992, Fevre et al., 1994).

PSC has a peak conductance of over 1 nS in physiological KCl and at least two major
subconductance levels; predominant transitions are 500 pS. It is voltage dependent with a
higher open probability at cytoplasmic negative potentials (Chich et al., 1991). The gating
charge (measure of the effective charge that moves across the membrane to fully open the
channel) is about 2 and the V, is approximately -20 to 0 mV relative to the cytoplasm
depending on the species from which the PSC was derived (Fevre et al., 1994).

Arole in protein import for PSC is supported by the transient blockade of this activity
by synthetic peptides whose sequences target proteins to mitochondria. The relationship
between PSC and the outer membrane protein import apparatus is underway (Henry et al.,
1995).

3. INNER MEMBRANE CHANNELS

The electrophysiological studies of the mitochondrial inner membrane are still at an
early stage. Several channel activities have been identified by applying patch-clamp tech-
niques to the native inner membrane in a preparation called mitoplasts (mitochondria in
which the inner membrane is exposed by either French press or osmotic treatment to break
the outer membrane). However, none of the proteins responsible for these activities have
been identified and, for the most part, their functions are still subjects of speculation.

3.1. Multiple Conductance Channel, MCC

MCC [also called MMC for mitochondrial megachannel by Petronilli et al., (1989)]
was originally reported in 1989 (Kinnally ez al., 1989) and is a channel activity that has been
recorded by patch-clamp techniques in mitoplasts from a variety of organs from several
mammals (including human cell lines, Murphy et al., 1995) as well as yeast (Lohret and
Kinnally, 1995a, 1995b, Kinnally et al., 1995). It has a peak conductance of ~1 nS and
transition sizes in the range of 300 to 600 pS predominate in mammalian and yeast mitoplasts.
Mammalian MCC is normally quiescent but can be activated by calcium or high voltage
(Kinnally et al., 1991, Zorov et al., 1992).

While the various conductance levels observed might correspond to more than one
channel, they have been attributed to a single class. They are activated by similar conditions,
e.g. calcium and voltage, and respond similarly to pharmacological agents (Kinnally ef al.,
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Figure 2. MCC channel activity and voltage dependence. (A) Sample current traces showing MCC channel
activity from a murine liver mitoplast. The excised patch was clamped either at +30 or -30 mV. Data was
sampled at 5 kHz and bandwidth limited to 2.5 KHz. Mitoplasts were pre-treated with 40 uM FCCP. After
excision, the patch was perfused with medium contained 150 mM KCl, 5 mM HEPES, 1 mM EGTA, 40 uM
FCCP and 1 mM dithiotreitol. (B) Open probability of the same patch clamped at different voltages. The V,,
was 23 mV and the gating charge was -3.2. C and O refer to close and open states respectively. Other conditions
as in fig. 1.

1992, Campo et al., 1995). MCC activity can be reconstituted into liposomes after detergent
solubilization of inner membranes while retaining its variety of subconductance levels
(Lohret and Kinnally, 1995a). Furthermore, Petronilli et al. (1989) showed that conductance
levels between 300 and 1300 pS are probably substates of a single channel since several
small openings sometimes close in a single large step.

MCC has a slight selectivity for cations over anions. The relative permeability ratio
for K*/CI" is 3-6 depending on the species of origin (Lohret and Kinnally, 1995a).
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MCC is voltage dependent after its activation from a quiescent closed state (for
example by calcium) as shown by the current traces and voltage profile of figure 2.
Occupation of the peak level is often greater with high (usually >50 mV) compared to low
positive potentials (not shown). There are reports that MCC slowly closes after extended
periods at negative potentials and closure is facilitated by higher than physiological salt
(Szabd et al., 1993). Closure of MCC with negative potentials is also found after reconsti-
tution of wild-type yeast MCC and is seen in mitoplasts from a yeast strain in which the
VDAC gene has been deleted (Lohret and Kinnally, 1995a). Differences in voltage depend-
ence may be related to the regulation of MCC by a variety of physiological effectors some
of which might be lost during isolation and/or reconstitution. Furthermore, MCC may reside
in different membrane domains whose integrity may be sensitive to experimental conditions,
e.g. contact sites (Kinnally et al., 1992).

Voltage dependence can be expressed quantitatively in terms of gating charge and
V. The gating charge for MCC is -3 to -5 at low positive potentials (Lohret and Kinnally,
1995a). The V, varies with the source of mitochondria but is generally in the range of 10-30
mV relative to the mitochondrial matrix. (Lohret and Kinnally, 1995b).

MCC is a very high conductance channel whose uncontrolled opening should
decrease coupling of oxidative phosphorylation. Therefore, it is not surprising that MCC’s
activity is influenced by a variety of physiological effectors. These include divalent cations,
pH, ADP and voltage (e.g. see Szabo and Zoratti, 1992). Several pharmacological agents
affect MCC including antimycin A, cyclosporin A, and the uncouplers, CCCP and FCCP. In
addition, the list of compounds affecting MCC activity include the amphiphilic cations
amiodarone, propranolol and quinine, as well as dibucaine (see Campo et al., 1995 for
summary). ‘

MCC activity has recently been linked to protein import by the transient blockade of
MCC by synthetic peptides whose sequences correspond to targeting signals for mitochon-
drial protein import (Lohret and Kinnally, 1995b). MCC has several functional similarities
to the outer membrane channel PSC (i.e., sizes of conductance transitions and selectivity;
for comparison see Kinnally ez al., 1995), further implicating a possible role for MCC in
protein import. Note that PSC and MCC are thought to be located in different membranes
and can be distinguished in protein import mutants (Lohret ef al., 1996b).

3.2. Mitochondrial Centum picoSiemen Channel, mCS

The first application of patch-clamp techniques to the native inner mitochondrial
membrane resulted in the discovery of a voltage-gated, 100-pS conductance channel (Sor-
gato et al., 1987) now called mCS. This activity has been recorded in several labs using
mitoplasts from a variety of mammalian organs (e.g. mouse liver, heart, and kidney) and
more recently from human tissue culture cells (Murphy et al., 1995). However, mCS has not
as yet been detected in yeast mitoplasts (Lohret and Kinnally, 1995a). mCS is often recorded
from the same patch as MCC suggesting that the two classes of channels coexist in the
mammalian mitochondrial inner membrane (Kinnally et al., 1992). While differences have
been reported from lab to lab, we have found mCS is normally quiescent but can be activated
by manipulations with calcium chelators during mitoplast preparation (Kinnally et al., 1991).
However, once activated, mCS is not strongly influenced by calcium in the range of 10 to
10 M calcium (Kinnally et al,. 1991).

This channel is voltage dependent, closing with matrix negative potentials as shown
in the current traces and voltage profile of Figure 3. Kinetic analysis of its bursting activity
indicates that mCS has multiple open and closed states as well as intermediate subconduc-
tance states (Klitsch and Siemen, 1991; Campo et al., 1992, Ballarin et al., 1994). The
reported peak conductance ranges from about 90-140 pS with an average of about 110 pS.
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Figure 3. mCS channel activity and voltage dependence. (A) Sample current traces were recorded from an
attached patch from a mouse liver mitoplast in 150 mM KCl, 5 mM HEPES, 1 mM EGTA, 2 mM MgCl,, 2.5
uM rotenone, pH 7.4. Data was sampled at 5 KHz and bandwidth limited to 2 KHz. (B) Open probability as
a function of voltage was determined from total amplitude histograms of current recorded from a patch excised
from a rat heart mitoplast in symmetrical 150 mM KCl, 5 mM HEPES, 1 mM EGTA, 0.75 mM CaCl,, pH 7 4.
Other conditions as in fig. 1 and 2.

Substates on the order of 0.25, 0.5, 0.7 and 1.3 times the primary conductance value also
have been reported (Kinnally et al., 1993; Klitsch and Siemen, 1991). mCS is slightly
anion-selective (P¢/Px. = 4.5) in its main 110-pS conductance state and in at least one
(50-pS) substate (Kinnally and Tedeschi, 1994).

mCS activity is subject to regulation by physiological effectors. Klitsch and Seimen
(1991) have reported that mCS is inhibited by submillimolar levels of di- and trinucleotide
phosphates as well as GMP when added to the outside of patched mitoplasts. These results
indicate that mCS is not related to the uncoupling protein, thermogenin, which is insensitive
to GMP. However, Inoue at al. (1991) report that mCS is not affected by millimolar Mg?* or
ATP and micromolar ADP if applied on the matrix side of excised patches (Inoue et al.,
1991).

A variety of metals and organic compounds have been tested for their effects on mCS
activity. Sorgato ef al. (1989) have reported that several effectors of other types of channels,
e.g. pH, Zn?*, Gd** and DIDS, have no effect on mCS. However, several pharmacological
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agents have been found to inhibit mCS activity including amiodarone, propranolol and
antimycin A (summarized in Campo et al., 1995).

The function of mCS is a subject of speculation at this time. Some postulated roles
for this channel include volume regulation (Klitsch and Siemen, 1991) and thermogenesis.

3.3. ATP-Sensitive K* Channel

The primary function of mitochondria is the synthesis of ATP. Therefore, it was
exciting to find mitochondria harbor ATP-sensitive channels in their inner membrane. Inoue
et al. (1991) originally described the inhibition of a K* channel by ATP in fused mitoplasts.
This activity has a conductance of about 10 pS in 0.1 M salt and is voltage independent. The
localization in the inner membrane is supported by detection of its activity in patches also
containing mCS activity. The channel activity is inhibited by 4-aminopyridine and gliben-
clamide plus ATP which are known effectors of the plasma membrane ATP-sensitive K*
channels. A possible role for the ATP-dependent K* channel is the regulation or fine-tuning
of the mitochondrial membrane potential by changing K* permeability in response to the
availability of ATP.

3.4. Alkaline pH-Sensitive Channels, ACA and AAA

Two pH-sensitive mitoplast channel activities have been described, both displaying
greater open probabilities at alkaline pH and both being activated by depletion of Mg?*
(Antonenko et al., 1991b, 1994). One of these channel activities is cation selective (ACA,
alkaline-induced cation activity) while the other is slightly anion selective (AAA, alkaline-
induced anion activity).

The cation channel ACA has a conductance of about 15 pS in 0.15 M KCl and is
relatively voltage insensitive (Antonenko et al., 1992). Its voltage dependence and unit
conductance are similar to those of the ATP-sensitive K* channel. However, unlike the latter
channel, ACA is relatively non-selective for cations and is not affected by 4-aminopyridine
and glibenclamide plus ATP. Instead, like mCS and MCC, ACA is inhibited by amiodarone
and propranolol. Mg?*-depletion by EDTA is used to induce ACA activity which itself is
insensitive to Ca**. The selectivity and inhibition by Mg?* suggest that ACA may correspond
to one of the cation uniporters whose existence was inferred from solution studies and which
are implicated in volume homeostasis (e.g. Bernardi et al., 1992).

The anionic channel AAA has an open-state conductance of about 45 pS and, like
ACA, is relatively voltage insensitive. AAA has two conductance substates of 1/3 and 2/3
the fully open state and is only slightly selective for different anions (Antonenko et al., 1994).
Based on similarities in activation requirements, ACA initially was thought to correspond to
IMAC, the inner membrane anion channel inferred from mitochondrial suspension studies.
However, there are discrepancies in several functional characteristics of AAA and IMAC,
e.g. estimated pore size and degree of anion selectivity (Beavis ez al., 1992). AAA may
correspond to the low-conductance activity reconstituted from mammalian mitochondrial
extracts in bilayers by Hayman et al. (1993) and more recently reported in yeast mitoplasts
by Ballarin et al. (1995).

4. DISCUSSION

The application of electrophysiological techniques to mitochondrial membranes has
provided a wealth of new information regarding its permeability. The integration of these
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findings into our understanding of mitochondrial function has led to new ideas about the
transport of ions as well the translocation of proteins across these membranes.

4.1. Are There Additional Channels in the Inner and Quter Membranes?

A variety of other transition sizes have been reported in both native and reconstituted
electrophysiological studies of mitochondria but are not discussed here. These include the
large anion channel recently reported in yeast mitoplasts and a high conductance cation
channel from yeast in bilayer studies as well as the low conductance transitions reported
from patch-clamping mitochondria (Ballarin ez al., 1995; Dihanich et al., 1989; Szabd et al.,
1994; Sorgato and Moran, 1995; Moran et al., 1990, 1992). The relationship between these
activities and those defined above has not yet been defined.

4.2. Future Studies

It is somewhat surprising that several mitochondrial channels have been described
in electrophysiological studies, but the definitive function of these channels remains elusive.
While MCC and PSC are probably involved in protein import, the ATP-sensitive K* is
implicated as an energy-sensor and VDAC functions as the predominant permeability
pathway of the outer membrane, speculation is the rule of thumb for the other channels.
Furthermore, none of the proteins responsible for these activities (except for VDAC) have
been identified despite valiant attempts at biochemical purification. New approaches using
molecular techniques appear to hold the key to some of these problems. For example, while
the relationship between the permeability transition pore and MCC requires more investiga-
tion, the adenine nucleotide translocator is not directly responsible for MCC since deletion
of the translocator from yeast mitochondria does not affect MCC activity (Lohret et al.,
1996). The application of these techniques to yeast deletion mutants as well as yeast with
defined functional flaws will undoubtedly facilitate these studies.
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1. INTRODUCTION

Cytoplasmic Ca** levels can be effectively regulated by a variety of voltage-depend-
ent Ca?* channels through which Ca?* ions can quickly enter the cell (see Bean, 1989; Tsien,
Ellinor & Horne, 1991). As the increase of intracellular Ca?* represents the triggering event
of many biological functions, the modulation of Ca®*-entry through voltage-activated Ca®*
channels may represent an effective tool to regulate a number of Ca?*-dependent cell
activities (see Carbone & Swandulla, 1989). Neurotransmitter and hormone release from
pre-synaptic terminals and secretory cells are probably the best examples of cell activities
in which Ca?* channel modulation plays a critical role. The released material may either
affect its own release by modulating the Ca* channels controlling the secretion (autocrine
regulation) or may interfere with the exocytotic activity of other neurons by inhibiting Ca?*
influx at their prejunctional endings (presynaptic inhibition). In both cases Ca®* channel
modulation by neurotransmitters and hormones is crucial to the control of secreted products
and neuronal functioning. A better knowledge of the molecular mechanisms underlying Ca?*
channel modulation by neurotransmitter receptors activation will allow therefore to clarify
important issues related to neurosecretion and, in parallel, to improve our understanding of
Ca®* channel function.

In this article we will review the most relevant discoveries of the last decade on
neuronal Ca®* channel modulation mediated by receptor-activated G proteins and protein
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kinase C. Rather than furnishing an exhaustive list of the available literature, we preferred
to discuss the molecular basis of these events focusing on the most recent findings derived
from the biophysics, pharmacology and molecular biology of Ca?* channel modulation.

2. HISTORICAL BACKGROUND

On a short time scale, the inhibition of neuronal high-threshold (HVA) Ca®* channels
induced by neurotransmitters and hormones represents one of the best understood systems
of Ca?* channel modulation. The phenomenon was first reported in chick sensory neurons
by Dunlap & Fischbach (1978) and subsequently extended to most peripheral and central
neurons by an impressive number of reports (see Swandulla, Carbone & Lux, 1991). The
main constituents of neurotransmitter action are well established and attributed to a recep-
tor-mediated reaction modulated by either pertussis toxin-sensitive (Dolphin & Scott, 1987;
Wanke, Ferroni, Malgaroli, Ambrosini, Pozzan & Meldolesi, 1987) or cholera toxin-sensitive
G proteins (Zhu & Ikeda, 1994b). The receptor-activated Ga. (or Gfy)-subunit of the G
protein down-modulates reversibly the HVA Ca®* channels by reducing and delaying their
probability of opening. An interesting aspect of this phenomenon is that membrane voltage
controls a significant fraction of Ca®* channel inhibition. Strong depolarizations remove
quickly the inhibition while resting potentials help to recover the depression (Marchetti,
Carbone & Lux, 1986; Bean, 1989: Grassi & Lux, 1989; Elmslie, Zhou & Jones, 1990). A
number of recent papers have focused on the basic mechanisms underlying the voltage
dependency, voltage independency and selectivity of G protein action (see Hille, 1994).
Some points are universally accepted while others are still questioned. Here, we will discuss
the converging and contrasting issues focusing on the role that the Ca?* channel modulation
by G proteins may play in the control of neurotransmitter and hormone release in synaptic
terminals and neurosecretory cells.

3. ACTION OF NEUROTRANSMITTERS ON Ca** CHANNELS

3.1. Effects on High-Threshold Channels

Neurotransmitter action on HVA Ca?* channels is reversible and mediated by mem-
brane receptors. In human neuroblastoma IMR32 cells (Pollo, Lovallo, Sher & Carbone,
1992) and bullfrog sympathetic neurons (Boland & Bean, 1993) the block of HVA currents
by receptor agonists is concentration dependent and develops within few seconds at saturat-
ing doses of the agonist. The wash out develops independently of neurotransmitter concen-
tration and is complete between 6 and 10 s. The degree of neurotransmitter inhibition is
related to the density of membrane receptors expressed by the cell. For instance, noradren-
ergic, muscarinic and opioid receptors coexists at different concentrations in IMR32 cells.
In these cells, the action of noradrenaline (NA) and oxotremorine (OXO) is usually pro-
nounced (Fig. 1). The inhibition appears stronger at the beginning of the step depolarization
and partially relieved toward the end of the pulse. Neurotransmitter action is prevented by
receptor antagonists (Fig. 2-right) and, in most cells, the kinetic slowing is limited to
non-L-type channels. In differentiated IMR32 cells possessing 20% L-type and 80% N-type
channels (Carbone, Sher & Clementi, 1990), the action of OXO and NA is almost absent in
cells pre-treated with 0-CTx-GVIA and thus deprived of N-type channels (Fig. 2-left). The
same is true for most, but not all, peripheral neurons (Elmslie et al., 1990, Kasai, 1992;
Boland & Bean. 1993). L-type channels appear little inhibited in a time-dependent manner
by neurotransmitters and the slow-down of channel activation is always additive to the action
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Figure 1. Inhibition of HVA currents by
adrenergic and muscarinic agonists in hu-

oo [

man neuroblastoma IMR32 cells. Revers-

ible effects of noradrenaline (NA, 10 uM)

and oxotremorine (OXO, 10 uM) on HVA

currents at +10 mV in 10 mM Ba?*. The \

traces were recorded before (C) and after ' R
(R) short exposures (1 min) of the cell to the C C
neurotransmitters. Notice the appearance of

a slow phase of activation and the absence lO.‘mA 0.1nA
of inactivation during application of the l_
neurotransmitter. Holding potential -90 mV. 20ms 10ms

of L-type blockers. This suggests a selective action of neurotransmitters on non-L-type
channels. In Fig. 3, oxotremorine action is preserved independently of whether L-type
channels are either functioning (left) or blocked by nifedipine (right). The dihydropyridine
(DHP) reduces the size of the current without affecting its modified activation-inactivation
kinetics by oxotremorine.

The little effects of neurotransmitters on L-type channels observed in some neurons
is not, however, a general rule. Inhibitions of L-type channels by noradrenaline, opioids,
GABA and ACh have been reported in sympathetic neurons (Bley & Tsien, 1990; Mathie,
Bernheim & Hille, 1992), insulin-secreting cells (Pollo, Lovallo, Biancardi, Sher, Socci &
Carbone, 1993), bovine chromaffin cells (Albillos, Carbone, Gandia, Garcia & Pollo, 1995),
hippocampal neurons (Scholz & Miller, 1991) and cerebellar granules (Amico, Marchetti,
Nobile & Usai, 1995). In all cases the reversible inhibition of L-type channels caused a
current depression with no significant change to the activation-inactivation kinetics.

3.2. Effects on Low-Threshold Channels

At variance with HVA channels, neurotransmitters and G protein activation have
variable effects on the low-threshold (LVA, T-type) channels in most neurons. T-type currents
may be either unaffected, enhanced or partially inhibited by different levels of G protein
activation. An example of a weak action of neurotransmitter on LVA channels is shown in

GVIA-treated cell
CaChol reated ce
Ca?hol OX0
s atropine c R
0.1 nA
20ms

Figure 2. Muscarinic inhibition of HVA currents in IMR32 cells is selective for o-CTx-GVIA-sensitive
(N-type) channels. Left: The inhibitory action of carbachol (1 uM) on HVA currents is antagonized by addition
of I uM atropine to the solution containing the agonist. Test depolarization to +10 mV from -90 mV in 10 mM
Ba?*. Right: 10 pM oxotremorine has no effect on HVA currents persisting after cell pre-treatment with
®-CTx-GVIA (3.2 pM for 15 min in 2 mM Ca?).
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OXO + nife

OX0
+ nife
Cc
@
20ms

Figure 3. Oxotremorine action is additive to the blocking effects of nifedipine. Left: Inhibition of HVA currents
by 10 uM oxotremorine (0OXO0). Test depolarization to +10 mV from -90 mV. Right: Addition of nifedipine
(nife, 10 uM) to the same cell causes a partial depression of the Ba* current but does not prevent the action
of oxotremorine (OXO + nife).

the inset of Fig. 4. NA causes a marked depression of the current activating at high voltages
(with a maximum around +5 mV) but preserves the early small current originating at low
voltages (with a maximum around -25 mV). Small effects on LVA channels have been
reported in other neurons using several neurotransmitters (Cox & Dunlap, 1992), but there
are clear exceptions to this rule. For instance, dopamine (Marchetti et al., 1986) and opioid
agonists (Kasai, 1992; Fisher & Bourque, 1995; Formenti, Arrigoni, Bejan, Avanzini &
Mancia, 1995) may cause a significant depression of LVA currents without affecting their
time course in peripheral as well as in central neurons.

+10 +50
C OX0
OXO
-
C
-40
80 -40 0 +40 +80 0.1nA
5ms -40
NA «—
nA
-0.3 \C

Figure 4. V-dependent inhibition and facilitation of HVA Ba?* currents by oxotremorine and noradrenaline in
IMR32 cells. The traces were recorded before (C) and during application of 10 uM OXO in 10 mM Ba?* at
the potentials indicated. Step repolarizations to -40 mV; holding potential -90 mV. Tail currents were recorded
at a faster sampling rate (20 ps/point) with respect to the current relaxation at test potentials (50 us/point). The
arrows on the middle and right-hand panel indicate the peak amplitude of the “facilitated” tail current with
OXO. Inset: Selective action of noradrenaline on HVA currents. The traces were recorded in response to ramp
commands with a slope of 0.55 mV/ms from -90 mV holding potential in 10 mM Ba?*. The I/V relationships
show an early peak at -25 mV (LVA) that is unaffected by 10 uM NA and a second large peak at about +5 mV
(HVA) that is strongly depressed by the neurotransmitter. Recordings were corrected for Cd?*-insensitive
currents persisting after addition of 200 pM Cd**.
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4. NEUROTRANSMITTER INHIBITION AND
VOLTAGE-DEPENDENT FACILITATION

Neurotransmitter inhibition of HVA currents is time- and voltage-dependent. The
depression is marked at low voltages and partially relieved at higher depolarizations. In the
inset of Fig. 4, NA inhibition in IMR32 cells is more potent at 0 mV (75%) than at +50 mV
(28%) and the modified I/V curve is shifted to the right. The time-dependent removal of
inhibition with voltage is illustrated by the recordings of the same figure. At -10 mV,
depression by OXO is strong (87%) and remains unchanged during the 30 ms step depolari-
zation. At +10 mV, the current reduction is maximal soon after the onset of the pulse but is
significantly relieved at the end of the pulse. The modified tail current on return to -40 mV
is depressed by only 67% (arrow). At +50 mV, the time course of the inhibited current is
hardly separable from the control trace and the inhibition is largely relieved during the 30
ms step depolarization (facilitation). The corresponding tail current is reduced by only 27%
(arrow).

Voltage-induced “facilitation” may be significant (>80% at +90 mV) but is
usually partial, leaving a residual depression unrecovered by voltage (V-independent).
This raises several important questions. Are the V-dependent and V-independent in-
hibitions controlled by different mechanisms (G proteins or 2nd messengers)? Are
they associated to different Ca* channels? How accurately can the percentage of
V-dependent facilitation be measured? Fig. 5 shows a typical voltage protocol used
to determine the amount of V-dependent facilitation of Ca?* currents exposed to satu-
rating doses of neurotransmitter (Grassi & Lux, 1989; Elmslie et al., 1990). The
current recorded during the test pulse (+10 mV) from the holding potential (trace 1)
is compared to the current relaxation at the same potential preceded by a 50 ms step
depolarization to +90 mV (trace 2). In control conditions the two current relaxation
(1 and 2) are coincident if allowance is made for trace 1 to reach its peak value. With
10 uM OXO the two traces (3 and 4) deviate markedly (Fig. 5B). There is 71%
inhibition when comparing the two traces without pre-pulses at the peak (vertical
arrows in Fig. 5C), but there is only 16% residual inhibition when comparing the
amplitude of trace 2 and 4 at the end of the facilitating pre-pulse (horizontal arrows
in Fig. 5D). This is a relatively high degree of facilitation with pre-pulses and, in our
view, is the most accurate way to evaluate the percentage of V-dependent modulation.
Protocols using a short repolarization (5 to 10 ms) to -90 mV interposed between the
pre-conditioning and the test pulse usually underestimate the percentage of facilitation
for two reasons. Channel re-inhibition after facilitation develops in a concentration
dependent manner with a time constant (T,;,,) of 30 to 50 ms at the holding potential
(Lopez & Brown, 1991; Golard & Siegelbaum, 1993; Elmslie & Jones, 1994) and
may cause a 28 to 18% channel re-inhibition after 10 ms, respectively. In addition,
channel activation at test potentials around 0 mV further delays the estimate of the
current facilitation by 3 to S ms, which is the time required to reach the peak. Thus,
in double pulse protocols with 10 ms repolarization to -90 mV and test pulse to +10
mV, the estimate of channel facilitation at the peak of the facilitated current is delayed
by about 13 to 15 ms after the end of the facilitating stimulus. This causes a 40 to
25% amplitude reduction of the facilitated current and a consequent proportional
underestimate of the V-dependent inhibition. We think therefore that V-dependent
facilitation of Ca?* channels is more accurately estimated at the end of the facilitating
pre-pulse. The neurotransmitter-induced depression persisting after pre-pulse represents
the best estimate of the V-independent fraction of inhibition not recovered by voltage.



28 E. Carbone et al.

Control
2
A e oot B
1 F

+90 mV l
+10 nd

-90 2

c D =

Yy

Figure 5. Prepulse-induced facilitation of muscarinic inhibition in IMR32 cells. The two overlapping traces
in panel 4 and B were recorded without (trace / and 3) and with (¢race 2 and 4) a 50 ms conditioning pre-pulse
to +90 mV. Test depolarizations to +10 mV; holding potential -90 mV. The double-pulse protocol was delivered
before (4) and during (B) application of 10 uM OXO, with 3 s interval between pulses. The vertical arrows
on trace I and 3 indicate the time at which the inhibition is estimated. The horizontal arrows on trace 2 and 4
indicate the amplitude of the facilitated current relaxation to +10 mV. Trace I and 3 before pre-pulse are shown
overlapped in panel C. Trace 2 and 4 after pre-pulse are shown in panel D. The percentage of voltage-inde-
pendent inhibition estimated from the ratio of trace 2 and 4 is 16% while the total inhibition (ratio of trace 1
and 3) is 71%.

5. VOLTAGE-DEPENDENT VERSUS VOLTAGE-INDEPENDENT
MODULATION

Variable degrees of V-independent inhibition of Ca®* currents have been reported on
most peripheral and central neurons. The steady-state depression insensitive to voltage is
commonly associated to N-type channels (Luebke & Dunlap, 1994) but there is also evidence
for a similar action on L-type channels in insulin-secreting cells (Pollo et al., 1993),
chromaftin cells (Albillos et al., 1995), peripheral and central neurons (Bley & Tsien, 1990;
Scholz & Miller, 1991) as well as on T- (Marchetti et al., 1986; Kasai, 1992) and P-type
channels (Swartz, 1993). In insulin-secreting and chromaffin cells, for instance, NA and
opioids induce both V-independent and V-dependent inhibition that can appear either in
isolation or in combination (Pollo et al., 1993; Albillos etal., 1995). V-independent inhibition
is largely removed by applications of saturating doses of nifedipine sparing the V-dependent
component which is mainly associated to non-L type channels. The same is true for the
GABA-induced depression of Ca®* currents in cerebellar granule cells (Amico et al., 1995).

Steady-state inhibition by neurotransmitters has been mostly investigated on N-type
currents. It is preserved in the presence of DHP-antagonists and contributes significantly in
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neurons expressing a small percentage of L-type channels (Cox & Dunlap, 1992). So far,
separation of the V-dependent and V-independent depression was mostly based on qualitative
grounds. Both pathways are controlled by G proteins, as intracellular GTP-y-S mimics the
two actions and GDP-f3-S prevents them. In our experience, however, internal GDP-f-S is
extremely effective in preventing the slowing of channel activation but spares some steady-
state inhibition by addition of neurotransmitters. This, very likely, is the first direct evidence
that the two modulations develop partially through distinct pathways. The second evidence
is the lack of correlation between the two effects. Although the presence of channel
inactivation does not often allow a clear separation of the slow activation phase from
steady-state inhibition, the two modulations may be separately estimated by the conditioning
pre-pulse method described above. Other evidences are: 1) The two phenomena have sharply
different voltage dependency (Luebke & Dunlap, 1994), 2) Different neurotransmitters cause
a prevalence of either the V-dependent or V-independent inhibitions in the same cell
(Formenti, Arrigoni & Mancia, 1993), 3) V-dependent and V-independent modulations are
regulated by different G protein subunits (Diversé-Pierluissi, Goldsmith & Dunlap, 1995).
Kinetic slowing induced by o,-adrenergic and GABAjg agonists in chick sensory neurons
are apparently controlled by G,a subunits with no involvement of protein kinase C (PKC)
(but see below Swartz, 1993; Zhu & lkeda. 1994a), while steady-state inhibition through
a,-adrenergic receptors is mediated by G,y subunits and PKC activation. In conclusion,
there is evidence for the existence of two modulatory pathway which may sub serve different
cellular functions.

The existence of separate V-dependent and V-independent down-modulations of Ca®*
currents increases the degree of control of Ca**-dependent cell functions by endogenous or
exogenous membrane receptor agonists. V-dependent inhibitions are expected to be attenu-
ated upon repeated cell stimulation and may be useful in the phasic or use-dependent control
of cell function. V-independent depression may be effective in the tonic inhibition of
neurotransmitter and hormone secretion, even in the presence of high frequency stimulation
or prolonged cell depolarizations.

6. RECONSTITUTED Ca** CHANNEL MODULATION IN OOCYTES

V-dependent Ca®* channels are oligomeric structures composed of a,, B, y and
disulfide-linked o,/ subunits. The a.;-subunits accounts for most of the channel properties:
gatings, ion permeability and toxin sensitivity (see Catterall, 1991). The class A and B
o -subunit (o, and a,g) are also shown to be directly modulated by PTX-sensitive G
proteins activated by seven-helix transmembrane receptors coexpressed with the o, -subunits
(Bourinet, Soong, Stea, Dubel, Yu & Snutch, 1995). Modulation of a, , and o,z by activated
G proteins appears similar to that observed on native Ca* currents and consists of a marked
current inhibition followed by a prolongation of channel activation. In other words, the o, -
and a,g-subunits are the direct target of the activated G proteins and the co-expression of
the two subunits with endogenous G proteins allows to mimic the membrane delimited
voltage-dependent inhibition of Ca?* channels induced by neurotransmitters in most neurons.
Bourinet et al., showed also that transient co-expression of a B-subunit reduces dramatically
the V-dependent inhibition and facilitation of a, , and &,z Ba®* currents induced by p-opioid
agonists in Xenopus oocytes. This suggests a regulatory role of B-subunits on Ca?* channel
gatings; in line with the idea that  subunits accelerate the activation and inactivation gatings
of o, Ca?* channels (Lacerda et al., 1991).

Aregulatory action of endogenous B-subunits on the G protein/Ca* channel coupling
has been also suggested by experiments on Ca?* channel current modulation in sensory
neurons using antisense oligonucleotide against $-subunits (Berrow, Campbell, Fitzgerald,
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Brickley & Dolphin, 1995). Cell pre-treatment with B-subunits antisense caused a marked
Ca*" current decrease in rat DRGs. The reduced currents (N- and L-type), however, were
inhibited by GABAg receptors activation more potently than control currents, suggesting
competitive interaction between activated Go-subunits (or GBy) and the Ca?* channel
B-subunit for an intracellular site of the channel a,-subunit. On the light of these results three
possible interactions between G,a.-, - and o-subunits are postulated: i) the 3-subunit binds
to Ga. (or GBy), preventing o, channel inhibition, /i) Go and B compete for the same site at
the a,-subunit. The presence of functional B-subunits prevents the inhibitory action of Ga,
iii) G and B bind to different sites of the a,-subunit and the absence of B enhances
allosterically the affinity of Ga. to the o;-subunit.

The above findings highlight the regulatory role of B-subunits in the Ca?* channel
functioning and open new interesting perspectives for the channel modulation by neurotrans-
mitters. Some of them are important to understand the molecular details of channel gatings.
It may be that the B-subunit is the phosphorylation site of intracellular second messengers,
like protein kinase C whose activation is shown to prevent the V-dependent inhibition and
facilitation of Ca** channels (see par. 11). It may also be that the degree of B/o,-subunit
coupling, which affects the channel activation-inactivation gatings, depends on the ion
flowing through open Ca®* channels (Ca?*, Ba** or Na*). This would explain for instance
the lack of G proteins effects on Na* currents compared to the Ca?* and Ba®* currents which
are effectively modulated by neurotransmitters (see par. 9). Future work will certainly clarify
some of these issues.

7. MODELS FOR THE V-DEPENDENT INHIBITION AND
FACILITATION

Independently of the role of B-subunits, the voltage-dependent down-modulation of
native HVA currents by neurotransmitters is usually ascribed to changes in channel gating
mediated by activated G-proteins. Internal GTP-y-S mimics the current depression by
external neurotransmitters, while GDP-$-S prevents this action. Identified G proteins (see
Dolphin, 1995) are postulated to interact with Ca®* channel gating in a V-dependent manner.
Low negative potentials stabilize the binding of the G protein to the channel while strong
positive depolarizations favour the normal gating conditions. It is still unclear how the
voltage can affect this “protein-protein” interaction. It could be that membrane voltage
affects directly the coupling and uncoupling of the two macromolecules by acting on a
voltage sensor on the G protein (Swandulla et al., 1991) or that the “voltage-dependency”
results from a permanent modification of Ca®* channels, in slow equilibrium with unmodified
channels (Kasai,. 1992; Pollo et al., 1992; see scheme 1 and 2 in Fig. 6). In the first cases
the modified (M*) channels are facilitated by the voltage-dependent rate constants y and &
that regulate the modified gating mode. k, and k_, are the rate constants regulating the slow
equilibrium between normal and modulated channels (see legend Fig. 6). In the second case
the facilitation of inhibited channels (H*) to the normal gating mode (C<>O) is further
favoured by fast state transitions with voltage-independent rate constants (it and v) (Pollo
et al., 1992). State transitions are assumed to occur most favourably from open (4v) rather
than from closed (v) modified channels (Elmslie et al., 1990). “Voltage dependency” may
derive also from the reduced affinity of the G protein for open channels and would be,
therefore, a consequence of the voltage-sensitivity of channel gatings (Boland & Bean, 1993;
Golard & Siegelbaum, 1993). In this case, the inhibited channel is thought to shift from a
“reluctant” to a “willing” gating mode during membrane depolarizations (scheme 3). The
“willing” mode has increased occupational probability as the G protein dissociates either
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Figure 6. Kinetic models for the Ca** channel gating modulation by neurotransmitters. In scheme 1, C and O
represent the closed and open states of the normal channel which are in equilibrium through the voltage-de-
pendent rate constants o and p (Kasai, 1992). C* and O* are the corresponding closed and open states of the
modified channel. M* is the modified (non-conductive) state of the channel and y and 8 are the rate constants
producing the slow activation of the channel during depolarization. Scheme 2 is from Pollo et al., 1992. At
variance with model 1, the inhibited state of the channel (H*) is allowed to equilibrate with the normal gating
mode (C<>0) through the fast transition rate constants p and v taken from Elmslie et al., 1990. k; and k _, are
the rate constants regulating the slow equilibrium between normal and modified. channels. They are estimated
from the onset and offset of Ca%* channel inhibition during application of saturating doses of neurotransmitters.
Scheme 3 is derived from Boland & Bean, 1993. The “willing” and the “reluctant” gating modes are in
equilibrium through slow equilibrium rate constants as indicated (see text). The activation kinetics in each
mode obey an Hodgkin-Huxley formalism with 4 gating subunits (m*).

from the closed or from the open state. The off-rate of G protein unbinding (y) is independent
of the activated G protein concentration, [G], but increases by a factor 64 at each sequential
activation of one of the 4 channel gating domains, to reach a maximum of 64* y when the
channel is fully open (O*). The “reluctant” mode is favoured by G protein binding through
the on-rate k [G] as the channel deactivates on return to resting potentials.

All the above models explain some but not all the features of voltage-dependent
inhibition and facilitation. For instance, scheme 1 and 2 account nicely for the time course
of facilitation at different neurotransmitter concentrations, for the recovery of channel
activation after pre-pulse and for the concentration- and V-independent re-inhibition of open
channels. The two models account for the slow equilibrium kinetics (k;, k_,) regulating the
partial block of N-type channels at saturating doses of neurotransmitters. The two scheme,
however, have some shortcomings. The most serious one is that channel activation must
always follow channel facilitation through transition M*—>O* (scheme 1) or H*>O*
(scheme 2). In other words, activation cannot be faster than facilitation while channel
activation may develop 5 times faster than facilitation at very positive potentials (+130 to
+150 mV) (1, I ms and 14, 5 ms; Boland and Bean, 1993). This can be partly overcome
in scheme 2 by re-designing the on-off rates y and 8, thus allowing the channels in state H*
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to reach state O and O* in 1 ms for very positive potentials and then wait for the facilitating
transition O*—>O to occur with 5 ms time constant (Elmslie et al., 1990). Scheme 3
overcomes this drawback and accounts for most of the kinetic features of the voltage-de-
pendent inhibition and facilitation but fails to mimic the partial block of N-type channels at
saturating doses of neurotransmitters and the concentration-independent time constant of
slow activation at different doses of neurotransmitters (Kasai, 1992; Pollo et al., 1992;
Elmslie & Jones, 1994). While giving a detailed and reasonable account of the G-protein-
Ca** channel interaction the Boland & Bean’s model is unable to match the slow equilibrium
kinetics between receptor activation and channel inhibition developing within seconds and
the fast relaxation between activated G proteins and inhibited Ca®* channels occurring within
tens of ms.

New experimental findings have further complicated the overall picture of
V-dependent modulation and have made difficult an updated description of the phe-
nomena in terms of kinetic schemes. Thus, rather than proposing new models we find
more reasonable to list the relevant points that should be satisfied: 1) V-dependent
depression by neurotransmitter is only partial (60 to 75% maximal inhibition) and
concentration dependent, 2) Activation of modified channels is slow at around -10
mV and accelerates steeply with voltage (Marchetti et al., 1986). The activation kinetics
of modified channels can be very slow at some potential (7, 40 to 70 ms) and cannot
be attributed to a simple voltage shift of the normal channel gating; 3) The amplitude
but not the time constant of the slow activation is concentration-dependent (Kasai,
1992; Pollo et al., 1992, Elmslie & Jones, 1994). This implies that although the current
depression develops through a slow dose-dependent equilibrium reaction, the fast
V-dependent removal of inhibition is paradoxically independent of [G]; 4) Facilitation
is rate limiting the activation of Ca?* channels at potentials below +60 mV (Pollo et
al., 1992). Above +70 mV, activation develops faster (1, = 1 ms) than facilitation
(Ttac ® 5 ms) (Elmslie & Jones, 1990, Boland & Bean, 1993). Thus, modified and
unmodified channels first activate and then facilitate, supporting a model in which G
proteins dissociate more easily from open than from closed channels (Boland & Bean,
1993). 5) Channel re-inhibition after facilitation is fast {7,.,, 30 to 50 ms) and [G]-
independent at potentials around 0 mV where channels are preferentially open (Kasai,
1992; Pollo et al., 1992) but is [G]-dependent at very negative potentials (-80 mV)
where channels are mostly closed (Golard & Siegelbaum, 1993; Elmslie & Jones,
1994). This point introduces two complications that none of the proposed models
satisfy. Equilibrium of facilitated and re-inhibited channels occurs on a faster time
scale (tens of ms) compared to the slow onset of inhibition during application of
external neurotransmitters. Onset and offset of inhibition occur on a slower time scale
independently of whether the channel is preferentially closed (0.5 s) or open (0.3 s)
(see Fig. 4 in Pollo et al., 1992) This suggests that the reactions leading to G proteins
activation by receptor occupation is rate limiting the true G protein-Ca®* channel
interaction that occurs on a faster time scale when the G-protein is activated. The
[G]-dependent re-inhibition at -80 mV implies that the on-rate of G protein binding
is driven by mass law and is either favoured by negative voltages or by the closed
state of the channel (Elmslie & Jones, 1994). Alternatively, the [G]-independent re-
inhibition around 0 mV may be favoured by the less negative potential or by the open
state of the channel. The last point sets strict constraints to the model accounting for
the “voltage-dependent” modulation of HVA channels. As none of the proposed models
satisfies all the above conditions it is reasonable to believe that with proper modifi-
cations they could converge to a more general one in which concentration-dependence,
voltage-dependence and time course of inhibition, facilitation and re-inhibition are
all well fit.



Neuronal Ca>* Channel Modulation by Neurotransmitters 33

8. Ca’ CHANNEL MODULATION VIEWED THROUGH SINGLE
CHANNEL RECORDINGS

The V-dependent and V-independent inhibition by neurotransmitters should also find
a correspondence at the single channel level. To date, cell-attached recordings in high Ba?*
solutions have shown that neurotransmitters cause a marked reduction of open channel
probability interpreted as a shift from a high- (or medium-) to a low-p, mode mediated by
the activated G protein (Delcour & Tsien, 1993). The absence of effects on single channel
conductance supports the view that neurotransmitters mainly affect channel gatings rather
than channel permeability (Lipscombe, Kongsamut & Tsien, 1989; Shen & Suprenant; 1991;
Tosellt & Taglietti, 1994). The mode switching model proposed by Tsien’s group satisfies
most of the observations on the voltage-independent inhibition of macroscopic currents but
is unable to explain the fast kinetics of the voltage-dependent facilitation and re-inhibition
(1 ~20 ms) observed in whole-cell recordings at positive voltages (Fig. 1). If mode switching
is conditioned by G proteins binding and unbinding and the average sojourn of the channel
in one mode is about 10 s, it seems unlikely that the fast voltage-dependent unbinding of the
G protein from the channel in the low-p, mode causes a shift to the high-p, mode and
produces a current facilitation within 20 ms at positive potentials. Indeed, we were able to
prove that, in cell attached patches containing 20 uM NA and | uM DPDPE, channel
openings are preferentially delayed with a fivefold increase of the latency to first openings
with respect to control patches. In addition, test depolarizations to +20 mV preceded by a
50 ms step depolarization to +90 mV allow the recovery of single channel activity by
reducing the first latency of openings and increasing p, (Carbone, Carabelli, Lovallo, Zucker
& Magnelli, 1995). The same is true for the noradrenergic modulation of single N-type
channels in frog sympathetic neurons (Elmslie & Kelly, 1995). This suggests that also at the
single channel level V-dependent facilitation and re-inhibition occur on a fast time scale as
predicted by most kinetic models. The absence of serious discrepancies between whole-cell
and single channel measurements should therefore stimulate further comparisons of the
results by the two methodologies in other neurons, this could possibly overcome some born
limitations of cell-attached recordings that do not allow to run test and control experiments
on the same channel.

9. CHANNEL GATING VERSUS ION PERMEATION MODULATION

Most groups agree that channel inhibition and facilitation by neurotransmitters is a
consequence of channel gating modulation. A recent report, however, proposes that neuro-
transmitters inhibition may derive from a partial reduction of channel permeability to
divalent cations (Kuo & Bean; 1993). Activated G proteins are thought not only to interfere
with the channel subunits responsible for channel gating but also to modify the energy profile
controlling ion passage through open channels. Evidence in favour of this idea is based on
the following observations: a) G protein inhibition of N-type currents is less effective when
the channel carries either inward Na* or outward Cs* instead of Ba?*, b) Inhibition is
attenuated also when [Ba®"] increases from 3 to 150 mM, c) In the presence of intracellular
GTP-y-S, the single channel conductance estimated by noise analysis on tail currents to -40
mV results 25% smaller if measured before a strong facilitating pre-pulse rather than after.
Kuo & Bean propose that the activated G protein at the inner site of the membrane produces
a conformational change of the negative protein charges at the outer site of the channel where
two high-affinity binding sites for Ba** (or Ca®") are located (Kuo & Hess, 1993). The two
binding sites are close enough to produce high fluxes of divalent cations by ion-ion repulsion
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with millimolar [Ca®*], or block of Na* currents by micromolar [Ca?*], (Almers &
McCleskey, 1984). In low [Ba?*], the strong binding of divalent cations to the negative sites
is partly destabilized by the conformational change induced by the G protein, reducing the
effectiveness of ion-ion interactions and consequently the size of Ba®* current. The confor-
mational change induced by the G protein is apparently less critical when either Na* or high
[Ba?*] are involved. In the first case, Na* or Cs* ions are expected to be loosely bound to the
negative sites of the pore and ion-ion interaction weakly affected by the displaced charges.
In the second case, both sites would be occupied by Ba®* ions and the ligand displacement
induced by the G protein would result less effective. Ba** fluxes in 150 mM Ba?* would
result weakly depressed by the activated G proteins.

Kuo & Bean’s interpretation is very attractive, but requires some consideration. For
instance, neurotransmitters do not affect significantly the single channel conductance in 100
mM Ba?* in spite of a marked depression of macroscopic currents (Lipscombe et al., 1989;
Shen & Suprenant, 1991; Delcour & Tsien, 1993; Toselli & Taglietti, 1994). The same is true
when comparing single channel current amplitude before and after facilitating prepulses in
the presence of saturating doses of neurotransmitter (Carbone et al., 1995). In addition, in
IMR32 cells we find that Ba** current depression induced by 20 uM NA in 100 mM Ba**is
only 10 to 15% smaller than that in 5 mM Ba?* while, in agreement with Kuo & Bean. NA
inhibition of Na* currents through Ca’* channels is far more attenuated (Carabelli, Lovallo
& Carbone, unpublished results). Thus, it seems that for G protein-Ca’* channel interaction
is more relevant whether the channel conducts Na* or Ba?* rather than how many Ba?* ions
flow through open channels. How this can occur remains to be understood. There are several
alternatives that can be tested before drawing any conclusion. One is that Na* and Ba®*
permeation through open channels may be regulated by an intramembrane binding site whose
energy profile depends more critically on the type of ion flowing (Lux, Carbone & Zucker,
1990) than the energy profile of the two binding sites located at the outer site of the pore
(Almers & McCleskey, 1984; Kuo & Hess, 1993). A differential G protein-induced confor-
mational change of the intramembrane binding site for Na* and Ba** would also explain the
reduced inhibition of Na* currents by neurotransmitter. May be the /o, subunits interaction,
crucial for Ca®*channel inhibition, is Ca**-dependent or regulated by a divalent cation-sen-
sitive second messenger phosphorylation reaction. Alternatively, it might be that the weaker
inhibition of Na* current by G proteins derives from an increased gating activity of the
channel in low Ca?* solutions. If the G protein-Ca”* channel interaction depends on the state
of the channel (open or closed), a possible increased flickering of the channel with Na* as
the main monovalent cation will facilitate the unbinding of the G protein from the more
frequently open channel, with consequent relieved inhibition. These and other possibilities
need to be tested at the single channel level with solutions of different Na* and Ba®*
concentrations (10 to 100 mM) that allow accurate estimates of Ca’* channel permeability.

10. Ca’ CHANNEL MODULATION AND CELL DIALYSIS

An issue of interest concerns the role that cell dialysis may play in the maintenance
of the V-dependent kinetic slowing of Ca®* channels by neurotransmitters in whole-cell
clamped neurons. Somatostatin-induced inhibition of Ca?* currents is reported to be V-de-
pendent with little kinetic slowing when tested on a ciliary ganglion neuron in perforated-
patch conditions (Meriney, Gray & Pilar, 1994). Somatostatin action is increased and the
kinetic slowing is more prominent when Ca?* currents are recorded from whole-cell clamped
neurons. The interpretation of Meriney et al. is that kinetic slowing and voltage dependency
are unrelated phenomena and that kinetic slowing, but not the voltage dependency, depends
on the wash out of some intracellular factor (a cGMP-dependent protein kinase) that prevents
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Ca®* channel inhibition in intact cells. In contrast to this, however, early works on the action
of several 2nd messengers have shown that neither cAMP, nor cGMP or IP; are involved in
HVA channel modulation (see Hille, 1994). In addition, Ca?* current recordings in perforated
patches show strong voltage dependency and a significant slow down in the presence of
external neurotransmitters (Cesare et al., 1994; Luebcke & Dunlap, 1994). Also single
channel recordings in cell-attached conditions display clear kinetic slowing of channel
activation and a significant voltage-dependent recruitment of inhibited channels by condi-
tioning prepulses (Carbone et al., 1995; Elmslie & Kelly, 1995), suggesting that cell dialysis
may not be as critical as indicated. In our view, kinetic slowing depends critically on the
time course of channel inactivation, that is faster and more complete in perforated patch than
in whole-cell conditions, due to the absence of strong intracellular Ca®* buffers. Fast
inactivation may easily distort the slowing down of channel activation that would appear as
a steady-state inhibition during neurotransmitter application. Under these conditions it would
be wise to normalize the time course of modified currents to the time course of control
currents (Kasai, 1992; Elmslie & Jones, 1994). What remains unresolved, in all cases, is the
mutual interference of activation and inactivation gating with Ca®* channel modulators (Ga,
subunit versus the o,/ subunits interactions; see par. 6).

11. PKC ACTION ON Ca* CHANNEL MODULATION

Given the well established role of G proteins in controlling the voltage-dependent
inhibition of high-threshold Ca** channels by activation of neurotransmitter receptors (see
Hille, 1994; Dolphin, 1995), a related question is whether other intracellular messengers are
involved in the receptor-Ca** channel coupling. To date, protein kinase C (PKC) is consid-
ered one of the most effective intracellular modulator of neuronal Ca* channels. The enzyme
is activated by increased amounts of diacylglycerol produced by the neurotransmitter-in-
duced hydrolysis of membrane phospholipids (see Nishizuka, 1995). Early works on the
PKC action on HVA channels have shown that PKC activation by external application of
either diacylglycerol analogues or phorbol esters or by intracellular injection of purified
kinases may cause up- or down-regulation of Ca?* currents with little specificity for a Ca**
channel subtype (see Shearman, Sekiguchi, Nishizuka, 1989). Only recently a selective
action on different Ca®* channels could be resolved; for instance, the T-type current of rat
DRGs is selectively depressed by PKC activation (Schroeder, Fischbach & McCleskey,
1990).

The effects of PKC activation have been studied mostly in the whole-cell recording
configuration, i. €., in internally dialyzed cells in which the amount and activity of intracel-
lular messengers may be altered; thus raising some doubts about the physiological relevance
of the approach (see Anwyl, 1991). Although the results were not fully consistent with the
predictions based on whole-cell experiments, recent studies carried out in cell-attached and
perforated patch configuration confirmed that PKC-mediated modulation occurs also in less
disturbed conditions (O’Dell & Alger, 1991; see Anwyl, 1991), supporting a physiological
rationale to the phenomenon. Single channel recordings in rat hippocampal neurons (O’ Dell
& Alger, 1991) and frog sympathetic neurons (Yang & Tsien, 1993) revealed that PKC-me-
diated enhancement of L- and N-type currents is due to an increase of the open channel
probability with little or no change to their single channel conductance. In addition,
experiments in perforated-patch conditions confirmed that the PKC-mediated Ca* current
increase may be accompanied by acceleration of the current inactivation (Zhu & lkeda,
1994a).
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11.1. Direct Coupling between PKC and Ca** Channels

Despite most studies have shown the involvement of PKC in neurotransmitter-in-
duced Ca** channel modulation, only in few cases the PKC-mediated phosphorylation was
proven to be directly involved in the Ca** channels modulation by neurotransmitters. More
frequently, PKC exerted only a regulatory action on neurotransmitter effect.

Direct involvement of PKC in receptor-Ca®*channel coupling is based on the obser-
vation that: i) PKC activation mimics and prevents the Ca** channel modulation by neuro-
transmitter and ii) PKC inhibitors or PKC down-regulation by chronic phorbol ester
treatment abolish the effects of neurotransmitter. Examples of this mechanism include the
Ca®* channel inhibition by both neuropeptide Y in rat sensory neurons (Ewald, Matthies,
Perney, Walker & Miller 1988) and noradrenaline in embryonic chick DRGs (Diversé-Pier-
luissi & Dunlap, 1993). The latter study also shows that Ca®* channel modulation by
neurotransmitter within a single cell may proceeds through different pathways, not neces-
sarily involving PKC activation. In embryonic chick DRGs, for instance, noradrenaline and
GABA inhibit N-type Ca®* channels via a PTX-sensitive G protein, but only the norad-
renaline effect is directly mediated by PKC.

11.2. PKC Modulation of Ca** Channel Inhibition by Neurotransmitters

Recent data from different neurons show that neurotransmitter inhibition of Ca?*
channels may be partially relieved by PKC activation. Examples include the disruption of:
1) glutamate effects in rat hippocampal neurons (Swartz, Merritt, Bean & Lovinger, 1993),
i1) adenosine- and GABAg-mediated effect in rat cortical, hippocampal and sensory neurons
(Swartz, 1993), iii) noradrenergic-, muscarinic-, somatostatin-, and vasoactive intestinal
polipeptide-mediated inhibition in rat sympathetic neurons (Swartz, 1993; Zhu & Ikeda,
1994a; Shapiro, Zhou & Hille. 1995) and, iv) somatostatin inhibition in chick sympathetic
neurons (Golard, Role & Siegelbaum, 1993). The mechanism by which PKC interferes with
neurotransmitters action is still unknown. In vertebrate central and peripheral neurons, PKC
activation prevents the V-dependent inhibition induced by endogenous GTP or by intracel-
lularly applied GTP-y-S and the current enhancement induced by PKC activation is markedly
attenuated by intracellular GDP-B-S (Swartz, 1993; Zhu & ITkeda, 1994a). These findings
suggest that PKC-induced disruption of Ca?* channel modulation by neurotransmitters is
due to the removal of the G protein-mediated inhibition; but it is still unclear whether the
target of the PKC-dependent phosphorylation is the G protein (Katada, Gilman, Watanabe,
Bauer & Jacobs, 1985; Pyne, Freissmuth & Palmer, 1992) or the Ca®* channel itself (Ahiljan,
Striessing & Catterall, 1991). There is also evidence for a specific action of PKC on the
neurotransmitter receptor {Golard et al., 1993).

Despite these uncertanties, however, it remains the physiological significance that
these findings anticipate. Removal of Ca?* channel inhibition induced by released neuro-
transmitter (or hormone) is an effective mechanism by which presynaptic terminals or
secretory cells may enhance their efficiency. Whether this occurs through an increased cell
activity (V-dependent facilitation) or through the activation of PKC seems irrelevant to the
final goal, but underlines the possibility that multiple regulatory mechanisms with different
genesis and time courses may variably lead to an increased synaptic efficacy or hormone
secretion. Indeed, PKC activation by phorbol esters enhances neurotransmitter release in
sympathetic neurons (Wakade, Malhotra, & Wakada, 1985; Majewski, Hoare & Murphy,
1995) and potentiates synaptic transmission in CA hippocampal cells (Malenka, Madison
& Nicoll, 1986) and neuromuscular junctions (Shapira, Silberberg, Ginsburg & Rahamimoff,
1987).
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Finally, it should be mentioned that parallel to the fast modulation of Ca®* channel
gatings, other forms of Ca®* current facilitation may cause net increases of cytoplasmic Ca®*
by recruiting functional Ca®* channels at the plasmalemma. Several neurons and neuroen-
docrine cells are shown to possess an intracellular pool of N-type Ca?* channels available
to recruitment at the cell surface by membrane depolarization and PKC activation (Passafaro,
Clementi, Pollo, Carbone & Sher, 1994; Rogers, Passafaro, Richmond, Cooke & Sher, 1995).
The same two kinds of stimuli facilitating Ca®* channel gatings within seconds, are thus able
to stimulate N-type Ca** channels translocation to the cell surface on a slower time scale
(minutes), further proving the pathways complexity through which Ca* channel modulation
may occur.

12. CONCLUSIONS

Much has been achieved in the past few years in the biophysics and physiology of
Ca*" channel modulation. Many groups have contributed to the identification of neuronal
Ca’* channel subtypes and to a better understanding of their gating modulation by neuro-
transmitters and hormones. Some groups have provided molecular descriptions of the
different pathways through which Ca®* channel modulation develops. Others have focused
on the kinetics and biophysical features of the phenomena and others already succeeded in
reconstituting simple pathways of Ca®* channel modulation by ¢cDNA recombinants in
oocytes. Much, however, remains to be done. Little is known, for instance, on the role that
V-dependent and V-independent Ca?* channel modulation have in the autocrine control of
cell exocytosis, or in the regulation of Ca?*-dependent presynaptic inhibition and facilitation.
It is predictable that combining the results of different methodologies we shall soon reach a
more complete vision of the many processes involved in Ca’* channel modulation and their
utility for cell functioning.
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1. INTRODUCTION

The demonstration of membrane excitability induced in artificial membranes by
alamethicin and basic polypeptides (Mueller & Rudin, 1968) triggered an interest in “simple”
model systems consisting of peptides interacting with planar lipid bilayers. This field of
research grew as further natural peptides, often endowed with antimicrobial properties,
proved to be “channel- or pore-formers” (for review, see e.g. Sansom, 1991). Additionally,
ion channels purified from biological tissues were reconstituted into planar lipid bilayers
and characterized (Miller, 1986). In parallel synthetic chemical approaches, particularly the
“solid-phase technique” (Merrifield, 1963) later supplemented by the “Template-Assembled
Synthetic Proteins” (TASP) method (see the review by Tuchscherer & Mutter, 1995),
increasingly made available synthetic peptides whose sequences may be modulated as
regards their potential channel-forming properties. The main requirements to be met by such
peptides, as summarized e.g. by Lear, Wasserman & DeGrado, 1988 and by Spach, Duclo-
hier, Molle & Valleton, 1989, are: a minimal length of 20 residues (if an helix is assumed)
to match the thickness of the hydrocarbon core of the bilayer, a sufficient hydrophobicity to
interact with the bilayer but also an amphiphilicity so distributed along the sequence as to
delineate well defined polar and apolar faces. The last requirement is advantageous both
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from the point of view of aggregation within the bilayer and for definition of a hydrophilic
pathway formed by the juxtaposition of the hydrophilic sectors of the monomers.

Once the amino acid sequences of the voltage-gated ion channels were elucidated
together with the associated hydropathy plots and the first topological models, it became
evident that some segments might have a potential role in the assembly and function of
the channels. Special attention was directed toward the putative membrane-embedded
segments of those ion channels. As the hypothesized structure of some of those segments
resembles that of natural membrane-interacting polypeptides, the synthetic peptides ap-
proach enables to use peptides derived from channels as model systems to investigate
pore-forming abilities and other aspects of peptide-membrane interactions. This alterna-
tive strategy recognized as such by e.g. Stithmer (1991) was recently reviewed by Montal
(1995). However, the relevance of data gained from experiments with synthetic peptides
derived from channels to the structure-function of the native protein should be evaluated
carefully. It should be taken into account that the functional properties of the segment in
the context of the whole protein, which consists of subunits or domains with multiple
transmembrane segments, might be different from those of the single transmembrane
segments, or might involve more complicated interactions than is evident from experi-
ments with single membrane-embedded segments. On the other hand, recent studies show
good correlation between the structure-organization of synthetic peptides and that of the
relevant segments within the intact protein (Lovejoy et al. 1992; Barsukov et al. 1992;
Gazit & Shai, 1993), so careful interpretation of experiments with synthetic segments
may shed light on some aspects which are difficult to tackle by other means with membrane
proteins.

The voltage-dependent sodium channel, responsible for the initial inward current
during the depolarizing phase of the action potential plays a fundamental role in impulse
initiation and propagation in excitable cells. The current chapter present some new data
concerning both voltage-sensitivity and ion selectivity of synthetic peptides derived from
the sodium channel. The methodology involves the selection of segments with the help of
current topological models, their solid-phase synthesis and HPLC purification, followed by
measurements of their conformation (CD, circular dichroism in organic solvents as well as
in lipid vesicles) and function (conductances induced in planar lipid bilayers). In addition,
the ability of the peptides to bind to lipid membranes and to aggregate within them are
investigated through fluorescence energy transfer experiments. Finally, molecular modelling
and dynamics simulations of the peptides in isolation are employed to reveal conformational
preferences of the different parts of the peptides.

Electrophysiological studies of mutated sodium channels expressed in heterologous
systems (for a short review, see Stihmer, 1993) have highlighted, within the six putative
transmembrane segments of each of the four homologous domain, the essential roles of the
S4 segments (helices with basic residues every three positions) as the main voltage-sensors
(Stihmer et al. 1989; Auld et al. 1990) and of the P regions (or HS or SS1-SS2, between the
S5 and S6 transmembrane segments) as the selectivity-filter (Terlau et al. 1991; Pusch et al,
1991; Heinemann et al. 1992; Backx et al,1992; Kontis & Goldin, 1993). However, recent
studies show that other parts may be involved, i.e. S2 and S3 in gating and possibly S5 and
S6 in ion selectivity (Planells-Cases et al. 1995; Kirsch et al. 1993; Lopez, Jan & Jan, 1994).

To examine the properties of specific segments derived from the sodium channel,
peptides resembling the S4-S45 (from domains II and IV) and the four P-regions were
synthesized and structurally and functionally characterized. The amino acid sequences,
issued from the primary structure of the Electrophorus electricus sodium channel (Noda et
al. 1984), of these peptides are presented in Table 1.
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Table 1. Amino acid sequences of the peptides studied. The positively charged residues
in the first family are in bold characters. The presumed f-bends for the second
family are underlined and in bold

S4-S45 family

S4-S451y and fragments :
Ac-TLFRVIR LARIARVL RLIRAAKG IRTLLFALMMS-NH,
27-mer «— >
19-mer € >
11-mer «—S545—>
S§4-S45q1 :

Ac-SVLRSLRLLRIFKLAKSWPTLNILIKI ICNSVGA-NH2

P (H5 or SS1-SS2) family

Pr:
Ac-GYTNYDNFAWTFLCLFRLMLQDYWENLYQMT-NH)
Py
Ac-HMNDFFHSFLIVFRALCGEWIETMWDCMEVG-NHp
P -

Ac-VRWVNLKVNYDNAGMGYLSLLQVSTFKGWMDIMYA-NHp
Pry:

Ac-NFETFGNSMICLFEITTSAGWDGLLLPTLNTG-NH)

2. MACROSCOPIC CONDUCTANCE COMPARED FOR S4-S45 AND
P PEPTIDES

The functional properties induced by both set of peptides in planar lipid bilayers were
first investigated at the macroscopic conductance level so as to screen voltage- and concen-
tration- dependences. In this configuration, virtually solvent-free Montal-Mueller bilayers
(Montal & Mueller, 1972) of large area (about 150 pm for the hole diameter), allowing the
incorporation of many channels (100-1000) after equilibration with aqueous peptide solu-
tions are submitted to voltage ramps.

2.1. In Symmetrical Ionic Solutions.

Figure 1 illustrates the strikingly different behaviour displayed by two peptides
belonging either to the S4-S45 or P families (from the same domain: IV).Within about 20
minutes of equilibration with 100 nM aqueous concentration of S4-S45, on the cis-side, a
bilayer formed with neutral lipids develops a typical macroscopic current-voltage (I-V) curve
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Figure 1. Macroscopic current-voltage curves developed by planar lipid bilayers doped with S4-S45,y, (A) and
Py (B). Lipids used for bilayer formation POPC:DOPE (7:3) in (A) and (2:8) in (B). Symmetrical aqueous
phases: 500 mM NaCl (in A) or 500 mM KCI (in B) with 10 mM HEPES, pH=7.4. Peptide concentration
(cis-side): 107 M in (A) and 2 10 M in (B). Voltage ramp sweep: 15 mV/s. (Adapted from Brullemans et al.
1994 and Cosette et al. 1994).

(Fig. 1A). The current response is symmetrical with respect to zero-voltage and there is a
steep exponential branch above a voltage threshold. The voltage-dependence is characterized
by Ve, the voltage increment resulting in an e-fold change in conductance. Here, in this
example, Ve=19 mV.

This kind of I-V curve is very reminiscent of those displayed by alamethicin and
natural or synthetic analogues (Hall et a/. 1984, Duclohier et al. 1992), but a straightforward
analysis of the concentration-dependence as performed for the above-mentioned peptides
failed to show good correlations. This analysis allows estimation of N, the apparent mean
number of peptide monomers per conducting aggregate as N=Va/Ve, where Ve was defined
above and Va is the voltage shift of the theshold for an e-fold change in peptide aqueous
concentration (Hall et al. 1984). Since Ve (in the 10-20 mV) range was found to be better
correlated with the background or leak conductance (around 0 mV), the latter reflecting the
intrinsic membraneous concentration of the peptide locked into voltage-insensitive conduct-
ing aggregates, we used for Va the voltage shift of the threshold for an e-fold change in the
leak conductance.

Under these conditions, we found that N was equal to 4 in neutral lipid bilayers. This
“apparent mean” number of monomers per conducting aggregate is reduced to 3 in nega-
tively-charged bilayers (POPS-DOPE: 1:1). In the latter system, the current density was also
reduced by about one order of magnitude. Presumably, the increased electrostatic binding
demonstrated in fluorescence experiments for NBD-S4 with negatively-charged lipid ves-
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icles (Rapaport et al. 1992) restricts the voltage-driven transmembrane location of the
peptide.
The apparent gating charge q can be derived from Ve through:

q=Nzd = (RT/F)/Ve

where N is still the mean number of peptide monomer in the conducting aggregate, zd the
product of the monomer mobile charge and the fraction of voltage drop the “gate” traverses
before achieving activation, R the molar gas constant, T the absolute temperature and F is
Faraday’s constant. In the best cases (neutral bilayers), q was 3 or thus 0.8 per monomer.
This is comparable to alamethicin (Hall e al. 1984) on the one hand and to reconstituted
BTX-modified (inactivation removed) sodium channels on the other hand (Behrens et al.
1989). It is nevertheless smaller than the value of 7 elementary charges derived by Conti and
Stithmer (1989) from cloned sodium channels expressed in Xenopus oocytes.

As for the macroscopic I-V curve developed by the P peptide (also from domain IV
of Electrophorus electricus) it was quasi-ohmic with no significant voltage-dependence (Fig.
1B), thus yielding a much lower current density, albeit at a ten-fold higher concentration.
The asymmetry or rectification-like property seen in the example of Figure 1B is cancelled
when the peptide is added to both cis- and #rans- baths facing the bilayer. Also contrasting
with the S4-545 peptide, the bilayer also had to be richer in PE than in PC headgroups to
allow any significant peptide incorporation (as judged from the conductance development).
Presumably, the nonlamellar (or some hexagonal phase) tendency of PE may favour the
interaction of peptides endowed with a reduced helical content. In any case, the absence of
a well marked threshold precluded for peptides P the analysis discussed above for estimating
N. However, we found a significant voltage-dependence for macroscopic I-V curves devel-
oped by Pyy; (the only one to bear a positive charge in its assumed -bend and a cluster of
positive charges at its N-terminus). This surprising result was confirmed at the single-channel
level of investigation (see below)

2.2. Under Ionic Gradients

When the bilayer doped with S4-S45;, was bathed by 500 mM NaCl on the cis-side
(by convention the positive side) and 450 mM KCI + 50 mM KCI on the frans-side, the
zero-current or reversal potentials averaged -14 mV, yielding a selectivity or permeability
ratio Py,/Px =3 by application of the Goldman-Hodgkin-Katz equation (Hille, 1984). Similar
conditions in the case of P}y failed to produce any substantial shift of the reversal potential,
thus implying a lack of ion selectivity for the conducting aggregates formed by this peptide.
This was confirmed at the single-channel level (see below), which also demonstrated by
contrast limited sodium selectivity for the other three P peptides.

3. SINGLE-CHANNEL CONDUCTANCES

The peptides were investigated for their single-channel conductances with bilayers
formed at the tip of patch-clamp pipettes (Hanke ez al. 1984) and with reduced (as compared
to the ‘macroscopic’ configuration) aqueous peptide concentration. Figure 2A shows an
example of single-channel current fluctuations induced by S4-S45,y at two different volt-
ages. The open lifetimes histograms (Fig. 2B) confirm the voltage-dependence seen in the
‘macroscopic’ configuration. [n addition, the probability of the open state Po increased from
0.40 to 0.60 between these two voltages. Single-channel i-V plots point to a single-channel
conductance of 8.5 pS in symmetrical 500 mM NaCl and with neutral bilayers. For
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Figure 2. (A): Examples of single-channel traces obtained with S4-S45,, (25 nM in the cis-side) at two
different voltages. Aqueous phases: 500 mM NaCl both sides. (B): Associated histograms of open channel
lifetimes with the mean duration of the open state in the insets. (From Brullemans et al. 1994).

negatively-charged bilayers, the slightly lower conductance of 5 pS seems in agreement with
the reduced number of monomers per conducting aggregate derived from ‘macroscopic’ data.

P peptides develop in bilayers conductances of the same order as S4-S45 but lifetime
analysis showed a mean open lifetime (t,) of about 10 ms except for Py, i.e. of much shorter
duration (10-fold) than for the other family. Examples of single-channel traces for Py, are
shown in Figure 3A and the data for several experiments, either in symmetrical 500 mM KCl
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Figure 3. (A): A selection of single-channel traces obtained with Py, (25 nM in the cis-side) in NaCl or KCI
at different applied voltages. (B): Py, single-channel current-voltage plot (data pooled from 4 bilayers) with
the unit slope conductances indicated on the top right (open squares: in 500 mM KCl, filled circles and squares:
two levels in 500 mM NaCl). (Adapted from Duclohier er al. 1995).

or 500 mM NaCl are pooled in the i-V plot of Figure 3B. The events collected here represent
more than 80% of all observed events, i.e. either integral or non-integral multiples of these
conductance levels are very rarely observed. The aggregation state is thus rather well
conserved in different experiments. The single-channel conductance of 10 pS observed for
Pyj; in symmetrical 500 mM KCl increase to either 15 or 30 pS in symmetrical 500 mM NaCl,
the latter open states not being observed simultaneously. The higher level is a “genuine full
conductance state” since there is no evidence for intermediate (mid-amplitude) steps to 15
pS (see e.g. upper trace of Fig. 3A). Thus with Py, the sodium selectivity expressed as the

permeability ratio (approximatively the conductance ratio) Py,/Py ranges from 1.5 to 3
(Duclohier et al. 1995).
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Figure 4. P;;; exhibits some voltage-dependence. (A): Examples of single-channel traces for two applied
voltages obtained in symmetrical 500 mM NaCl, y= 15 pS, openings are downward deflections. (B): Associated
amplitude histograms showing higher opening probability at the upper voltage.
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The finding of some voltage-dependence in the mean duration and probability of the
open state for Py (Fig. 4) was quite unexpected but confirmed at the macroscopic conduc-
tance level. For instance, the mean open lifetime (1) is 6 and 9 ms and the opening probability
P,is 0.11 and 0.18 for -60 and -80 mV, respectively. By contrast, all the other P peptides did
not show any voltage-dependence. Thus for Pyy, 1, is 16 and 17 ms for 50 and 100 mV,
respectively. The corresponding values for the opening probability P, are 0.26 and 0.25.

Single-channel conductances induced with Py, Py and Py peptides fall in the same
range as discussed above with Py;; and except for Pyy, whose presumed B-turn as predicted
by Schetz & Anderson (1993) is electrically neutral (Table 1: bold and underlined section),
all the other three Ps exhibit some sodium selectivity, albeit modest. The highest preference
for sodium seems correlated with a positive charge on the assumed -bend (of Py;;) whilst P,
and Py, bear a negative charge in this region. Finally, it is interesting to note that P and Py,
which are shown by fluorescence energy transfer to form intramembrane heteroaggregates
(see below and Pouny & Shai, 1995), display the smallest conductances.

4. STRUCTURAL FEATURES, BINDING TO AND ORGANIZATION
WITHIN MEMBRANES

4.1. Secondary Structures Estimated from Circular Dichroism Spectroscopy

Table 2 compares the secondary structure of S4-S45 and P segments both from
domain IV in organic solvents and in lipid vesicles. These conformational contents were
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Table 2. Comparison of secondary structure contents as estimated from CD in
trifluoroethanol (TFE) and in small unilamellar vesicles (SUV)

Peptide Media Helix (%) Sheet (%) Turn (%) Random (%)
S4-845,y TFE 45 15 0 40
PC-PS (1:1) SUV 55 30 5 10
Py TFE 35 35 0 30
PC SUV 0 50 10 40

computed from circular dichroism spectra, using the standards of Chang et al. (1978). Note
that the best fit is obtained with one major helix for S4-S45 and several ‘delocalized’ helix
turns for P. The high (-sheet content for P was confirmed by Fourier Tranform Infra-Red
spectroscopy: for instance in the case of Py, the spectra exhibited a relatively broad major
peak at 1636-1639 cm’!, typical of B-conformations, and a minor peak at 1654 cm™ (a-helix).
The Py, conformational contents were also investigated as a function of the peptide concen-
tration in TFE over two orders of magnitude: the proportions given in Table 2 remained
stable from 400 down to 25 uM, below which the helicity slightly overtook the B-sheet
content. Thus, it seems that the latter would be favored by interaction-aggregation, as in situ
in the channel. Upon interaction with lipid vesicles (SUVs), the helicity of peptides from the
S4-S45 family tends to increase whilst for the P family the $-conformation is further favored
(Table 2). The 10% turn (i.e. 3-4 residues) is plausible for an assumed $-hairpin.

Figure 5 compares the circular dichroism spectra obtained with the four P peptides
in two hydrohobic environments: (i) in a mixture of 40% TFE in H,O (Fig. 5A), and (ii) in
a membrane mimetic environment of sodium dodecyl sulfate (1% SDS) (Fig. 5B). We found
that although the P segments from the different domains difter significantly in their primary
sequences, they adopt similar partial ct-helical structures (~30%). One exception is P from
domain IV,which in this case was significantly elongated on the N-terminal side. The
a-helical content of Py in these measurements is 18% in 40% TFE/water. The discrepancy
between CD measurements of Py in TFE presented in Figure 5 and Table 2 are probably due
to the differences in their sequences (compare P;y in Table 2 and below):

KKQGGVDDIFNFETFGNSMICLFEITTSAGWDGLLL

The sequence used here was elongated 10 amino acids toward the N-terminal on the
one hand, and 6 amino acids shorter on the C-terminal side on the other hand. Although no
definitive conclusion can be inferred and even if some recent models of the pore do support
partial helical structures for the P regions (Guy & Durell, in press), it seems reasonable to
also assume a significant amount of B-structure.

The slightly higher helical content of S4-S45 of domain IV in polar media, as
compared with S4-S45;; which contains a proline in its sequence (as do the homologous
peptides from domain I and III), is in line with the role of this residue (helix disrupting or
kinking, see Fig. ). However, this helicity reduction is cancelled in membrane-like envi-
ronment. This may contribute to explain the lack of any detectable effect on the steepness
of activation curves upon mutating these Pro residues (from S4) in electrophysiological
experiments (Moran ez al. 1994). Note also that a Pro-Ala substitution in an alamethicin
synthetic analogue, an obviously unrelated sequence albeit yielding highly voltage-depend-
ent conductances, did preserve the latter behaviour (Duclohier ef al. 1992). Finally, the most
striking result of a systematic investigation of the conformational contents of S4-S45 and its
fragments (see Table 1) as a function of solvent polarity is a sharp a-helix—-sheet transition
(Fig. 6) upon exposure of the S45 moiety (11 residues) from relatively apolar solvents to
aqueous environment (Helluin er al. 1995). It will be shown below that a Molecular
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Figure 5. CD spectra of PR segments in : (A) 40% TFE in Water ; 1% SDS in buffer containing 16.7 mM NaCl
and 4.3 mM HEPES, pH = 7. Spectra were taken at a peptide concentration of 0.5x107° to 2.0 x10°M (taken
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Figure 6. Circular dichroism spectra of the S45;; linker (11 residues, see Table 1) as a function of the solvent
dielectric constant (¢ in Debye units). The latter is modulated through the relative proportions of tri-
fluoroethanol (TFE) and H,O. A 100% TFE solvent yields the spectrum labeled with £ = 26 (essentially identical
to the spectrum with 30% TFE) typical for an helical conformation whilst 15% TFE (labeled with & = 71) yields
a B-sheet structure. (Modified from Helluin et al. 1995).

Modelling and Dynamics approach confirms at least qualitatively this conformational
transition whose potential functional implication will be discussed in the final section.

4.2. Binding of S4 Segments to and Organization within Membranes

A basic property of S4 as a voltage sensor in order to sense variations of the
transmembrane electric field should be an ability to move within the lipid bilayer (for review,
see e.g. Sigworth, 1993; Franciolini, 1994). Such movements are thought to produce
measurable gating currents (Armstrong & Bezanilla, 1973; Keynes & Rojas, 1974) and have
been detected with the binding of specific antibodies during depolarization (Sammar, Spira
& Meiri, 1992). Among the putative transmembrane helices of the sodium channel, S4 is
unique in that every third amino acid is a positively-charged Arg or Lys residue. Not only
this segment is highly conserved within the four homologous domains and between sodium
channels of different species but also, similar sequences are found in the putative membrane-
spanning domains of other voltage-sensing proteins. An NMR study on the S4 segment of
the first internal repeat of the rat brain sodium channel indicated that the peptide is
predominantly found as an a-helix in organic solvent (Mulvey et al. 1989). We have used a
spectrophotometric approach to investigate the biophysical properties of a synthetic S4 of
the first repeat of the eel sodium channel with the following sequence (Rapaport et al. 1992):
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RTFRVLRALKTITIFPGLKTIVRA

The peptide was synthesized and labeled selectively at its C- or N-terminal amino
acids with either one of the three fluorescent probes: NBD (4-Fluoro-7-nitrobenz-2-oxa-1,3-
diazole, to serve as an environmentally-sensitive probe), fluorescein (to serve as an energy
donor) and rhodamine (to serve as an energy acceptor).

We found that the S4 peptide incorporates into the lipid bilayer and that both the N-
and C-terminals of the segment are located within the acyl-chain region of the membrane,
with the N-terminus being situated deeper than the C-terminus. This conclusion was based
on the observation that the environment encountered by an NBD group located at either the
N- or C-terminal of the peptide was more hydrophobic (emission max. of 522 nm and 528
nm, respectively) than that detected with the probe on the membrane surface (emission max.
533 nm). According to current sodium channel models, although within the membrane, S4
is surrounded by other transmembrane segments, and therefore is not in direct contact with
the membrane lipids. However, the fact that S4 is able to interact with the lipid environment
makes equally plausible its interaction with the other hydrophobic transmembrane segments
of the channel. An interesting finding were the similar partition coefficients obtained with
zwitterionic vesicles (PC) and with acidic vesicles (PC/PS): 6.2 104 and 5.1 10% respectively
(Fig. 7). Furthermore, both the shape of the binding isotherms (Fig. 7) and resonance energy
transfer experiments revealed that S4 can self-assemble within the acidic PC/PS vesicles
(Rapaport et al. 1992). This suggests that electrostatic interactions do not play a major role
in the binding of the peptide to lipid vesicles and that S4 presents a strong tendency to
aggregate when no other transmembrane helices are in its surroundings. This property is
different from the one observed with other positivel-charged membranous polypeptides such
as the antibacterial peptides dermaseptin (Pouny et al. 1992) and cecropin (Gazit et al. 1994)
in which the binding to PC vesicles was about ten fold lower than that obtained with the
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Figure 7. Binding isotherm of S4 by plotting X*b (molar ratio of bound peptide per total lipid) versus Cr
(equilibrium concentration of free peptide in the solution) Circles, PC vesicles; squares, PC/PS vesicles
(modified from Rapaport et al., 1992).
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acidic PC/PS vesicles. The involvement of the homologous S4 of the Shaker K* in the
assembly of the potassium channel has been demonstrated by site-directed mutagenesis
(Papazian et al. 1995; Planells-Cases et al. 1995) and by the finding that synthetic S4 of the
Shaker K* but not that of the sodium channel co-assembles with the S2 segment of the Shaker
K* (Peled et al. 1996). Since there is significant homology between the transmembrane
segments of both channels, similar interactions might also exist within the sodium channel.

4.3. Binding of P Segments to and Organization within Membranes

As for the P-regions, while four identical segments are assumed to line the pore of
potassium channels, the four P-regions of the sodium channel are not identical, although
they share significant homology. Furthermore, the P-regions of the Shaker-type K* channel
appears to contain ~21 amino acids out of the 40 that build the loop connecting helices 5
and 6. In the sodium channel, the homologous loops are composed of 70-110 amino acids,
from which only ~21 are predicted to possess the properties of the P-regions. Studies with
synthetic peptides corresponding to the P-region of the Shaker K* channel revealed that they
adopt a low level of a-helicity in hydrophobic environment, bind phospholipid membranes,
and can self-assemble in their membrane-bound state, but do not coassemble with unrelated
membrane-bound peptides (Peled & Shai, 1993). These results support the notion that they
are packed in close proximity in the native channel and that they have a possible role in
assisting in the correct assembly of the channel. Similar studies were done with the four
P-regions of the Electrophorus electricus eel sodium channel (Pouny & Shai, 1995). We
have synthesized “P-peptides” resembling the consensus sequences of the P-regions of
domains I, II, IIT and the N-terminal form of repeat IV (a.a. 345-370, a.a. 734-759, a.a.
1197-1221 and, a.a.1477-1512, respectively) of the channel. The peptides were also labeled
with fluorescent probes and were subjected to the above-mentioned studies, as with S4.

P-peptides were first tested for their ability to interact with phospholipid membranes.
We found that although the P segments differ significantly in their primary sequences
(Table 1),-and also differ from those of the Shaker K* channel, they all bind with the same
affinity to phospholipid membranes. This unique property is further emphasized if compared
to the results obtained in earlier studies which showed that one amino acid substitution in
the homologous P-regions of the Shaker K* channel caused a 5 fold decrease in the partition
coefficient of the resultant analogue (Peled & Shai, 1993). Furthermore, slight changes in
the amino acid composition of other, biologically active, membrane interacting polypeptides
significantly decreased or abolished their binding to membranes (Strahilevitz et al. 1994;
Gazit et al. 1994). This data is in line with the proposal that they have equivalent roles in
participating in the formation of the hydrophobic core of the channel. As stated above with
the S4 segment, the fact that the P-regions are membrane localized may indicate their
potential to interact with the other hydrophobic transmembrane segments of the channel. In
addition these results are in line with a “two stage™ model for membrane protein folding and
oligomerization (Popot et al. 1987; Popot & Engelman, 1990). In this “two stage” model,
the final structure in membranes results from the packing of smaller elements, each of which
reaches thermodynamic equilibrium within the lipid and aqueous phases before packing.
This model is supported by a number of studies (see review by Lemmon & Engelman, 1992).

We have further assessed the ability of the P peptides to self-associate or to form
heteroaggregates within the membrane milieu. For this purpose two type of experiments
were performed: (1) The fluorescence changes of the NBD group upon interaction of a
particular NBD-labeled segment with unlabeled segments were measured. Such changes are
expected to occur only if the interaction between the segments causes a significant change
in the environment of the NBD moiety, either by changing the orientation of the NBD-labeled
peptide, or by changing its aggregational state such that quenching or dequenching of the
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NBD fluorescence can occur; (ii) Resonance energy transfer experiments (RET) between
donor- and acceptor-labelled P peptides. The results of these experiments revealed an
interesting observation in that, except the P\/P), pair, all other combinations form heteroag-
gregates in their membrane-bound state. Furthermore, as a result of these interactions, the
N-termini of P; and Py, moved to more hydrophobic environments. That the coassembly of
the P segments in their membrane-bound state is at least partially specific, was demonstrated
by the finding that P; and Py;; do not coassemble, and neither of the segments coassemble
with the unrelated o-helical peptide pardaxin.

5. MOLECULAR MODELLING AND MOLECULAR DYNAMICS

5.1. Aims and Background

The principal aim of these studies is to model possible conformations adopted by
sodium channel transmembrane (TM) domain peptides in electrostatic environment which
mimic the solvents used in the CD spectroscopic investigations. It is hoped that such
simulations will reveal the conformational preferences (e.g. a-helix vs. B-strand) of the
different regions of the synthetic peptides. Such information will be of value when attempting
the more daunting task of modelling the corresponding TM segments within an intact channel
protein. Here, we describe such simulations of S4-S45 peptides from a Na* channel.

The first stage of these studies is to generate a completely a-helical model of a S4-545
peptide, using simulated annealing via restrained molecular dynamics (SA/MD; Kerr ef al.
1994). We have previously employed this method to model TM helices from a number of
different ion channels (Sankararamakrishnan & Sansom, 1995) and from channel-forming
peptides (Kerr & Sansom, 1993). These initial S4-S45 models are then used as starting
structures for molecular dynamics (MD) simulations of helix unfolding in order to identify
those regions of the peptides with the highest and with the lowest propensity to remain in
an a-helical conformation. Finally, we correlate the results of the simulation studies with
CD data for the corresponding peptides. All simulations have been carried out using Xplor
V3.1 running on DEC Alpha workstations.

5.2. SA/MD Generation of Initial Models

Initial models of S4-S45,, and S4-S45,y in all a-helical conformations were generated
by SA/MD. For each peptide an ensemble of 100 structures was generated. The Ca template
for these simulations was an ideal a-helix extending the full length of the peptide. During
the final 5 ps of free MD during SA/MD, no intra-helix distance restraints were applied, thus
enabling the structure to drift from an idealized a-helical geometry. Despite this, it is evident
that from Figure 8 that both models yielded by SA/MD are almost entirely a-heiical. The
S4-S45), helix contains a central kink in the vicinity of the proline residue (P19). The mean
helix kink angle averaged across the ensemble was 26° (£11°). This should be compared
with a kink angle of 34° (£12°) from comparable simulations of the conformation of the
Shaker K* channel S6 TM helix (Kerr et al. 1995). Interestingly, despite the absence of a
central proline residue S4-S45,y exhibited somewhat greater conformational heterogeneity
in SA/MD than did S4-S45;,. However, both models are more than 80% o-helical. In order
to explore in more depth possible conformations of these peptides, more prolonged MD
simulations were required. Starting structures for such simulations (one structure for each
peptide) were obtained by analyzing the SA/MD generated ensembles using PROCHECK
(Morris ef al. 1992) and in each case the model with the best stereochemistry was used as
the initial structure for further MD simulations.
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Figure 8. Initial models of (A) S4545;; and (B) S4845,,,
as generated by SA/MD. Each diagram shows the super-
imposed Cao traces of 10 structures selected from the
SA/MD-generated ensembles. The N- and C-termini of
the helices are labelled. The central kink in the S4S45),
helices due to residue P19 is evident.

5.3. MD Simulations and Analysis

The MD simulations were carried out in vacuo ie. in the absence of explicit solvent
molecules. However, in order to mimic the effects of solvent environment on peptide
conformation, simulations were run with different dielectric constants (g), giving different
degrees of screening of electrostatic interactions. Thus, for each peptide four simulations
were run: (a) with € = 4 (to mimic an apolar environment, e.g. the hydrocarbon core of a
lipid bilayer); (b) with € = 25 (to mimic an environment of intermediate polarity, eg.
isopropanol or eg. the interfacial region of a lipid bilayer); (¢) & = 80 (to mimic extensive
screening of electrostatic interactions by water and by counterions): and (d) € = r, (a widely
used approximation of the electrostatic screening experienced by globular proteins in
aqueous solution). For each peptide with each dielectric model (a total of 8 simulations) the
initial structure was energy minimized, heated from 0 to 300 K for 3 ps (in 50 K, 0.5 ps
steps), and equilibrated for 19 ps at 300 K using temperature coupling to a heat bath. The
production stage of the MD simulation was run for 300 ps. The timestep in the MD
simulations was 0.5 5, with coordinates saved every 1 ps for subsequent analysis. The
paraml9 parameter set was employed, with polar hydrogens represented explicitly and
apolar hydrogens represented by extended carbon atoms.

All MD simulations started from models of S4-S45, or S4-S45,, which were highly
(> 80%) o-helical. CD studies indicate that the helicity of the peptides increases from ca.
40% to ca. 70% as the polarity of the solvent is decreased. Thus, it is of interest to follow
the changes in helicity with time for the different dielectric models. Figure 9A shows the
percentage helicity trajectories for S4-S45; for three different dielectric models. In all three
simulations there is a decrease in the helicity with time as the peptides unfold. For £ = 80
unfolding is quite rapid, with an initial drop in helicity to ca. 45% within the first 50 ps. For
€ = 4 the helicity drops more slowly, but after 300 ps has reached a comparable level. For ¢
= r the helicity drops much more slowly, reaching ca. 70% after 300 ps. The rapid decline
is a-helix content for ¢ = 80 is matched by an increase in B-strand content (Fig. 9B), which
reaches a plateau of ca. 11%. For € = 4 the plateau is lower, at ca. 3% B-strand, and for € =
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Figure 9. Secondary structure trajectories for the S4S45;; MD simulations. (A) shows the percentage a-helix
content, averaged over all residues, of S45845,; as a function of time elapsed during the MD simulations. (B)
shows the percentage B-strand content for the same simulations. In each graph, the three curves correspond to
the € = 4 (bold line), € = 80 (thin line) and € = r (broken line) simulations.
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Figure 10. Selected structures from the last 100 ps
of the S4845,, MD simulations, indicating the a-heli-
cal regions. The diagrams are for the (A) e =4; (B) ¢
=25;(C) £ =80; and (D) & = r simulations. (Diagram
drawn using Molscript; Kraulis, 1991).

r hardly any B-strand is formed. Thus, the different electrostatic models result in different
patterns of unfolding of the S4-S45;; a-helix. Similar results are seen for S4-S45,,, (data not
shown), indicating that such unfolding is not simply a consequence of the central proline
residue. Interestingly, in the light of the experimental data, the greatest decline in a-helix
content is observed for the most polar simulation conditions, i.e. ¢ = 80.

It is useful to visualize the structures resulting from these simulations. In Figure 10,
snapshots of the structures obtained at the end of the four S4-S45,; simulations are shown,
with a-helices as ribbons and B-strand plus random coil regions as coils. For the least polar
simulation (¢ = 4, Fig. 10A) S4-545,; is still largely helical, the main loss of helix being at
the two termini and in the vicinity of the proline residue. A similar pattern, with a higher
overall degree of helicity, is seen for ¢ = r (Fig. 10D). In contrast, both of the polar
simulations (¢ = 25, Fig. 10B; and ¢ = 80, Fig. 10C) result in considerable loss of a-helix
throughout the length of the peptide. Furthermore, for the latter two simulations the peptide
collapses to adopt a more compact, less extended structure. Detailed analysis of the pattern
of H-bonding in these structures (J. Breed, unpublished results) suggests that extensive
H-bonding from cationic sidechains (arginine and lysine) to main-chain carbony! groups and
to hydroxyl sidechains in the S45 region help to stabilize the collapsed structure. Again,
similar results (not shown) are obtained with S4-S45,.

Although visualization of structures from MD simulations is informative, it is
difficult from such snapshots to assess rigorously the distribution of secondary structure
elements along the length of the peptides. To achieve this the structures saved during the
final 100 ps of the MD runs were analyzed, residue by residue, in terms of the percentage
occupancy of the a-helix and B-strand regions of the Ramachandran plot. The result of this
analysis is summarized in Table 3, in which the percentage a-helix and percentage [3-strand
are listed separately for the S4 (residues 1 to 23) and S45 (residues 24 - 34) regions of each
peptide. From these data it is evident that in the least polar simulations (¢ = 4 and € = ) the
a content is about the same for the S4 and S45 segments. However, in the more polar
simulations (¢ = 25 and € = §0) whereas the percentage o in the S4 segment is approximately
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Table 3. Secondary structure contents of S4s and S45s from

molecular modelling
Peptide Region € %0 %pB
$4-845, sS4 4 55 (+7) 2(2)
25 51 (£8) 13 (£3)
80 51 (7 10 (£3)
r 77 (£6) 0
S4-845,, 45 4 54 (£10) 6 (£3)
25 50 (+13) 2(23)
80 38 (£13) 10 (£3)
r 73 (£13) 2 (3)
S4-545,, sS4 4 54 (£7) 9 (+2)
25 60 (8) 11 (£3)
80 53 (8) 11 (£3)
r 79 (£7) 0
S4-845,y S45 4 60 (£10) 10 (£3)
25 45 (£10) 22 (£6)
80 38 (£13) 10 (+6)
r 70 (£6) 0

The percentage content of a-helix and of B-strand conformations,
averaged over the last 100 ps of the MD simulations, are listed for the
S4 and S45 segments of the peptides.

unchanged from that for ¢ = 4, the a content of the S45 segment is significantly reduced.
This is most evident for ¢ = 80 for both peptides, where the o content of S45 drops to less
than 40% whereas that of S4 remains at above 50%.

Overall, two conclusions emerge from our MD simulations of S4-545 peptides. The
S4 region is relatively stable as an o-helix, regardless of the polarity of the electrostatic
environment. In contrast, the S45 region has a tendency to unfold from its initial a-helical
conformation if the degree of screening of electrostatic interactions is sufficiently high. This
is accompanied by formation of H-bonds from the positively charged sidechains of the
o-helical S4 region to the mainchain carbonyls and hydroxyl sidechains of the B-strand/ran-
dom coil S45 region, resulting in a more compact overall structure. This change in unfolding
pattern as ¢ is increased nicely parallels the CD studies (Helluin er al. 1995) which indicate
an overall loss of helicity as the polarity of the solvent is increased, and which suggest that
S45 may undergo an o to 3 transition.

DISCUSSION

Initial work with the peptide approach as applied to the sodium channel was
concerned with the S3 and S4 transmembrane segments. A first peptide corresponding to S3
from domain I was found to form discrete cation-selective channels but with no evidence
for sodium selectivity or voltage dependence (Oiki ef al. 1988). This study was followed by
another one with still a 22-mer peptide but whose sequence corresponded to the S4 segment
of domain IV (Tosteson et al. 1989). Planar lipid bilayers doped with this peptide showed a
voltage-dependent conductance but the individual channel openings had rather large unit
conductances, ranging from 70 to 500 pS in 500 mM NaCl, with no selectivity for sodium.

Although some caution is of course needed when extrapolating conclusions drawn
from the peptide approach (an especially if restricted to functional studies), we feel that the
“integrative and collaborative™ study described in this chapter can shed new light to the
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structure-function of ion channels. Some interesting inferences or propositions can be made.
For instance, the polarity-dependent conformational switching of S45 seen in CD experi-
ments and supported by the MD simulations could suggest that the inwardly-directed p-sheet
promotion or at least some unfolding previously postulated for S4 during channel activation
(Guy & Conti, 1990) would rather involve the S45 moiety. This could also account for the
“flexible or spring” region at the junction of S4 and S45 as later modelled (Durell & Guy,
1992). From the selectivity brought about by S45 to S4 aggregates, as shown by Brullemans
et al. (1994) and recalled in the first section of this chapter, it is highly plausible that S45
would participate in the inner lining of the pore on the cytoplasmic side. Such involvement
of §45 in voltage-gated potassium channels has been independently confirmed in mutagene-
sis experiments (Slesinger, Jan & Jan, 1993). Thus, S45 may be drawn inside the pore lumen
once S4 had been largely exposed to the extracellular side. Upon moving from a membrane
to a more aqueous environment (an “hydration step” is also assumed in the gating, see e.g.
Rayner et al. 1992), S45 could then undergo some unfolding and possibly adopt a B-sheet
structure. We then propose that the pore might be made on the inner side of a f-barrel formed
by the four S4 in series on the outer side with the main selectivity filter, presumably made
by the anti-parallel arrangement of the short SS1 and SS2 segments (the P-region). Various
experimental results on the whole channel reviewed by Guy & Durell (1994) support “the
contention of models that the P segments do not span the entire transmembrane region.” The
overall selectivity thus achieved by these elements in series could then attain values
comparable to that of the channel in situ (Chandler & Meves, 1965).

Future simulation studies will address such possible conformational changes in more
detail via inclusion of explicit solvent molecules in the MD simulations of S4-S45 helix
unfolding, and will extend these studies to other TM regions. In the latter context, we have
already performed preliminary studies of B-hairpin models of the P region peptide (Cosette
et al. unpublished results) and have completed a detailed investigation of conformations of
the S6 helix of Shaker and the M2 helix of IRK1 (Kerr et al. 1995) K* channels.

The fluorescence and resonance energy transfer experiments support the hypothesis
that the P regions are packed in close proximity in the tetrameric bundle of the sodium
channel. These closely packed P segments may have a role as a structural element that
participate in mediating the appropriate association of the hydrophobic core of the sodium
channel. Furthermore, the preferential association of P segments might give clue as to their
order of organization within the pore, in which the P regions of domain I and HI are not
adjacent. It is noteworthy that the smallest conductances are displayed by P;, and P,y which
are shown to be able to interact and form intramembrane heteroaggregates. As the same does
not hold for P-Py;;, the presumed “selectivity filter” viewed from above may not have a
circular symmetry but may assume a more rectangular geometry, as initially proposed by
Hille (1971, 1975). Future conductance experiments with bilayers incorporating various
mixtures of the different P peptides will address the question of whether some heteroaggre-
gates could be more sodium selective.

Likewise, eventual molecular recognition between S4-S45 and P peptides from the
same or different domains will be investigated both in conductance-selectivity experiments
and in resonance energy transfer experiments. The influence of lenghtening both S4-S45 and
P peptides, particularly with the adjacent hydrophobic S5 segment and thus the influence of
a further anchoring in the membrane, on voltage-sensitivity and ion selectivity will also be
studied.

Finally, if the ability of the S4-S45 and P regions to form relatively stable and
conducting aggregates within the membrane do not necessarily mean that these aggregates
should have the same or similar properties as in the intact channel, they may however serve
as a simple model for a synthetic ion channel which is formed by the assembly of several
inserted polypeptides (Shai, 1995).
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1. INTRODUCTION

The hippocampus is a good model for the study of physiological behaviour of neurons
in the Central Nervous System. Its circuitry is well organized and allows a clear identification
of the different populations of neurons. In addition, brain slices from the hippocampus were
developed to preserve synaptic contacts between neurons [40]. For this reason, in particular
in the last twenty years, phenomena of synaptic plasticity (i.e. long term modifications of
the efficiency of information processing at synaptic sites) have been extensively studied in
this area of the brain [4, 5]. The study of intrinsic ionic conductances of neurones is required
to better understand how their behaviour and their firing are controlled. It is especially
important to study which currents underlie the membrane potential and hence modulate the
excitability of neurons.

In addition to a non-specific leak current, two conductances have been suggested to
modulate the membrane potential in CA1 pyramidal cells. A potassium current called Iy,
tends to clamp the membrane potential near E, when not blocked by acetylcholine through
a muscarinic receptor [8, 25]. A mixed cation current, carried by Na* and K* and activated
by hyperpolarization tends, on the contrary, to depolarize neurons, although whether or not
this current is activated at resting potentials is controversial [25, 28, 38]. This last current is
characterized by a higher conductance in the inward than in the outward direction and thus
produces an inward or “anomalous rectification”, because the conductance of the whole
membrane increases on hyperpolarization [27]. During a prolonged injection of hyperpo-
larizing current, a marked depolarizing sag towards the resting membrane potential occurs
as aresult of its activation. A current with similar features was originally described in cardiac
sino-atrial node myocytes, where it was termed “pacemaker” because of its involvement in
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the generation and control of spontaneous activity [10, 15)]. Channels with similar properties
have been described in several tissues [1, 30] and were first reported in the nervous system
in the hippocampus [25], where the current was termed I by the authors. In the thalamus,
this current is known as I and is functionally important in cellular excitability. I is especially
important for the control of the firing pattern of thalamic neurons and their modulation by
the neurotransmitters serotonin and noradrenaline [31, 37], and by adenosine [34].

The purpose of this review is to describe the characteristics of I, (or ;) in hippocampal
pyramidal neurons, its physiological role and its modulation by acetylcholine.

2. METHODS

Transverse hippocampal slices were obtained from guinea-pigs and from rats as
described in the literature (see ref. 25 and 28) and stored in a holding bath containing artificial
cerebrospinal fluid (ACSF) composed of (mM): 120 NaCl, 3.1 KCl, 1 MgCl,, 2 CaCl,, 1.25
KH,PO,, 26 NaHCO;, 10 glucose. A single slice was then transferred to the recording
chamber were it was held, fully submerged and superfused continuously with ACSF. All
solutions were equilibrated with 95% 0,-5% CO, to a pH of 7.4.

Under voltage-clamp conditions, in some experiments [28], tetraecthylammonium
chloride (TEA-C1 10 mM), 4-amino-pyridine (4-AP 5 mM), tetrodotoxin (TTX 0.5 uM),
BaCl, (1 mM), NiCl, (0.3 mM) and CdCl, (0.3 mM) were substituted to equimolar NaCl to
block every other current except I,. In these modified solutions, KH,PO, was eliminated to
avoid precipitation and, to compensate for its removal, KCl was raised to 4.35 mM. In other
experiments [13, 25], only BaCl, and TTX were added.

Recording from single CA1 neurones was performed using intracellular [13, 25] or
patch clamp techniques [28]: in one case the electrode was filled with 3 M potassium acetate,
or caesium acetate in order to reduce potassium conductances (with electrode resistance of
60-100 MQ). During whole cell recordings the pipette was filled with (mM): 130 K-glucon-
ate, 10 NaCl, 1 MgCl,, 2 adenosine-trisphosphate (ATP), 0.3 guanosine trisphosphate (GTP),
10 N-2-hydroxyethylpiperazine-N’-2-ethanesulfonic acid (HEPES), 0.5 ethylenebis (oxoni-
trilo) tetra-acetic acid (EGTA) to a final pH of 7.2 (resistance 3-10 MQ).

UL-FS 49 and Zeneca ZD7288 were kindly provided by Thomae GmbH, Biberach,
Germany (Dr. B. Guth) and Zeneca Pharmaceuticals, Macclesfield, UK (Dr. I. Briggs)
respectively.

I;, was also recorded from cells in tissue-cultured slices {9] and from dissociated cells
in culture [39]. This current has never been studied in acutely dissociated neurons, probably
because proteolytic treatments may damage h-channels. Recent evidence has indicated that
h-channels can be damaged by external proteolysis in neocortical neurons since the current
required several hours after enzymatic dissociation to recover [11].

3. RESULTS

3.1. First Description of a Hyperpolarization-Activated Cation Current
in Hippocampal Neurons

A hyperpolarization-activated cationic current in hippocampal neurons was first
described by Halliwell & Adams [25], who discovered that, in addition to I, a secondary
component was activated during hyperpolarizing steps in voltage-clamp conditions. Small
hyperpolarizations from -40 mV gave rise to M-like relaxations, whereas from -65 mV an
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ohmic behaviour was observed. As hyperpolarizing steps increased, current recorded from
-40 mV became smaller due to a decrease in the driving force for potassium, but when the
holding potential was held at -65 mV another inwardly relaxing component appeared. They
hypothesized that this latter component was due to a time dependent anomalous rectification,
responsible for the deviation in the hyperpolarizing potential seen in many neurons, and they
called this current ;. “Q” stands for “queer”, which probably echoes the terminology used
for the similar hyperpolarization-activated current previously described in cardiac cells,
where “f” stands for “funny”. They explained their voltage clamp recordings in terms of two
separate sets of time- and voltage-dependent channels in the pyramidal cell membrane: the
Ig(m) current that was recorded between -40 and -70 mV, and [, activated at more negative
potentials. They found that I, had a reversal potential more positive than -60 mV and was
activated at potentials between -80 and -120 mV. The amplitude and the rate of relaxation
increased at more negative voltages.

From a pharmacological point of view, they found this current similar to I; found in
cardiac pacemaker tissue. Indeed I, was insensitive to tetrodotoxin or Ba?*, or Cd?*, but was
blocked by Cs™ (0.5-3 mM), which was also able to abolish the depolarizing sag in the
electrotonic potential [25]. In voltage clamp recordings, when holding potential was close
to rest (-70 mV), Cs™ reduced both the instantaneous and steady-state curves, particularly at
negative potential [25].

3.2. Characterization of I,

3.2.1. I, is Tonically Active at the Membrane Resting Potential. The reduction of
instantaneous component by Cs” can have two explanations. Firstly, Cs* could block leakage
channels as well as Ig. Secondly, there could be g-channels already open at the holding
potential. This second hypothesis, suggested by Halliwell and Adams, was confirmed by
Maccaferri et al. [28], who found that I was elicited by hyperpolarizing steps from a holding
potential of -35 mV (fig. 1 a) and was activated below the threshold of -50/-60 mV. Exposure
to external Cs™ (5 mM) caused a complete block of the time-dependent inward current
(fig. 1 b). To understand possible effects of Cs” on leakage channels two sets of subtracted
traces were compared. The Cs*-dependent component was obtained by subtracting the traces
recorded during Cs™ perfusion from the corresponding control traces (fig. 1 ¢). To subtract
leakage and capacitance, 10 mV hyperpolarizing steps from -35 mV were applied and used,
after appropriate scaling, on the whole voltage range investigated (fig. 1 d). Comparing Cs*-
and leak-subtracted traces (fig. 1 ¢ and 1 d), or the I/V plots of the same traces (fig. 1 e),
shows that the two subtraction procedures give very similar results. This comparison,
therefore, shows that Cs* does not affect time-independent components but blocks only the
inwardly activating current Ir and thus can be used as a tool to study the functional role of
In. Moreover Cs™ was shown to hyperpolarize by about 4 mV the membrane resting potential
in unclamped CAl pyramidal cells [28], also in agreement with the block of an inward
component, tonically active at the resting potentials, contributing to maintain the resting
potential at more depolarized levels.

3.2.2. Activation Curve of I,. At first, activation of I¢/In at various potential was
studied measuring the tail currents and plotting them as a function of the preceding holding
potential [25]. The current activated at about -80 mV and saturated at potentials more
negative than -120 mV. In subsequent studies a more depolarized activation curve was
constructed for the h-current (fig. 2). Since Ix does not show inactivation, the protocol
consists of two-steps (fig. 2 a): the current is first activated to a variable degree by variable
hyperpolarizing steps (test potentials, from -45 to -135 mV, in 10 mV steps), and is then fully
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Figure 1. Comparison of I traces obtained after Cs*- and leakage-subtraction in hippocampal CAl neurons.
a: Original current traces recorded from a holding potential of -35 mV. b: Current traces recorded at the same
potentials as in () in the presence of Cs* 5 mM. ¢: Cs*-sensitive component obtained by subtracting traces in
(b) from the corresponding traces in (a). d: Traces obtained from (a) after capacitive and linear subtraction.
Subtraction was performed using the average of 20 records from -35 to -45 mV, scaled for each potential. e:
I/V plots obtained from ¢ (¢) and d (O) (from ref. 28, with permission).

activated with a second fixed step to -145 mV). Tails measured at -145 mV are inversely
related to the degree of activation of the current at the previous test voltage (fig. 2 b). The
threshold for I activation was about -50 mV (a value substantially more positive than that
previously reported by Halliwell & Adams [25]); saturation occurred at about -140 mV (fig.
2 ¢) and the midpoint of activation was -98.0 mV [28].
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Figure 2. The activation curve of the I, current as constructed using a method similar to that described by
DiFrancesco et al. [18]. a: From a holding potential of -35 mV, neurons were hyperpolarized for the time
necessary to reach the steady state at each potential and then stepped to -145 mV for 1.75 s to fully activate
the current. &: Tails recorded at -145 mV are superimposed, after capacity and leakage subtraction. ¢: plot of
the I, activation curve. Open and closed symbols refer to tails measured at -145 mV and -125 mV, respectively.
Experimental data were fitted by the Boltzmann equation y,, = 1 / {exp [( E - E; )/ s]} (from ref. 28, with
permission).
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Figure 3. The fully activated I/V re-
lation and the reversal potential of 500 ms

Iy/l;. a: original recordings used to

construct the fully activated 'V rela- Erev = -18mv 7100
tion. From a holding potential of -35

mV, neurons were hyperpolarized at b
-140 mV (for 1250 ms) to fully acti-

vate I, and then stepped for 375 ms to -150 -100 -50 1o 50
different test potentials (from -140 to -
-50 mV). Traces were corrected for
leakage and capacitive components. )
The instantaneous current measured -
after this correction represents the v
value of the fully activated I, at every T -100
potential (arrow indicates the instan- ]
taneous current measured at -110 mV, . +
as an example). b: Fully activated I/'V ’
relation of I,. Values of current were ,
fitted by the relation I = g, - (E - E}) E T-200
using the least-squared method (from ., a
ref. 28, with permission). 1l pA

3.2.3. Fully-Activated Curve and Reversal Potential. To determine the slope con-
ductance and the ions responsible for carrying In, protocols were performed to establish its
fully-activated relation and reversal potential (fig. 3). From a holding potential of -35 mV,
I was fully activated with a hyperpolarizing step to -140 mV, followed by a step to different
test potentials (from -140 to -50 mV) (fig. 3a). The instantaneous current measured at the
beginning of the test potential represents the fully activated In at every test potential, as it is
a function of the fully-activated conductance gnand the driving force for the current at each
potential. The range positive to -50 mV could not be explored due to interference of other
components even in the presence of channel blockers. The reversal potential obtained for I
was approximately -17 mV (with a fully activated conductance of 2.5 nS) (fig. 3b) [28].
H-channels seem therefore to be permeable to Na* and K ions as seen also in substitution
experiments [28]. Values obtained for the reversal potential, moreover, provide further
evidence for the similarity between the hippocampal Ir, current and Ir in cardiac tissue.

3.3. Role of I, on Excitability of CA1 Neurons

3.3.1. Role of I, on Firing Properties of Hippocampal Neurons. The role of Iy in
setting the membrane potential and membrane conductance was shown by using Cs* in
current clamp conditions. Besides hyperpolarization of neurons, as seen above, Cs" induced
a decrease of membrane conductance [28]. This result suggests, once again, that Cs* blocks
an inward current, tonically active at resting potential, and that this component contributes
significantly to both the resting voltage level and membrane conductance. Furthermore, a
depolarizing pulse able to generate one or more action potentials in control conditions failed
to elicit activity in the presence of Cs*, suggesting that Iy alters excitability. Cs*, however,
did not affect the threshold for the action potential, because if tonic depolarizing current was
injected to restore the original resting potential, firing was resumed [28]. This effect was
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control Cs+DC return

Figure 4. Effect of Cs™ on the Cd”*-insensitive after-hyperpo-
larization, obtained after a train of action potentials elicited by a
100 pA depolarizing current step of 200-ms duration (CdCl, 0.3
mM present throughout). a:during Cs* perfusion, when hyperpo-
larization induced by the I,-blocker was compensated by the
injection of tonic current (15 pA) to restore the original resting
potential, AHP was nearly completely abolished, and then re-
stored after Cs*-washout. b: when hyperpolarization was not
compensated, Cs* clearly removed the depolarizing phase of
AHP, without altering the previous hyperpolarization. In super-
imposed traces it can be seen that hyperpolarization induced by
Cs* and AHP have very similar amplitude (from ref. 28, with
Cs 2 mM permission).

control

return

therefore due only to the block of I and the consequent hyperpolarization induced by Cs",
such that the membrane potential was further displaced from the threshold for action
potentials.

3.3.2. Role of 1, in Ca’*-Independent afier-Hyperpolarization. 1, may also be in-
volved in Ca**-independent after-hyperpolarizations (AHPs) (fig. 4) [28]. In the presence of
Cd**, a depolarizing current step produces a train of action potentials followed by a
Ca’*-independent after-hyperpolarization. The AHP was reduced by about 80% during
perfusion of Cs™ and compensation of the hyperpolarization by current injection (fig. 4 a).
When hyperpolarization was not compensated, the slow depolarizing phase of AHP was
abolished by Cs*, indicating its dependence on the activation of I (fig. 4 b). Moreover, the
hyperpolarization of the resting potential induced by perfusion of Cs* was comparable to the
amplitude of the after-hyperpolarization (fig. 4 b), further evidence that the same current
underlies both phenomena.

3.4. Modulation of I, by Carbachol

Acetylcholine (ACh) in hippocampus is known to have an excitatory action because
it reduces three distinct K* conductances: 1) Iy [25]; 2) a Ca’*-activated K* current called
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Iaup and responsible for the Ca?*-dependent after-hyperpolarization [29]; 3) a K* leak
channel (I ), both time- and voltage-independent [3, 29]. In the presence of Ba?*, known
to block both Iy, and I, perfusion of the muscarinic agonist carbachol is still able to
generate a depolarization of the membrane potential accompanied by a decrease in input
resistance [13]. Carbachol elicited an inward current, that tends to decrease during prolonged
perfusion, when the membrane potential is clamped at resting. In addition, an increase of
the instantaneous current and a potentiation of I;, was observed when hyperpolarizing voltage
steps were applied. Since the response to carbachol tended to decrease, the authors used a
ramp protocol that allowed the study of the voltage dependence of the response to carbachol
in a short period of time. From this protocol, a current-voltage relation was obtained at
different stages of the carbachol response. At first carbachol increased I, but only at negative
potentials, while at more depolarized potentials the two current traces reached the same level.
I, appeared even more potentiated at the peak of the inward current, but, in this case, traces
never merged, even at depolarized potentials. Cs™ was seen to reduce predominantly the
negative part of the ramp current traces and to prevent the enhancement of the hyperpolari-
zation-activated inward relaxation by carbachol, again indicating that carbachol potentiates
I Thus the current potentiated by carbachol had the same voltage sensitivity as that blocked
by Cs* and was identified as I; [13]. In addition, carbachol activated a calcium-dependent
non-specific conductance, responsible for the voltage-independent increase of conductance
observed in the second phase of the response to carbachol.

In some brain regions I; was demonstrated to be increased by a cAMP-dependent
mechanism through the activation of adenylyl cyclase [6, 37]. In the hippocampus this does
not seem to occur since B-adrenergic agonists, known to stimulate production of cAMP,
failed to give the same response evoked by carbachol [13]. Instead the effect of carbachol
on I; is antagonized by gallamine [ 13], a selective antagonist for M, receptors [12] and seems
to be mediated by the hydrolysis of phosphatidyl-inositol (PT) [13]. It was thus hypothesized
that potentiation of I, by carbachol depends on an elevation of [Ca**],, since it requires
extracellular Ca?* [13].

3.5. Block of I,/I, by Bradycardic Agents

In the last few years, agents known as “specific bradycardic agents” have been
developed which decrease heart rate without compromising contractility. Two of them,
UL-FS 49 and Zeneca ZD7288 are known to slow the cardiac frequency by blocking I,
current in cardiac cells (sino-atrial node and Purkinje fibres) [7, 16, 48]. These substances
have also been shown to block the hyperpolarization-activated current in neurons of the
thalamus [35] and substantia nigra [26]. Therefore we studied the effect of UL-FS 49 on /I,
in hippocampal neurons in voltage clamp conditions. From a holding potential of -50 mV
cells were hyperpolarized to -100 mV. UL-FS 49 10 uM slowly blocked I, during activation
(fig. 5). Inhibition began about 5 minutes after perfusion of the drug, while the maximum
effect was reached after about 20 minutes.

The effect of ZD7288 was studied in current clamp conditions. ZD7288 (10 uM)
produced a hyperpolarization of about 6 mV, as shown in the plot of the membrane potential
as a function of time in control and during perfusion of the drug (fig. 6). This hyperpolari-
zation is greater than that observed during the perfusion of Cs* [28]. This could be due to a
voltage-dependence of I, block by Cs*, such as it happens in the sino-atrial node where
inhibition of I; is smaller at less hyperpolarized potentials [18]. The sag of the membrane
potential during the injection of the hyperpolarizing current and the depolarizing rebound
on depolarization can be clearly seen in the control trace (fig. 6, bottom) and are due to slow
activation of I, during hyperpolarization of the membrane potential and its slow deactivation
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Figure 5. Block of the hyperpolarization-activated current (1) in a hippocampal CA1l neuron by UL-FS 49
(10 pM). Right: original current traces obtained from the voltage protocol shown in the upper panel, before
(1) and during drug perfusion (2, 3). The hyperpolarizing steps were applied every six seconds. Left: time
course of I amplitude during drug application. The plot was constructed by measuring the current at the end
of step to -100 mV, as referred to the holding current. The numbers (1-3) correspond to the current traces shown
on the right.

at the resting membrane potential. Those effects disappeared in the presence of ZD7288,
indicating a specific block of L.

4. DISCUSSION

The functional role of the hyperpolarization-activated cation current in the hippo-
campus depends on the actual threshold for its activation. If activated only below the normal
resting potential of hippocampal neurons, as reported by Halliwell & Adams [25], its function
would be to simply counterbalance maintained hyperpolarization, such as during GABA;
receptor-mediated [PSPs [32, 42]. During these experiments, however, there may have been
a significant contamination by Ixy,. On the contrary, if I, is tonically active at rest, as shown
by Maccaferri et al. [28], it would contribute substantially to set the resting membrane
potential under normal conditions. Strong evidence supporting the latter view is provided
by the about 4 mV hyperpolarization of the resting membrane potential produced by Cs* (2
mM) and the related reduction of the membrane conductance by about 30%. These two
effects, taken together, support the view that Cs* is able to block an inward component
tonically active at resting levels, most likely the hyperpolarization-activated current ;. Its
depolarizing action can thus maintain neurons closer to the action potential threshold and
allow cell firing even when depolarizing inputs (EPSPs) are small. I, has indeed been
reported to modulate the resting potentials in many neurons [30, 42, 43, 46]. In rat nucleus
accumbens neurons, the presence of this current was shown to be correlated to a more
depolarized resting potential [47]. In hypoglossal motoneurones, a developmental increase
in I, density could be responsible, at least in part, for the more depolarized resting potential
and the higher membrane conductance of neurons from older rats [2]. In the thalamus, the
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shift in the activation curve of I, due to specific neurotransmitters, was shown to be
responsible of changing firing patterns during different activities [31, 37].

I, is not likely to contribute to the waveforms of individual action potentials, because
its activation and deactivation are too slow. On the other hand, its slow deactivation permits
a depolarizing rebound of the membrane potential at the end of a hyperpolarizing input and,
in some tissues, can bring the neuron to the threshold for an action potential [41]. Finally,
in hippocampal pyramidal cells, the slow reactivation of I, that follows a 200 ms train of
action potentials, controls the depolarizing phase of the Ca**-independent AHP [28].

Pyramidal cells receive cholinergic inputs from fibres originating from neurons of
the medial septum [33, 45] suggesting that the action of ACh is important in the modulation
of neuronal activity in the hippocampus. Carbachol potentiates I, in pyramidal cells, although
its mechanism is not clear. Colino & Halliwell [13] hypothesized that carbachol shifts the
activation curve of the h-current to the positive direction, which could explain the small
inward current observed in the initial phase of the carbachol response. Moreover, an increase
in the number of channels available for activation was suggested, because of the large
increase in the current at -100 mV [13]. At -100 mV, however, I, is only half-activated [28],
and therefore the action of carbachol could be due to a shift of the activation curve.

The fact that the action of ACh on hippocampal I is opposite to the one observed in
the heart is intriguing [17, 20]. The two actions might be mediated by different effectors.
Whereas inhibition of I; in the heart is mediated by the inhibition of adenylyl cyclase and
the consequent decrease in the cAMP [21], in the hippocampus this system does not appear
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to be involved, since B-adrenergic stimulation does not affect I, [13]. Very recently, however,
it has been reported that norepinephrine and cAMP modulate the hyperpolarization-activated
current, independently of protein kinase A [44], a notion fitting very nicely the properties of
the cardiac f-current [19].

Potentiation of h-current by carbachol seems to be mediated by the stimulation of P1
turnover, and production of inositol (1,4,5)-trisphosphate (IPs), also involved in the inhibi-
tion of Iy [22]. The consequent increase of [Ca®*]; could directly activate I, [13]. An
increase of intracellular Ca?*, in fact, has indeed been shown to potentiate I;in the heart [24],
although in this tissue the action of Ca?* is not a direct effect on the channel [49]. In addition,
when [P, was applied intracellularly, it was shown to reduce Iy ), but had no effect on I,
[22].

Another interesting observation is that, in the thalamus, nitric oxide (NO) shifts the
activation curve for the hyperpolarization-activated current in the positive direction [36].
NO has been proposed to be a possible retrograde messenger for expression of long-term
potentiation [4, 14, 23, 50]. A modulation by NO of hippocampal I, if confirmed, could
suggest a role for this current in synaptic plasticity.

The presence of a hyperpolarization-activated current, similar to the cardiac I, in
many areas of the brain may account for certain side-effects associated with the pharma-
cological treatment of arrhythmias. Specific bradycardic agents, developed to block Iy and
known to exert a negative chronotropic effect on cardiac frequency, also block I, in neurons
[26, 35]. Central nervous system side-effects of these substances have to be considered when
used therapeutically, but their high specificity makes them invaluable in studies of I;.
Recently QX-314, a quaternary derivative of lidocaine, known as an intracellular blocker of
Na* channel, was shown to block I, from inside [38]. Although not as specific as currently
used blockers of I, this and related substances could be useful to test the effect of blocking
I, in the recorded cell while other neurons are unaffected.
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1. INTRODUCTION

Signal transduction in vertebrate photoreceptors and olfactory receptor neurons (see
for review Torre et al., 1995) involves the activation of non-selective cationic channels
directly and cooperatively gated by cyclic nucleotides (CNG channels).

Rod photoreceptors respond to light through the activation of a chain of enzymatic
events that stimulates the hydrolysis of cGMP, therefore inducing a decrease in the intracel-
lular concentration of this cyclic nucleotide and hence the closure of a fraction of normally
opened CNG channels. Similarly the interaction of odorant molecules with olfactory recep-
tors neurons activates a pathway which produces an increase in cAMP and results in the
opening of CNG channels closed at rest .

Ton channels directly activated by cyclic nucleotides have been first described in rod
outer segments from frogs (Fesenko et al., 1985), soon after in cones (Haynes & Yau, 1985),
olfactory receptor neurons (Nakamura & Gold, 1987) and in other neuronal and non neuronal
cells (Dryer & Anderson, 1991; Biel etal., 1993; Biel et al., 1994; Weyand et al., 1994). The
purification from bovine retina of a 63 KDa protein behaving as a CNG channel when
reconstituted into lipid bilayers (Cook et al., 1987), gave enough sequence information to
clone the corresponding ¢cDNA (Kaupp et al., 1989). The heterologous expression. of the
synthesized mRNA in oocytes resulted in functional channels activated by cyclic nucleotides.
Soon after, based on sequence homology, a CNG channel from bovine olfactory receptor
neurons has been cloned (Ludwig et al., 1990). CNG channels from retinal rods and olfactory
receptor neurons have also been cloned from other species including human, rat and catfish
(Dhallan et al., 1990; Dhallan et al., 1992; Goulding et al., 1992).

The primary structures of the rod and olfactory cloned channels show a high degree
of homology (60-70%): both are constituted by six hydrophobic membrane spanning
segments and contain a cyclic nucleotide-binding domain, a voltage sensor motif and a pore
region (see for review Kaupp, 1995).

Neurobiology, edited by Torre and Conti
Plenum Press, New York, 1996 75
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The electrophysiological properties of the cloned channels differ in several aspects
from those of the corresponding native channels. Recently a second subunit has been cloned
for both rod (Chen et al., 1993; Chen et al., 1994; Koerschen et al.,1995) and olfactory CNG
channel (Bradley et al., 1994; Liman & Buck, 1994). The coexpression of the two subunits
gives rise to channels that more closely resemble the native channels.

Most of the electrophysiological experiments on native CNG channels have been
performed on amphibian species (see for review Menini, 1995; Zimmerman, 1995), but
unfortunately cloning and expression of CNG channels from amphibians have not been done
yet. The results of experiments from many laboratories clearly show that some electrophysi-
ological properties of both native and cloned channels vary among species. Therefore it is
sometimes difficult to distinguish whether some properties of native CNG channels from
amphibians differ from those of cloned channels from bovine because of inter species
differences or because of the absence of channel subunits or other components. To directly
compare electrophysiological properties of native and cloned CNG channels from the same
species we performed experiments with the patch clamp technique on both native and cloned
rod and olfactory CNG channels from bovine.

2. MATERIALS AND METHODS

Patch-clamp experiments were performed on native and cloned CNG channels from
bovine. With native channel we refer to CNG channels studied in their native membrane
environments in excised patches from retinal rods and olfactory receptors neurons. With
cloned channels we refer to the expression in Xenopus laevis oocytes of the mRNA of the o
subunit or subunit 1 of rod (Kaupp et al., 1989) or olfactory (Ludwig et al., 1990) CNG
channels.

2.1. Isolation of Rod Photoreceptors

Photoreceptor cells have been isolated following the procedure of Schnetkamp &
Daemen, (1982). Freshly removed bovine eyes were hemisected under regular light; retinas
were removed and gently shaken in 35% sucrose (w/w) in Mammalian Ringer solution (157
mM NaCl, 5 mM KCl, 0.5 mM MgCl,, 0.5 mM CaCl,, 8 mM NaH,PO,, 7 mM Na,HPO,,
pH 6.7). The rod photoreceptors were then isolated by centrifugation; after a first extraction
performed at 3000g for 10 min at 4°C, the supernatant containing the photoreceptors was
passed through a nylon cloth (50 pm mesh), furtherly diluted in Ringer and centrifuged again
at 1500g. The final pellet containing mostly isolated rod and cone photoreceptors was
resuspended again in Ringer. An aliquot (0.1 ml) was then transferred to the recording
chamber for patch clamp experiments.

2.2. Isolation of Olfactory Receptor Neurons

The ethmoid turbinates located in the bovine just before the cribri form plate present
a yellow-brown mucosa where the olfactory receptor neurons can be found. Turbinates were
removed from the animal 20-30 minutes after its death and rinsed several times at room
temperature in D-Mem (140 mM NaCl, 5.6 mM KCI, 2 mM MgCl,, 2 mM CaCl,, 9.4 mM
Glucose, 5 mM Na-Hepes, pH 7.4). Olfactory receptor cells were obtained by a dissociation
procedure modified from Maue & Dionne (1987) The mucosal tissue was gently separated
with forceps from the supporting cartilage and minced into 2-3 mm pieces. The minced tissue
was then incubated in D-Mem containing 0.025% trypsin for 30-40 min; the enzymatic
treatment was catried out at 37°C in divalent free media and terminated with 10% of Foetal
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Calf Serum. Minced tissue was triturated several times with a fire-polished Pasteur pipette.
Several different non-neuronal cell types were produced by the dissociation procedure such
as supporting and respiratory cells. Among them olfactory receptor neurons were easily
recognized by their morphology having an ovoid soma, a dendrite, a ciliary knob and
immobile cilia. The cells released from trituration were diluted with D-Mem and an aliquot
(0.1 ml) was loaded in the recording chamber for the patch clamp experiments.

2.3. In Vitro Transcription and Functional Expression

The cDNA specific for the bovine photoreceptor and olfactory channel has been
kindly provided to us by Dr. E.Eismann from the laboratory of Prof. U.B. Kaupp.

mRNA were synthesized in vitro with T7 (rod) or T3 (olfactory) RNA phage
polymerase using the respective linearized plasmids as a template and injected in Xenopus
oocytes at a concentration of 0.5 pug/ul. About 50 ng of mRNA were injected in each oocyte.
In order to allow channel expression, oocytes were incubated at 19°C for 1-3 days in Barth’s
solution (88 mM NaCl, 1 mM KCI, 0.82 mM MgSQO,, 0.33 mM Ca(NO,;),, 0.41 mM CaCl,,
2.4 mM NaHCO;, 5 mM Tris-HCI, pH 7.4) additioned with Gentamycin 100 pg/ml.

2.4. Electrophysiological Recording

Membrane patches were excised in the inside out configuration from the outer
segment of retinal rods, or from the soma or dendrite or knob of olfactory receptor neurons,
or from oocytes injected with mRNA as described in the previous section. Currents were
activated by perfusing the intracellular side of the membrane with solutions containing
various concentrations of cGMP or cAMP, using the perfusion system described in Menini
and Nunn (1990). The patch pipette solution and the perfusion solutions contained 110 mM
NaCl, no added divalent cations, 10 mM Hepes-TMAOH, ImM EDTA-TMAOH, pH 7.6.

Currents were measured with an Axopatch 1D patch clamp amplifier (Axon Instru-
ments USA), filtered at 1 KHz using a 8-pole low pass Bessel filter, sampled at 2-2.5 KHz
and stored on a IBM PC 486 computer. Data analysis was performed using pClamp software
(Axon Instruments, Foster City, CA, USA).

3. RESULTS

3.1. Bovine Rod CNG Channels

Currents activated by various concentrations of cGMP or cAMP were measured in
excised inside-out membrane patches from the outer segment of bovine rods or from oocytes
previously injected with mRNA of the o subunit of bovine rod CNG channel.

Normalized macroscopic currents measured at + 60 mV were plotted in Figure 1 as
a function of cyclic nucleotide concentrations for native (A) or cloned (B) bovine rod
channels. The relation between activated current and cyclic nucleotide concentration was
well described by the Hill equation:

[=Tnan €'/(c” +K 0" (H

where [ is the activated current, I,, the maximal current, c the cyclic nucleotide concentra-
tion, K, the cyclic nucleotide concentration activating half of the maximal current and n
the Hill coefficient.
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Figure 1. Dose-response curves of the response to increasing concentrations of cGMP and cAMP at +60 mV
from the same patch for native bovine rod channels (A) and from two different patches for cloned channels
(B) were shown as normalized currents. The continuous lines were the best-fit of the Hill equation (Eq. 1) to
the data with the following values: (A) for the native channel K,,(cGMP)=45 uM, n(cGMP)=1.5,
Lax(cGMP)=582 pA, K, ,(cAMP)=908 uM, n(cAMP)=1, I ,,.(cAMP)=58 pA and (B) for the cloned channel
K,(cGMP)=50 uM, n(cGMP)=2, I .,,,(cGMP)=1760 pA for one patch; K, ,(cAMP)=2400 uM, n(cAMP)=1.5,
Iax(cCAMP)=153 pA and I,,,(cGMP)= 5733 pA for the other patch.

A comparison between dose-response curves for native (Fig. 1A) and cloned (Fig.
1B) bovine rod channels reveals some important differences. At +60 mV [, activated by
cAMP was 11 + 6.5 % (N=4) of [,,, activated by cGMP for the native bovine channels. For
the cloned bovine channels I, activated by cAMP was only 2.5 % (N=1) of that activated
by ¢cGMP, in agreement with previous measurements (Gordon & Zagotta, 1995). K, in the
native bovine channels had average values at + 60 mV of 43 + 2.5 uM (N=3) for cGMP and
of 856 + 72 uM (N=2) for cAMP. K, in the cloned channels had higher values: 75 + 16 uyM
(N=16) for cGMP and 2380 uM (N=1) for cAMP.

These results indicate that the native bovine rod channels are more sensitive to cAMP
than the cloned channels. A comparison between these data and those obtained from the
salamander (Menini et al., 1993; see also Fig. 3 from Menini, 1995) shows that there are
some differences between species. K, for cAMP had similar values (about 850uM) in the
bovine and in the salamander, whereas the fraction of maximal current activated by cAMP
was lower in the bovine (about 10%) than in the salamander (about 40%).

It is possible to record the activity of single-channels in a membrane patch containing
many channels by reducing the concentration of cyclic nucleotide. Figure 2A illustrates record-
ings of currents activated by 5 pM cGMP or by 500 pM cAMP in an excised patch from a bovine
rod at + 60 mV. In the absence of cyclic nucleotides the current trace was quiet while in the
presence of cGMP or cAMP brief current transients, typical of single-channel activity, could be
observed. Previous studies (Torre et al., 1992; Sesti et al., 1994) on native CNG channels from
amphibians have shown that these channels have a rapid flickering that does not allow to
determine with certainty the single-channel conductance and makes difficult the kinetics analysis.

Figure 2B shows recordings of single-channels activated by 50 uM ¢cGMP or by 5 mM
cAMP from an excised patch containing bovine cloned channels at + 80 mV. By comparing
native and cloned channels activated by cGMP it is evident that the flickering characterizing
the native channel was not present in the expressed cloned o subunit, which showed well-re-
solved transitions between the closed and the open state (see also Nizzari et al., 1993).
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Figure 2. Single channel activity recorded in a membrane patch excised from a bovine rod (A) or from an
oocyte (B) injected with the mRNA of the a subunit of the bovine rod channel. (A) Native bovine CNG rod
channels were measured in the same patch at +60 mV in the presence of 5 uM ¢cGMP or 500 uM cAMP as
indicated in the figure, filtered at 1 kHz and sampled at 2.5 kHz. (B) Cloned bovine CNG rod channels were
activated in the same patch at +80 mV by 50 uM ¢cGMP or 5 mM cAMP as indicated in the figure, filtered at
1 kHz and sampled at 2 kHz. In the absence of cyclic nucleotides there was no channel activity as shown in
the two traces at the bottom of (A) and (B).

Since the recordings have been performed on the same species for both cloned and
native channel, it can be certainly concluded that the different behavior is due to a different
channel structure.

Recently a second subunit has been cloned (Chen et al., 1993; Chen et al., 1994;
Korschen. et al., 1995) and the coexpression of the two subunits seems to partially reintro-
duce the flickering behavior characteristic of the native channel. Nevertheless even channels
composed of these two subunits do not flicker as much as the native channels do, suggesting
that a different stoichiometry could exist in vivo or other subunits have not been discovered
yet; alternatively post translational modifications could affect the channel in the native
environment and not in the heterologous expression system.

3.2. Bovine Olfactory CNG Channels

Currents activated by various concentrations of cGMP or cAMP were measured in
excised inside-out membrane patches from the soma or dendrite or knob of bovine olfactory
receptor neurons or from oocytes previously injected with mRNA of the o subunit of bovine
olfactory CNG channels.

Both in native and cloned (Fig. 3) bovine olfactory CNG channels cAMP and cGMP
activated the same I,, . From some preliminary experiments K, at + 60 mV in the native
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channels has been estimated to be lower for cGMP (about 1uM) than for cAMP (about 10
uM) (data not shown).

Normalized dose-response curves measured at + 60 mV for the activation of cloned
bovine olfactory channels from the same patch are shown in Figure 3. The relation between
activated current and cyclic nucleotide concentration was fitted with the Hill equation (Eq.1).
K/, for cGMP had an average value of 1.9 £ 0.3 pM (N=4), while K, for cAMP was 60
14 pM (N=3).

Therefore, although cAMP represents the physiological ligand, the olfactory channel
is more sensitive to ¢cGMP than to cAMP, resembling in this way the behavior of the
photoreceptor CNG channel.

Single-channel activity was recorded and illustrated in Figure 4. Native bovine
olfactory channels were recorded at + 60 mV and single-channels were activated by the same
low concentration, 0.1 pM, of cGMP or cAMP (Fig. 4A). Cloned olfactory channels were
recorded at +80 mV and single-channels were activated by quite different concentrations,
30 uM cAMP or 0.5 uM cGMP.

By comparing figure 2 and figure 4 it is evident that native olfactory channels behave
differently from native rod channels: both in the native and in the cloned olfactory channels
it is possible to clearly distinguish square opening events (Fig.4). Moreover, unlikely the rod
channel, the kinetics of olfactory channels is quite similar for cGMP and cAMP activated
currents. From our experiments the conductance of the bovine native channel was about 30
pS at + 60 mV, while for the cloned channel it was about 40 pS at + 80 mV.

Single-channel conductance of the CNG channel from olfactory neurons have been
reported to widely vary across species: 12-19 pS for rat and frog (Frings et al., 1992), 30 pS
for toad (Kurahashi & Kaneko, 1993), 45 pS for salamander (Zufall et al., 1991) and 55 pS
for catfish (Goulding et al., 1992).

4. DISCUSSION

The purpose of the present work was to analyze the behavior of the bovine rod and
olfactory CNG channels, both in their native membrane environment and in heterologous
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Figure 4. Single channel activity recorded in a membrane patch excised from a bovine olfactory receptor
neuron (A) or from an oocyte (B) injected with the mRNA of the o subunit of the bovine olfactory channel.
(A) Native bovine CNG olfactory channels were measured in the same patch at +60 mV in the presence of 0.1
pM cGMP or 0.1 pM cAMP as indicated in the figure, filtered at 1 kHz and sampled at 2.5 kHz. (B) Cloned
bovine CNG olfactory channels were activated in the same patch at +80 mV by 0.5 uM ¢GMP or by 30 uM
cAMDP, filtered at 1 kHz and sampled at 2 kHz. Lowest traces were obtained in absence of cyclic nucleotides.

expression system. The possibility of making a direct comparison of some properties of
native and cloned rod and olfactory CNG channels deriving from the same species, confers
a particular relevance to the obtained results.

Both native bovine rod and olfactory CNG channels were found to be more sensitive
to cAMP than the corresponding cloned channels composed of o subunit (Figs. 1 and 3) ,
suggesting that cAMP activation could be modulated in the native environments by the
expression of other subunits or by the presence of other components.

Activity of native single-channels in bovine rods was found to be very different from
that in olfactory neurons. Native rod channels showed very brief opening events and a rapid
flickering of the current that make difficult the analysis of the properties of the channel (Fig.
2A), whereas in native olfactory channels it was possible to distinguish well resolved
openings, more square and stable (Fig. 3A). The differences in kinetics between rod and
olfactory channels were much less pronounced between the respective cloned channels: a
comparison of single-channels from rod and olfactory o subunits showed that both had well
resolved transitions between the open and the closed state when channels were activated by
¢GMP (Figs. 2B and 3B).

Therefore at the level of single-channels differences in kinetics between native and
cloned channels are more pronounced in rod than in olfactory channels. The complete
structures of native channels are likely to be profoundly different in the retinal rods and
olfactory neurons, as it is partially suggested by the dissimilarities in the sequences for the
recently cloned additional subunits.
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Unfortunately the additional subunit for the olfactory channel from bovine has not
been cloned yet, and only some properties of the bovine rod channels composed by the two
subunits have been characterized. Further studies of the cloned channels together with a
continuous comparison with the properties of native channels will be very important for the
understanding of the structure of CNG channels in their physiological environment.
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1. INTRODUCTION

The N-methyl-D-aspartate (NMDA) subtype of the glutamate receptor, mediates
slow, Ca?*-linked synaptic excitatory neurotransmission?>2® and is involved in several
physiological'>2* and pathological situations in the brain®?'3¢. There is also growing
evidence for the involvement of the glutamatergic system in mammal’s locomotion, and thus,
much experimental data support NMDA receptor plays an important role in motor activity.
Most of the behavioural studies are related to the effects of NMDA receptor antagonists
which produce an increase of motor activity in rodents after their systemic or intraestriatal
administration”*'82%33, Antagonistic dopamine/glutamate interactions'* at presynaptic and
postsynaptic levels have been suggested to be important mechanisms for this induced motor
activation since it can be inhibited by drugs which produce dopamine depletion or blockade
of dopamine receptors’®33. However, dopamine-independent mechanism could also be
involved in this increase of activity, as NMDA receptor antagonist can reverse hypokinesia
in monoamine-depleted animals®>!7,

Fewer data of literature are related to the effects of systemically administered agonist,
N-methyl-D-aspartic acid, which are associated with convulsant activity (invariably associ-
ated to excitotoxicity'®37) or not (could reflect non-excitotoxic effects'>-?!). Systemic ad-
ministration of NMDA has been shown to decrease motor activity in rats at low doses?!3
and to increase it at high doses.?* A decrease in motor activity after the striatal administration
of NMDA has also been reported?’.

We present some results showing that systemically administered subconvulsant doses
of NMDA induced: 1: Motor activation in non-reserpinized and reserpinized mice (from
Ferré et al., 1994) 2. Long-lasting increase in exploratory activity in rat (from Giménez-Llort
et al., 1995).

Neurobiology, edited by Torre and Conti
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2. METHODS

2.1. Animals

Male mice of the OF1 strain (24-32 g) and male Wistar rats [WI(IOPS AF/Han)]
(250-300g) were used. The animals were randomly assigned to the different groups and
maintained under laboratory conditions (food and water ad /ib, 22 + 2°C and 12L:12D cycles
beginning at 0700 h).

2.2. Motor and Exploratory Activity Recording

Four open-field cages (35.5 x 35.5 x 35.5 cm) were recorded simultaneously in a
soundproof, temperature-controlled (22 + 2°C) experimental room. To record under light or
dark conditions, the experimental room was uniformly illuminated with two incandescent
lamps (100 W; located 1 m above the floor) or with red lamps, respectively. Motor activity was
recorded with a video-computerized system (Videotrack 512, View Point, Lyon) immediately
after the animals were placed in the recording cages without any acclimatization period.

The motor activity of groups of three mice (n=1) was analyzed by using a substraction
image analysis. The system was set to measure any kind of motor activity (locomotion,
rearing, intense grooming, jumps) and to avoid monitoring of very small movements
(breathing, non-intense grooming, tremor). The counts were recorded as amount of time (in
s 5 min’") engaged in motor activity during the two hours test.

The exploratory activity of rats when placed in the test cage was recorded. Three
different kinds of exploratory movements were defined. Fast (FM) and slow (SM) ambulatory
movements consisted of horizontal displacements with a speed greater than 25 cm.s™ and
between 12 cm.s' and 25 cm.s™', respectively. The percentage of the total 5 minutes session
time engaged by the rat in each of these movements was determined. Vertical displacements
were measured as total number of rearings (R) per session. The test was done twice a day for 6
days, during both the light and the dark periods of the light-dark cycle. In the first session the
animals were administered with NMDA (100 mg.kg™!) and left in the cages for 2h to observe
the appearance of convulsions. Convulsant rats were excluded from the study.

2.3. Drugs

Reserpine (Sigma, St.Louis, MO) and D,L-a-methyl-p-tyrosine methyl ester hydro-
chloride (RBI, Natick, MA) were dissolved in a drop of glacial acetic acid which was made
up to volume with 5.5% glucose. N-methyl-D-aspartic acid (Sigma) and dizocilpine maleate
((+)-MK-801 hydrogen maleate, RBI) were dissolved in 5.5% glucose. N-methyl-D-aspartic
acid solutions were adjusted to pH 7.4 with NaOH. The volume of injection was aiways 10
ml kg,

Reserpine (5 or 10 mg.kg') and D,L-a-methyl-p-tyrosine (200 mg kg') were
administered s.c. 20 h and 1 h prior to motor activity recording, respectively. NMDA was
administered i.p. just before motor activity recording. MK-801 was administered either 1 h
prior to (when NMDA was also administered to the same animals) or just before motor
activity recording.

2.4. Statistical Analysis

In studies with mice, all values recorded per 5 min were transformed (square root of
(counts+0.5))(Andén and Grabowska-Andén, 1988) and analyzed by the “summary meas-
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ures” method (Mattews et al., 1990), by using the mean of all the transformed data per 3
mice (n=1) as the summary statistic and by using either Student’s non-paired #-test or
one-way analysis of variance (ANOVA) with post hoc Newman-Keuls comparisons to
analyze differences between groups. The level of statistical significance was set at P<0.05.
n=4-6 in all experiments.

To study the differences between the exploratory activity of saline group and
NMDA -treated rats, the “summary measures” method was used. The first day’s values, the
mean of the second and third days’ values, and the mean of the fourth to the sixth days’ values
were used as the summary statistics, and they were subsequently analyzed by ANOVA with
post hoc Newman-Keuls comparisons. To determine the differences in the three dependent
variables FM, SM and R. a two-factor ANOVA with a within factor (a light-dark factor, with
two levels) and a between factor (a treatment factor, with two levels) was applied, separately,
for the first day values, the mean of the second and third days values and the mean of the
fourth to the sixth days values.

3. RESULTS

3.1. Effect of NMDA and MK-801 on the Motor Activity in
Non-Reserpinized Mice

The administration of low doses of NMDA (12.5 and 25 mg.kg™") induced a significant
decrease in motor activity during the first hour of observation compared to controls. With the
highest doses (50 and 100 mg.kg™!) this decrease was followed by a significant increase in motor
activity during the second hour of observation (Fig.1). The administration of 0.2 and 0.5
mg kg MK-801 induced a significant increase in motor activity during the second hour of
observation compared to controls while the lower dose, 0.1 mg.kg™!, did not produce any
change. MK-801 2 mg.kg"! induced a significant decrease in motor activity during the firsthour
of observation compared to controls (Fig.1) and was associated with abnormal breathing
(dyspnea) and uncoordinated motor activity (ataxia). No preconvulsant (‘wild running’) or
convulsant activity or death were observed with any dose of NMDA or MK-801.

3.2. Effect of NMDA and MK-801 on the Motor Activity in Long-Term
Reserpinized Mice

After 20 h of reserpine administration, mice lost about 20% of their initial body weight
and were more vulnerable to the toxic effects of both NMDA and MK-801. Thus, highest doses
of both NMDA (100 mg.kg') and MK-801 (2 mg.kg") induced death, usually preceded by
preconvulsant (‘wild running’) and convulsant activities, in about 25% of these animals.

Significant motor activation were induced by both NMDA (75 and 100 mg/kg) and
MK-801 (2 mg kg") (Fig. 2) even when pretreated with a higher dose of reserpine (10 mg.kg™")
plus the dopamine synthesis inhibitor, a.-methyl-p-tyrosine (200 mg.kg™'), NMDA 100 mg kg’
and MK-801 2 mg.kg' (Fig.3). As shown in figure 4, previous administration of MK-801 0.5
mg.kg™! significantly antagonized the motor activation induced by NMDA 100 mg kg

3.3. Exploratory Activity After Treatment with Excitatory Amino Acid
Receptor Agonists

Only one rat treated with NMDA showed convulsion and was excluded from the
study. Data corresponding to FM, SM and R for six days during light and dark periods
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Figure 1. Effect of NMDA and MK-801 on the motor activity of non-reserpinized mice. Means + S.E.M. of
all 5-min transformed data per 3 mice (n=1) from the first 1-h period (open bars) and the second 1-h period of
observation (striped bars) from non-reserpinized mice (n=4-6/group). G: glucose; NMDA; 5, NMDA,;,
NMDA ; and NMDA | o,: NMDA 12.5, 25, 50 and 100 mg.kg™!, respectively; MK ;, MKg 5, MK s and MK,:
MK-8010.1, 0.2, 0.5 and 2 mg.kg™!, respectively; ", significantly different compared to G (ANOVA, P<0.05
or P<0.01, respectively).

of the light-dark cycle are represented in figure 5. In all cases a light-dark factor
significance was found (p<0.01 in all cases) due to higher FM, SM and R values during
the dark than during the light period of the light-dark cycle. Horizontal and vertical
components of motor activity showed a significant positive correlation during both periods
of the light-dark cycle in both experimental groups (Pearson’s coefficient > 0.5 and p <
0.05 in all cases). A significant decrease induced by NMDA compared to saline was
obtained for all the components of exploratory activity (FM, SM and R) in the first day
(one-way ANOVA with post-hoc Newman-Keuls comparisons: p<0.01 in all cases). For
the second and third days FM values, a significant increase in the NMDA-treated group
was obtained (one-way ANOVA with post-hoc Newman-Keuls comparisons: p<0.01).
The treatment effect was not found significant for the fourth to sixth days FM, SM or R
values.
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Figure 2. Effect of NMDA and MK-801 on the motor activity of reserpinized mice. Means = S.E.M. of all
5-min transformed data per 3 mice (n=1) from long-term reserpinized mice (n=4-6/group). G: glucose;
NMDA,;, NMDA,, NMDA,5 and NMDA | oo: NMDA 25, 50, 75 and 100 mg.kg™!, respectively; MK 0.5, MK
1 and MK 2: MK-801 0.5, | and 2 mg.kg™!, respectively; *,” significantly different compared to G (ANOVA,
P<0.05 or P<0.01, respectively).

4. DISCUSSION

In the first part of the present study we found that low doses of the non-competitive
NMDA receptor antagonist, MK-801, induced-motor activation in non-reserpinized mice.
This effect is mediated at a dopamine presynaptic level, as pretreatment with reserpine
abolishes this motor activation and the interactions between MK-801 and dopamine receptor
agonists in reserpinized mice seem to be antagonistic. Induced-motor activation in long-term
reserpinized mice (Fig.2) could only be obtained with high, clearly toxic doses of MK-801



90

motor activity

12

¥* %
’ T

%%
. T
3_
0 | l
RESs RES;0+ RES;o. RES;o.

MPTo00 MPTa0o MPTaoo
+NMD A0

+MK 5

L. Giménez-Llort et al.

Figure 3. Motor activation induced by
NMDA and MK-801 in highly
monoamine-depleted mice. Means *
S.E.M. of all 5-min transformed data per
3 mice (n=1) from highly monoamine-de-
pleted mice (n=4-6/group). RESs: reser-
pine 5 mg.kg'; RES,, + MPT,y:
reserpine 10 mg kg™ puls a-methyl-p-ty-
rosine 200 mg.kg'; MK, MK-801 2
mgkg™'; NMDA oo NMDA 100 mg.kg'';
* significantly different compared to
RES; and to RES, + MPT,g (ANOVA.
P<0.01 in all cases).

(greater than 1 mg.kg-1) which produced motor depression in non-reserpinized mice (Fig.1).
This effect of MK-801 in long-term reserpinized mice is dopamine-independent as it was
not modified by the treatment with a higher dose of reserpine plus the dopamine synthesis
inhibitor, a-methyl-p-tyrosine (Fig.4), and could be due to any of the already proposed
non-NMDA-linked actions of this compound?’.
In agreement with literature?>*'33, in non-reserpinized animals, the systemic admini-
stration of low doses of NMDA induced motor depression while with high doses this initial
depressant effect was followed by a dose-dependent increase in motor activity (Fig.1). In
long-term reserpinized mice, NMDA produced motor activation at doses similar to those
which induced motor activation in non-reserpinized mice (75 and 100 mg kg™'), suggesting

motor activity
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Figure 4. Counteraction by MK-801 of the NMDA induced
motor activation in reserpinized mice. Means = S.E.M. of all
5-min transformed data per 3 mice (n=1) from long-term reser-
pinized mice (n=4-6/group). NMDA |4,: NMDA 100 mg.kg™';
MK, s: MK-801 0.5 mg.kg *';* significantly different com-
pared to NMDA, |, (Student’s non-paired t-test, P<0.01).
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that NMDA -induced motor activation could be also mediated at a dopaminergic postsynaptic
level. Results of antagonistic effect of a low dose of MK-801 (0.5 mg/kg; fig.4) on
NMDA-induced motor activation in long-term reserpinized mice but not modification by
the pretreatment with a higher dose of reserpine plus the dopamine synthesis inhibitor,
a-methyl-p-tyrosine (Fig.3) also support this hypothesis. The most probable location for the
postsynaptic effects of NMDA is at striatal level, because stimulation of NMDA receptors
in entopeduncular and nigral neurons would lead to motor depression'*.

Our results of initial NMDA induced motor-depression in mice agree with the
significant decrease of exploratory activity in rats shown immediately after the administra-
tion of NMDA. The acute decrease in the rat was significant for all the components of
exploratory activity (FM, SM and R). Some experimental evidences'>'®3> suggest it could
be due to the ability of NMDA to release adenosine which inhibits motor activity.

Some of the results in mice showed a biphasic effect of NMDA in motor activity,
depression followed by activation. In the study of exploratory activity in the rat, the initial
motor depression was followed during the next two days (2&3D) by an increased exploratory
activity, only significant for fast movements during the dark period®®. This result could be

related to the role of NMDA receptor on long-lasting synaptic effects and neuronal plastic-

ity& 1 4,24.

In summary, these results demonstrated that systemically administered subconvul-
sant doses of NMDA induce motor depression followed by motor activation in mice. NMDA
induced motor activation in long-term reserpinized mice at doses which are similar to those
causing motor activation in non-reserpinized mice (75 and 100 mg.kg™), while MK-801
induced motor activation at a dose which was associated with motor depression in non-re-
serpinized mice (2 mg.kg™'). The NMDA-induced motor activation in long-term reserpinized
mice was counteracted by the previous administration of a low dose of MK-801 (0.5 mg.kg™")
and was still present when a stronger dopamine-depleting pretreatment was used. These
results suggest that, instead of NMDA receptor antagonists, as it is being recently claimed
in the literature, NMDA receptor agonists could counteract motor deficits in dopamine-de-
pendent motor disorders.

A more specific and long-lasting effect of NMDA on motor activity was found when
studying exploratory activity in non-convulsant rat during both the light and the dark periods
of the light-dark cycle. A single administration of NMDA (100 mg.kg™', i.p.) produced an
acute short-lasting depressant effect on all components of exploratory activity (fast move-
ments, slow movements and rearings), followed during the next two days by a long-lasting
increase in exploratory activity, only significant for fast movements in the dark period. This
increase in exploratory activity, probably not linked to their excitotoxic action, could
represent a behavioural correlate of the NMDA-induced changes in synaptic plasticity®!+24.

5. ACKNOWLEDGMENTS

Work supported by the grant from the Spanish Government (FIS, 93/0350). Support
from the CIRIT (Generalitat de Catalunya) is also acknowledged (Grup de Recerca de
Qualitat).

6. REFERENCES

1. Albin, R.L., R.L. Makowiec, Z.R. Hollingsworth, L.S.Dure, IV, J.V. Penney and A.B. Young, 1992,
Excitatory amino acid binding sites in the basal ganglia of the rat: a quantitative autoradiographic study.
Neuroscience 46, 35.



NMDA and Motor Activation in Rodents 93

2.

15.

16.

17.

20.

21.

22.

23.

24,

25.

26.

Andén, N.-E. and M. Grabowska-Andén, 1988, Stimulation of D, dopamine receptors reveals direct
effects of preferential dopamine autoreceptor agonist B-HT 920 on postsynaptic dopamine receptors, Acta
Physiol. Scand. 134, 285.

. Carlsson, M. and A. Carlsson, 1989, The NMDA antagonist MK-801 causes marked locomotor stimula-

tion in monoamine-depleted mice, J. Neural Transm. 75, 221.

. Carlsson, M. and A. Carlsson, 1990, Interactions between glutamatergic and monoaminergic systems

within the basal ganglia - implications for schizophrenia and Parkinson’s disease, Trends Neurosci. 13,
272.

. Carlsson, M., A. Svensson and A. Carlsson, 1992, Interactions between excitatory amino acids, catecho-

lamines and acetylcholine in the basal ganglia, in: Excitatory Amino Acids, ed. R.P. Simon (Thieme, New
York) 189.

. Choi, D.W,, 1988, Glutamate neurotoxicity and diseases of the nervous system, Neuron 1, 623.
. Clineschmidt, B.V., G.E. Martin, PR. Bunting and N.L. Papp, 1982, Central sympathomimetic activity

of (+)-S-methyl-10,11-dihydro-SH-dibenzo[a,d]cyclohepten-5,10-imine (MK-801), a substance with po-
tent anticonvulsant, central sympathomimetic, and apparent anxiolytic properties, Drug. Dev. Res. 2, 135.

. Collingridge, G.L. and Singer, W, 1990, Excitatory amino acid receptors and synaptic plasticity. Trends

Pharmacol. Sci. 11, 290.

. Criswell, H.E., K.B. Johnson, R.A. Mueller and G.R. Breese, 1993, Evidence for involvement of brain

dopamine and other mechanisms in the behavioural action of the N-methyl-D-aspartic acid antagonist
MK-801 in control and 6-hydroxydopamine-lesioned rats, J. Pharmacol. Exp. Ther. 265, 1001.

. Ferré, S., K. Fuxe, G. Von Euler, B. Johansson and B.B. Fredholm, 1992, Adenosine-dopamine interac-

tions in the brain. Neuroscience 51(3), 501.

. Geyer, M.A., 1990, Approaches to the characterization of drug effects on locomotor activity in rodents.

In: Modern Methods in Pharmacology, Vol. 6, Testing and evaluation of drugs of abuse. New York:
Wiley-Liss, Inc., 81.

. Gerfen, CR., 1992, The neostriatal mosaic: multiple levels of compartmental organization, Trends

Neurosci. 15, 133.

. Giménez-Llort, L., E. Martinez and S. Ferré, 1995, Dopamine-independent and adenosine-dependent

mechanisms involved in the effects of N-methyl-D-aspartate on motor activity in mice, Eur. J. Pharmacol.
275, 171.

. Greenamyre , J.T., 1993, Glutamate-dopamine interactions in the basal ganglia: relationship to Parkin-

son’s disease, J. Neural Transm. (Gen. Sect.) 91, 255.

Harris, E.-W., A.H. Ganon and C.W. Cotman, 1984, Long-term potentiation in the hippocampus involves
activation of N-methyl-D-aspartate receptors, Brain Res. 323, 132.

Hoehn, K. and T.D. White, 1990, N-methyl-D-aspartate, kainate and quisqualate release endogenous
adenosine from rat cortical slices. Neuroscience 39, 441.

Klockgether, T. and L. Turski, 1990, NMDA antagonists potentiate antiparkinsonian actions of L-dopa
in monoamine-depleted rats, Ann. Neurol. 28: 539.

. Liljequist, S., K. Ossowska, M. Grabowska-Andén and N.-E. Andén, 1991, Effect of the NMDA receptor

antagonist, MK-801, on locomotor activity and on the metabolism of dopamine in various brain areas of
mice, Eur. J. Pharmacol., 195, 55.

. Mares, P, L. Velisek, 1992, N-methyl-D-aspartate (NMDA)-induced seizures in developing rats. Dev.

Brain Res. 63, 185.

Matthews, J.N.S., D.G. Altman, M.J. Campbell and P. Royston, 1990, Analysis of serial measurements
in medical research. Brit. Med. J. 230, 730.

Meldrum, B. and J. Garthwaite, 1990, Excitatory amino acid neurotoxicity and neurodegenerative disease.
Trends Pharmacol. Sci. 11, 379.

Metha, A K. and M.K. Ticku, 1990, Role of N-methyl-D-aspartate (NMDA) receptors in experimental
catalepsy in rats, Life Sci. 46, 37.

Moore, N.A., A. Blackman, S. Awere and J.L.D. Leander, 1993, NMDA receptor antagonists inhibit
catalepsy induced by either D, or D, receptor antagonists, Eur. J. Pharmacol. 237, 1.

Morris, R.G.M., E. Anderson, G.S. Lynch and M. Baudry, 1989, Sélective impairment of learning and
blockade of long-term potentiation in vivo by an N-methyl-D-aspartate receptor antagonist AP5, Nature,
319, 774.

Nakanishi, S, 1992, Molecular diversity of glutamate receptors and implications for brain function,
Science. 258, 597.

Norton, S., B. Culver and P. Mullenix, 1975, Development of nocturnal behaviour in albino rats, Behav.
Biol. 15, 317.



94

27.

28.

29.

30.

31

32.

33.

34.

35.

36.

37.

38.

L. Giménez-Llort et al.

O’Neill, S.K., and G.T. Bolger, 1989, Phencyclidine and MK-801: a behavioural and neurochemical
comparison of their interactions with dihydropyridine calcium antagonists, Brain Res. Bull. 22, 611.
Seeburg, P.H., 1993, The molecular biology of mammalian glutamate receptor channels, Trends Pharma-
col Sci. 14, 297.

Schmidt, W.J., 1986, Intrastial injection of DL-2-amino-5-phospho-novaleric acid (AP-S) induces sniff-
ing stereotopy that is antagonized by haloperidol and clozapine, Physcopharmacology, 90, 123.
Schmidt, W.J. and Bury, 1988, Behavioural effects of N-methyl-D-aspartate in the anterodorsal striatum
of the rat, Life Sci. 43: 545.

Schmidt, W.J., M. Bubser and W. Hauber, 1992, Behavioural pharmacology of glutamate in the basal
ganglia, J. Neural Transm. (Suppl.) 38, 65.

Smith, A.D. and J.P. Bolam, 1990, The neural network of the basal ganglia as revealed by the study of
synaptic connections of identified neurons, Trends Neurosci. 13, 259.

Svensson, A., E. Pileblad and M. Carlsson, 1991, A comparison between the non-competitive NMDA
antagonist dizocilpine (MK-801) and the competitive NMDA antagonist D-CPPene with regard to
dopamine turnover and locomotor-stimulatory properties in mice, J. Neural Transm. (GEn. Sect.), 85,
117.

Vetulani, J., D. Marona-Lewicka, J. Michaluk, L. Antkiewicz-Michaluk and P. Popik, 1987, Stability and
variability of locomotor responses of laboratory rodents. II. Native exploratory and basal locomotor
activity of wistar rats, Pol. J. Pharmacol. Pharm. 39, 283.

Von Lubitz, D.K.J.E., LA. Paul, M. Carter and K.A. Jacobson, 1993, Effects of N®-cyclopentyl adenosine
and 8-cyclopenthyl-1,3-dipropylxanthine on N-methyl-D-aspartate induced seizures in mice. Eur. J.
Pharmacol. 249, 265.

Westbrook, G.L., 1993, Glutamate receptors and excitotoxicity. In: Molecular and Cellular, Vol. 3,
Approaches to the Treatment of Neurological Disease, edited by S.G. Waxman. New York: Raven Press,
35.

Winn, P., T.W. Stone, M. Latimer, M.H. Hastings, A.J.M. Clark, 1991, A comparison of excitotoxic lesions
of the basal forebrain by kainate, quinolate, ibotenate, N-methyl-D-aspartate or quisqualate, and the
effects on toxicity of 2-amino-5-phosphonovaleric acid and kynurenic acid in the rat, Brit. J. Pharmacol.
102, 904.

Yoshida, Y., T. Ono, A. Kizu, R. Fukushima and T. Miyagishi, 1991, Striatal N-methyl-D-aspartate
receptors in haloperidol-induced catalepsy, Eur. J. Pharmacol. 203, 173.



TARGET STRIATAL CELLS REGULATE
DEVELOPMENT OF MIDBRAIN
DOPAMINERGIC NEURONES

Carla Perrone-Capano,'? Giuseppina Amadoro,' Angela Tino,'
Roberto Pernas-Alonso,' Bruno Esposito,' and Umberto di Porzio!

' International Institute of Genetics and Biophysics, CNR
Via Marconi 10, 80125 Naples Italy

2 Department of General and Environmental Physiology
University of Naples
Via Mezzocannone 8, 80134 Naples, Italy

1. INTRODUCTION

The majority of dopamine (DA)-containing neurones in the mammalian central
nervous system (CNS) are located in the midbrain, where they occupy three regions: the
substantia nigra, the ventral tegmental area and the retrorubral field (Bjorklund and Lindvall,
1984). Midbrain dopaminergic neurones project to the neostriatum, limbic system and cortex
and receive information from multiple structures in the diencephalon and telencephalon.
Dopaminergic projections to the striatum form the nigrostriatal system (Figure 1), which
plays a central role in the control of movement and several complex behaviours; degeneration
of this pathway in men leads to Parkinson’s disease, which is characterised by tremor,
muscular rigidity, difficulty to initiate movement and loss of postural reflex (Jenner et al.,
1992). Dopaminergic projections to the limbic system form the mesolimbic pathway, which
sub serves functional roles in emotional balance and reward; over activity of this pathway
is associated with schizophrenia and hallucinations. Finally, dopaminergic projections to the
neocortex and perifrontal cortex form the mesocortical dopaminergic pathway, which has a
role in motivation, attention, planning and social behaviour. Drugs that affect DA neuro-
transmission are used to treat Parkinson’s disease and other movement’s disorders, as well
as psychotic syndromes including schizophrenia (Ritz et al., 1987; Van Tol et al., 1991;
Malmberg et al., 1993; Seeman et al., 1993).

Despite the physiological and clinical importance of the dopaminergic neurones, the
mechanisms that direct their development are still largely unknown.

In this chapter we will shortly recall general concepts of brain development and then
summarise recent progress in the understanding of the signals by which DA neurones are
specified and acquire some of their peculiar characteristics during embryonic development.

Neurobiology, edited by Torre and Conti
Plenum Press, New York, 1996 95
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Figure 1. Schematic representation of the mammalian nigro-striatal connections. The major “classical neuro-
transmitter” pathways are shown (DA, dopamine; GLU, glutamic acid; Ach, acetylcholine; GABA, y-
aminobutyric acid).

2. BRAIN DEVELOPMENT

The nervous system develops in a series of ordered steps that are precisely timed,
with a temporal sequence that is characteristic of each neural structure. The high degree of
cellular diversity and nervous functions derives from complex interactions among various
cell types. As a result, each neurone connects only with certain target cells and not with
others. Development of the nervous system involves not only genetic information but also
epigenetic information arising either from within the embryo or from the external environ-
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ment. The concerted action of various epigenetic factors seems to be critical for enabling a
neurone to differentiate appropriately by sequential activation and modulation of specific
portions of the genetic program within the developing neuronal precursors {neuroblasts).

Neurones and glial cells of the CNS derive from a specialised region of the ectoderm,
the neural plate, which lies along the dorsal midline of the embryo. Early in development
the neural plate becomes depressed at the centre (neural groove) and closes to form the neural
tube. The lateral margins of the neural plate send into the mesoderm an important contingent
of cells known as neural crest cells from which the peripheral nervous system, the adrenal
chromoaffin cells and osteoblasts arise (Le-Douarin and Ziller, 1993). The cavity of the
neural tube gives rise to the ventricular system of the CNS; the epithelial cells lining the
walls of the neural tube (neuroepithelium) proliferate, generating the precursors of glial cells
and neurones of the CNS and then migrate to reach the final anatomical destination.

The differentiation of the neural tube into the various regions of the CNS occurs
simultaneously in three different ways. On the gross anatomical level, the neural tube
constricts to form the chambers of the brain and the spinal cord. At the tissue level, the cell
populations within the wall of the neural tube rearrange themselves to form the different
functional regions of the CNS. Finally, on the cellular level, neuroepithelial cells themselves
differentiate into the numerous types of neurones and glial cells. The neuroblasts do not
proliferate uniformly along the length of the neural tube; the cells of the caudal part of the
neural tube proliferate to form the spinal cord and the rostral neural tube forms initially three
vesicles called the forebrain, the midbain or mesencephalon, and the hindbrain. Later in the
embryogenesis the forebrain becomes subdivided into the anterior telencephalon and the
more caudal diencephalon; the telencephalon will form the cerebral cortex and the basal
ganglia, and the diencephalon will form the thalamus and hypothalamus. The midbrain
remains undivided and its [umen becomes the cerebral aqueduct. The hindbrain becomes
subdivided into an anterior metencephalon and a more posterior myelencephalon; the
metencephalon gives rise to the cerebellum and pons, and the myelencephalon becomes the
medulla oblungata. Genes of the homeobox family are responsible for the initial patterning
of the CNS (Rubenstein et al., 1994) and are highly conserved throughout evolution.

Further specification of neuronal precursors into the various neuronal cell types is
largely determined by environmental cues. Differentiation involves proliferation and gen-
eration of specific classes of neurones, migration of cells to characteristic positions, matu-
ration of cells and development of specific interconnections. In order to be effective, each
step requires specific signals which act on the cell at a particular stage of development.
Within the vertebrate nervous system, individual classes of neurones are found at stereotyped
positions, defined by their coordinates along the anterior-posterior and dorso-ventral axes
(Jessel and Dodd, 1992). There is evidence that the nothocord (a group of axial mesodermal
cells located underneath the neural tube) and the floor plate (a specialised group of
neuroepithelial cells at the ventral midline of the neural tube) influence the development of
multiple classes of neurones at particular positions in the neural tube (Yamada et al., 1993).

We will focus on the recently identified signals which seem to play a key role in the
induction, survival and maturation of midbrain DA neurones.

3. DIFFERENTIATION OF DA NEURONES

3.1 Ontogeny of Midbrain DA Neurones

The ontogeny of midbrain DA neurones has been investigated by immunohistochem-
istry using antibodies against DA or tyrosine hydroxylase (TH), the rate-limiting enzyme in
the catecholamine biosynthetic pathway (Figure 2). In the last years, the presence of TH in
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Figure 2. Pathway of dopamine synthesis, storage, release and uptake. Tyrosine is converted to DOPA by
tyrosine hydroxylase (TH) and DOPA is converted to dopamine (DA) by aromatic L- amino acid decarboxylase
(AAAD). DA is transported into vesicles by the synaptic vesicle monoamine transporter (striped ovals). When
vesicles fuse with the presynaptic plasma membrane, DA is released into the synaptic cleft and interacts with
postsynaptic D1-type or D2- type receptors (whose activation modulates cAMP level). DA is degraded to 3,4
dihydroxylphenylacetic acid (DOPAC) by monoamine oxidase (MAQO) and to homovanillic acid (HVA) by
catechol-O-methyltransferase (COMT) or is transported back into the presynaptic terminal by the dopamine
transporter (stippled ovals). DA in the cytoplasm can be repackaged into vesicles for release or metabolised.
The dopamine transporter is blocked by cocaine and can transport the dopaminergic neurotoxin 1-methyl-4-
phenylpyridinium (MPP"), which derives from 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP), a
compound unable to cross the blood-brain barrier, by the action of the glial MAO.
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the embryonic brain has been detected also at the mRNA level by the use of sensitive
molecular biology techniques. In the CNS, TH* neuroblasts will give rise to the dopaminergic
neurones of midbrain and the noradrenergic neurones of the brain stem. DA midbrain
neurones are generated early during development near the midbrain-hindbrain junction
(Voorn et al., 1988) and then migrate extensively in a rostral-ventral direction to their final
positions in the ventral midbrain (the substantia nigra, ventral tegmental area and retrorubral
field).

In the rodent embryos TH is detectable in developing neuroblasts during mid-gesta-
tion. Studies by our group (di Porzio et al., 1990) show that in the mouse midbrain, TH* cells
and fibers are first apparent by immunocytochemistry around embryonic day (E)8.5-E9. At
these stages, TH is detectable only in a few cells which appear to be migrating, thus
suggesting that neurotransmitter differentiation may take place prior to the final localisation
of the neurones, and independently from specific regional contact. Consistent with our
findings, TH mRNA has recently been detected in the whole mouse embryo as early as E8.5
by reverse transcriptase-PCR (Zhou et al., 1995). By E10 the number of TH* neurones in
the midbrain is increased and by E10.5-E11 their distribution is reminiscent of the A9
(substantia nigra) and A10 (ventral tegmental area) cell groups of the mature mice, although
only at E13 they appear as two separate TH* areas (di Porzio et al., 1990).

In the rat, TH* positive cells (Voorn et al., 1988; Fiszman et al., 1991), as well as TH
mRNA (Perrone-Capano et al., 1994) can be identified as early as E12. It is possible that TH
expression emerges in the rat at even earlier embryonic stages, but identification and
dissection of the midbrain before E12 are technically difficult.

The early appearance of TH* cells during rodent embryogenesis suggests a possible
morphogenetic or otherwise regulatory function of catecholamine neurotransmitters during
mammalian brain development. Catecholamines seem in fact to play a crucial role during
ontogeny since targeted disruption of TH (Zhou et al., 1995) and dopamine B-hydroxilase
(the enzyme synthesising noradrenaline and adrenaline; Thomas et al., 1995) genes in mice
results in mid-gestational lethality (90% and 95%, respectively). A role for catecholamines
as morphogenetic factors is in line with a large body of evidence indicating that neurotrans-
mitters can have a trophic effect during embryogenesis.

3.2 Role of the Floor Plate in the Induction of DA Neurones

Recent results (Hynes et al., 1995b) provide compelling evidence showing that DA
neurones are born and differentiate by contact with the midbrain floor plate (the already
mentioned neuroepithelial cells at the ventral midline of the neural tube). In fact, in E14 rat
embryos, TH* neurones are found in close proximity to the floor plate cells and E11 explants
comprising the midline of the midbrain develop floor plate markers after 1 day in culture
and numerous TH* neurones after 3 days. Moreover, an exogenous floor plate, but not other
embryonic or adult tissues, can induce development of DA neurones in E9 midbrain explants
(from which the presumptive endogenous floor plate is removed). This induction is achieved
only by direct contact. Further evidence for a physiological role of the floor plate in the
specification of DA neurones is provided by an elegant experiment in which transgenic mice
developing a second floor plate in vivo, also generate in its proximity an ectopic cluster of
DA neurones (Hynes et al., 1995b).

The nature of the inductive signal expressed by floor plate cells able to induce the
DA phenotype has been identified in the amino-terminal product of Sonic Hedgehog gene
(SHH-N) (Hynes et al., 1995a). SHH-N derives from the autoproteolytic cleavage of the
Sonic hedgehog (SHH) precursor protein, a signalling molecule implicated in patterning and
growth of the vertebrate neural tube (Ericson et al., 1995), which also mediates the induction
of motoneurone phenotype by floor plate cells (Perrimon, 1995; Roelink et al., 1995).
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Conditioned medium from cells ingegnerized to produce and release SHH-N, as well as
purified recombinant SHH-N, is able to induce development of DA neurones in rat midbrain
explant cultures, mimicking the effect of floor plate cells in a dose-dependent manner.
Moreover, manipulations to increase the activity of cyclic AMP-dependent protein kinase
A, which is known to antagonise hedgehog signalling, can block DA neurone induction by
floor plate cells (Hynes et al., 1995a). SHH-N becomes predominantly associated with cell
surfaces when it is derived from the full length SHH precursor by autoproteolytic cleavage,
and DA neurones differentiate in the immediate vicinity of SHH-expressing cells in vivo.
These findings strongly suggest that induction of DA neurones in vivo occurs only when
they are exposed to sufficient concentration of SHH-N, in close proximity to or in contact
with floor plate cells. Although it is now clear that SHH-N is the floor plate-derived inducer
of DA neurones, the mechanisms by which it reaches this effect remain to be elucidated.
There is however a growing body of evidence suggesting that SHH-N can function as a
morphogen to induce by either direct contact or diffusible signals multiple classes of
neurones (DA neurones, motoneurones, floor plate cells) in a concentration dependent
manner, probably restricted by the neural progenitor position along the anterior-posterior
axis (Ericson et al., 1995).

4. TROPHIC FACTORS AND DA NEURONES

The rapidly increasing knowledge about the role of neurotrophic factors for neuronal
development, survival, nerve fiber formation and maintenance of neurones in the adult
organism has led to a search for factors that might exert such trophic influences on the
midbrain DA neurones. As for other neuronal phenotypes, it is plausible that DA neurones,
once differentiated, require for their survival and maturation other information and factors
in order to refine their phenotype. Most studies searching for “dopaminotrophic” factors
have been conducted in vitro, using cultures of foetal DA neurones and measuring features
such as TH activity or immunoreactivity, dopamine levels or high affinity DA uptake as
markers for DA neurone survival and differentiation.

During the last few years, several polypeptides that promote the survival and/or the
maturation of embryonic DA neurones in vitro have been identified. These include basic
fibroblast growth factor, epidermal growth factor (Knusel et al., 1990; Casper et al., 1991),
and two members of the neurotrophin family: brain-derived neurotrophic factor (BDNF) and
neurotrophin 4/5 (NT-4/5) (Hyman et al., 1994). However, transgenic mice in which the high
affinity receptor for BDNF and NT-4/5 has been ablated do not show any decrease in the
number of midbrain dopaminergic neurones (Klein et al., 1993), and basic fibroblast growth
factor and epidermal growth factor were shown to promote the survival of DA neurones
indirectly, through astrocytes (Knusel et al., 1990; Casper et al., 1991; Engele and Bohn,
1991). Moreover, none of the previously mentioned factors appears to act specifically and
selectively on DA neurones. To date, experimental evidence indicates as promising candidate
survival factors for DA neurones three members of the transforming growth factor protein
superfamily : glial cell line-derived neurotrophic factor (GDNF; Lin et al., 1993), transform-
ing growth factor (TGF) 32 and TGF B3 (Poulsen et al.,1994). GDNF promotes the survival
and morphological differentiation of DA neurones in rat embryo midbrain cultures and
increases their high affinity DA uptake (2.5-3 fold increase per TH neurone, as compared to
control cultures); these effects are specific since GDNF does not increase total neurone or
astrocyte number nor does it affect GABAergic and serotoninergic neurones present in the
same culture (Lin et al., 1993). TGF B2 and TGF B3 enhance DA neurite outgrowth in vitro
and display similar potencies to GDNF on the survival of rat embryonic DA neurones in
culture (3 to 5 fold increase in the number of TH* an DA* positive cells as compared with
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control cultures; Poulsen et al., 1994). Transcripts for TGF 2 and GDNF are found locally
in the E15.5 rat ventral midbrain in close proximity to TH* neurones. At birth, the expression
of TGF B2 and GDNF in the ventral midbrain is turned off, whereas TGF 2, TGF B3 and
GDNF are each up-regulated in different innervation sites for DA neurones (frontal and
enthorinal cortex, olfactory bulb and frontal cortex, striatum, respectively). In the adult brain,
GDNF mRNA is undetectable, and only weak expression of TGF 2 and TGF B3 can be
found in some cortical areas (Poulsen et al., 1994). These findings suggest TGF B2 and
GDNF could locally support the survival of embryonic DA neurones while they project to
their targets, whilst TGF B2, TGF B3 and GDNF could act at later developmental ages as
target-derived factors for distinct subpopulations of DA nerve fibers once they have reached
their innervation sites. However the observation that only a subpopulation of cultured DA
neurones is rescued in the presence of saturating concentrations of GDNF or TGFs and their
action on the same population of embryonic DA cells (Poulsen et al., 1994) indicate that
additional physiological “dopaminotrophic” factors may exist.

Despite the lack of GDNF in the adult brain, exogenous administration of this factor
has been shown to have a strong protective and reparative effect on midbrain dopamine
circuits in vivo, opening interesting therapeutic perspectives for the treatment of Parkinson’s
disease. Tomac and co-workers (1995) provided biochemical, histochemical and behavioural
evidence showing that the adult mouse nigrostriatal system can be protected from the toxic
effects of the dopaminergic neurotoxin 1-methyl-4-phenyl-1,2.3,6-tetrahydropyridine
(MPTP) in vivo by intracerebral GDNF administration. This neurotrophin also exerts a
reparative and regenerative effect when given after MPTP. Moreover, repeated injections of
GDNF adjacent to the rat substantia nigra can largely prevent the loss of DA neurones due
to retrograde degeneration after transection of their axons (Beck et al.. 1995).

5. MATURATION OF VENTRAL MIDBRAIN DA NEURONES

Once neurones acquire their DA phenotype, other signals involved in the maturation
of DA properties during embryogenesis are activated. In order to elucidate these mecha-
nisms, we have investigated in the embryonic rat mesencephalon and striatum in vivo the
ontogeny of several parameters associated with DA neurone phenotypic expression (Fiszman
etal., 1991). In cells acutely dissociated from the embryonic ventral mesencephalon (MES),
measurable DA and TH immunostainings are present as early as E 12.5. The number of TH*
neurones increases by 15 fold between E13 and E14 and by 2 fold between E14 and E18.
This pattern could reflect, in part, a maturation of DA neurones with an increased concen-
tration of TH/cell and, in part, proliferation of DA cells, which undergo their final mitosis
at E13-14 (Kono et al., 1991). In MES, DA concentration increases sharply at E16 and
reaches a plateau before birth that is ten-fold lower than adult values. In the striatum, DA is
first detected at E16, suggesting that DA fibers reach the striatum at this embryonic age. DA
catabolites can be detected in MES and striatum only three-four days after DA appearance,
suggesting that the lack of DA turnover in early embryogenesis may reflect an absence of
DA release from dendrites and axons. In contrast to the early appearance of endogenous MES
DA levels, specific high-affinity DA uptake in dissociated MES cells is found only at E16,
and increases sharply between E16 and E18, reaching a plateau before birth (Figure 3). Thus,
the onset of DA uptake and its subsequent increase, as well as the increase in MES DA
synthesis, are concomitant with the arrival of the first DA fibers in the striatum and are only
in part correlated with an increase in TH* cell number. These results suggest that the
maturation of DA MES presynaptic neurones can be related, at least in part, to interactions
with the developing target cells in vivo.
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Figure 3. *H-DA uptake during embryonic development of the ventral mesencephalon. 3H-DA high affinity
uptake was measured as previously described (Fiszman et al., 1991) using 50 nM labelled dopamine at 37 °C
or at 4 °C (blank) in cells acutely dissociated from rat mesencephalon. Each bar represents the mean + SEM
of separate experiments done in triplicate. Asterisks represent p< 0.05 between uptake values at 37 °C and at
4 °C (ANOVA, Scheff F test).

High-affinity uptake of the released DA into the presynaptic neurone is achieved
throughout the activity of the plasma membrane dopamine transporter (DAT), which has
been cloned in rat (Giros et al., 1991; Kilty et al., 1991), bovine (Usdin et al., 1991) and man
(Giros et al., 1992). DAT is a plasma membrane glycoprotein, member of a multigene family
encoding Na*-dependent neurotransmitter transporters with 12 putative transmembrane
domains (Amara and Arriza, 1993). DAT, in addition to its physiological function, is the site
of action of amphetamine and cocaine (Ritz et al., 1987) and it is responsible for the selective
accumulation in DA neurones of the dopaminergic neurotoxin 1-methyl-4-phenylpyridinium
(MPP*; Liu et al., 1992; Schinelli et al.,1988). In the brain, the distribution of DAT mRNA
corresponds quite closely to that of dopaminergic neurones (Lorang et al., 1994).

We have recently examined DAT gene expression during prenatal and postnatal
development of rat MES and compared it with that of two other genes that play a key role
in mesencephalic DA neurotransmission: TH and synaptic vesicle monoamine transporter
(SVAT, also known as VMAT2; Perrone-Capano et al., 1994). The latter catalyses transport
and storage of neurotransmitters into dense core vesicles in CNS monoaminergic neurones
using the electrochemical gradient generated by a vesicular H*-ATPase (Liu et al., 1992;
Schuldiner, 1994). For comparative purposes we have also analysed the developmental
pattern of the neuronal GABA transporter (GAT, subtype 1) gene expression. To perform
these experiments, we have used a highly sensitive reverse transcription-PCR (RT-PCR)
assay which allows to detect relatively small changes in the levels of the gene transcripts,
thus enabling us to study genes with low level of expression. Moreover, this technique allows
to compare the expression of various genes and overcome the inherent variations present
within any individual PCR by normalising to hypoxantine-phosphoribosyl-transferase
(HPRT) mRNA level, used as an internal standard. We found that during development of rat
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ventral mesencephalon DAT gene transcripts are detected only at around E135, even if the
number of amplification cycles in the PCR reaction is increased (Figure 4). On the contrary,
the mRNAs for all the other genes examined (HPRT, TH, SVAT and GAT) are already present
at E12 (Figure 4). As expected, DAT gene expression is specifically restricted to the ventral
MES and could never be detected in other brain areas (striatum or parietal cortex) or tissues
(liver) examined, nor in the C6 glioma cell line or in the phaechromocytoma PC12 cells of

Figure 4. RT-PCR analysis of dopamine transporter (DAT), GABA transporter (GAT), hypoxantine-phos-
phoribosyl-transferase (HPRT) , tyrosine hydroxylase (TH) and synaptic vesicle monoamine transporter
(SVAT) gene expression during development of rat mesencephalon. Specific oligonucleotide sets used to
co-amplify cDNAs are: a, DAT primers and HPRT primers; b, SVAT primers, HPRT primers and TH primers;
¢, SVAT primers, DAT primers and TH primers; d, as in c, but increasing the number of PCR cycles to 29,
instead of 24 cycles used in all amplifications; e, GAT primers and HPRT primers. Numbers indicate the
embryonic (E) and postnatal (P) age. In panel a, samples E12, E13 and E14 were overexposed in order to
highlight the HPRT fragment. Other cDNA samples are: Ad., adult ventral mesencephalon; Cx, adult parietal
cortex; LIVER, adult liver; C6, C6 glioma cells; STR, E16 striatum; PC12, PC12 cells. RNA is a non-reverse-
transcribed RNA from E20 mesencephalon. Size (in bp) and identity of the PCR products are indicated on the
left and on the right, respectively. [From Perrone-Capano et al., 1994; reprinted with permission of Neurore-
port].
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adrenal origin (Figure 4). DAT mRNA level remains rather constant until birth and shows a
sharp increase in the first postnatal days reaching, after two weeks, values comparable with
those found in the adult MES (Figure 5a). Regulation of DAT transcription could be a
mechanism used to influence DA neurotransmission also during adult life and in pathological
conditions. Indeed, DAT gene expression is down-regulated in ageing human substantia
nigra (Bannon et al., 1992) and in rat nigral neurones following repeated cocaine admini-
stration (Xia et al., 1992; Cerruti et al.,1994). Both GAT and SVAT transcripts show a
progressive, modest increase throughout embryonic and early postnatal development reach-
ing the highest value in the adult (Figure 5b and 5¢). Consistent with our previous TH
immunostaining data, TH mRNA is already present at E12 and increases between E12 and
E15, when it reaches a level comparable with that found in the postnatal period (Figure 5d).
Thus, maturation of DA neurotransmission in developing DA neurones is not synchronous
since the onset of genes required for functional DA phenotype follows a complex develop-
mental pattern of expression during development of ventral mesencephalon. The delayed
onset of DAT gene expression compared to that of the other transcripts examined is
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Figure 5. Relative quantitation of DAT, GAT, TH and SVAT mRNAs in rat ventral mesencephalon during
development. Values on the left represent the ratios between the yield of any given gene analysed and the
internal control HPRT (Perrone-Capano et al., 1994). When PCR reactions were repeated three times (as for
DAT) the standard error never exceeded 10% of the mean values.
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concomitant with the arrival of the first dopaminergic fibers to the target striatum, suggesting
that striatal cells can regulate at transcriptional level key steps in the development of DA
functions. Indeed in vitro studies indicate that maturation of DA phenotype can be influenced
by environmental cues, since the addition of target striatal cells, but not of non target cells,
increases synthesis and uptake of DA (Prochiantz et al., 1979; di Porzio et al., 1980) and
DAT transcripts (Perrone-Capano et al., 1994 and unpublished observations) in MES
neurones. These findings are in line with the current view of neural development, indicating
that the expression of a programme intrinsic to each cell type and the response to extrinsic
influences represented by diffusible factors and by interactions with other cells, determine
how neurones develop their characteristics and the specificity of their connections.

6. DISCUSSION

One of the most fascinating questions in developmental neurobiology is how neu-
rones are specified, acquire their peculiar characteristics and find their correct connections.
In the last years, significant progress has been made in elucidating some of the mechanisms
underlying the determination and the maturation of the DA phenotype. It is now clear that
midbrain neural plate progenitors give rise to DA neurones by direct contact with SHH-N,
the amino-terminal autoproteolytic product of the SHH precursor protein associated with
cell surfaces of the floor plate cells. Moreover, trophic molecules such as GDNF, TGF (32
and TGF B3 seem to be physiological and specific factors for the survival, development and
maturation of DA neurones, since in the developing CNS they are expressed sequentially as
local and target-derived molecules.

The role of target tissue during the ontogeny of the ventral mesencephalon is
becoming elucidated at molecular level and it is well established that post-synaptic striatal
target cells stimulate the maturation of the DA phenotype, modulating DA synthesis,
high-affinity uptake and DAT gene expression.

Increasing knowledge of the DA phenotype will help in elucidating the basic
mechanisms of their development, survival, maturation and function and will open interest-
ing therapeutic perspectives for the treatment of diseases related to dysfunction of DA
neurotransmission.
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ABSTRACT

In this paper we discuss differences in the time course of changes of intracellular
calcium concentration ([Ca®*];) occurring in the bulk cytoplasm and adjacent to the surface
membrane (subsarcolemmal or ‘fuzzy’ space) during spontaneous oscillatory release of Ca®*
from the sarcoplasmic reticulum (SR). Sarcolemmal Na-Ca exchange current and [Ca?*);
were measured in single voltage clamped rat ventricular myocytes.

Spontaneous Ca?* release from the SR resulted in a transient inward current which
developed and decayed more quickly than the corresponding changes in [Ca?*]; measured
using the Ca?* sensitive fluorescent indicators Indo-1, Fluo-3 and Calcium Green-1. The
discrepancy in the time course of changes in current and [Ca®*]; results in a hysteresis
between [Ca®*]; and current.

A similar hysteresis was observed if [Ca%*]; was raised with caffeine. The hysteresis
between current and [Ca®*], was removed by low pass filtering the current record with a time
constant of 132 ms.

Digital video imaging was performed to allow simultaneous measurement of [Ca?*]; at
all points of the cell during spontaneous release of Ca** from the SR. The hysteresis between
current and [Ca?*); remained even after the spatial and temporal properties of the Ca®* wave and
any non linear relationship between current and fluorescence and [Ca**]; were accounted for.

Using a model in which there is a barrier to diffusion of Ca®* between the subsar-
colemmal and bulk compartments the hysteresis between current and [Ca®*]; can be ac-

' Tel: +44-151-794-4244; Fax: + 44-151-794-4243; email: m.diaz@liv.ac.uk

Neurobiology, edited by Torre and Conti
Plenum Press, New York, 1996 109



110 A. W. Trafford et al.

counted for. The calculated subsarcolemmal Ca®* concentration rises before, and to a higher
level than the measured bulk cytoplasmic Ca?* concentration. The delay introduced by this
diffusion barrier is equivalent to a time constant of 133 ms,

The subsarcolemmal space introduced in this paper may be equivalent to the ‘fuzzy
space’ previously suggested to be important in controlling SR Ca®* release.

1. INTRODUCTION

1.1. Calcium Movements during Cardiac Excitation-Contraction
Coupling

Contraction in cardiac muscle is regulated by the movement of Ca®* ions in and out
ofthe SR. In cardiac preparations where the sarcolemmal involvement in excitation contrac-
tion coupling has been removed by chemical skinning, Ca release from the SR has been
shown to be regulated by the changes of free Ca concentration in the solution bathing the
SR (Fabiato & Fabiato, 1975; Fabiato, 1983). In intact myocytes, with a functional sar-
colemma, the accepted source of Ca, which gates the release of Ca from the SR, is the
transmembrane flux of Ca carried by I, during depolarization (Fabiato, 1985; Nabauer et
al. 1989). However, Leblanc and Hume ( 1990) showed that, even in the absence of Ca entry
through the L-type Ca channel, membrane depolarization could elicit release of Ca from the
ryanodine sensitive internal store (the SR) in a manner dependent upon: (i) Na entry through
a TTX sensitive channel, and, (ii) extracellular Ca. These findings are indicative of a Ca
induced trigger mechanism for Ca release from the SR that involves Ca entry into the cell
by reverse mode Na-Ca exchange during depolarization (Lederer ef al. 1992). Under these
conditions the rise of [Ca®*], necessary for triggering Ca release from the SR occurs as a
result of Na entry through TTX sensitive Na channels activating the Na-Ca exchanger to
transport Ca into the cell.

The Na-Ca exchanger uses the electrochemical gradient for Na to pump Ca out of
the cell with a stoichiometry of 3Na: 1Ca. Therefore, for each Ca®* extruded from the cell
there is a net gain of one positive charge generating an inward current (Miura & Kimura,
1989; Kimura et al. 1986). At membrane potentials (E,,) positive to the reversal potential
for the Na-Ca exchanger the pump operates in the opposite direction bringing Ca into the
cell generating an outward current. However, during a normal action potential with a normal
[Na*]; the exchanger does not bring adequate Ca into the cell by itself to activate SR Ca
release (Cannell et al. 1987). Of the factors determining the direction of operation of the
Na-Ca exchanger then the most likely variable, other than membrane potential, which would
change in favour of Ca entry during EC coupling is [Na'];.

By considering a typical cardiac myocyte of volume 20 pl having a peak Iy, of 50
nA and time constant of inactivation of 1 ms (Brown et al. 1981) then the Na entering the
cell on the Iy, would produce an increase of [Na*]; of approximately 25 pM throughout the
whole cytoplasm (Lederer et al. 1992). Such a small change of [Na*); above the normal
cytoplasmic concentration of ~ 10 mM would be insufficient to produce a significant increase
of Ca entry by the Na-Ca exchanger (Miura & Kimura, 1989). However, if the Na entry into
the cell occurs into a restricted space adjacent to the sarcolemma as opposed to diffusing
freely throughout the entire cytoplasm then the rise of Na concentration detected by the
Na-Ca exchanger could be much greater and therefore favour reverse mode operation. For
example, if Na entry were restricted to within 100 A (equivalent to 0.3% of cell volume) of
the surface membrane, then the rise of subsarcolemmal Na concentration ([Na*],,) would be
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Figure 1. Sodium current induced SR calcium release. Na entering the cell on the Na current produces a
localised increase in Na concentration within the fuzzy space adjacent to the surface membrane. This localised
increase in Na concentration activates the Na-Ca exchanger and produces reverse mode Ca entry on the
exchanger. Ca entering the cell in this manner (in the absence of L-type Ca channel activity) triggers SR Ca
release. The Ca released from the SR diffuses into the bulk cytoplasmic compartment and produces myofila-
ment activation and contraction.

approximately 8 mM. This doubling of [Na*],, would then be sufficient to promote adequate
Ca entry on the Na-Ca exchanger to trigger SR Ca release.

1.2. Near Membrane Concentration Gradients

The results of Leblanc and Hume ( 1990) therefore suggest that there may be a space
adjacent to the surface membrane, termed the subsarcolemmal or fuzzy space (Lederer et al.
1992), which is functionally significant during cardiac excitation contraction coupling. The
fuzzy space is characterised by restricted diffusion to Na. As aresult, the [Na*],, in this space
sensed by the Na-Ca exchanger is greater, at least in the short term following membrane
depolarization, than that in the bulk cytoplasm ([Na*];). Figure 1 shows a schematic
representation of the proposed involvement of Iy, in triggering Ca release from the SR. The
Na channel, Na-Ca exchanger, L-type Ca channel and the RyR are all likely to have
preferential access to this space given the complex interactions between transsarcolemmal
ion movements and the feedback mechanisms of the SR (Stern, 1992; Stern & Lakatta, 1992).

Ionic concentration gradients between the surface membrane and the bulk cytoplasm
have also been inferred from a series of experimental results where a discrepancy between
changes of Ca concentration in the bulk cytoplasm ([Ca?*],) and Ca activated currents has
been noticed in coronary artery smooth muscle cells (Stehno-Bittel & Sturek, 1992; Ganit-
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kevich & Isenberg, 1996), cardiac atrial myocytes (Lipp e al. 1990) and pancreatic acinar
cells (Osipchuk er al. 1990). Such concentration gradients have also been measured directly
using X-ray microprobe analysis in cardiac muscle (Wendt-Gallitelli ez al. 1993; Wendt-Gal-
litelli & Isenberg, 1991; Isenberg & Wendt-Gallitelli, 1990) and portal vein smooth muscle
(Bond et al. 1984).

The existence of concentration gradients between the surface membrane and the main
cytoplasmic compartment is likely to have important consequences for cardiac EC coupling
in general and in particular the activation and inactivation of membrane associated channels,
pumps and exchangers. The aims of this paper are, firstly, to compare the time course of
changes of Ca concentration in the bulk cytoplasmic compartment with the changes of Ca
concentration estimated to occur near to the sarcolemma ([Ca®*],,) in single rat ventricular
myocytes, and, secondly, to account for any differences in the measured changes in Ca
concentration which may arise between the two compartments.

In order to infer the changes of Ca concentration that are occurring adjacent to the
surface membrane Stehno-Bittel & Sturek ( 1992) and Osipchuk et al ( 1990) measured the
current generated by Ca activated K and CI channels respectively. Elevation of the cellular
Ca load in cardiac muscle is associated with the appearance of spontaneous (not associated
with an action potential) inward currents and contractions (Kass et al. 1978; Kass et al. 1978;
Eisner & Lederer, 1979; Mechmann & Pott, 1986; Fedida er al. 1987). These groups
attributed the inward current to the activity of the Na-Ca exchanger arising as a consequence
of spontaneous release of Ca from the SR. Berlin ef al ( 1989) later demonstrated that the
inward current was indeed attributable to spontanecous release of Ca from the SR which
commenced in one discrete region of the cell and then propagated through the cell as a wave
of CICR. In order to measure the timecourse of changes of [Ca*},, we have used the current
generated by the Na-Ca exchanger during spontaneous release of Ca from the SR.

Spontaneous release of Ca from the SR is believed to be a phenomenon related to Ca
overload in cardiac myocytes (Stern e al. 1988). This type of oscillatory release of Ca is
seen in approximately fifty percent of single rat ventricular myocytes voltage clamped at a
resting membrane potential of -80 mV. In those cells that do not exhibit oscillatory behaviour
it is possible to produce release of Ca from the SR into the subsarcolemmal space by
application of caffeine to the superfusate (Callewaert ef al. 1989; Ashley et al. 1977). The
measurement of Na-Ca exchange current during spontaneous or caffeine induced release of
Ca from the SR avoids confusion from voltage and time dependent currents that would be
activated if Ca were released in response to a depolarizing voltage clamp pulse.

We have measured changes in the inward current generated by the Na-Ca exchanger
during spontaneous oscillatory or caffeine induced release of Ca from the SR. The experi-
ments were performed under voltage clamp conditions using either the perforated patch or
whole cell techniques (for details of experimental solutions see Varro et al ( 1993) and
Trafford et al ( 1995). Na-Ca exchange current was measured either during spontaneous or
caffeine induced release at a resting membrane potential of -80 (perforated patch) or - 40
mV (whole cell technique).

Changes in [Ca?*}, were measured with either Indo-1 using a photomultiplier based
system or by digital video imaging using Fluo-3 or Calcium Green-1. Using Indo-1 the ratio
of emission Rygq/500 Was used as an indication of [Ca*]; when fluorescence was excited at
340 nm, the Indo-1 records were low pass filtered at 100 Hz and stored on a VCR based
system (Medical Systems PCM-8) (O’Neill et al. 1990). For digital video imaging the
fluorescence records were stored on video tape at video frame rate (25 Hz) and analyzed
using a frame grabber and coprocessor (Data Translation, DT2681 & DT2858) (Trafford et
al. 1993). In order to correct for non-uniformities in cell thickness, dye loading and
illumination intensity the images were normalized by dividing by a resting image obtained
before Carelease (Cheng er al. 1993). For digital video imaging at a single wavelength using
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Figure 2. The relationship between current and Ca oscillations. A) Simultaneous measurements of Indo-1 ratio
and Na-Ca exchange current for three spontaneous oscillatory releases of Ca from the SR. B) Expanded record
of current and ratio for a single oscillation. The current record has been inverted and scaled with respect to the
ratio so that the final decaying phases of the two records are superimposed. The cell was voltage clamped at a
resting membrane potential of -80 mV.

Fluo-3 or Calcium Green-1 movement artifacts were prevented by addition of 2,3-Bu-
tanedione Monoxime (10 - 20 mM) to the superfusate.

2. RESULTS

The timecourses of Iy,.c, and Indo-1 fluorescence for three spontaneous oscillatory
releases of Ca from a single voltage clamped myocyte are shown in Figure 2. Each of the
oscillatory increases of Ca commences in one region of the cell and propagates throughout
the cell as a wave of CICR (Takamatsu & Wier, 1990). Some of the Ca released from the SR
during the wave of CICR is extruded from the cell by the electrogenic Na-Ca exchanger
generating an inward current as shown in the lower panel of Figure 2A. The Indo-1 ratio and
Ina.ca for the first oscillation are shown on an expanded timescale in Figure 2B. In this panel,
the Iy,.c, record has been inverted and superimposed on the Indo-1 ratio record. The current
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record has been scaled with respect to the Indo-1 record such that the final decaying phases
of current and ratio are superimposed. In Figure 2B it is clear that there is a discrepancy
between the timecourse of the Iy, ¢, and [Ca**], as measured with Indo-1. The figure shows
that, when the current and ratio records are normalised in this way, Iy, ¢, rises and initially
decays faster than the accompanying change of [Ca*], detected by the fluorescent indicator
Indo-1. The temporal discrepancy shown here between the timecourses of Iy, -, and [Ca?*],
suggests that at the onset of spontaneous oscillatory release the Ca concentration detected
by the Na-Ca exchanger in the subsarcolemmal compartment may be different to that
detected by the fluorescent indicator in the cytoplasmic (or bulk) compartment. The direction
of the temporal discrepancy also suggests that the changes of Ca concentration in the
subsarcolemmal compartment are occurring earlier than those in the bulk cytoplasmic
compartment.

The temporal discrepancy between current and calcium is shown more clearly in
Figure 3 where Iy, ¢, is plotted against Indo-1 ratio for a single spontaneous oscillation. The
figure shows that for a given [Ca?*],, in terms of ratio units, the inward current generated by
the Na-Ca exchanger is greater when Ca is rising in the bulk compartment than when it is
falling (arrows indicate the direction of change of [Ca?*],). This results in a hysteresis
between Iy, ¢, and [Ca®*];. This type of hysteresis was observed in 15 out of 21 cells (71 %)
where spontaneous oscillations of current and Ca were examined in this way.

For the experiments shown in Figures 2 and 3 [Ca**], was measured photometrically
using the calcium sensitive fluorescent indicator Indo-1. Using this approach it is not possible
to measure the spatial distribution of [Ca?'], within the cell because Ca measurements
represent the average changes of fluorescence within the field of view (Wier ef al. 1987).
Therefore, if the hysteresis between [Ca’*], and Iy,c, arises due to any non uniform
distribution of [Ca®*], throughout the cell (Takamatsu & Wier, 1990) this method of
measuring [Ca?*], would not be able to account for the spatial distribution of [Ca?*], within
the cell. In order to account for any effect of the non uniform distribution of [Ca?*], seen
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Figure 3. Hysteresis plot during a spontaneous oscillation. The relationship between Na-Ca exchange current
and Indo-1 ratio during a spontaneous propagating wave of CICR in a voltage clamped myocyte (holding
potential-80 mV). Na-Ca exchange current is plotted against Indo-1 ratio. During the downward limb of the
hysteresis loop the calcium concentration in the bulk cytoplasm detected by the fluorescent indicator is
increasing and results in a larger inward current than in the upper limb of the loop when the calcium
concentration in the bulk compartment is falling.
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Figure 4. The effect of Caffeine on Indo-1 ratio and Na-Ca exchange current. A) Simultaneous measurements
of Indo-1 ratio and Na-Ca exchange current, Caffeine was applied to the cell for the time indicated by the solid
bar. B) Na-Ca exchange current and Indo-1 ratio shown on an expanded time scale, the current record has been
inverted and scaled with respect to the ratio record such that the initial rising phases of current and ratio are
superimposed. Changes in current and ratio were recorded at a membrane holding potential of -40 mV.

during spontaneous oscillatory release it is possible to use two separate approaches. The first
is to produce a synchronous rise of [Ca?*], throughout the cytoplasm, and, the second, would
be to use imaging techniques to measure the distribution of [Ca®*}, within the bulk compart-
ment.

It is possible to produce a spatially synchronous rise of [Ca®*], in response to a
depolarizing voltage clamp command. However, with this method the early changes in Iy, ¢,
would be obscured by the much larger Na, Ca and K currents and therefore it would not be
possible to accurately infer the changes in subsarcolemmal Ca concentration. A second
method is to produce release of Ca from the SR by rapidly applying caffeine to the cell. The
application of caffeine was observed to produce a synchronous rise of [Ca?*];,, at least within
the 40 ms sampling interval of the video frame rate (not shown).

The effect of applying caffeine upon the timecourse of changes of Iy, ¢, and [Ca?*];
is shown in Figures 4 and 5. The application of caffeine produces a transient rise in [Ca®*],
and an inward current (Figure 4A), the ratio and current traces are shown on an expanded
timescale in Figure 4B. In this panel the current trace has again been inverted and scaled
with respect to the ratio record. However, in this case the records have been scaled such that
the initial rise phases of current and Ca are superimposed. By scaling the traces in this manner
it is clear that Iy, ¢, initially decays more rapidly than Indo-1 ratio ([Ca®*],).
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Figure 5. Hysterests plots between current and ration after caffeine application. Relationship between Na-Ca
exchange current and Indo-1 ration during Caffeine application. The hysteresis loop in A) The effect of filtering
the current record. A single exponential filter of approximately 100 ms applied to the current record effectively
removes the observed hystreresis between current and calcium.

The discrepancy in the rate of decay of the normalised Iy, ., and [Ca?*], observed in
Figure 4 once again results in a hysteresis between [Ca?*], and Iy,.c,. The hysteresis occurs
in the same direction as that shown for spontaneous oscillatory release of Ca from the SR
such that the inward current generated by the Na-Ca exchanger is greater when the Ca
concentration is increasing in the bulk compartment (as detected by the fluorescent indicator)
than when it is falling in this compartment. A similar hysteresis was observed in 11 out of
13 cells (85 %) of Iy,.ca - Indo-1 ratio relationships obtained by caffeine application.

The experimentally observed hysteresis can be removed by applying a low pass single
exponential filter to the current record. In Figure 5B such a filter has been applied to the
original record shown in the upper panel. It can be seen that the hysteresis between Iy,.c,
and Indo-1 ratio has effectively been removed. On average the value of the time constant for
the filter required to best remove the hysteresis between the two variables is 132 £ 19 ms
(mean % s.e.m). This therefore suggests that under these conditions Iy,.c, and Indo-1 ratio
are out of phase by approximately 100 ms.

2.1. Does the Hysteresis Result from Macroscopic Non-Uniformities of [Ca®*],?

The hysterésis between Iy,.c, and [Ca®*], (when measured ratiometrically) is seen
when Ca release occurs spontaneously from the SR and also when caffeine is used. During
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Figure 6. Evaluation of macroscopic Ca gradients. A) The windows (~10 um width) represent the individual
regions where the changes of bulk Ca concentration were fitted to the changes in membrane current. B) Fluo-3
self ratio pseudocolour images. The changes in Ca concentration are occurring in response to spontaneous
oscillatory release of Ca from the SR. The values to the left of the images represent the time (ms) after the start
of the image sequence. The cell was voltage clamped and the membrane potential was held at -80mV
throughout. C) Changes in cytoplasmic Ca concentration during the oscillation shown in B). The filled circles
represent the spatially averaged calcium concentration and the solid line the calcium concentration measured
from a single window. The calcium concentration in this window rises faster and to a higher level than that
averaged across the whole cell.

spontaneous release Ca rises in one region of the cell initially and then propagates as a wave
of CICR throughout the cytoplasm (Takamatsu & Wier, 1990; Wier et al. 1987; Lipp &
Niggli, 1993). Under these conditions the bulk Ca concentration will not be uniform
throughout the cell and will also change during the course of the propagating wave of CICR
(Figure 6).

Using digital video imaging of [Ca?*], the macroscopic distribution of [Ca®*], within
the cell can only clearly be resolved in the x and y dimensions. This therefore means that Ca
gradients occurring in the z direction are still unresolved. However, cardiac myocytes are
generally wider than they are deep (Berlin ez al. 1994). Presumably, if Ca were released from
a point at the centre of the z plane and diffused evenly from this point in all directions then
by the time the Ca had spread to occupy all of the directly observable y plane of the cell it



118 A. W. Trafford et al.

would also have occupied all of the unresolvable z plane of the cell. As a result, if the
hysteresis between Iy, c, and ratio ([Ca?*],) is still present when the Ca wave first occupies
the resolvable y direction then it is likely that Ca also occupies fully the unresolvable z
dimension. As a consequence, if Ca occupies all of the y plane and therefore presumably all
of the z plane and the hysteresis is still present it should also be able to exclude the effect of
any discrepancy between the distribution of Na-Ca exchanger pumps and SR Ca release sites
within the cell. This point has been addressed in Figures 6 and 7, where the arrow in 7A and
7B represents the time when the wave of CICR is first homogeneous in the observable y
plane and therefore presumably homogeneous in the z plane. It can clearly be seen that the
hysteresis is still present at this time.

To account for the effects of the macroscopic non uniformities of [Ca?*], upon ratio
and Iy, ¢, digital video imaging of [Ca?*], was performed using either Fluo-3 or Calcium
Green-1 to allow the distribution of [Ca®*], within the cell to be monitored during sponta-
neous oscillatory release or during caffeine application. To calculate the true mean value of
[Ca?"],, or ratio, the cell is divided into a series of measurement windows, each of
approximately 10 pm width, and summing the values obtained for [Ca®"), (or ratio) and
dividing this value by the number of measurement windows.

2.2. Can a Non-Linear Dependence of Iy, ¢, or Fluorescence Upon Ca
Concentration Account for the Hysteresis?

Since the relationship between fluorescence, or ratio, and [Ca?*); is non linear, the
apparent [Ca®*], in terms of Indo-1 ratio units obtained during spontaneous SR Ca release
is likely to be different from the real value of [Ca’*],. Similarly, as the macroscopic
distribution of Ca may change as the wave propagates throughout the cell the discrepancy
between the real and apparent values of mean [Ca?*], may also alter thereby leading to a
hysteresis between Iy, c, and [Ca?'],. When caffeine is used to produce SR Ca release the
effect of the macroscopic distribution of [Ca**], can be discounted because the rise of Ca
produced by caffeine is uniform throughout the cell.

Asimilar hysteresis would be produced if there were a non linear relationship between
Ina.ca and Ca concentration. However, at least over the physiological range of Ca concentra-
tions, Iy,.c, has been shown to be very nearly linearly related to Ca concentration (Barce-
nas-Ruiz et al. 1987; Beuckelmann & Wier, 1989; Lipp & Pott, 1988). It is therefore
necessary to account for the likely effect of the non uniform distribution of Ca throughout
the cytoplasm upon Indo-1 ratio (and possibly Iy,.c,) before suggesting that the hysteresis
is due to Ca concentration gradients between the space adjacent to the sarcolemma and the
bulk cytoplasmic compartment.

By assuming that Iy, ¢, and ratio (or fluorescence) are saturating functions of Ca
concentration and are related to Ca concentration in a simple Michaelis fashion it is possible
to calculate the expected membrane current for any particular value of [Ca**],. With this type
of modelling:

_.@Q&

([Ca™];+K) (1)

— membrane current ( Iy,.c, )
max — saturating value of In, ¢,
. — [Ca?]; at which Iy,.c, is half I,

b

Similarly ratio can be modelled as:
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Figure 7. Evaluation of macroscopic non-uniformities of cytoplasmic calcium. Modelling of changes of Na-Ca
exchange current and fluorescence as saturating functions of Ca concentration. A) Comparison of the
timecourse of changes of Na-Ca exchange current (solid circles) and bulk cytoplasmic Ca concentration (open
circles and inverted) during a spontaneous propagating wave of CICR. B) Hysteresis plots, the solid circles
show the experimentally observed hysteresis with Ca concentration (left ordinate) plotted against measured
current (abscissa, inverted). The right hand ordinate plots the predicted membrane current (solid line, inverted)
against the measured current. The cell was voltage clamped using the perforated patch technique and held at
- 80 mV throughout. The arrow in A) and B) indicates the time when the wave first occupies the full depth of
the y plane of the cell.

_ [Ca™] - Ry
([Ca*];+Kg) )
R - ratio
R, — saturating value of ratio
Kg - [Ca?']; at which ratio is half R,,,

Equations (1) and (2) can be rearranged and [Ca?*]; eliminated from the equations
such that:

I= Imax'I<R'R
R (Kg =K + K; - Ry (3)

The equation (3) Iy,.c, can be described as a saturating function of ratio with a K

) app
for ratio of®

I<i ' Rmax

K,,=———
KK, (€Y)]
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Once again the cell is divided into a series of measurement windows of ~ 10 um
width and the function obtained in equation (3) is applied to the experimentally measured
[Ca?*), or ratio in each measurement window. The changes in membrane current (I) are then
predicted using a computer based curve fitting routine (SigmaPlot, Jandel Scientific). The
curve fitting routine attempts to fit the predicted current (I,.q) to the experimentally
measured current and provides values for the unknown parameters Ky, K;, I and Ry,,.
The calculated currents for each measurement window are then summed and [,..q compared
with the experimentally measured current (Iy,.c,)-

If it is possible to predict the changes in subsarcolemmal Ca concentration (as
measured by Iy,.c,) from the changes of [Ca?*], or ratio such that both Iy,.c, and ratio are
saturating functions of [Ca?*];, then, the result of such modelling would be that I,..4 predicted
by the model would be the same as Iy,.c,. Therefore, if ;.4 were plotted against Iy,.c, there
should be no hysteresis. The results of modelling the changes in subsarcolemmal [Ca?*]; in
this way are also summarised in Figures 6 and 7.

The upper panel of Figure 6 shows a schematic representation of the individual
measurement windows to which the function in equation (3) was applied. Panel B shows
pseudocolour self ratio images of [Ca?*], (measured using Fluo-3) following the timecourse
of a spontaneous wave of CICR. In this case the wave commences towards the centre of the
cell and propagates from this point to both ends of the cell. The lower panel compares the
timecourse of the changes of [Ca®*], in a single measurement window to the spatially
averaged [Ca®*], throughout the cell (Takamatsu & Wier, 1990). The discrepancy between
the changes of [Ca®*],, measured in a single window, and the spatially averaged [Ca?*],
demonstrates that under conditions of spontaneous Ca release it is necessary to apply such
modelling to small regions of the cell when considering for the effects of any non linear
relationship between ratio, Iy, c, and [Ca*"], and spatial distribution of Ca within the cell.

Figure 7A compares the timecourses of the mean [Ca?*], and Iy,.c, for the oscillation
shown in the previous figure. The mean [Ca®*], (open symbols) clearly lags behind the
changes in Iy,c, (filled symbols) throughout the timecourse of the wave. The temporal
discrepancies between Iy, c, and [Ca?*], are shown as the hysteresis plots in panel B of the
figure. The function in equation (3) has then been applied to the measured changes of [Ca®'],
in each individual measurement window. The result of modelling Iy,.c, and fluorescence as
saturating functions of [Ca?*], in this manner still produces a hysteresis (solid line) which
is of similar magnitude and direction to the experimentally observed hysteresis (filled
symbols). The arrow in Figure 7B. represents the time when the Ca wave first occupies all
of the y axis of the cell and therefore Ca is also occupying all of the unresolvable z dimension,
at this time the hysteresis is still clearly present.

Figure 7 shows that the effect of modelling Iy, c, and fluorescence as saturating
functions of [Ca?*]; and allowing for the macroscopic distribution of {Ca?*]; within the
cytoplasm fails to account for the hysteresis between Iy,c, and [Ca*'],. This therefore
suggests that macroscopic non uniformities of [Ca?*],, which may change during the
timecourse of a wave of CICR, are not responsible for the hysteresis. In addition, accounting
for any non-linear dependence of fluorescence or Iy, ¢, fails to account for the experimentally
observed hysteresis. Furthermore, the modelling suggests that the [Ca®*],, detected by the
Na-Ca exchanger in the subsarcolemmal space is different to that detected by the fluorescent
indicator in the bulk compartment.

2.3. Can Microscopic Ca Gradients Account for the Hysteresis?

The hysteresis between Iy, ¢, and [Ca**]; or fluorescence suggests that there may be
a compartment within the cell adjacent to the surface membrane where the [Ca®*],, sensed
by the Na-Ca exchanger follows a different timecourse from that in the cytoplasm detected
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by the fluorescent indicator. In order to attempt to account for the temporal discrepancy and
possible Ca concentration gradients between the surface membrane and the bulk compart-
ment the simple model shown in Figure 8 has been used.

In this model the cell is assumed to consist of two cellular compartments, firstly, the
small subsarcolemmal or ‘fuzzy space’ compartment where the calcium concentration
([Ca?"],,) is sensed by the Na-Ca exchanger. This space is bound by the surface membrane
and a single lumped diffusion barrier. The second compartment is the larger bulk cytoplasmic
compartment. In the bulk cytoplasmic compartment the calcium concentration ([Ca*]) is
detected by the fluorescent indicator. A further assumption is that Ca release from and uptake
into the SR and extrusion across the surface membrane only occurs into and from the
subsarcolemmal compartment respectively. Finally it is assumed that the two compartments
are separated by a single lumped diffusion barrier.

By making these assumptions some properties of Ca movements between the two
compartments can be derived. Firstly the flux of Ca from the subsarcolemmal to the bulk
compartments is given by:

flux=p- A - ([Ca™],, — [Ca™], ) (5)
p - effective permeability of the diffusion barrier (cm.s')
A - surface area of the barrier (cm?)

The flux of Ca from the superficial to the bulk compartment can be further defined
by the volume, buffering capacity of the bulk compartment and the rate of change of Ca in
the bulk compartment such that:

bulk cytoplasmic compartment
2.

[Ca ], :

Fluo-3.

diffusion barrier

subsarcolemmal compartment
100 pa [

Na-Ca
exchange

Figure 8. Modelling of microscopic non uniformities in Ca concentration. Schematic representation of the two
compartment model used to predict changes in subsarcolemmal Ca concentration from the observed changes
in fluorescence. The ventricular cell consists of two compartments, the larger bulk cytoplasmic compartment
where the changes in Ca concentration are detected by the fluorescent indicator and the smaller subsarcolemmal
compartment adjacent to the surface membrane where changes in Ca concentration are detected by the Na-Ca
exchanger. The two compartments are separated by a single lumped diffusion barrier. Ca release from and
uptake into the SR occur only from within the subsarcolemmal compartment as does trans-sarcolemmal Ca
entry and exit. The flux Ca between the two compartments can be shown to be proportional to the Ca
concentration gradient between the subsarcolemmal and bulk compartments.
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) [C3.2+]b
V-B-————=p-A-([Ca*], - [Ca*
B-— =P A ([Ce],~ [Ca¥],) ©
v —  volume of the bulk compartment (cm?®)
B —  buffering capacity of the bulk compartment (dimensionless)
8[Ca**], /6t - rate of change of [Ca*"], (uM.s™)

Berlin et al. (1994) calculated the Ky for intrinsic cytoplasmic Ca buffers in rat
ventricular myocytes to be 630 nM which suggests that these buffers will tend towards
saturation as [Ca®*), rises. However for the purposes of this model it is assumed that the
buffering capacity for Ca is constant which is therefore a simplification of the real situation.
By making this assumption it is possible to define a new constant, y, with units of seconds
(equation (7)). It then follows that the rate of change of [Ca?*], can be defined as a function
of the concentration gradient between the subsarcolemmal and bulk compartments as given
in equation (8):

_B-v
"Tpoa ™
8[Cay,  ([Ca™], - [Ca™]y)
5t Y (8)

The calcium concentration (fluorescence ratio) in the bulk compartment can be
measured with the fluorescent indicator and if y is known it is possible to calculate [Ca®*],,
(equation (9)). Finally by assuming that Iy, ¢, is a saturating function of [Ca?*]; and can be
modelled by the form given in equation (10) it is possible to fit the measured changes in
Inaca to the measured changes of [Ca®*], using a computerised curve fitting routine as
described previously. The fit will provide the values for the unknown parameters y and K.
To model the changes of Iy,.c, from the measured changes of [Ca’*], (as measured using
digital video imaging) the cell was again divided into a series of measurement windows (see
Figure 9) with the modelling applied to each measurement window and the resulting currents
summed to give the predicted membrane current 1.4

3 [Ca®],
Ca®), = [Ca*], + v ———
[Ca™] [Ca™], + v 5t ©)
INavCamax' [Ca2+]m
Neca=—Fm——
[Ca™]n + Kpy (10)
Ina-camax  —  Saturating value of Iy, ¢,
K, - [Ca?*], at which Iy, ¢, is half maximal

The results of modelling the changes in [Ca?'],, in this way are summarised in
Figure 10. In the upper panel of the figure the experimentally measured Iy, ¢, (filled symbols)
and [Ca?*],, expressed as Calcium Green-1 self ratio units, (open symbols) for the sponta-
neous oscillation shown in the previous figure are plotted as functions of time. It can be seen
that once again the changes in [Ca?*], lag behind the changes in Iy, ¢, which produces the
hysteresis shown in the lower panel of the figure (open symbols). The 1.4 predicted by the
model is shown as the solid line. It can be seen in the upper panel of the figure that .4
closely follows the changes in the experimentally measured Iy,.c,. This therefore suggests
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Figure 9. Evaluation of microscopic non-uniformities of Ca. Pseudocolour Calcium Green-1 self ratio images
following the timecourse of spontaneous oscillatory release of Ca from the SR. The cell was voltage clamped
at-80 mV throughout using the perforated patch and switch clamp techniques. The values to the left of the
images represent the time (milliseconds) after the start of the image sequence. The outline sketch represents
the individual measurement windows to which the analysis of equations (9) and (10) was applied.

that the changes of [Ca?*],, and hence Iy, ¢, can be predicted from the changes of [Ca?*], by
using a two compartment model with a barrier to diffusion from the subsarcolemmal to the
bulk compartments as illustrated in Figure 8.

The agreement between the timecourses of Iy, ¢, and 1,4 is shown in the hysteresis
plot in the lower panel of the figure where it can be seen that when I,,,.4 (right hand ordinate,
solid line) is plotted as a function of the measured Iy,.c, (abscissa, inverted) the hysteresis
is removed.

The mean value obtained for the unknown parameter y was 133 = 47 ms (mean *
sem) which is in very close agreement with the value of 132 £ 17 ms required to remove the
hysteresis between [Ca?*], and Iy,.c, during caffeine application by filtering the current
record. This again suggests that the changes of Ca occurring adjacent to the Na-Ca exchanger
and in the bulk cytoplasm as detected by the fluorescent indicator are approximately 100 ms
out of phase. Obtaining the value for y also allows the changes in [Ca®*],, to be calculated
from the observed changes in [Ca®*], by using equation (9). Figure 11A. compares the
observed changes in [Ca2*}, (solid symbols) and predicted changes in [Ca**],, (solid line) for
a single spontaneous oscillation in a Fluo-3 loaded cell. The changes of [Ca**], and [Ca®*],,
are measured from a single 10 um wide measurement window as used in Figures 6 and 9 to
account for the spatial non uniformity of the wave within the cell.
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Figure 10. Analysis of relationship between Ca concentration and membrane current in terms of a sub-
sarcolemmal Ca pool. A) Comparison between experimentally measured bulk cytoplasmic Ca concentration
(open symbols, left hand ordinate) and Na-Ca exchange current (filled symbols, right hand ordinate) during a
single spontaneous oscillation of Ca. The solid line shows the predicted membrane current obtained using the
function given in equation (9). B) Hysteresis plots. The experimentally observed hysteresis between bulk Ca
concentration and Na-Ca exchange current (open symbols, left hand ordinate) is compared with the hysteresis
between the predicted membrane current and bulk Ca concentration (solid line, right hand ordinate). The plot
shows that the hysteresis between bulk Ca concentration and current can be removed when changes in Ca
concentration adjacent to the sub-sarcolemmal membrane are modelled as described in equation (9).

The calculated change of [Ca?'],, for a single measurement window rises, and falls,
before the change of [Ca?*], measured with the fluorescent indicator. In addition the peak
value of [Ca?'],, is greater than the peak value of [Ca?*], ( 2.5 vs. 1.2 uM). The difference
between the timecourse of [Ca?*],, and [Ca®*], is even more apparent when [Ca?*],, is first
changing as shown in Figure 11B where the initial changes of [Ca®*], and [Ca®*],, are shown
on an expanded timescale. Under these conditions when [Ca®*],, has risen from a resting
level of 100 nm to approximately 1.5 uM (rate of rise of [Ca®*],, ~ 15.6 uM.s™") [Ca?*], has
only risen to 550 nM (rate of rise of [Ca®*], 4.75 uM.s™"). Similarly as [Ca®*],, is proportional
to the rate of change of [Ca**], and the Ca concentration gradient between the two
compartments it would be expected that [Ca?*],,, will also tend to decay before [Ca?*],. This
latter point is again shown in the upper panel of Figure 11.

By modelling a lumped diffusion barrier between the putative subsarcolemmal and
bulk compartments the above results suggest that it is possible to account for the difference
in the timecourse of Iy, ¢, and [Ca®*], observed during spontaneous oscillatory release of Ca
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Figure 11. Differing rates of rise of Ca in the two cellular compartments. Comparison of bulk cytoplasmic and
subsarcolemmal calcium concentration during spontaneous oscillatory release of calcium from the SR. A)
filled circles show the changes of bulk cytoplasmic calcium concentration in a single measurement window
(~ 10 m width) estimated using the fluorescent indicator Fluo-3, the solid line shows the calculated changes
in subsarcolemmal calcium concentration for the same measurement window using equation (9). B) expanded
portion of A) showing the more rapid rise of calcium in the subsarcolemmal space compared with that in the
bulk space.

from the SR. The modelling also suggests that the Ca concentration in the subsarcolemmal
space which is ‘sensed’ by the Na-Ca exchanger is different from that in the bulk cytoplasmic
compartment as detected by the fluorescent indicator and that this results in the current
carried by the Na-Ca exchanger rising (and falling) faster and peaking earlier than the bulk
cytoplasmic Ca concentration.

3. DISCUSSION

In this paper the timecourses of [Ca®"])y and Iy,c, have been compared during
spontaneous oscillatory releases of Ca from the SR of adult rat ventricular myocytes. The
changes of Iy, ., were observed to occur before the changes of [Ca?], as detected using Ca
sensitive fluorescent indicators in the cytoplasm. However, it is important to account for the
kinetics of the indicator being used to measure [Ca**], since any discrepancy between the
actual rise of [Ca?*],, and fluorescence could produce a hysteresis especially if similar delays
were not present in the measurements of Iy, ¢,. Sipido and Wier ( 1991) analysed this effect
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when measuring SR Ca fluxes using Indo-1. In conclusion the authors estimated that the
kinetics of Ca binding to Indo-1 would produce a delay in the upstroke of the systolic Ca
transient of less than 20 ms. This is much less than the delay (133 ms) measured in these
experiments between [Ca?*], and Iy, ¢,. In addition the majority of the experiments described
were performed using either Fluo-3 or Calcium Green-1. Both of these indicators have a
higher K and therefore faster off rate for Ca than either Indo-1 or Fura-2. As a consequence
they are even less likely to produce a ‘false’ hysteresis.

Other possible artifacts which are accounted for are the limited resolution of the
imaging system in the z plane of the cell and the response of the camera to changes in
fluorescence. The lack of resolution in the z plane using conventional imaging techniques
would serve to underestimate the changes of mean [Ca®*]; and thereby produce a greater
discrepancy between [Ca?'], and Iy,.c,. The possible discrepancy caused by imaging [Ca®'];
in this way is made less likely by the fact that the hysteresis is still present even if the
measurements are made when the wave occupies the full y plane and therefore presumably
the full z plane.

A further artifact may arise due to a delay between the increase in fluorescence and
the response of the intensified camera. This point has been addressed previously and the
response time of the camera is small in comparison to the delay between Iy, ¢, and [Ca®'],
(Trafford et al. 1995). For those experiments where [Ca?*]; was measured using photomul-
tiplier tubes and Indo- 1 the delay between [Ca?*], and Iy,.c, was very similar to that measured
using digital video imaging. The PMT’s response to changes in illumination intensity is
extremely rapid and therefore the hysteresis cannot be attributed to the delays in the imaging
system.

Both the current and [Ca?*], records are sampled and filtered at the same frequency.
A final possible artifact of the imaging system is the synchronization of the video frame rate
and the current records. To address this problem the video frame counter and the current
acquisition hardware and software were triggered simultaneously.

The hysteresis between [Ca?*], and Iy,.c, can be accounted for if a single lumped
diffusion barrier is modelled between two cellular compartments, the larger bulk cytoplasmic
compartment and the smaller surface membrane bound subsarcolemmal compartment. The
predicted changes in [Ca®*],, occur faster than the experimentally observed changes in
[Ca?*], and the delay introduced between the changes of Ca in the two compartments is
estimated to be 133 ms during spontaneous oscillatory release of Ca from the SR. During
caffeine application the hysteresis can be removed by filtering the current record with a single
exponential filter of time constant 132 ms. This similarity to the time constant predicted by
the model indicates that the model provides a first step to accounting for the timecourses of
calcium and current.

The model does not provide an indication of what the diffusion barrier between the
two cellular compartments may be. It seems plausible that the SR itself may contribute to
forming the barrier. In addition, the mitochondria occupy approximately 35 % of the total
ventricular volume with a layer of mitochondria also seen adjacent to the surface membrane
on electron micrographs (Page, 1978; Page er al. 1971) and therefore it is likely that the
mitochondria may also form part of the diffusion barrier.

The results presented above are supportive of substantial gradients for Ca within the
subsarcolemmal space during normal excitation contraction coupling. By modelling the
changes in subsarcolemmal Na and Ca concentration the direction of action of the Na-Ca
exchanger during systole can also be predicted. These results, although achieved by making
assumptions as to the time course of changes in subsarcolemmal Na concentration, also
predict that during the action potential the Na-Ca exchanger would be predominantly
involved in Ca extrusion from the cell.
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In summary, the work presented in this paper provides evidence for the existence of
a subsarcolemmal compartment for Ca in cardiac ventricular myocytes. Substantial gradients
of Ca concentration are predicted to arise between the subsarcolemmal compartment and the
bulk cytoplasmic compartment of the cell. The timecourse of changes of Ca concentration
in the two compartments has also been shown to be different during Ca release from the SR
(at least during spontaneous oscillatory release of Ca from the SR). By modelling the changes
of Ca concentration within the subsarcolemmal space the results of this chapter also predict
that Ca entry via Na-Ca exchange could occur early in the action potential. The results also
provide a characterisation of the diffusion properties of the ‘fuzzy space’ thought to be
important in excitation contraction coupling.
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1. INTRODUCTION

The sensory cell of the auditory, vestibular and lateral line organs is the hair cell, a
highly specialised neuroepithelial cell designed to detect small perturbations applied to the
stereocilia projecting from its apical membrane. The mechanical displacements induced by
a sound stimulus may be only a few nanometres and this presents technical problems in both
measurement and conceptualisation. In the case of the inner ear, the threshold for hearing
has been measured to correspond to distortions of cochlear structures of about 0.3nm. How
these small displacements are sensed, from the structure of the mechanosensing channel to
the mechanics of the embedding tissue within the cochlea, to the neural encoding employed
by the auditory pathway is the subject of auditory research. The purpose of this chapter is
to highlight some topics which recur in this field. These are the facts. The fantasies are the
models which attempt to summarize some of the experimental observations.

2. IS THERE A SINGLE TYPE OF HAIR CELL?

Most of our present knowledge about hair cells and how they work is derived from
relatively few preparations. These have tended to be lower vertebrate systems as the cells
are large and relatively easy to maintain at room temperatures (Hudspeth & Gillespie, 1994).
Of particular value have been cells from the frog sacculus, which is an organ specialised for
the detection of sound carried through the ground on which the animal stands. The cells are
well organised in an epithelium and the stereocilia are organised, like many vestibular hair
cell types, in a tight bundle.

Another preparation which has provided considerable information is the turtle
auditory papilla (Art & Fettiplace, 1987; Crawford, Evans & Fettiplace, 1989) where the
cells are tuned to a range of frequencies up to about 700Hz. As with the frog, the cells are
robust, but contain on the basolateral membrane the ionic machinery for electrical tuning,
ensuring that each cell behaves like a narrow bandpass filter. The result is that each cell
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produces the largest receptor potential at one frequency even though all hair cells receive
the same input.

In mammalian inner ear organs there are further questions which arise from the
frequency above a few kilohertz. Such high frequencies are beyond the range at which
electrical tuning as found in frogs and turtles operates. Mammals have been subject to
considerable selection pressure to evolve high frequency hearing both as a means of
exploiting a small acoustic head shadow and, in the case of auditory specialists such as bats,
to use echolocation. The questions include whether transduction mechanisms are specialised
to operate at frequencies above 10 kHz, how frequency selectivity operates at high frequen-
cies, whether high frequency systems adapt and how cochlear sensitivity is determined.

3. THE HEARING RANGE

The hearing range in the mammalian auditory system varies probably less than expected
(Fay, 1988; Greenwood, 1990). The design principle of the cochlea ensures that sound
frequency is encoded logarithmically. Thus each octave of the auditory range has approxi-
mately equal numbers of hair cells devoted to the separation and encoding of each frequency
range. Most mammals are capable of detecting frequencies over 7 to 10 octaves. Thus the total
length of the guinea pig organ of Corti is 18mm, whereas that of a human is 34mm, and even
the total length of the cochlea of a whale is only about 60mm long and most of the additional
length in the latter case is associated with the additional infrasound processing capability.

The main simplification in modelling cochlear processing is to assume that the cross
section of the cochlea is relatively invariant and that the graded properties of the mechanical
parameters are solely responsible for the frequency-place map. Echolocating bats are often
quoted in support of the extreme hearing range which mammals can exploit. However, it is
clear that some modifications to a uniform cochlear structure are required to encompass all
mammals. The cochlea of the bat has what has been termed an acoustic fovea, where the
frequency map is distorted, so that a considerable fraction of the cochlea is devoted to a
narrow region of frequencies around the echolocating frequency. The cells within this region
are also modified and, while maintaining recognisable form as hair cells or supporting cells,
have their dimensions significantly altered (Kossl & Vater, 1985). Recent measurements of
the mechanics of the bat cochlea suggest that there are differences in mechanical tuning
properties (Kossl & Russell, 1995). For example, at present it is not known whether there is
a travelling wave in the bat cochlea.

The threshold displacement of the basilar membrane in mammals is about 0.3nm,
(Sellick et al, 1982). This is not necessarily the deflection which will be experienced by the
stereocilia at threshold because of the geometrical coupling factor between basilar membrane
and moving of the overlying tectorial membrane. The deflection that should be applied to
the stereocilia may therefore be about 6 times greater (Mammano & Ashmore, 1993), and
therefore at threshold the deflection of the bundle may be 2 nm applied to the top of the
bundle. Since in the basal cochlea, where these measurements are made, the bundle height
is about 2 um, the angular deflection, at a sound level of 40dB above threshold would be
0.1 rad. This is near the range at which the non-linearity of the transduction process becomes
apparent.

4. THE SITE OF MECHANOTRANSDUCTION

The apical surface of hair cells is specialised. It contains a group of about 100
modified actin filled villi which project from the surface and which pivot as a bundle around



Facts and Fantasies about Hair Cells 131

their base. A variety of experiments now indicate that the top surface of this bundle contains
the transducing channels. It can be shown that this is where current enters the cell during
bundle deflection (Hudspeth & Gillespie, 1994), where specific blockers of
mechanotransduction act (Jaramillo & Hudspeth, 1991), and where calcium enters the cell
when the bundle is deflected. :

There is also ultrastructural specialisation of the tips of the stereocilia. Running
between the tip of all but the tallest stereocilium and the adjacent one is a fine extracellular
linking protein (Pickles et al, 1984). These tip links form the structural basis for one model
for mechanotransduction which has for the past decade. The model is that deflection of the
bundle leads to the link being extended by x. Therefore an energy 1/2 k, x> where k. is the
stiffness of the tip link, is transferred to gating the channel (s) which may be at either end
(or both) of the link. The molecular identity of the link is not known, but it can be removed
by enzyme digestion and by low (i.e. < 1 uM) calcium levels. The best candidate at present
is an elastase-related protein (Gillespie, 1995). Individual high-resolution images of the link
suggest that the protein may be in a dimeric form.

There have been other proposals for the position of the mechanotransducer. In one
of the first imaging experiments (using chick hair cells), the permeability of the channel to
manganese was used to investigate entry sites around the bundle. These results suggested
that the transducer was located near the base of the stereocilia. Although this has not been
reduplicated elsewhere it acted as a spur to investigate the precise localisation, and there are
now several reports using confocal microscopy of the site of calcium entry in stereocilia.

A second alternative proposal is that the transducer channels are not localised at one
or both end of the tip link, but are placed at the apposition point between the two stereocilia,
(Hackney and Furness, 1992). The evidence for this is immunohistochemistry. The
transducer channel has antigenic similarities with the Na channels in the epithelial cells of
kidney, and at least one of the antibodies raised against this channel labels the apical portions
of mammalian hair cell stereocilia. Using electronmicroscopy for better resolution, it has
been found that the label adheres not to the ends of the tip links but to the region of membrane
which are opposed at the top of the stereocilia. It is not too hard to see that any movement
of the stereocilia would also bring about a shearing force between the surfaces, which if
suitably coupled to a stretch activated channel could result in mechanotransduction.

5. ADAPTATION OF THE MECHANO-TRANSDUCER

Adaptation is the process where the sensitivity of the sensory system is reset and the
dynamic range extended. In the case of hair cells, this amounts to a continuous mechanical
redefining of the gain of the cell, and the mechanisms involved have been the subject of
several studies. There are two mechanisms proposed: 1) where adaptation arises because the
coupling between the stimulus displacement and transducing channel is altered and 2) where
adaptation arises from a direct modification of the transducing channel.

Do all hair cells adapt? Adaptation has been most extensively studied in frog saccular
hair cells and turtle hair cells. There is there ample evidence which shows that when a steady
displacement is applied to the bundle, then the input output curve moves along the X-axis
to ensure that the maximum sensitivity around the new set point is maintained. Adaptation,
observed as a deactivation of the transducer current during step displacements, is also seen
in organotypic mouse cochleas (Rusch et al., 1994).

However, hair cells recorded in vivo show relatively little adaptation (Dallos, 1992)
This can be shown by presenting either a low frequency tone to the cochlea and showing
that the receptor potential at each cycle does not diminish or by observing that the pedestal
of the hair cell receptor potential (the DC component) does not change with time even during
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Figure 1. Model for the hair cell
transducer. A scheme which summarises
data for the hair cell transducer, located at
the tip (L) of the hair cell stereocilia. The
tip-link runs between stereocilia and gates
a channel at one (or both) ends. The influx
of calcium may either reduce the upward
motion of the motor (a myosin 1b / actin
system) or act directly to close the
transducer channel. The action of extracel-
lular ATP is shown here as increasing the
channel open probability. Not shown is the
intracellular requirement for ATP of the
motor.

a prolonged tone burst. This is in contrast with receptor potentials (Preyer et al, 1994) or
whole cell currents (Ashmore et al, 1993) recorded from isolated outer hair cells.

The mechanisms of adaptation all involve calcium. The best studied system is the
frog saccular hair cell (reviewed by Gillespie, 1995). The current ideas about the mechanism
of adaptation condense a combination of both physiological and structural observations,
(Figure 1). The location of the transducer at the top of the stereocilial bundle (e.g. Jaramillo
& Hudspeth, 1991), its permeability to calcium (Ohmori, 1985), the presence of myosin Ib
at the stereocilial tips (Solc et al, 1994) and the close association with the tip link suggest
that the tip link is continuously retensioned by a steady influx of calcium through the
transducer. Thus the normal situation is where the link is continuously sliding up towards
the top of the stereocilium. Experiments with non-hydrolysable forms of ATP are consistent
with the idea that the myosin-dependent adaptation motor involves ATP hydrolysis.

One consequence of this model is that an elevation of intracellular calcium will cause
the motor to generate less force and allow the link to slip down the stereocilium. Conversely,
a reduction of the calcium influx, caused either by a closure of the transducer channel as the
stereocilial bundle moves in away from the tallest stereocilium or by removal of the external
calcium, should cause the link to slide up the bundle. There may well be implications for
mammalian hair cells. In the mammalian cochlea the endolymph which faces the transducer
contains low calcium (30uM in mammals). In other vertebrate hearing organs the endolymph
calcium can be an order of magnitude higher (230uM is estimated for the frog (Eatock et
al., 1987)). Thus in mammals, the changes of intracellular calcium in the stereocilia which
result from the opening and closing of the transducer channel would be smaller. There is also
the possibility that the tension in the tip link may be larger than in the lower vertebrate
preparations.

Although the apical membrane is specialised for mechanotransduction, there is good
evidence that the apical membrane also expresses ion channels which are modulated by ATP.
These receptors are mainly of the P,y subtype (Housley et al., 1992). The effect is that
extracellular ATP produces inward currents when applied locally to the apical membrane.
Since the P,y ionotropic receptors are calcium permeable, the inward flux of calcium can be
measured using indicator dyes. The precise role of the ATP receptors is not clear, although
the presence of low (50nM) levels of ATP in scala media facing the apical membranes (quoted
in Housley, 1995) suggests that calcium levels in the stereocilia may be subject to long term
modulation. Perhaps more surprising is the disparity between the ATP-modulated conduc-
tance (approx 25nS for a 20 um long basal turn cell) and the transducer conductance which
is likely not to exceed 10nS (Kros et al, 1995). Thus it seems unlikely that the P,y receptor
and mechanotransducer channels are identical, although some association between the two
cannot be ruled out.
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Figure 2. Action of ATP on the outer hair cell stereocilia. A fura-2 ratio image of an outer hair cell during the
application of extracellular 30 uM ATP. Time from the application of the solution indicated in seconds by each
frame. Pseudo colour scale marked (left) as an arbitrary ratio, with highest values corresponding to 140nM
approximately. .Stereocilia only imaged, as in imaging box (left). The ratio image shows an elevated calcium
region near the midpoint of the stereocilial bundle, the calcium signal eventually growing throughout cell body.
(Unpublished data from Kolston and Ashmore).

Some support for this proposal comes from imaging experiments to investigate hair
cell calcium when extracellular ATP is applied around the stereocilia. Figure 2 shows an
experiment using fura-2 as the indicator dye in an outer hair cell. The experiment shows that
the effect of micromolar levels of ATP applied to the cell is to produce a small increase in
calcium near the midpoint of the tallest stereocilia. This is close to the site of where the
transducer is located. There is, in addition, a movement of the calcium "hotspot’ towards the
top of the stereocilium which may be explained most simply by the involvement of an active
stereocilial motor.

6. REVERSE TRANSDUCTION

A property of hair cells in the mammalian cochlea is that transduction can be reversed,
in the sense that electrical to mechanical energy conversion can be brought about. The
cochlea contains two types of cell which can be distinguished by their position and
innervation pattern. There are also differences in cell morphology, with inner hair cells,
which act as the sensory input to the auditory pathways, having an ellipsoidal cell body
whereas the outer hair cells are cylindrical. Both inner and outer hair cells are mechanosen-
sory cells and this can be determined both from their intracellular responses to sound and
by the extracellular current flow produced. However, whereas inner hair cells are exclusively
sensory cells, outer hair cells can act like motor cells by to convert membrane potential in
an axial change of length of the cell, and by implication force elements in the cochlea.

The process of reverse transduction lies at the basis of preprocessing of sound by the
mammalian cochlea (Ashmore, 1994; Ashmore & Kolston, 1994). The macroscopic conse-
quences of this force generation now appear to be compatible with the idea of a cochlear
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amplifier, a term given to the processes which result in an enhanced motion of the basilar
membrane to produce the frequency selectivity of the auditory nerve. The sequence of events
can be described by: deflection of the stereocilia by the overlying tectorial membrane;
generation of a receptor potential by the outer hair cells; sensing of the potential by a
membrane bound motor in the lateral membrane; and generation of force by the outer hair
cells along the cell axis as a result of activity by the motor. Although this is a motor which
is found only in outer hair cells, the activity of the motor is sufficient to distort the structures
of the organ of Corti, (Mammano & Ashmore, 1993).

Most of the current interest has revolved around the identity of the outer hair cell
motor. The main requirement has been that it operates at rates which allow it to participate
in acoustic events and that it is a motor which extracts energy from the electric field across
the membrane. Ultrastructure of the basolateral membrane of hair cells shows a dense
packing of particles about 12nm in diameter and these are the candidates for the motor itself.
There is no essential requirement for ATP nor is the operation of the motor calcium dependent
(Holley & Ashmore, 1988). The mode of operation appears to involve a conformational
change of area of the motor protein, the area increasing when the membrane hyperpolarizes
and decreasing when it depolarizes. The maximum area change need only be about 8% which
is probably below the resolution of electron-microscopy techniques, but would be large
enough to produce the 4% length increase (or decrease, respectively) in the length of the cell
which can be detected by light microscopy.

When the motor undergoes a conformation change, the electrophysiological event is
a movement of charge across the membrane (reviewed, Ashmore, 1994). A favoured model
for the motor is that it is a protein (or a cluster of subunits) which has a deep access pore
allowing the movement of ions (probably cations) across a fraction of the membrane electric
field. It is this ion movement which is the major contributor to the observed charge
movement. Figure 3 shows such a scheme. This model has affinities to current models for
the sodium/calcium exchanger and the sodium/potassium exchanger, both of which can be
studied in macropatches (Hilgemann, 1994), which are both considered to have a deep access
pore. There is some preliminary evidence such a scheme in hair cells, (Gale & Ashmore,
1995) for experiments show that the voltage sensitivity, but not the charge moved, is sensitive
to the level of extracellular cations. The kinetics of the movement is as fast as the patch
clamp can readily record and is over within 15 microseconds. This distinguishes the
conformational change from one such as occurs in the sodium channel where the S4 region

Figure 3. Model for the outer hair cell motor. The scheme depicted shows a region of the basolateral membrane.
The dense motor array reorders in the presence of cations: on hyperpolarization, cations being drawn into the
pore and the unit area increases; on depolarisation they are expelled from pore and the area decreases. The
effect results in a change the length of the cell.
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moves as a voltage sensor and gives rise to a (much slower) movement of charge, (Heine-
mann et al., 1992).

7. THE TRANSFER FUNCTION OF COCHLEAR HAIR CELLS

The relation between bundle displacement and intracellular current flow can be
determined in isolated cell preparations. This transfer function is a curve with a sigmoidal
function. one, where the inward current is given as a function of the tip displacement X and
a neutral point X, in the following form:

I(X) = Lnax /(1 +exp(-a(X-X0) (1 + exp(-b(X-X;) ) )

where a,b and X, and X; are constants used to fit the data. Data from the turtle can be fitted
witha=11 pm" and b=4 um ' although mammalian data requires larger values. The values
of X; vary with the adaptation state of the transducer. Although these curves describe the
transfer function of isolated hair cells, there are discrepancies between inner and outer hair
cells of the mammalian cochlea in vivo. Inner hair cells appear to be described by transfer
curves where approximately 20% of the channels are open at rest (Russell et al, 1986). The
consequence is that for more intense sounds and /or those which exceed threshold, the
receptor potential is asymmetric. Outer hair cells in vivo however, can be described by a
symmetric transfer function: at rest approximately 50% of the transducer channels are open
(Dallos, 1992). Thus for outer hair cells, the receptor potentials and the cochlear microphonic
(the extracellularly recorded transduction current) are symmetric, and there is no offset
produced by the harmonic components of the currents.

Why should there be a difference? One possibility is that the transducer channel
differs between inner and outer hair cells. Records from isolated preparations (e.g. Russell
etal, 1986; Rusch et al., 1994) do not readily support this idea. These authors find both outer
and inner hair cells have comparable transfer curves. Since these recordings were made in
elevated calcium solution (rather than at the low levels which correspond to scala media)
the conclusions still need to be interpreted with caution. The other possibility is that in the
intact cochlea, the outer hair cell stereocilia are subject to a steady bias which ensures that
nearly 50% of the transducer channels are open. This hypothesis requires either that there
really is no adaptation in mammalian hair cells or that the hair cell mechanics is under control
from local or long loop neural control. In this case the open the transducer channel could be
maintained near the observed level at rest.

8. DISCUSSION

The specialised mechanisms found in hair cells exert a fascination because the
mechanisms are built around molecular scale structures — nanostructures ~— which are
particularly elegant in their design and assembly. As emphasised above, however, it is the
small scale of the transducing machinery which has posed particular problems in the
identification of the molecular components. There are as yet no clear, sequenced candidates
for the channel and its coupling proteins which act as the transducer in hair cells, although
there has been very promising progress made recently in the identification of the molecular
biology of mechanotransduction in the nematode worm C.elegans in the form of the
identifiucation of components of the mec gene family. There are also no positively identified
candidates for the motor which operates in outer hair cells to drive the process of cochlea
amplification. One reason for both situations is clearly that the amount of starting tissue is
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small. A second reason, however, is that assays for the proteins are functional assays: to
determine whether a candidate protein acts as a mechanotransducing channel, it is necessary
to perturb it mechanically. The development of the techniques to pursue these strategies
present biophysical challenges for the immediate future.
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1. INTRODUCTION

The peripheral representation of sounds is transmitted by the auditory nerve to
intermediate stages of the nervous system, preceding identification. We suppose that main
features of sounds corresponding to perceptual dimensions like pitch and timbre are already
extracted in these levels, complementing richer and extensive representations localised in
cortical areas. This approach allows us to consider a biological system having a rather simple
architecture, known inputs and outputs. Understanding physiology allows us to perform
auditory scene analysis (ASA) grounded on plausible basis. ASA is an emerging concept
integrating particular properties of the auditory system working together in order to deal
with a complex environment (Bregman, 1990). From the neurobiological point of view, the
goals of such a modelling work are: (1) better approaching the way of coding and controlling
information in the nervous system, (2) comparing with physiological data, and finally (3)
reducing the computational processes.

The sound waves are converted into a spatio-temporal representation by the periph-
eral auditory system (PAS). The spatial dimension is the tonotopic axis. In the literature, this
peripheral auditory image is currently approximated by filter banks, rectification and
adaptation in order to recover the effective input shapes of the mid-brain levels of the auditory
system. For simplicity, we neglect parts of this complete model of the PAS in the case of
periodic-stationary signals.

The first question addressed here concerns the ability of single neurons receiving this
information to be sensitive and to represent periodicity. The temporal axis of the neural

! Address correspondence to: Frédéric Berthommier, Institut de la Communication Parlée/INPG, 46, av. Félix
Viallet, 38031 Grenoble Cedex, France. email: bertho@icp.grenet.fr; Tel: 76 57 48 28; Fax: 76 57 47 10.

Neurobiology, edited by Torre and Conti
Plenum Press, New York, 1996 139



140 F. Berthommier and C. Lorenzi

auditory image contains perceptually relevant information, periodic and aperiodic. After
rectification, only the positive part of resolved periodic components remains in the low
frequency domain (< 500 Hz). For higher frequencies, beating due to the summation of
unresolved harmonics appears to produce an amplitude modulation (AM) of the neural
activity, synchronised on the acoustic stimulus fundamental frequency (f0). We use the same
terminology (AM) for the resultant periodic signals of the two domains, because similar
variations of auditory nerve fibres discharge rates are observed.

Depending on their membrane properties, neurons can be integrators or coincidence
detectors (Abeles, 1981), but models and experiments show other dynamical properties at
the single neuron level. Having a neuron model with proper oscillatory characteristic is a
critical point for well understanding build up of neuronal assemblies and object recognition
according to the correlational point of view. This was the first reason for developing a
time-dependent neuron model and we then connect a rather similar neuronal unit for building
a model of olfactory integration (Berthommier, Buonviso and Chaput, 1995). We explain
here the second motivation of this model.

2. MODELLING OF PHYSIOLOGICAL AM PROCESSING

Our auditory models are based on dynamical Hodgkin-Huxley (HH) equations
(1952), or on the equivalent probabilistic form. This directly provides instantaneous dis-
charge rates of stellate cells. This population of cells, connected to auditory nerve fibres, is
localised in the CN. For auditory modelling, a complex model including both stochastic and
non-linear dynamical aspects - the HH system - can be reduced to a simple probabilistic
formulation. We present the characteristics of the probabilistic model, and we apply it on
AM signals. This gives a representation of the AM characteristic in intermediate stages of
the auditory system, which we assume would be precise and useful for processing complex
sounds.

While several models of AM processing are based on an explicit autocorrelation of
signals at the filterbank output (Slaney and Lyon, 1991), a quantisation of periodicity
(Patterson and Holdsworth, 1991), or a characterisation of synchronicity (Cooke, 1992),
physiological data favour a theory of resonance based on a selective enhancement of
amplitude modulation depth (Langner and Schreiner, 1988; Frisina, Smith and Chamberlain,
1990). Many modellers have simulated the neuronal responses observed in the ventral CN,
using simple neuronal models derived from “integrate and fire” units (Berthommier, 1991),
or from the classical HH equations (Banks and Sachs, 1991; Hewitt, Meddis and Shackleton,
1992; Lorenzi, Berthommier and Tirandaz, 1993). A probabilistic formalisation of these
stochastic simulations clarifies the mechanisms of neuronal integration and we obtain a
particular driven oscillator having an implicit delay line providing to the unit a rather large
memory.

The first model we present — Model I — has two main stages: the peripheral signal
is directly synthesised and then processed by the units (fig. 1). With the probabilistic model,
each CN cell receives only one channel and this output is transmitted to only one IC cell.
On the contrary, a great convergence is necessary when we use pulse coding, in order to get
a redundancy. Hence, the configuration of probabilistic model could be modified in order to
add some convergence and to obtain a cross-channel associativity. The function of the present
implementation is not to associate and to categorise, but to extract and to map components
of the signal.

The temporal/periodic information observed at the PAS output is rate-place coded at
the IC level, where a great proportion of the units has a mean discharge rate depending
directly on AM frequency and modulation depth.



Processing of Amplitude Modulation in the Auditory System 141

Inferior
Peripheral auditory system Cochlear Nucleus Colliculus
; .. Cell-soma : .
Signal Half-wave {)endntlc HH or Inhéetil;&lgmra%
rectification folw-pass refractoriness inteoration
ttering equations grd

Figure 1. Diagram of physiological AM processing in the intermediate auditory system (Model I).

2.1. Probabilistic Model of Neural Integration

This single-neuron model represents the instantaneous discharge rate of a single
neuron or the mass activity of a group of independent cells by a continuous real-valued
signal. The validity of this model has been well tested for auditory modelling, where the
information directly arrives from the auditory nerve (Berthommier, 1992; Berthommier,
1993; Lorenzi et al., 1993). Our conclusion was that probabilistic form and the classical
models of neural integration like the HH system or “integrate and fire” units with refractory
period show very similar properties despite very different computational costs due to the
integration of a differential system or to the stochastic generation of inputs. Such unit model
has a great degree of generality because it is plausible that principal cells of the nets observed
elsewhere in the brain have their main properties determined firstly by excitation parameters:
weights, time constant(s) of the excitatory post-synaptic potential (EPSP) or the inhibitory
one (IPSP); and secondly by refractoriness parameters: time constant(s) of the refractory
period. The refractory period can be relative or absolute and when the neuron discharges, no
spikes are emitted during the absolute refractory period.

The probabilistic model evaluates at each time the neuronal discharge rate when the
input is itself the time varying probability of a single point process corresponding to the sum
of point processes received by an equivalent “integrate and fire” unit. We assume that each
stellate cell integrates spike trains transmitted by about fifty auditory nerve fibres (over thirty
thousands), and consequently responds to a weakly spatially-distributed signal. Similarly,
in the temporal domain, the signal is integrated by cells with a weak lowpass filtering of
about 0.5 to 1ms. Despite these integrative properties, the global effect of neuronal process
is a selective and rather sharp enhancement of the input AM when the AM frequency is
related to the absolute refractory period duration: neurons have an intrinsic resonance
property and can integrate the signal over consecutive periods. Consequently, isolated
neurons can filter the signal to extract periodic variations. The mathematical basis of this
filtering property are explained in the following paragraphs.

A real neuron having an absolute refractory period exhibits a PSTH (Post Stimulus
Time Histogram) with a decreasing oscillatory response when input is a burst (a step) of
noise. Stellate cells have a so-called “chopper” type of response. This damping is due to a
progressive loss of memory and a decorrelation of responses with the beginning of the step
variation. On the contrary, neuronal activity remains well phase-locked with low frequency
periodic inputs. The best model is not a second-order oscillator if we assume the stochastic
structure of inputs. In fact, the response is damped because inputs are stochastic. The formal
neuron has a variable representing the probability to be outside the absolute refractory state,
knowing the previous probabilities of discharge. The recurrent evaluation of this refractory
variable R1(t) is:
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t
Rit+1)=(1- XP(®)) (M
6=t-refl
= Probability of having no spike since t-ref1, and ref1 the duration of the absolute refractory
period.

P(t) is the solution of a differential system and this is the integral form of the delayed
differential equation. Neuronal output P(t) can be described by an analytical solution only
if input is stationary or is an Heaviside function. Otherwise, we integrate numerically this
differential equation, and we compare P(t) with simulations of the equivalent stochastic
system: a unit having an absolute refractory period and receiving spikes. From the signal
processing point of view, this is a feedback filter because we compute outputs at a given time
using previous outputs. Contrasting with the autocorrelation which results from a product
between current and delayed inputs, this depends on a product between inputs - represented
by E(t) - and a function of delayed outputs stored in delay lines.

The relative refractory variable R2(t) takes into account the exponential weighting
in time and the probability of having a discharge at a given time and no discharge since:

t—refl |— t , —|
Ry(t+1)y=1- Y P(6) [ ' Tla- P(® ))J e—(l-e—refl)/refZ ,
i 0 =6-+ref| (2)
where ref2 is the time constant of the relative refractory period
P(t) = E()R ()R, (1) (3)

is the probability of discharge at t of a formal neuron having both refractory variables, where
E(t) is the excitation variable.

Two other operators are necessary for retrieving the precise physiological shape of
the stellate cell response and for well describing the excitation source E(t): blocking and
reset (fig. 2). When the neuron discharges, both excitation and refractory variables are reset.
The excitation is blocked during the absolute refractory period. Blocking the arrival of
afferent impulses also modifies excitation value during the absolute refractory period. This
is evaluated by multiplying at each time the absolute refractority R1(t) by the input value
I(t). Since reset drives the membrane potential to zero, we also take into account the
probability of having no second discharge since the reception of the last input:

Weighted sum of point Filtering and Evaluation of the
processes Thresholding instantaneous discharge rate
ai(t) = [(t) = 7(t) = E(t) = P(t)

Y P4 LPF }— T

}

Figure 2. Block diagram of the probabilistic model. Steps of computation are: (1) linear input summation (2)
Lowpass Filtering (3) thresholding (4) refractority. There are two main variables: excitation E(t) — at the
output of the main box - and refractority R(t) —at the output of box R. This corresponds to physiological steps
of integration and relevant parameters. All variables have real/continuous values.

Reset, blocking of inputs
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i Y [« ]
Z(t+)=(l-e 1 ) 2 I(O)Rl(e)l (1-P(® )),e—(t+1—6)/r
0= Lo =0 ] )
with P(t) = T(Z(t))R,(t) = E(H)R,(1) (5)

and T(x) = % (1 -¢™), k =1, depending on FS ©)

T(x) is a non-linear function having an asymptotic linear branch. The saturation of the
response to increasing intensity levels is only due to the refractory components (fig. 3). The
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Figure 3. Resonance and transfer function of stellate cells at the cochlear nucleus level. This is computed with
the probabilistic model described in text. The mean input rate is a sampled signal (10 KHz) corresponding to
a Poisson point process. The mean discharge rate is always 1500 spikes/sec. For an AM/rectified signal, the
modulation depth is 0.5. Parameters of the model: S=4, 7=1ms, refl=5ms, ref2=6ms. a) PSTH of this cell for
a constant signal followed by an AM signal modulated at 120 Hz, near the best frequency of the cell. We show
that the modulation depth is greatly increased. b) Saturation of the mean discharge rate. Input is a constant
signal. This model has a weak threshold effect which can be easily increased. ¢) Amplification of the synchrony
index (input = 0.25) relative to frequency, showing a best frequency and a little near-harmonic rebound. Signal
is filtered for other AM frequencies. d) Synchrony index on the AM freq of the stimulus (120 Hz), computed
for an array of stellate cells. Hence, this is relative to the driving signal. The variable is the absolute refractory
parameter refl. Other parameters remain the same. Cells with refl~6ms are better synchronised. Secondary
peaks are observed for very long (>10 ms) refractory periods, probably not realistic for stellate cells. This
resonance of the cells is suitable for building a rate place map at the inferior colliculus level.
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refractory component R1(t) is already introduced in the term Z(t). The reset concerns both
the unit excitation variable Z(t) and its recovery function R(t). Reset has the same effect as
an inhibition of the units, and it can also be used for desynchronising a group of cells and
enhancing the short-term correlation of their activity (Berthommier et al., 1995).

The amplitude modulation transfer function (AMTF) of the formal unit has a first peak
of synchrony rate around the frequency 1/refl (fig. 3). This is a non-linear filter and we remark
that AMTF shape varies with the intensity level of the input signal. Synchrony rates increase
for higher intensities, with a better phase-locking on the modulation. Peaks disappear for low
intensity levels, and we obtain a lowpass characteristic. All these properties are also retrieved
with HH and “integrate and fire” models (Hewitt et al., 1992, Lorenzi et al., 1993).

Practical algorithms have a low, linear in time, complexity because the filtering stages
related to the dendritic and refractory processes are computed recursively. They run fast,
even for a great number of neurons (used for fig. 3 and 4). Such a probabilistic model is an
efficient tool for modelling biological information processing, when periodicity is the
significant information. We have planned out the VLSI implementation of a set of prob-
abilistic units in order to show the interest of a numerical solution in comparison to other
ones (Gautier and Pouillot, 1995). We hope to use this circuit for hearing aids and cochlear
nucleus implants.

2.2 Mapping of the Amplitude Modulation Frequency at the IC Level

For CN units, an increased synchrony index corresponds to an increased correlation
of their outputs. Consequently, a first mechanism allowing a dependence on synchrony rates
is coincidence detection. A unit discharging when it receives correlated inputs is a coinci-
dence detector. We can suppose that, physiologically, dendrites of IC units compute coinci-
dence detection while soma performs an integration of resultant activity. At the modelling
point of view, a coincidence detection operator can be a sigmoidal shaped function applied
after a short term temporal integration (~0.5 ms) and a rather large convergence of input
channels. Our model is a cascade between two units — one CN and one IC — without any
convergence. This is directly motivated by the use of probabilistic values. IC integrative
process is based on an adaptive threshold in order to capture both onsets and periodic
variations. It removes at the same time the constant signals independently of the input mean
discharge rate: IC unit does not discharge when input synchrony index is zero.

The mean of the residue over threshold during a period of time T gives the IC cell
discharge rate:

T
| .
MOT = — [R4(P@®)-cQe0)) do,
0 (7
where c is a constant value, and R,() the rectification function
1 p /
with Q== [P@)e " %qq
72 o ()

Then, we obtain a rate-place code of the variations of synchrony index observed at the CN
level (fig. 4).

Finally, the transfer function of CN cell quantified on the basis of synchrony index
and the rate-place coded IC response are close (fig. 4). But, at the IC level, we evaluate
directly the response rates to AM signals without the (period) reference required for
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synchrony index computation. The resolution of peaks is sufficient for separating two
components having a 20% difference in frequency (100Hz + 120Hz) and 0.5 modulation
depth. These components come from the same channel(s) of the PAS filterbank and are not
resolved in the tonotopic representation, but they appear well separated in this new repre-
sentation.

2.3. Comparison Between Model I Properties and Psychoacoustical
Detection Performance

A comparison has been done between responses of models and psycho-acoustical
detection performances of subjects. A first experiment evaluates the detection threshold of
modulation depth for AM noise. The result indicates an equivalence at the neuronal level:
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Figure 4. Mapping at the IC level. Responses are directly computed with outputs of CN units having the
parameters used for fig. 3. Threshold values are given by a first order lowpass filtered signal Q(t) (time cst=5ms)
multiplied by a constant value (c=1.45). a) Residue of excitation with AM freq=100 Hz. This residue is
integrated over the period of time T which is the second periodic part of the excitation. The mean discharge
rate is the MOT (Mean over threshold) corresponding to the activity of IC cells. b) Transfer function of the
two stages. Harmonic and sub-harmonic peaks persist. ¢) Response of the array of 250 cells connected to the
preceding set (fig. 3). Only the refl parameter of CN cells varies among the map. The AM freq=100 Hz is well
mapped by cells connected to 8ms PRA stellate cells. We also notice a great response for IC cells related to
CN cells having a refractory period which is a multiple of the best cell ref1 refractory period. d) Mapping of
mixed signals with AM freq = 100 Hz + 120 Hz. A 20% difference is well resolved. The isolated response c)
is superimposed, showing the independence of the two peaks. Peak position of the 120 Hz component remains
the same, compared with fig. 3d.
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neurometric curve of an IC neuron receiving stellate cells afferences and psychometric
responses of subjects are similar. The authors used the same detection task to compare the
performance of the models of inferior colliculus neurons with that of four human observers.
The activity of a relatively small number of IC neurons seems to provide sufficient
information to account for psychoacoustical judgements dealing with amplitude modulation
detection (Lorenzi, Micheyl and Berthommier, 1995).

3. SPECTRAL SEGREGATION BASED ON A BI-DIMENSIONAL
REPRESENTATION

From a functional point of view, separating “auditory objects” like vowels requires
a precise representation of AM frequencies easy to get through DFT at the output of a simple
pre-processing based on half-wave rectification and bandpass filtering. Following the
physiological principle of mapping of periodic components, we propose a functional method
(functional Model II, fig. 5). This represents quasi-stationary periodic sound components in
a <carrier frequency/AM frequency> plane by using rectification, bandpass filtering and
Fourier transform. This allows us to separate clearly respective spectra of two superimposed
complex sounds when they have different f0s. Separated spectra can be sent to a recogniser.
A separation power equivalent to previous models based on autocorrelation (Assmann and
Summerfield, 1990) has been shown for superimposed double vowels (Berthommier and
Meyer, 1995; Meyer and Berthommier, 1995). This argues for the physiological plausibility
of separation mechanisms not directly based on autocorrelation and operating at intermediate
levels of the auditory pathway. After the proposal of Licklider’s theories (Licklider, 1959),
autocorrelation was the unique effective method developed in the literature for separating
and identifying spectra of complex sounds.

The functional model II can be applied to vowels segregation while Model I is not
currently appropriated in this way because, even if single cell computation is very fast, the
final cost is heavy: we must evaluate, during at least 100 ms, outputs of a map of cells having
dozens of units connected to each peripheral channel. Furthermore, tuning the physiological
model for this task is not so easy. This was a great motivation for developing a practical
model sharing common properties with the physiological one.

3.1 Design of Bandpass Filters

Rectification and bandpass filtering stages convert AM into cosine-demodulated
signals. In the high frequency domain, carrier frequency is filtered out and envelope
corresponding to AM is preserved. A simple method for building temporal recursive
bandpass filters defines a temporal kernel f(t) as a weighted sum of pairs of first order filters:

First filtering stage Second filtering stage Representation

Si Gamma- )
ignal | tone Haif-wave Band-pass DFT Tonotopic/

filterbank rectification filtering AMtopic

Figure 5. Diagram of functional processing for complex sounds segregation (Modet II).
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(1) = X oF(k;, by, 1) ©)

Members of these pairs are exponentials, a positive and a negative one, weighted to obtain
a null integral:

1 1
F(k;,b;,t) =—e~kibit .——eDit = (t) ~F_(t),
P by kib; i l (10)

where b is the time constant and k tunes the ratio between the positive and the negative
exponentials.
When the DFT is applied on the resultant signal, DC peak is abolished because:

+ oo
|F(k;,b;,8)d8 =0
0 (11)

Such difference of exponentials (DOE) performs a bandpass filtering in the frequency
domain. In practice, we only use one pair of first order filters running in parallel:

_ —2at__1_ —at
f(t) = e 2e (12)

This is an extension in the temporal domain of the classical DOG (Difference Of
Gaussians) used for modelling visual filtering:

2.2 1 2
G(k,b,x)=%e‘k bx —Erbx =G+(x)-G-(x), (13)

where b is here the space constant.
We easily verify that:

+ oo
[Gkb0dr=0

—o0

(14)

This filtering method is actually used in order to extract auditory speech events
(Piquemal, Schwartz and Berthommier, 1995) and to model the first layer of the olfactory
bulb (Berthommier et al., 1995).

3.2. Principle of Double Vowels Segregation with AM Maps

The example we show is the AM map representation of two superimposed stationary
vowels /a/ + /i/ having close f0s (fig. 7 and 8). They are synthesised with a standard Klatt
formant synthesiser with similar intensity levels. The vertical axis of the bi-dimensional
representation is the tonotopic one, quasi-logarithmic, whereas the horizontal AM frequen-
cies are linearly distributed. The vertical axis corresponds to gammatone filterbank channels,
and the horizontal axis to outputs of the DFT. In the low frequency domain of the tonotopic
axis, the harmonics are well resolved among the two dimensions while they produce an AM
signal due to beating. This AM signal is synchronised on the fundamental frequency, among
the medium and high frequency domains. The DOE bandpass filter, identical for all vertical
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Synthesis (Klatt) Peripheral/Intermediate stage Classification
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Pooling
Model II FO || of Kohonen
e identification Spectra Network
Signal 2

Figure 6. Double vowels segregation based on model II.

channels, has a wide selectivity centred on the low frequency domain (50-500 Hz). Hence,
lower harmonics are well represented by both frequency and place, but it is necessary to pool
these components for recovering the whole spectrum. Simple rules for implementing a
grouping process are based on the distribution of peaks in this representation.

Our algorithm searches the fundamental frequencies before pooling the spectra
(fig. 6). This is not an absolute constraint, because the distribution of peaks in AM maps
is highly structured: a point related to the fundamental frequency is the root of two lines
(fig. 7). The vertical one is centred on f0 and we can directly keep the energy of this
section. The second line is a curve passing through the lower resolved harmonics. This
is defined from both the tonotopic distribution of frequencies and temporal coding. It is
then necessary to know the places of these peaks in order to pool their energies. Hence,
we could map these relations directly, but pooling after f0 identification is the method
we use. Grouping of AM harmonics is optional in the medium frequency (MF) and high
frequency (HF) domains. The resultant spectra are identified with a Kohonen net (1982)
trained with a set of isolated vowels. This evaluates a distance between a given spectrum
and stored prototypes. A normalisation of the spectra is preferable in order to be insensitive
to intensity variations.

Other beating components appearing in the very low frequency domain (0-100 Hz)
are currently not appropriated, but they carry useful information to detect superimposition
of components and to give a critéria for a better partition of energies between them.

Figure 7. Method for pooling spectra from AM maps.
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Figure 8. Tonotopic/AMtopic mapping of complex sounds as vowels. The signal is processed with a middle
ear model and the Patterson/Holdsworth gammatone filterbank. Set-up with standard parameters. Outputs are
half-wave rectified and DOE bandpass filtered, time const.=3ms. Signal duration: 100 ms. A 512 points DFT
is computed for each channel only during the stationary second part of the response, giving the AM frequency
axis. Zero peaks are weak. Images a), b), d) are thresholded in order to isolate the peaks (0.15 of maxima).
Own components of each sound and interacting ones are well displayed by this representation. a) Stationary
synthetic /a/ isolated, b) synthetic /i/ having a close {0 frequency c) non thresholded representation for /a/+/i/.
d) Own components displayed by a), b) are retrieved, but beating components appears (freq. < 100 Hz here).
These could improve the analysis of non resolved components.

3.3. Identification of the Fundamental Frequency

In order to conclude by fitting physiology and signal processing, we propose a
method derived from AM maps, able to represent the pitch of a complex sound like the brain
does. This method evaluates pitches of sounds in different situations by place recoding of
the AM frequency. We have shown that the precise knowledge of f0s is a key point for
recovering spectra from AM maps, and amplifying f0 place-coded energy is an appealing
pre-processing strategy for tracking simultaneous pitches of superimposed signals. Further-
more, we have recently developed a new algorithm using f0s and working directly with sound
waves (Berthommier and Tessier, 1996). This is able to separate mixed complex sounds and
to produce satisfactory audible outputs without resynthesis.

The AM map has two domains - LF and HF - among the tonotopic axis, because the
lack of resolution of peripheral auditory filters. In this map, the modulations produced in the
HF domain of the tonotopic axis are projected in the low frequency domain of the AMtopic
axis after rectification and bandpass filtering (i.e. after demodulation). When the DFT is
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Figure 9. Fundamental frequency identification.

applied on a demodulated signal, we obtain an AM spectrum containing low frequency
components of the envelope. Consequently, a straightforward procedure can be proposed to
place-recode the temporal information and to summarise the contributions of the two
domains (fig. 9) : (1) we cut the spectrum in two parts by filtering the signal directly with
two complementary, lowpass and highpass, filters (2) the resultant waves are added together
after demodulation of the HF components (3) the DFT produces a composite spectrum which
is the conventional one, representing the place-coded information, added together with the
AM spectrum which is an image of the temporal information. This roughly corresponds with
the vertical summation of AM maps components, which is used for f0 identification before
pooling (Meyer and Berthommier, 1995). We obtain a great amplification of f0 and low
frequency components in the new summarised spectrum (fig. 10), or the creation of a f0 peak
coming from the AM spectrum even if it is absent in the conventional spectrum. A simple
peak-peaking of the greatest component performs the f0 identification when amplification
of the f0 peak is sufficient.

Psychophysically, the fundamental frequency of a harmonic complex — a set of
components having the same f0 — is heard even if it is not an effective component of the
input stimulus. Recent recordings done at the cortical level show neuronal responses related
to the absent component (Riquimaroux and Hashikawa, 1994). Place recoding of temporal
information at a given level of the auditory pathway is a plausible explanation of this strong
psychoacoustical effect.

4. DISCUSSION

Physiological and functional points of view, and their underlying mechanisms, are
apparently similar. However, let us address the key points of their differences in order to
come back to experimentation.

The functional process (model II) exhibits a very high selectivity thanks to DFT and
it is probably an optimal process from the signal processing point of view. Let us remark
that extraction of the AM frequency by resonators corresponds to the Helmholtz’ hypothesis
of place coding of frequency components extended to the AM encoding. This could be
physiologically implemented with large banks of selective neural filters, ordered in compu-
tational maps as observed in the IC. But such physiological mechanism can be replaced by
the DFT for modelling, when the task consists in obtaining a fine representation of the
frequency of the components. Then, when a rule-based grouping process is applied on this
map to recover the “auditory objects,” we obtain a clear bottom-up procedure.

But what remains of the interest of physiological modelling? A classical argumenta-
tion against the Helmholtz’ hypothesis of place coding of the frequency components is the



Processing of Amplitude Modulation in the Auditory System 151

Input DFT Lowpass filter
15 2.0
a) b)
1.5
10
1.0
5
0.5
0 0
10° 10° 10° 10°
Projection Weighted sum
150 150
c) d)
100t 100
50 50
0 0
10° 10° 10° 10°
Freq. (Hz) Freq. (Hz)

Figure 10. An example of f0 identification. The stimulus is a ramped 30 harmonic complex having a weak
f0=100 Hz component and energy mainly concentrated in the high frequency domain. a) Conventional
spectrum of this stimulus. b) Lowpass filtered signal showing an incomplete inversion of the ramp (time cst=1
ms) ¢) AM spectrum after highpass filtering (time cst=1 ms) and demodulation. We see the complete inversion
of the ramp. In this representation, f0 is the greatest component. d) Summary spectrum where f0 is identified
with a simple peak-peaking of the greatest component.

sensitivity to dephasing. The DFT and the autocorrelation loses phase information whereas
model I is sensitive to the modulation envelope shape which depends on the relative phase
of the components. Strickland and Viemeister (1994) have proposed a new experimental
paradigm using AM harmonics in order to reveal a sensitivity to AM dephasing: we can
observe a perceptual sensitivity between a fundamental AM frequency and his dephased first
harmonic when the modulated stimulus recruits the same channels of the PAS. This is the
case when stimuli is amplitude-modulated white noise. In collaboration with Laurent
Demany (lab. de psychoacoustique, Bordeaux), we have developed an experimentation
based on this principle for demonstrating the validity of Model 1.

Moreover, the harmonicity of components of complex signals is directly detected by
the neural filters in the CN and mapped at the IC level, because AMTFs have at least two
peaks, one for their stimulus best frequency, and another one for the first harmonic (fig. 3
and 4). Stellate cells, together with the model we propose, are not simple bandpass filters
like gammatone filters, but rather non-linear dynamical systems. Furthermore, models show
a multi-bandpass property: they are also sensitive to the harmonics of their best frequency,
and more generally to the consonance of the components. This suggests a physiological
mechanism of pooling of harmonic components.
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The third main difference comes from the potential adaptivity of physiological
auditory processing (model I). This could support cooperativity and descending control
because neural selectivity depends on parameters like refractory period duration. It is then
possible to tune neural filters adaptively and cooperatively without computing a fine
exhaustive map for finding the stimulus modulation frequency. The mechanism can be an
adaptive addition of a refractory-like effect: the inhibition by neighbouring neurons or by
upper centers. We have described a two-steps mechanism of integration. The signal is firstly
gated by selective resonators - the CN stellate cells - and non-enhanced modulations are
blocked by a threshold which is located at the IC level. A lack of exhaustivity of the set of
resonators could be compensated by a dynamical short-term adaptivity. A bottom-up/top-
down strategy of information processing becomes possible by taking into account the
retroactive descending controls and the attentional processes.
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1. INTRODUCTION

Organisms continuously monitor their environment, employing highly specialized
systems such as vision, hearing and olfaction to extract pertinent information from an array
of physical stimuli. These physical sensations are then transformed into transduction events.

The olfactory perception, which is the topic of this short review, is the result of a
complex cascade of biochemical and electrophysiological processes. Recent evidence sug-
gests that for olfaction similar mechanisms are utilized by all vertebrates. Chemical signals,
e.g. odorants or pheromones, are perceived by the remarkably specific and highly sensitive
olfactory systems (the olfactory epithelia of vertebrates or the antennae of insects). Although,
with evolution, there has been reduced dependence on this modality for critical behaviour,
such as food finding or mating, the human nose is still, for example, able to detect between
several thousand odorants molecules. Only the immune system surpasses the capacity of the
olfactory system to recognize as many ligands.

The focus of this review will be restricted to events occurring at the level of the
olfactory receptor neuron.

2. THE OLFACTORY RECEPTOR NEURON

The remarkable capacity to discriminate among a wide range of odour molecules
begins at the level of the olfactory receptor neurons (ORNSs). These particular neurons
perform the complex task of converting the chemical information contained in the odour
molecules into information contained in membrane signals and neural space (1).

In most vertebrates, the ORNs form a sensory epithelium within the nasal cavity.
They are true neurons, sending an axon to the central nervous system. They have a bipolar
morphology (Figure 1) with a soma diameter of 5-25 pum and a single dendrite extended to
the epithelial surface. From the knob-like dendritic terminus, 10 to 12 cilia having a diameter
0f 0.5 um and a length up to 100 um are extended into the layer of mucus that lines the nasal
lumen. The composition of the mucus layer, secreted by the Bowman glands and the
supporting cells, has not yet been identified, but it contains proteins which are able to bind
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Figure 1. Schematic representation of a bipolar shaped olfactory receptor neuron. The transduction pathway
(odor receptor-coupled second messenger system) occurs in the ciliary membrane resulting in the opening of
cation selective channels. The influx of cations depolarizes the cell membrane, the resting potential dropping
from -65 mV to -45 mV. This depolarization spreads by passive current flow through the dendrite to the soma
where it activates voltage-gated Na* channels initiating impulse generation. The combination of the Na*
current, voltage-dependent K* currents and a small Ca* current acts to produce one or more action potentials
that can propagate via the axon to the olfactory bulb.

hydrophilic molecules like odours, mitogens or noxious substances, and/or to remove these
molecules from the area (2).

The sensory transduction occurs at the level of the ciliary membrane. This cascade
of events results in the opening of cation selective channels. The influx of cations depolarizes
the cell membrane shifting the resting potential from -65 mV to -45 mV. This depolarization
spreads by passive current flow through the dendrite to the soma where it activates
voltage-gated Na* channels initiating impulse generation. The combination of Na* current,
voltage-dependent K* currents and a small Ca?* current acts to produce one or more action
potentials that can propagate via the axon to the olfactory bulb of the brain.

3. THE SECOND MESSENGER TRANSDUCTION CASCADE

Odorant recognition involves membrane protein receptors and transduction com-
ponents analogous to those which mediate the specific responses to hormones, growth
factors and neurotransmitters (3). Every molecular element of the olfactory transduction
cascade has been isolated, cloned and expressed allowing the establishment of the scheme
presented in Figure 2. We will come back and detail some of the most important com-
ponents of this pathway in the following paragraphs, but the different steps of the
transduction cascade can be first summarized as follows: when a receptor molecule is
occupied by an odorant, it activates a specific GTP-binding protein (G,ys), which modulates
the activity of an adenylyl cyclase (AC type III), an enzyme producing the second
messenger CAMP. cAMP directly activates a cyclic nucleotide-gated (CNG) channel
representing the final step in the biochemical cascade and the first step in the generation
of the electrical response. An additional, unique membrane conductance, a Ca?*-activated
chloride current, is also involved in the electrical response to odours. Thus, olfactory
neurons use the concentration of an intracellular ion (CI) to control their membrane
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Figure 2. Olfactory transduction pathway. In this pathway, the binding of an odorant molecule (cineole is
represented here) carried through the mucus layer via an odour binding protein (OBP) to the odorant receptor
leads to the interaction of the receptor to a GTP-binding protein (G protein). This interaction in turn leads to
the release of the GTP-coupled alpha subunit of the G protein, which then stimulates the adenylyl cyclase (AC)
to produce elevated levels of cAMP. The increase of cAMP opens cyclic nucleotide gated channels (CNG)
causing an alteration of the membrane potential. In some species or with some types of odorants (pyrazine is
represented here), a phospholipase C-IP3 pathway is activated acting on a Ca?* channel in the plasma
membrane. In some species also, Ca** entering via the CNG channel or via the Ca?* channel of the IP3 pathway
gates a Cl” channel that contributes substantially to the sensory response.

potential. Indeed, the transduction machinery of the olfactory neuron is rather peculiar
among sensory neurons as a consequence of its direct contact with the external environ-
ment. Because of this direct contact, the concentration of ions in the mucus will vary
from a dry day to a humid day, resulting in variations in the extracellular Na* concentration.
These cells have therefore developed an alternative mechanism involving their unusually
high intracellular Cl- concentration. Cl- leaves the cells via Ca®*-activated CI- channels,
creating a negative outward current in the presence of an elevated intracellular Ca?*
concentration. This anionic current, which can be as large as the cationic current through
the CNG channels, causes an additional membrane depolarization (4) and is also voltage
dependent (5).
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3.1. The Odorant Molecules

Odorant molecules are hydro- or lipophilic molecules of low molecular weight and
varied chemical structures. A slight alteration in their structure can lead to profound changes
in the perceived odour quality. One commonly cited example is carvone whose L- and
D-stereo isomers are perceived as spearmint and caraway, respectively. Other similarly subtle
modifications can also generate striking changes in perception.

Aquatic animals smell water-soluble odorants, such as amino-acids and nucleotides
which have direct access to the olfactory receptor neurons. Terrestrial animals smell, in
addition, small volatile lipophilic molecules which must pass through an aqueous medium
(mucus, sensilla lymph) in order to reach their chemosensory receptors (6, 7). The discovery
of small, water soluble, odorant-binding proteins (OBPs) abundant in the sensillum lymph
of various insect species (8, 9), as well as in the nasal mucus of cow (10), rat (11) and frog
(12), led to the concept that OBPs might enhance the capture rate of volatile odour molecules
by helping the partitioning of the hydrophilic odorants into the aqueous environment
surrounding the sensory neurons. Furthermore, OBPs are supposed to keep the lipophilic
odorants in solution and shuttle them to their receptors. It has been suggested that the
acquisition of OBPs may represent one of the molecular adaptations that animals evolved to
deal with terrestrial life (13).

3.2. The Odorant Receptors

In 1991, Buck and Axel (14) discovered a multigene family coding for odorant
receptors in rat ORNs. This family of genes is enormous, containing hundreds of individual
genes and it is also extremely diverse. Although odorant receptors share some common
motifs, they are very heterogeneous in amino acid sequence. This diversity is consistent with
the task of recognizing a wide variety of structurally diverse odour ligands (15). The human
and mouse odorant receptor gene families contain 500-1000 genes while that of the catfish,
for example, has only a 100 genes (16). The odour receptors do not contain introns and exist
separately on the genome. The expression of these genes is restricted to the olfactory
epithelium and testis (17).

The receptors resemble other G-protein coupled receptors which are characterized
by having seven transmembrane spanning domains (14). The coupling with G-proteins
occurs in the intracellular loop between the transmembrane domains TMS5 and TM6, whereas
odour-ligand binding takes place in a highly variable region formed, in the plane of the
membrane, by the combination of transmembrane domains TM3, TM4 and TMS. The huge
size and diversity of the odorant receptor family suggest that each odorant receptor might
be specific for one or few odorants. A rapid comparison of the total number of odorant
receptor genes in the human genome (about 500) with the estimated number of odours that
can be discriminated (about 10000) also implies that each odorant receptor should be able
to interact with a small number of different odorants.

3.3. The Enzymatic Activities

Experiments using an isolated cilia preparation and, later, rapid kinetic measurements
have demonstrated an increase in adenylyl cyclase activity (18, 19) and a linear increase in
cAMP concentration (20, 21) immediately after the application of odours. The maximum
increase in cAMP level occurs 50 ms after the beginning of the odour exposure and returns
to baseline within 300 ms, suggesting a pulse-like production of cAMP.

These results implicate a G protein-coupled pathway which is able to generate the
second messenger cAMP. A G protein (G, coupled to the odorant receptor has been
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identified (22). It is an isoform of G, which is specific to olfactory neurons and present in
very high concentration in the olfactory cilia.

The adenylyl cyclase, called adenylyl cyclase type IIT (23), is also specific to
olfactory neurons. It has a very low basal activity in the absence of the odour stimulus, but
can very rapidly generate large concentrations of cAMP upon stimulation (24).

3.4. The Odour-Induced Current

Nakamura and Gold (1987,(25)) using excised patches of cilia membrane, have
recorded macroscopic ionic currents that are directly activated by cAMP. The channel
responsible for this conductance has been cloned and identified in several species (26-28).
Cyclic nucleotide-gated channels (CNG channels) form a family of ion channels that are
structurally related to voltage gated channels. They require the binding of at least 3 cyclic
nucleotide molecules for activation (29). Although they have recently been identified in an
assortment of cell types and tissues (30), they are most prevalent in the peripheral sensory
receptor cells of the visual and olfactory systems where they play a crucial role in transducing
sensory information into changes in membrane potential (31). In olfactory neurons, these
channels can be activated by either cAMP (K, = 20 uM) or cGMP (K = 5 uM), although it
is generally believed that under normal physiological conditions it is a rise in intracellular
cAMP that is responsible for channel activation (1, 32). A high density of CNG channels is
present on the ciliary membrane. These channels are selective for cations and their activation
would lead to cell membrane depolarization (Figure 3).

The odour-induced current possesses the following characteristics : a long (150-450
ms) concentration dependent latency between the binding of the odour molecule and the
activation of the current; a peak current amplitude which is sigmoidal and can be fitted with
the Hill equation giving a Hill coefficient of 2-4; a narrow operating range; the ability to
integrate stimulus detection over time, and a response that adapts to maintained stimulation
(33, 34).

Recently it has been shown that the olfactory system, as many sensory systems, has
evolved a signal detection sensitivity of single events in analogy with the single photon for
photoreceptors, or the single pheromone molecule for insects. Quantal event types of
responses of about 0.3 to 1 pA of current have been recorded in salamander olfactory neurons
(35) possibly representing the binding of a single odorant molecule (Figure 4).

3.5. Adaptation of the Odour-Induced Response

The macroscopic current measured during application of sustained odour stimulus
returns to baseline in 4 to 5 seconds despite the continuous presence of the stimulus. This
phenomenon is characteristic of many signalling systems and is usually called adaptation or
desensitization depending on the site of the off mechanism.

In the olfactory neurons, a feed-back meachanism exists in which Ca?* ions and
cAMP might play a role. The CNG cations channels are Ca?* permeant (36). Thus, an increase
in channel activity results in an influx of calcium ions and a transient rise in the intracellular
concentration of calcium. As there are no organelles in the cilia, there is no storage
compartment for Ca**. CNG channels have different open probabilities in the presence of a
low or high intracellular calcium concentration. The 0.65 open probability generally re-
corded in low calcium decreases to 0.1 in a high calcium concentration (1-3 uM) (37). The
mechanism could be a direct effect of calcium ions on the channel or could be mediated by
a calcium binding protein like Ca-Calmodulin (Ca-CaM); these results are still controversial.
Kramer and Siegelbaum (1992, (38)), working on catfish channels reconstituted in Xenopus
oocytes, have found that intracellular Ca?* has a marked inhibitory effect on the CNG
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Figure 3. Current responses of three different olfactory neurons from salamander (Ambystoma tigrinum) to 5
x 10 M of the indicated odorants. Downward deflections of the current traces denote positive current flowing
into the cell. An electrical artifact, caused by the stepping motor of the perfusion system, is indicative of the
on- and offset of the stimulus. Holding potential: -55 mV. From (34) with permission.
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Figure 4. Responses of repeated exposures
to short pulses of odorant illustrating the
quantal nature of odorant response. Holding
potential : -50 mV. Details of the procedures
can be found in Menini et al. (1995, (35)).
From (35) with permission.
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channels distinct from the one described earlier on the voltage dependent open channel block
(25, 37). It reduces the sensitivity of CNG channels for ;CAMP, but, instead of acting directly
on the channel, Ca’* appears to act via a protein intermediate. This was confirmed by Liu
and Yau in 1994, (39) with their demonstration that the modulation of the CNG channel
activity by Ca-CaM is caused by the direct binding of Ca-CaM to a specific domain at the
N-terminus of the channel. This binding reduces the apparent affinity of the channel for
cyclic nucleotides (cAMP affinity decreases 20 times in the presence of 235 nM Ca-CaM).

Other actions of Ca?" that would lead to an adapted state include activation of the
phosphadiesterase (PDE) (40) and possibly inhibition of adenylyl cyclase. However, calcium
also activates the Ca**-activated CI- channels creating the above mentioned depolarizing CI-
current. The significance of these apparently opposite actions of Ca?* still needs to be
resolved.

A second feed-back pathway for adaptation may utilize cAMP and a phosphorylation
step, as it has been described for the 3-adrenergic receptor or rhodopsin (41, 42). cAMP not
only activates the CNG channels but also a kinase (PKA) that inhibits some early steps of
the transduction cascade. The addition of a fragment of the PKA antagonist, WIPTIDE,
prolongs the odour-induced production of cAMP (43). Recently an isoform of BARK (B
adrenergic receptor kinase) showing great homology to the rhodopsin kinase has been
identified in olfactory neurons (42). It phosphorylates the receptor only when the receptor
is occupied by the ligand. Odours also induce phosphorylation of ciliary proteins using both
the protein kinases A and C (43), and it is therefore possible that cAMP generated in response
to odour stimulation may itself activate a negative feed-back pathway to stop the electrical
response.

3.6. Alternative Second Messenger Pathway

In addition to the cAMP pathway, alternative second messenger pathways and ionic
conductances might be involved in odour transduction. Inositol-1,4,5-triphosphate (IP-) is
produced by certain classes of odours (44, 45). In catfish (46), crustaceans (47) and recently
in rat (48), IP, receptors and phospholipase C-IP;-Ca’* channels have been described, but
this [P, gated conductance may be species specific. IP; sensitive channels are normally found
on the membrane of intracellular compartments but as there are no organelles in the cilia,
IP; must act at the plasma membrane. This has been shown in cultured olfactory neurons
from lobster (47). In these cells, injection of IP; produced a current similar to the odour
induced current and it was possible to obtain single channel recordings of IP; gated channels
from plasma membrane patches.

Different odorants can selectively activate different second messengers. Odorants
having the same fruity flavour like citralva or lyral induce an increase in different second
messengers, so that an increase in cAMP is observed with citralva whereas lyral activates
IP; without affecting the cAMP level (44, 45). This principle has been confirmed for a
number of compounds with different odour quality, including floral, herbaceous and putrid
odorants. IP; may be involved in signalling specific odour types, particularly non volatiles,
and may be more important in aquatic animals where odours must be soluble substances.

4. DISCUSSION

4.1. Critical Issues Still to Be Resolved

Significant advances in our understanding of the olfactory system have occurred at
arapid pace over the last several years. While this knowledge has provided some very critical
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insights, it also serves to further focus the remaining critical questions. Among the most
immediate are:

¢ How many receptors are expressed in one olfactory neuron?

o How many odours are recognized by one odour receptor?

e What part of an odour molecule is recognized by the receptor?

¢ What would be the role and physiological importance of other second messengers
such as the gaseous NO or CO or even cGMP in the transduction cascade?

e What about the presence and importance of the IP; pathway in non aquatic
vertebrates olfactory neurons?

e What are the mechanisms responsible for adaptation?

e What are the respective roles of Ca?*, cAMP and phosphorylation?

These few issues are only restricted to the level of the olfactory neurons, higher

processing in the brain, organization in the cortex or plasticity being other of the many
unresolved issues in olfaction.
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1. INTRODUCTION

The vomeronasal (VN) organ of Jacobson is the receptor organ of the accessory
olfactory system (AOS). The VN organ consists mainly of an olfactory epithelium (OE) and
a vascular pump. The OE is characterised by the presence of primary receptor neurons whose
axons form the VN nerve and contact the secondary neurons in the AO bulb (AOB). Hence
the neural outflow goes to brain structures controlling the pituitary-gonadal axis and the
reproductive behaviour. The adequate stimuli for the VN organ are volatile as well as
non-volatile substances. They are driven toward the primary VN neurons through a blind
ended canal, the VN canal, by the vascular pump. The VN system is important in chemical
communication within the species and the majority of the effects driven by the activity of
this system in mammals gather under the umbrella of reproduction. The evidence from
molecular biology, biochemistry, histology, physiology and behaviour studies singles out the
VN system as a distinct system when compared to the main olfactory system.

The VN system is present in almost all terrestrial vertebrates (Stoddart, 1980,
Wysocki and Meredith, 1987, Halpern, 1987, Harrison, 1987, Eisthen, 1992). Absent in birds
it is well developed in many reptiles. Scleroglossa reptilia have evolved a flicking tongue
which brings the stimuli from outside to the VN organ in the mouth cavity ( Halpern and
Kubie, 1984, Halpern, 1987, Wang, Chen, Inouchi, 1993). The VN system is absent in some
[guana reptilia in which the tongue is used for food prehension, e.g., chamaeleonids. It is
present in most mammal species to the exception of cetaceans and some bat species (Cooper
and Bhatnagar, 1976). Well developed in the “flying lemur” Cynocephalus (Bhatnagar and
Wible, 1994), in the prosimian Tupaia glis and shown also to be active in the primitive
primate Microcebus murinus, it is less developed in platirrhine and vestigial or rudimentary
in catarrhine monkeys (Schilling, Serviere, Gendrot and Perret, 1990). Its presence as a
functioning entity in man is a matter of debate (Garcia-Velasco and Mondragon, 1991, Moran,
Jafek and Rowley, 1991, Stensaas, Lavker, Monti-Bloch, Grosser and Berliner, 1991).
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In phylogenesis it can be traced back to amphibians as early as in the larval aquatic
stage (Schmidt and Roth,1990, Burton, Cogan and Borror, 1990, Franceschini, Sbarbati and
Zancanaro, 1991, Jones, Pfeiffer and Asashima, 1944) suggesting that the VN system
evolved before adaptation to the terrestrial ecological niche. No VN system, however, has
been so far recognised as distinct from the main olfactory system in fishes nor even in African
dipnoi pulmonate fishes (von Berthold, Claas, Munz and Meyer, 1988).

The primary neurons of the VN organ originate in the embryo from the VN olfactory
placode. This placode gives also origin to the terminal nerve. No sensory function has been
ascertained for the terminal nerve in adult life, but cells containing the releasing factor for
the luteinizing hormone (LHRH) originate in this placode and migrate to the septal area of
the brain and hypothalamus during embryo genesis. This migration occurs along a track of
cell adhesion molecules, namely NCAM molecules (Schwanzel-Fukuda, Zheng, Bergen,
Weesner and Pfaff, 1992) and is probably driven by chemical factors released by target brain
areas (Daikoku, Daikoku-Ishida, Okamura, Chikumori, Aoyama and Yokote, 1991). The
origin of LHRH expressing neurons is an early commitment of this placode to the regulation
of the reproductive process. During embryo genesis the VN organ originates first as a pit in
the placode which then assumes the form of a closed end narrow tube whose neuroepithelium
ends up by lining the medial side of the VN canal in many mammals (Mendoza and Szabo,
1988). Although the VN organ is probably a functional organ at birth, its maturation goes
on for the first few weeks after birth, a longer period as compared to the main olfactory
system (Coppola, Budde and Millar, 1933). There is a remarkable conservation of the
neuroepithelium structure among different species. Sensory, supporting and basal cells are
present as in the main olfactory neuroepithelium. There are differences, however (Bannister
and Dodson, 1992). The primary sensory neurons are characterised by microvillar extensions
at their apical pole which extend in the fluid filling the VN canal and do not have cilia. In
addition, the cytoplasm is rich in agranular endoplasm reticulum suggesting a rapid mem-
brane turnover and calcium stores. The olfactory glands of Bowmann which are a major
element of the main olfactory mucosa are not present under the VN epithelium, although a
few glands are present in the organ close to the vascular pump. Olfactory neurons of the VN
olfactory epithelium are renewed throughout life, the dead cells being replaced by new
neurons which originate by division of stem cells. After transection of the VN nerve and
retrograde degeneration of the neurons, the olfactory epithelium is regenerated in about 30
days (Barber and Raisman, 1978). This property, shared by all olfactory epithelia, is due to
neurons that do not enter the post mitotic pause as other neurons do. This property is
remarkable in that the newly formed axons diligently find their way to make adequate
synaptic contacts in the AOB.

The secondary neurons of the VN system are in the AOB. The segregation of
secondary neurons that receive signals related to sex of conspecifics is a feature common to
vertebrate species with a VN organ as well as to insects that have sensilla specialised for the
detection of pheromones (Masson and Mustaparta, 1990).

The structure of the AOB is characterised by layers: The fiber layer, the glomerular,
outer plexiform, mitral, inner plexiform, and granular layer. The internal connections of the
AOB are similar to the main olfactory bulb. Briefly, there is a monosynaptic path from
olfactory afferent fibre to the dendrites of mitral cells, and a major inhibitory feedback via
dendro-dendrite reciprocal synapses between mitral and granule interneurons. Glutamate is
probably the excitatory mediator of the olfactory afferent (Dudley and Moss, 1995) and
GABA the inhibitory mediator at the dendro-dendrite synapse between granule and mitral
cell (Kaba, Hayashi, Higuchi and Nakarashi, 1994). It should be realised that the inhibitory
feedback may confer very complex dynamic properties to the olfactory bulb. The absence
of a clear cut topological relation between the epithelium and its representation in the AOB
as well as the great convergence of signals from many primary neurons into a single mitral



The Vomeronasal Organ 167

cell make unlikely that the AOB operates an analysis of the olfactory signals according to
the principles of parallel and hierarchical organisation as described in the visual cortex. The
AOB is also characterised by the presence of hypothalamic releasing hormones (LHRH and
thyrotropin releasing hormone) as well as dopamine and norepinephrine (NE). Interestingly
the levels of LHRH and dopamine are higher in rodents exposed to sex-related odours (Wang
and Tsai, 1991). Clearly the AOB is not a simple relay station for olfactory signals but a
complex neurochemical integration centre.

In mammals the outflow of the AOB is directed mainly to the medial and posteromedial
cortical amygdaloid nuclei. These nuclei project to lower structures, the bed nucleus of the stria
terminalis, the medial preoptic and ventromedial hypothalamic nuclei. The tubero-infundibular
neurons of the arcuate nucleus are also a target of the olfactory outflow of the VN system and
they play a key role in controlling the release of hypothalamic factors and hormones.

It thus appears that the VN outflow in the AO system is well placed to control the
reproductive behaviour and the brain-pituitary-gonadal axis. In turn, the AO system is under
the influence of sex hormones; the VN organ, the AOB and AO system are sexually dimorphic
in size in adult rodents, having male conspecifics greater structures with more neurons
(Segovia and Guillamon, 1982, 1993, Collado, Segovia, Cales, Perez-Laso, Rodriguez-Za-
fra, Guillamon and Valencia, 1992). The dimorphism can be eliminated either by male
castration or female treatment with androgens on the day of birth. Androgens are probably
converted to estradiol as estradiol receptors are present in the neurons of the AO system
(Koch, 1990). These receptors probably induce the sexual dimorphism in the critical period
after birth but the mechanism is not known. Estrogens have also short term effects. They
may enhance the excitatory transmission in the amygdala from AOB to tubero-infundibular
neurons (Kaba, Saito and Seto, 1992). Estradiol receptors in pup rats are upregulated by
parental care (Modney, Yang and Hatton, 1990) in the AO system: An observation which
highlights the complexity of this regulation. Furthermore, only in lactating rats, stimulation
of the AOB enhances the dendro-dendrite coupling between neurons of the supraoptic
nucleus of the hypothalamus (Hatton and Yang, 1990), showing that olfactory stimuli may
have different effects depending on the endocrine condition of the animal.

In conclusion there seems to be a complex reciprocal relationship between the AO
system and reproduction.

2. THE PUMPING MECHANISM

The VN organ is open either in the mouth as in snakes or in the nasal cavity in proximity
of the nasopalatine duct as in most mammals. Non volatile substances as fluorescent dyes
dispersed with conspecific urine have access to the VN canal of rodents (Wysocki, Wellington
and Beauchamp, 1980). This may occur through licking and carrying the substances in close
proximity of the duct opening when they are pumped within the canal. The lateral aspect of the
canal, which is not lined by neuroepithelium, covers a cavernous tissue which undergoes cycles
of swelling and emptying with blood thereby compressing and decompressing the lumen. This
moves back and forth the lumen fluid helping substances to harbour close to receptors. This
vascular pump is activated in a reflex way by olfactory stimuli as well as by any stimulus that
arouses the animal interest (Meredith and Fernandez-Fewell, 1994, Meredith, 1994).

3. BIOCHEMISTRY

There are differences in the protein asset of the VN neurons as compared to neurons
of the main olfactory system (Ichikawa, Osada and Kai, 1992, Abe, Watanabe and Kondo,
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1992, Krishna, Getchell and Getchell, 1992, Kishimoto, Keverne and Emson, 1993). In
Xenopus laevis, monoclonal antibodies raised against plexin react with an antigen in VN
neurons (Satoda, Takagi, Ohta, Hirata and Fujiama, 1995), and so do anti-calbindin antibod-
ies in the rat (Johnson, Eller, Jafek and Norman, 1992). In the rat, different agglutinins bind
to VN cells showing a peculiar glycoprotein expression. The putative olfactory molecular
receptors of the VN primary neurons have not been identified as yet. It would be interesting
to know whether they are similar to those described in fish (Ngai, Dowling, Buck, Axel and
Chen, 1993) or in the main olfactory epithelium of airborne species (Danty, Cornuet and
Masson, 1994). The sensory transduction of the VN organ has not been studied as yet, there
is no reason to assume that it is identical to the main olfactory neuroepithelium and we have
experimental data heading in this direction. Also the fluid which fills the VN canal has a
different protein composition as compared to the mucus which streams over the main
olfactory epithelium. A protein, vomeromodulin and two lipocalins have been shown to be
particularly abundant in the fluid of the VN canal of rodents (Khew-Goodall, Grillo,
Getchell, Danho, Getchell and Margolis, 1991, Miyavaki, Matsushita, Ryo and Mikoshiba,
1994). The VN perireceptor ambient and possibly the events there occurring are likely to be
peculiar of the VN organ and functional to the detection of water soluble pheromones
(Gaupp, 1902, Broman, 1920, Getchell, Margolis and Getchell, 1984).

4. VN PRIMER EFFECTS

The VN organ detects priming pheromones, namely chemicals released by conspe-
cifics that elicit endocrine responses (Milligan, 1980, Keverne, 1983, Brennan, Kaba and
Keverne, 1990, Wysocki and Lepri, 1991, Hatanaka, 1992, Meredith and Fernandez-Fewell,
1994). The best known primer effects in mice are the suppression of oestrus in group-housed
females (Lee-Boot effect), the induction of oestrus and oestrus synchrony by male urine of
conspecifics (Whitten effect), the acceleration of puberty in female mice by adult male urine
(Vendenbergh effect) and the pregnancy block by the odour of a “strange” male (Bruce
effect). These four effects seem mediated by the hypothalamic factors. LHRH and prolactin
inhibiting factor, as suggested by LH and prolactin levels in blood (Meredith and Howard,
1992). Their release is driven by the dopaminergic terminals of tubero-infundibular neurons,
which are therefore central in this regulation. So the Lee-Boot effect is caused by a fall of
prolactin induced by odorant stimuli of females that act on female mice giving suspension
of the oestrus cycle; the Whitten effect is caused by a surge of LH by odorant stimuli of male
mice that induce oestrus; the Vandenbergh effect is due to an LH surge in prepuberal female
mice which triggers early puberty. The adequate stimuli for this latter effect have been studied
in some detail. The stimuli are present in adult male urine, are non-volatile and their apparent
molecular weight ranges from 18000 Da to 860 Da (Vandenbergh, Finlayson, Dobrogosz,
Dills and Kost, 1776). The most parsimonious interpretation of a series of biochemical
characterisations is that proteins and peptides are in cause. Adult male urine has an unusually
high concentration of proteins, the Major Urinary Protein (MUP) complex Fig.1.

This belongs to the lipocalin superfamily (Samson, North and Sawyer, 1994) a
phylogenetically old family of secretory proteins whose members share a similar hydropho-
bic binding pocket, but are otherwise diversified as to the function. In mice the MUP is
expressed in the liver under androgen induction by a large polymorphic multigene family
located in chromosome 4 ( Clark, Ghazal, Bingham, Barrett and Bishop, 1985). They can be
filtered by the kidney and be present in urine because of their relatively small molecular
weight. Also a MUP-related peptide is probably secreted in urine as some of the MUP genes
have a stop codon in the DNA coding sequence and could express a short peptide only. It is
likely that the N-terminal part of MUP and the related peptide are recognised by a VN
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Figure 1. Peptide backbone of MUP with a bound pheromone. The peptide backbone is shown as a yellow
ribbon. The barrel like structure formed by eight beta-sheets, typical of lipocalins, and a short alpha-helix are
visible. In the left hand image the N-terminal is in the lower part of the molecule. The right hand image is taken
facing the open end of the hydrophobic cavity or pocket of the barrel structure.The bound pheromone
(2-sec-butyl-thiazoline) is shown within the pocket with C-atoms in white, S-atom in yellow and N-atom in
blue color. Obtained from X-ray diffraction data (Bocskei, Groom, Flower, Wright, Phillips, Cavaggioni,
Findlay and North, 1992).

molecular receptor protein (Mucignat-Caretta, Caretta and Cavaggioni, 1995). MUP binds
volatile odorants in the mouse body (Bacchini, Gaetani and Cavaggioni, 1992, Robertson,
Beynon and Evershed, 1993, Pelosi, 1994) and slowly releases them in air as urine is in the
field, giving the peculiar odour of mice urine. In this way the attention and the search of
conspecifics is attracted toward the protein. In conclusion MUP seems to have a dual role:
It stores and releases volatiles that induce searching behaviour, and it stimulates directly the
vomeronasal organ triggering endocrine modifications.

The Bruce effect is a very complex VN mediated phenomenon whose nervous
mechanism has been studied to some extent. This effect is the failure of fertilised eggs to
implant in uterus (pregnancy block) caused by the odour of a “strange” male whose urine
odour is different from the “stud” male (Brennan et al., 1990, Kaba, Rosser and Keverne,
1988). The “stud” male urine is ineffective provided the female is allowed to be imprinted
by the “stud” male urine for a few hours after mating. This implies that in the critical period
after fecundating a memory trace of the odour of “stud” male urine forms which prevents
the pregnancy block. The memory trace takes place in the AO bulb and requires the
coincidence of “stud” olfactory cues and the activity of a noradrenergic input over the critical
period. At the synaptic level, pharmacological as well as lesion experiments make likely that
the noradrenergic input reduces the efficacy of the GABAergic inhibitory synapse of the
granule cell on the mitral cell. This effect results in a higher activity of the mitral cells and
finally the formation of a trace that lasts for a few months, by means of an unknown
mechanism. This trace can be understood as a selective filter which cuts off the blocking
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action of “stud” urine but not the “strange” urine. During the few hours necessary for the
trace formation, protein synthesis goes on and this brings about the question as to control of
expression in this period. Interestingly, immediate-early genes c-fos and egr-1 are expressed
in the AO system during the period over which the trace forms (Baum and Everitt, 1992,
Brennan, Hancock and Keverne, 1993).

The final event responsible for pregnancy block is a fall in prolactin levels with
consequent reduction of corpus luteum, the endometrium does not undergo the normal
changes and the egg fails to implant and develop.

5. VN EFFECTS ON BEHAVIOUR

Olfactory cues may release fast behaviours without the delay of hormonal responses
(Mennella and Moltz, 1988, Bean and Wysocki, 1989, Saito Higarashi, Hokao, Wakafuji and
Takahashi, 1990, Romero and Beltramino, 1990,Fleming, Gavorth and Sarker, 1992, Meek,
Lee, Rogers and Hernandez, 1994). Several behaviours related to reproductive life are known
to depend on the VN system. The behaviours range from aggression, pup defence, maternal
care, pup recognition, androtropism and lordosis of female mice, ultrasound vocalisation of
male mice. The sexual behaviour of male hamster has been studied to some depth (Singer,
Clancy, Macrides, Agosta and Branson, 1988, Henzel, Rodriguez, Singer, Stults, Macrides,
Agosta and Niall, 1988). Male hamsters are attracted by vaginal smears of conspecifics in
oestrus. A protein, aphrodisin, has been found in the vaginal discharge which induces mating
behaviour in normal hamsters but not in hamsters that had the VN organ removed. Aphrodisin
belongs to the lipocalin family and is probably recognised by VN receptors. It induces mating
behaviour in male hamster as a consequence of LHRH released in the hypothalamus.

6. DISCUSSION

Two lipocalins, MUP and aphrodisin are recognised by the vomeronasal organ and
carry information related to sex in rodents and hamsters respectively. The anatomical
position as well as the structure of this organ is well suited to detect water-bound molecules,
peptides and proteins (Broman, 1920). Lipocalins, in turn, are well suited to act as a complex
pheromonal system with both long distance signalling by means of the volatiles released
from the hydrophobic pocket as well as for direct stimulation of VN receptor neurons.
Volatile presentation by lipocalins to vomeronasal receptors is an interesting possibility. It
has the advantage of the high specificity of protein-receptor interaction endorsed by the
chemical signature of the volatile. Borrowing the words of immunology, MUP and aph-
rodisin may be ranked among the compatibility proteins, namely proteins that evolved in
defence of the genetic identity of the species, and the vomeronasal organ as the response
element of the reproductive system.
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1. INTRODUCTION

The function of the pain modulating system can change because of nerve trauma or
disease affecting nerves (Bennett, 1994; Willis, 1994). The pain may develop to a chronic,
persistent symptom independent of the original etiologic factor. Chronic pain conditions
have been shown to induce changes in the functions of the peripheral (Culp et al., 1989;
LaMotte et al., 1992) and the central (Treede et al., 1992; Woolf et al., 1992; Palacek et al.,
1992) sensory nerve cells.

Topical application of mustard oil or capsaicin to the skin of humans or animals
produces neurogenic inflammation and activates nociceptive fibers. This leads to spontane-
ous pain and hyperalgesia to mechanical and thermal stimuli (Reeh et al., 1986; Szolcsanyi
et al., 1988), corresponding to the symptoms seen in the chronic pain patients. Hyperalgesia
in the treated region can, at least partly, be explained by sensitization of primary afferents
(i.e. primary hyperalgesia; Culp et al., 1989; LaMotte et al., 1992). Central mechanisms have
an important contribution to the secondary hyperalgesia outside the treated region (Woolf
and Wall, 1986) because the response properties of the primary afferent fibers are not
changed (Torebjork et al., 1992). The application of chemical irritants such as mustard oil
or capsaicin to the skin of animals or humans and the determination of sensory or nocifensive
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responses to mechanical stimulation outside the treated region provide a model to study
secondary hyperalgesia and the underlying central changes in the pain system.

It is well established that a2-adrenoceptors of the endogenous noradrenergic system
play an important role in the modulation of pain signals. Systemic or intrathecal administra-
tion of a2-adrenoceptor agonists induces antinociception which is due to activation of
o2-adrenoceptors at the spinal cord level (Pertovaara, 1993). In the caudal medulla, the
lateral reticular nucleus (LRN) is a site, which has a significant role in descending control
of nociceptive signals (Gebhart and Ossipov, 1986). The LRN is richly innervated by neurons
with a2-adrenergic receptors (Bousquet et al., 1981; Scheinin et al., 1994), and the LRN-
induced antinociception can be reversed by a2-adrenoceptor antagonist at the spinal cord
level (Janss and Gebhart, 1987). The nucleus raphe magnus (RMG) in the rostroventromedial
medulla is also considered an important source of descending control of spinal nociceptive
neurons (Basbaum and Fields, 1984).

In the present study we studied the effects of a selective a2-adrenoceptor agonist,
medetomidine (Virtanen et al., 1988), and an a2-adrenoceptor antagonist, atipamezole
(Scheinin et al, 1988) on the mustard oil induced secondary hyperalgesia to mechanical
stimuli. First we wanted to study if secondary hyperalgesia can be attenuated by a systemi-
cally administered a2-adrenergic agent at doses which do not influence the nocifensive
response in the intact limb. Secondly we wished to evaluate the roles of spinal versus
medullary a2-adrenoceptors in the modulation of secondary hyperalgesia by determining
hindlimb withdrawal thresholds to mechanical stimulation of the rat paw following microin-
jection of medetomidine, atipamezole or saline control in the spinal cord, the LRN or the
RMG.

2. MATERIALS AND METHODS

The experiments were performed with adult male Hannover-Wistar rats (The Finnish
National Laboratory Animal Center; weight range: 250-400 g). The experiments were
approved by the Institutional Ethics Committee of the University of Helsinki.

To produce central hyperalgesia, mustard oil (50% in ethanol, Merck, Darmstadt,
Germany) was applied for 2 minutes on a piece of filter paper (2 cm?) on the skin of the
ankle of the rat. During testing the rat was freely moving on a metal grid and the hindpaw
ipsilateral or contralateral to the mustard oil treatment was stimulated with von Frey hairs
(Stoelting, Wood Dale, IL; Chaplan et al., 1994). The stimulus site in the treated hindpaw
was at least 2 cm distal from the area treated with mustard oil, because the focus of this study
was on the secondary hyperalgesia. The hairs used in this experiment produced forces
ranging from 0.445 to 84.96 g. At each time point monofilaments were applied to the foot
pad in a series of increasing forces until the rat withdrew its hindlimb. The lowest force
producing a withdrawal response was considered nociceptive threshold. The left and right
hinpaws were consecutively tested, and at each time point the threshold for each hindpaw is
based on two separate measurements. The withdrawal thresholds were determined before
the administration of mustard oil, and at various time points following mustard oil applica-
tion. Medetomidine, atipamezole or saline were applied 12 min before the application of
mustard oil.

There were fourteen experimental groups. In seven of the groups the drugs were
administered subcutaneously: a control group with saline, three medetomidine groups (3-30
ug/kg), three atipamezole groups (10-1000 pg/kg). In seven of the groups the drugs were
administered intramedullary or intrathecally: two control groups with saline into the LRN
or intrathecally, medetomidine (1ug) into the LRN or intrathecally, atipamezole (2.5 pg) into
the LRN, RMG or intrathecally. The intramedullary drugs were delivered in a volume of
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0.5 pl and intrathecal injections to the lumbar spinal cord in a volume of 10 pl. For more
detailed description of the surgical preparation of the rats and the microinjection procedures
see Yaksh and Rudy (1976) and Mansikka and Pertovaara (1995). The LRN and the RMG
were localized according to the stereotaxic atlas of Paxinos and Watson (1986).

The withdrawal thresholds were determined for both hindpaws before drug applica-
tions and at 5 minutes intervals for 40 minutes following mustard oil application. Mede-
tomidine and atipamezole were provided by the Farmos Group, Orion, Turku, Finland.
Statistical evaluation was done with two- and three-way analysis of variance
(ANOVA) and t-test. P<0.05 was considered to represent a significant difference.

Withdrawal threshold (grams)

A. Saline
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