
Edited by  
Andreas Keller and Eckart Meese

Nucleic Acids  
as Molecular  
Diagnostics





Edited by
Andreas Keller
Eckart Meese

Nucleic Acids as
Molecular Diagnostics



Related Titles

Popp, J. (ed.)

Ex-vivo and In-vivo Optical
Molecular Pathology

2014

Print ISBN: 978-3-527-33513-8,

also available in digital formats

Popp, J., Bauer, M. (eds.)

Modern Techniques for
Pathogen Detection

2014

Print ISBN: 978-3-527-33516-9

Whitehouse, D., Rapley, R.

Molecular and Cellular
Therapeutics

2012

Print ISBN: 978-0-470-74814-5,

also available in digital formats

Rapley, R, Harbron, S. (eds)

Molecular Analysis and
Genome Discovery

2nd Edition

2011

Print ISBN: 978-0-470-75877-9,

also available in digital formats



Edited by Andreas Keller and Eckart Meese

Nucleic Acids as Molecular Diagnostics



Editors

Prof. Dr. Andreas Keller
Chair for Clinical Bioinformatics
Saarland University, University Hospital
Building E2.1
Saarbrücken 66123
Germany

Prof. Dr. Eckart Meese
Universität des Saarlandes
Institut für Humangenetik/Geb. 60
Kirrberger Str.
Germany

Cover
Background photo.
Source: fotolia.com
 krishnacreations

All books published by Wiley-VCH are carefully
produced. Nevertheless, authors, editors, and
publisher do not warrant the information
contained in these books, including this book, to
be free of errors. Readers are advised to keep
in mind that statements, data, illustrations,
procedural details or other items may
inadvertently be inaccurate.

Library of Congress Card No.: applied for

British Library Cataloguing-in-Publication Data

A catalogue record for this book is available from
the British Library.

Bibliographic information published by the
Deutsche Nationalbibliothek

The Deutsche Nationalbibliothek lists this publi-
cation in the Deutsche Nationalbibliografie;
detailed bibliographic data are available on the
Internet at http://dnb.d-nb.de.

 2015 Wiley-VCH Verlag GmbH & Co. KGaA,
Boschstr. 12, 69469 Weinheim, Germany

All rights reserved (including those of translation
into other languages). No part of this book may
be reproduced in any form – by photoprinting,
microfilm, or any other means – nor transmitted
or translated into a machine language without
written permission from the publishers.
Registered names, trademarks, etc. used in this
book, even when not specifically marked as such,
are not to be considered unprotected by law.

Print ISBN: 978-3-527-33556-5

ePDF ISBN: 978-3-527-67223-3

ePub ISBN: 978-3-527-67222-6

Mobi ISBN: 978-3-527-67221-9

oBook ISBN: 978-3-527-67216-5

Cover Design Bluesea Design, McLeese Lake,

Canada
Typesetting Thomson Digital, Noida, India
Printing and Binding Markono Print Media Pte
Ltd, Singapore

Printed on acid-free paper

http://dnb.d-nb.de
http://fotolia.com


Contents

List of Contributors XIII
Preface XIX

1 Next-Generation Sequencing for Clinical Diagnostics
of Cardiomyopathies 1
Jan Haas, Hugo A. Katus, and Benjamin Meder

1.1 Introduction 1
1.2 Cardiomyopathies and Why Genetic Testing is Needed 1
1.3 NGS 2
1.4 NGS for Cardiomyopathies 2
1.5 Sample Preparation 3
1.6 Bioinformatics Analysis Pipeline 4
1.7 Interpretation of Results and Translation into Clinical Practice 4

References 6

2 MicroRNAs as Novel Biomarkers in Cardiovascular Medicine 11
Britta Vogel, Hugo A. Katus, and Benjamin Meder

2.1 Introduction 11
2.2 miRNAs are Associated with Cardiovascular Risk Factors 12
2.3 miRNAs in Coronary Artery Disease 13
2.4 miRNAs in Cardiac Ischemia and Necrosis 15
2.5 miRNAs as Biomarkers of Heart Failure 19
2.6 Future Challenges 20

Acknowledgments 20
References 21

3 MicroRNAs in Primary Brain Tumors: Functional Impact
and Potential Use for Diagnostic Purposes 25
Patrick Roth and Michael Weller

3.1 Background 25
3.2 Gliomas 26
3.2.1 miRNA as Biomarkers in Glioma Tissue 28

V



3.2.2 Circulating miRNA as Biomarkers 29
3.3 Meningiomas 30
3.4 Pituitary Adenomas 31
3.5 Medulloblastomas 31
3.6 Other Brain Tumors 32
3.6.1 Schwannomas 32
3.6.2 PCNSLs 33
3.7 Summary and Outlook 33

References 34

4 Genetic and Epigenetic Alterations in Sporadic Colorectal Cancer:
Clinical Implications 39
Pawel Karpinski, Nikolaus Blin, and Maria M. Sasiadek

4.1 Introduction 39
4.2 Chromosomal Instability 40
4.3 Microsatellite Instability 43
4.4 Driver Somatic Mutations in CRC 46
4.4.1 APC 46
4.4.2 TP53 47
4.4.3 KRAS 47
4.4.4 BRAF 47
4.4.5 PIK3CA 48
4.4.6 Other Mutations 48
4.5 Epigenetic Instability in CRC 48
4.6 Hypomethylation 49
4.7 CpG Island Methylator Phenotype 50
4.8 Concluding Remarks 51

References 51

5 Nucleic Acid-Based Markers in Urologic Malignancies 63
Bernd Wullich, Peter J. Goebell, Helge Taubert, and Sven Wach

5.1 Introduction 63
5.2 Bladder Cancer 64
5.2.1 Hereditary Factors for Bladder Cancer 65
5.2.2 Single Nucleotide Polymorphisms 65
5.2.3 RNA Alterations in Bladder Cancer 66
5.2.3.1 FGFR3 Pathway 66
5.2.3.2 p53 Pathway 67
5.2.3.3 Urine-Based Markers 67
5.2.3.4 Serum-Based Markers 68
5.2.4 Sporadic Factors for Bladder Cancer 69
5.2.5 Genetic Changes in Non-Invasive Papillary Urothelial

Carcinoma 69
5.2.5.1 FGFR 3 69

VI Contents



5.2.5.2 Changes in the Phosphatidylinositol 3-Kinase Pathway 70
5.2.6 Genetic Changes in Muscle-Invasive Urothelial Carcinoma 72
5.2.6.1 TP53, RB, and Cell Cycle Control Genes 73
5.2.6.2 Other Genomic Alterations 74
5.2.7 Genetic Alterations with Unrecognized Associations to Tumor Stage

and Grade 75
5.2.7.1 Alterations of Chromosome 9 75
5.2.7.2 RAS Gene Mutations 76
5.3 Prostate Cancer 77
5.3.1 Hereditary Factors for Prostate Cancer 77
5.3.2 Sporadic Factors for Prostate Cancer 80
5.3.2.1 PSA and Other Protein Markers 80
5.3.2.2 Nucleic Acid Biomarkers 81
5.3.3 Prostate Cancer: Summary 87
5.4 Renal Cell Carcinoma 87
5.4.1 Hereditary Factors for RCC 87
5.4.2 Sporadic Factors for RCC 90
5.4.2.1 The Old 90
5.4.2.2 The New 91
5.5 Summary 92

References 96

6 From the Genetic Make-Up to the Molecular Signature
of Non-Coding RNA in Breast Cancer 129
Michael G. Schrauder and Reiner Strick

6.1 Introduction 129
6.2 Molecular Breast Cancer Detection 130
6.2.1 Circulating Free DNA 130
6.2.2 Long Intergenic Non-Coding RNA 132
6.2.2.1 HOTAIR 132
6.2.2.2 H19 133
6.2.2.3 GAS5 134
6.2.2.4 LSINCT5 134
6.2.2.5 LOC554202 134
6.2.2.6 SRA1 134
6.2.2.7 XIST 134
6.2.3 Natural Antisense Transcripts 135
6.2.3.1 HIF-1a-AS 136
6.2.3.2 H19 and H19-AS (91H) 137
6.2.3.3 SLC22A18-AS 137
6.2.3.4 RPS6KA2-AS 137
6.2.3.5 ZFAS1 137
6.2.4 miRNAs 138
6.2.4.1 Tissue-Based miRNA Profiling in Breast Cancer 138

Contents VII



6.2.4.2 Circulating miRNAs 141
6.3 Molecular Breast Cancer Subtypes and Prognostic/Predictive

Molecular Biomarkers 142
References 144

7 Nucleic Acid-Based Diagnostics in Gynecological Malignancies 155
Sebastian F.M. Häusler, Johannes Dietl, and Jörg Wischhusen

7.1 Introduction 155
7.2 Cervix, Vulva, and Vaginal Carcinoma 155
7.2.1 Background 155
7.2.2 Routine Diagnostics for HPV Infection 157
7.2.2.1 Digene Hybrid Capture 2 High-Risk HPV DNA Test (Qiagen) 158
7.2.2.2 Cervista HPV HR (Holologics) 158
7.2.2.3 cobas 4800 System (Roche) 159
7.2.2.4 APTIMA HPV (Gen-Probe) 159
7.2.2.5 Abbot RealTime High Risk HPV Assay (Abbot) 159
7.2.2.6 PapilloCheck Genotyping Assay (Greiner BioOne) 160
7.2.2.7 INNO-LiPA HPVG enotyping Extra (Innogenetics) 160
7.2.2.8 Linear Array (Roche) 160
7.2.2.9 Recommendations for Clinical Use 160
7.2.3 Outlook – DNA Methylation Patterns 161
7.3 Endometrial Carcinoma (Carcinoma Corpus Uteri) 162
7.3.1 Background 162
7.3.2 Routine Diagnostics – Microsatellite Instability 162
7.3.3 Emerging Diagnostics – miRNA Markers 163
7.4 Ovarian Carcinoma 164
7.4.1 Background 164
7.4.2 Routine Diagnostics 165
7.4.3 Emerging Diagnostics/Perspective – miRNA Profiling 166
7.5 Breast Cancer 167
7.5.1 Background 167
7.5.2 Routine Diagnostics 168
7.5.2.1 HER2 Diagnostics 168
7.5.2.2 Gene Expression Profiling 169
7.5.2.3 Hereditary Breast Cancer/BRCA Diagnostics 170
7.5.3 Emerging Diagnostics/Perspectives 173
7.6 Conclusion 175

References 175

8 Nucleic Acids as Molecular Diagnostics in Hematopoietic
Malignancies – Implications in Diagnosis, Prognosis, and Therapeutic
Management 185
Janine Schwamb and Christian P. Pallasch

8.1 Introduction 185
8.2 Methodological Approaches 186

VIII Contents



8.3 Cytogenetic Analysis to Molecular Diagnostics 186
8.4 Minimal Residual Disease 186
8.5 Chronic Myeloid Leukemia 187
8.6 Acute Myeloid Leukemia 189
8.7 Acute Lymphocytic Leukemia 191
8.8 Chronic Lymphocytic Leukemia 192
8.9 Outlook and Perspectives 196

References 196

9 Techniques of Nucleic Acid-Based Diagnosis in the Management
of Bacterial and Viral Infectious Diseases 201
Irene Latorre, Verónica Saludes, Juana Díez, and Andreas Meyerhans

9.1 Importance of Nucleic Acid-Based Molecular Assays in Clinical
Microbiology 201

9.2 Nucleic Acid Amplification Techniques 202
9.2.1 Target Amplification Techniques 203
9.2.1.1 PCR-Based Techniques 203
9.2.1.2 Transcription-Based Amplification Methods 204
9.2.2 Signal Amplification Techniques 204
9.3 Post-Amplification Analyses 205
9.3.1 Sequencing and Pyrosequencing 205
9.3.2 Reverse Hybridization 206
9.3.3 High-Throughput Nucleic Acid-Based Analyses 206
9.3.3.1 DNA Microarrays 206
9.3.3.2 Mass Spectrometry 207
9.3.3.3 NGS 208
9.4 General Overview and Concluding Remarks 209

Acknowledgments 209
References 209

10 MicroRNAs in Human Microbial Infections and Disease Outcomes 217
Verónica Saludes, Irene Latorre, Andreas Meyerhans, and Juana Díez

10.1 Introduction 217
10.2 General Aspects of miRNAs in Infectious Diseases 218
10.2.1 miRNAs in Bacterial Infections 218
10.2.2 miRNAs in Viral Infections 219
10.2.2.1 Cellular miRNAs Control Viral Infections 220
10.2.2.2 Viruses Use miRNAs for Their Own Benefit 221
10.3 miRNAs as Biomarkers and Therapeutic Agents in Tuberculosis and

Hepatitis C Infections 222
10.3.1 Tuberculosis: A Major Bacterial Pathogen 222
10.3.1.1 Tuberculosis Diagnosis and the Need for Immunological

Biomarkers 222
10.3.1.2 miRNAs Regulation in Response to M. tuberculosis 223
10.3.1.3 Future Perspectives 225

Contents IX



10.3.2 Chronic Hepatitis C: A Major Viral Disease 225
10.3.2.1 Liver Fibrosis Progression and Treatment Outcome 225
10.3.2.2 miRNAs Involved in Liver Fibrogenesis 226
10.3.2.3 Prediction of Treatment Outcome in Chronic HCV-1 Infected

Patients 228
10.3.2.4 Future Perspectives 229
10.4 miRNA-Targeting Therapeutics 230
10.5 Concluding Remarks 230

Acknowledgments 231
References 231

11 Towards the Identification of Condition-Specific Microbial Populations
from Human Metagenomic Data 241
Cédric C. Laczny and Paul Wilmes

11.1 Introduction 241
11.2 Nucleic Acid-Based Methods in Diagnostic Microbiology 242
11.2.1 Limitations of Culture-Dependent Approaches 242
11.2.2 Culture-Independent Characterization of Microbial

Communities 243
11.2.3 Metagenomics 243
11.2.4 Fecal Samples as Proxies to Evaluate Human Microbiome-Related

Health Status 244
11.3 Need for Comprehensive Microbiome Characterization in Medical

Diagnostics 244
11.4 Challenges for Metagenomics-Based Diagnostics: Read Lengths,

Sequencing Library Sizes, and Microbial Community
Composition 248

11.5 Deconvolution of Population-Level Genomic Complements from
Metagenomic Data 250

11.5.1 Reference-Dependent Metagenomic Data Analysis 251
11.5.1.1 Alignment-Based Approaches 251
11.5.1.2 Sequence Composition-Based Approaches 253
11.5.2 Reference-Independent Metagenomic Data Analysis 254
11.6 Need for Comparative Metagenomic Data Analysis Tools 256
11.6.1 Reference-Based Comparative Tools 257
11.6.2 Reference-Independent Identification of Condition-Specific Microbial

Populations from Human Metagenomic Data 257
11.7 Future Perspectives in Microbiome-Enabled Diagnostics 258

Acknowledgments 262
References 262

12 Genome, Exome, and Gene Panel Sequencing in a Clinical Setting 271
Claudia Durand and Saskia Biskup

12.1 Introduction 271
12.1.1 Genetic Inheritance and Sequencing 271

X Contents



12.1.2 Genetic Testing by DNA Sequencing 272
12.2 Genetic Diagnostics from a Laboratory Perspective – From Sanger to

NGS 273
12.2.1 Sanger Sequencing 273
12.2.2 NGS 274
12.2.3 Practical Workflow: From a Patient’s DNA to NGS Sequencing

Analysis 276
12.2.3.1 Preparation of gDNA 277
12.2.3.2 Quality Control 277
12.2.3.3 Library Preparation and Evaluation 277
12.2.3.4 Enrichment 277
12.2.3.5 Quality Control 278
12.2.3.6 Sequencing 278
12.3 NGS Diagnostics in a Clinical Setting – Comparison Between

Genome, Exome, and Panel Diagnostics 279
12.3.1 Overview 279
12.3.2 Clinical Application of WGS 279
12.3.3 Clinical Application of WES 282
12.3.4 Clinical Application of Diagnostic Panels 284
12.4 Conclusion and Outlook 287

References 289

13 Analysis of Nucleic Acids in Single Cells 291
Stefan Kirsch, Bernhard Polzer, and Christoph A. Klein

13.1 Introduction 291
13.2 Isolating Single Cells 291
13.3 Looking at the DNA of a Single Cancer Cell 292
13.4 Molecular DNA Analysis in Single Cells 294
13.5 Approaches to Analyze RNA of a Single Cell 296
13.6 Expression Analysis in Single Cells and its Biological Relevance in

Cancer 299
13.7 Thoughts on Bioinformatics Approaches 300
13.8 Future Impact of Single-Cell Analysis in Clinical Diagnosis 301

References 303

14 Detecting Dysregulated Processes and Pathways 309
Daniel Stöckel and Hans-Peter Lenhof

14.1 Introduction 309
14.2 Measuring and Normalizing Expression Profiles 311
14.2.1 Microarray Experiments 311
14.2.2 Normalization 312
14.2.3 Batch Effects 314
14.3 Biological Networks 314
14.4 Measuring the Degree of Deregulation of Individual Genes 315
14.4.1 Microarray Data 316

Contents XI



14.4.2 RNA-Seq Data 317
14.5 Over-Representation Analysis and Gene Set Enrichment

Analysis 318
14.5.1 Multiple Hypothesis Testing 320
14.5.2 Network-based GSEA Approaches 320
14.6 Detecting Deregulated Networks and Pathways 321
14.7 miRNA Expression Data 326
14.8 Differential Network Analysis 327
14.9 Conclusion 328

References 328

15 Companion Diagnostics and Beyond – An Essential Element
in the Puzzle of Transforming Healthcare 335
Jan Kirsten

15.1 Introduction 335
15.2 The Healthcare Environment 335
15.3 What is Companion Diagnostics? 336
15.4 What are the Drivers for Companion Diagnostics? 337
15.5 Companion Diagnostics Market 338
15.6 Partnerships and Business Models for Companion Diagnostics 341
15.7 Regulatory Environment for Companion Diagnostics Tests 342
15.8 Outlook – Beyond Companion Diagnostics Towards Holistic

Solutions 344
References 348

16 Ethical, Legal, and Psychosocial Aspects of Molecular Genetic
Diagnosis 349
Wolfram Henn

16.1 General Peculiarities of Genetic Diagnoses 349
16.2 Informed Consent and Genetic Counseling 350
16.2.1 Testing of Persons with Reduced Ability to Consent 352
16.3 Medical Secrecy and Data Protection 354
16.4 Predictive Diagnosis 355
16.5 Prenatal Diagnosis 356
16.6 Multiparameter Testing 358

References 359

Index 361

XII Contents



List of Contributors

Saskia Biskup
CeGaT GmbH
Paul-Ehrlich-Strasse 23
72076 Tübingen
Germany

Nikolaus Blin
Wroclaw Medical University
Department of Genetics
Marcinkowskiego 1
50-368 Wroclaw
Poland

Johannes Dietl
University of Würzburg Medical
School
Department of Obstetrics and
Gynecology
Josef-Schneider-Strasse 4
97080 Würzburg
Germany

Juana Díez
Universitat Pompeu Fabra
Department of Experimental and
Health Sciences
Molecular Virology Laboratory
Doctor Aiguader 88
08003 Barcelona
Spain

Claudia Durand
CeGaT GmbH
Paul-Ehrlich-Strasse 23
72076 Tübingen
Germany

Peter J. Goebell
Universitätsklinikum Erlangen
Urologische Klinik
Krankenhausstrasse 12
91054 Erlangen
Germany

Jan Haas
University of Heidelberg
Department of Internal
Medicine III
Im Neuenheimer Feld 410
69120 Heidelberg
Germany

and

University of Heidelberg
DZHK (German Centre for
Cardiovascular Research)
Im Neuenheimer Feld 410
69120 Heidelberg
Germany

XIII



Sebastian F.M. Häusler
University of Würzburg Medical
School
Department for Obstetrics and
Gynecology
Josef-Schneider-Strasse 4
97080 Würzburg
Germany

Wolfram Henn
Universität des Saarlandes
Institut für Humangenetik
Campus Homburg, Gebäude 68
66421 Homburg
Germany

Pawel Karpinski
Wroclaw Medical University
Department of Genetics
Marcinkowskiego 1
50-368 Wroclaw
Poland

Hugo A. Katus
University of Heidelberg
Department of Internal
Medicine III
Im Neuenheimer Feld 410
69120 Heidelberg
Germany

and

University of Heidelberg
DZHK (German Centre for
Cardiovascular Research)
Im Neuenheimer Feld 410
69120 Heidelberg
Germany

Stefan Kirsch
Fraunhofer Institut für Toxikologie
und Experimentelle Medizin
Personalisierte Tumortherapie
Josef-Engert-Straße 9
93053 Regensburg
Germany

Jan Kirsten
Merck Serono/Merck KGaA
Fertility Technologies
Frankfurter Straße 250
64293 Darmstadt
Germany

and

Merck Serono Diviison of Merck
KGaA
Head of Fertility Technologies –
Global Business Franchise Fertility
Frankfurter Str. 250
64293 Darmstadt
Germany

Christoph A. Klein
Fraunhofer Institut für Toxikologie
und Experimentelle Medizin
Personalisierte Tumortherapie
Josef-Engert-Straße 9
93053 Regensburg
Germany

and

University Regensburg
Chair of Experimental Medicine
and Therapy Research
Franz-Josef-Strauß-Allee 11
93053 Regensburg
Germany

XIV List of Contributors



Cédric C. Laczny
University of Luxembourg
Luxembourg Centre for Systems
Biomedicine
7 Avenue des Hauts-Fourneaux
4362 Esch-sur-Alzette
Luxembourg

Irene Latorre
Saarland University
Human Genetics Department
Kirrberger Strasse, 66424
Homburg
Germany

and

Universitat Pompeu Fabra
Infection Biology Laboratory
Department of Experimental and
Health Sciences
Doctor Aiguader 88, 08003
Barcelona
Spain

and

CIBER Enfermedades Respiratorias
(CIBERES)
Barcelona
Spain

Hans-Peter Lenhof
Universität des Saarlandes
Zentrum für Bioinformatik
Gebäude E2.1
66041 Saarbrücken
Germany

Benjamin Meder
University of Heidelberg
Department of Internal
Medicine III
Im Neuenheimer Feld 410
69120 Heidelberg
Germany

and

University of Heidelberg
DZHK (German Centre for
Cardiovascular Research)
Im Neuenheimer Feld 410
69120 Heidelberg
Germany

Andreas Meyerhans
Universitat Pompeu Fabra
Infection Biology Laboratory
Department of Experimental and
Health Sciences
Doctor Aiguader 88, 08003
Barcelona
Spain

and

Institució Catalana de Recerca i
Estudis Avançats (ICREA)
Barcelona
Spain

Christian P. Pallasch
University of Cologne
Department I of Internal Medicine
and Center of Integrated Oncology
(CIO)
Kerpener Strasse 62
50937 Cologne
Germany

Bernhard Polzer
Fraunhofer Institut für Toxikologie
und Experimentelle Medizin
Personalisierte Tumortherapie
Josef-Engert-Straße 9
93053 Regensburg
Germany

List of Contributors XV



Patrick Roth
University Hospital Zurich
Department of Neurology and Brain
Tumor Center
Frauenklinikstrasse 26
8091 Zurich
Switzerland

Verónica Saludes
Universitat Pompeu Fabra
Molecular Virology Laboratory
Department of Experimental and
Health Sciences
Doctor Aiguader 88, 08003
Barcelona
Spain

and

CIBER Epidemiología y Salud
Pública (CIBERESP)
Barcelona
Spain

Maria M. Sasiadek
Wroclaw Medical University
Department of Genetics
Marcinkowskiego 1
50-368 Wroclaw
Poland

Michael G. Schrauder
Universitätsklinikum Erlangen
Frauenklinik
Universitätsstrasse 21–23
91054 Erlangen
Germany

Janine Schwamb
University of Cologne
Department I of Internal Medicine
and Center of Integrated Oncology
(CIO)
Kerpener Strasse 62
50937 Cologne
Germany

Daniel Stöckel
Universität des Saarlandes
Zentrum für Bioinformatik
Gebäude E2.1
66041 Saarbrücken
Germany

Reiner Strick
Universitätsklinikum Erlangen
Frauenklinik
Universitätsstrasse 21–23
91054 Erlangen
Germany

Helge Taubert
Universitätsklinikum Erlangen
Urologische Klinik
Krankenhausstrasse 12
91054 Erlangen
Germany

Britta Vogel
University of Heidelberg
Department of Internal
Medicine III
Im Neuenheimer Feld 410
69120 Heidelberg
Germany

and

University of Heidelberg
DZHK (German Centre for
Cardiovascular Research)
Im Neuenheimer Feld 410
69120 Heidelberg
Germany

Sven Wach
Universitätsklinikum Erlangen
Urologische Klinik
Krankenhausstrasse 12
91054 Erlangen
Germany

XVI List of Contributors



Michael Weller
University Hospital Zurich
Department of Neurology and Brain
Tumor Center
Frauenklinikstrasse 26
8091 Zurich
Switzerland

Paul Wilmes
University of Luxembourg
Luxembourg Centre for Systems
Biomedicine
7 Avenue des Hauts-Fourneaux
4362 Esch-sur-Alzette
Luxembourg

Jörg Wischhusen
University of Würzburg Medical
School
Department for Obstetrics and
Gynecology
Section for Experimental Tumor
Immunology
Josef-Schneider-Strasse 4
97080 Würzburg
German

Bernd Wullich
Universitätsklinikum Erlangen
Urologische Klinik
Krankenhausstrasse 12
91054 Erlangen
Germany

List of Contributors XVII





Preface

With the selected contributions presented in this volume we set out to shed light
on the role of nucleic acids as molecular diagnostic tools from different perspec-
tives. We invited clinicians, biologists, and bioinformaticians to present their
views on this intriguing topic. Their contributions offer a broad coverage of
methods, biological targets, and clinical applications.
As for the different biological targets, the diagnostic roles of nucleic acids are

addressed on a systemic level (e.g., body fluids), on an organ level (e.g., different
cancer tissues), and, most challenging, on the single-cell level. On the molecular
level, the different targets include DNA as well as coding and non-coding RNA
(ncRNA). From the clinical perspective, the chapters address different human
diseases, including the most lethal diseases (i.e., cardiovascular and cancer dis-
eases). The diagnostics of infectious diseases as one of the leading healthcare
challenges is addressed with specific emphasis on nucleic acids for the detection
of viral and bacterial pathogens. The methods addressed include array-based and
next-generation sequencing (NGS)-based techniques. All of the aforementioned
topics (i.e., methods, biological targets, and clinical applications) may be used
legitimately for an overall book structure; however, we chose the clinic/biology
topics for structuring since the clinical application is the crucial endpoint of any
nucleic acid-based diagnostic.
The first group of chapters (Chapters 1–8) address cardiovascular and cancer

diseases, and the specific challenges for nucleic acid-based diagnoses for these
diseases. Chapter 1 by Haas et al. describes the application of NGS for the
genetic diagnostics of cardiomyopathies. The roles of microRNAs (miRNAs) as
biomarkers for cardiomyopathies are described in Chapter 2 by Vogel et al., who
specifically address their diagnostic potential in coronary artery disease, cardiac
ischemia and necrosis, and heart failure. In Chapter 3, Roth and Weller address
the diagnostic potential of miRNAs in various brain tumors, including the gener-
ally benign meningiomas. As an example for one of the most common and lethal
cancer diseases, in Chapter 4, Karpinski et al. focus on sporadic colon cancer
and its specific genetic and epigenetic alterations, including chromosomal and
microsatellite instability. Wullich et al., in Chapter 5, address biomarkers for the
three most prominent urologic malignancies: bladder cancer, prostate cancer,
and renal cell carcinoma. In Chapter 6 on molecular markers in breast cancer,
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Schrauder and Strick specifically address long intergenic ncRNAs, which are
increasingly recognized as important ncRNAs in addition to miRNAs. Other
tumors also treated by gynecological oncologists are addressed by Häusler et al.
in Chapter 7, who summarize the emerging role of DNA-, RNA-, and miRNA-
based diagnostics in gynecological oncology. While the aforementioned contri-
butions concern solid tumors, Chapter 8 by Schwamb and Pallasch addresses
nucleic acid-based approaches in the diagnosis of hematopoetic malignancies.
The second group of contributions (Chapters 9–11) deals with infectious dis-

eases. Latorre et al. give a summary of nucleic acid-based diagnostic methods in
the management of bacterial and viral infectious diseases in Chapter 9.
Chapter 10 by Saludes et al. addresses questions of nucleic acid-based diagnos-
tics in infectious diseases, specifically the diagnostic potential of miRNAs in
Mycobacterium tuberculosis and chronic hepatitis C virus infections. Laczny and
Wilmes take a broader microbiology approach in Chapter 11 in that they address
compositional and functional changes in endogenous microbial communities.
They use metagenomic data for a microbiome-based diagnostics and modified
therapeutic intervention.
Chapters 12–14 focus on technical approaches, including bioinformatics tools.

In Chapter 12, Durand and Biskup deal with challenges of sequencing in a clini-
cal setting. Chapter 13 by Kirsch et al. is dedicated to one of the ultimate chal-
lenges in nucleic acid-based diagnostics – the analysis of single cells. Single-cell
analysis allows us to both address challenges associated with a heterogeneous
cell population as found in tumor tissues and to utilize circulating tumor cells
for diagnostic purposes. Chapter 14 on bioinformatics approaches by Stöckel
and Lenhof is dedicated to problems that hamper the routine clinical application
of biomarkers. Topics covered in this bioinformatics chapter include dealing
with the noise of high-dimensional data produced by the applied bio-
technological high-throughput, with batch effects by various experimental envi-
ronments, and with frequent switchovers of the experimental platforms.
Finally, two chapters (Chapters 15 and 16) are dedicated to general healthcare

and ethical questions. Kirsten addresses economical aspects, specifically the key
drivers for the companion diagnostics that have become increasingly important
beside the primary diagnostic, in Chapter 15. Henn emphasizes the importance
of ethical and legal issues for molecular genetic diagnosis in Chapter 16. In his
chapter, Henn addresses key aspects such as medical secrecy, data protection,
problems associated with informed consent, and predictive/prenatal diagnosis.

Homburg/Saar Andreas Keller
July 2014 Eckart Meese
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1
Next-Generation Sequencing for Clinical Diagnostics
of Cardiomyopathies
Jan Haas, Hugo A. Katus, and Benjamin Meder

1.1
Introduction

The vast progress next-generation sequencing (NGS) has undergone during the
past few years [1,2] has opened doors for a more advanced genetic diagnostic for
many inherited diseases, such as Miller syndrome or Charcot–Marie–Tooth
neuropathy [3,4]. Here, we want to describe the paradigm change in genetic
diagnostics using the example of cardiomyopathies.

1.2
Cardiomyopathies and Why Genetic Testing is Needed

Cardiomyopathies are a heterogeneous group of cardiac diseases that can either
be acquired through, for example, inflammation (myocarditis), be stress-induced
(tako-tsubo), or be due to a genetic cause [5,6]. Examples of genetic forms are
hypertrophic cardiomyopathy (HCM), dilated cardiomyopathy (DCM), arrhyth-
mogenic right ventricular cardiomyopathy, and left-ventricular non-compaction
cardiomyopathy. Together with the channellopathies, such as long-QT syn-
drome and Brugada syndrome, they account for the most common heart dis-
eases and belong to the most prevalent causes of premature death in western
civilizations [7,8]. A point mutation in exon 13 of the β-myosin heavy chain
gene was the first detected mutation diagnosed to be relevant for HCM in 1990
[9]. Driven by this finding, genetic research has progressed tremendously over
the past two decades. Mutations in genes coding for a diverse set of proteins
(e.g., sarcomeric, cytoskeletal, desmosomal, channel and channel-associated,
membrane, and nuclear proteins, but also mitochondrial proteins or proteins rel-
evant for mRNA splicing) have now been found to be implicated in disease onset
and progression [10]. With currently more than 90 known disease genes with
more than 1000 exons and multiple malign mutations per gene, the disease’s
heterogeneity is high and poses a challenge for classical Sanger-based sequenc-
ing. Although Sanger sequencing is able to detect mutations by testing only the
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most heavily affected genes, such as the β-myosin heavy chain gene (MYH7),
where it is possible to find mutations in up to 30–50% of HCM patients, the
mutation frequency in most genes is very low [10–12]. Therefore, new methods
were needed to further improve genetic diagnostics in cardiomyopathy patients.

1.3
NGS

In contrast to Sanger sequencing, which is only capable of sequencing a few
megabases, NGS is able to sequence hundreds of gigabases per run [13–15].
Currently, the most widely used NGS systems are the “sequencing by synthesis”-
based sequencer HiSeq 2000 (Illumina), the “ligation and two-base coding”-based
system SOLIDv4 (Life technologies), and the 454 GS FLX (Roche), which relies on
“pyrosequencing” technology [7,16]. A detailed comparison of currently used systems
including performance benchmarks, such as read lengths and output amounts, has
been published recently by Liu et al. [1,2,17]. In addition to the mature NGS systems,
so-called benchtop sequencers have emerged. Those instruments, such as the MiSeq
(Illumina), the Ion Torrent (PGM), or the GS Junior (Roche), benefit from a signifi-
cantly shorter run time (hours compared to days) and a lower price, taking into
account a reduced amount of sequenced bases [17,18].
Originally, NGS was designed to sequence whole genomes. In order to reduce

costs, methods for target enrichment were developed to restrict sequencing to
the regions of interest only [19–22]. The sequencing of only selected segments of
the genome allowed the sequencing of a larger number of individuals per run
[23]. For the enrichment of the target regions, array-based, in-solution based, or
polymerase chain reaction (PCR)-based approaches exist [7,24]. Depending on
the sequence composition of the target region in terms of, for example, GC con-
tent or sequence heterogeneity, the efficiency of the different methods might vary
[25]. In recent years, the number of NGS applications has grown considerably. In
addition to the target-enrichment methods, which can be either used for custom
gene panels or whole-exome sequencing (WES), RNA-Seq methods to study
messenger RNA as well as microRNA are now also routinely used. Furthermore,
Methyl-Seq or Chip-Seq methods to study DNA methylation are frequently used.
It can be assumed that the number of applications will grow further together
with the need for more advanced bioinformatics analysis tools [26]. Here, a shift
in the cost distribution from sequencing to downstream analysis is expected [27].

1.4
NGS for Cardiomyopathies

As mentioned above, whole-genome sequencing (WGS) is an unbiased approach
to determine the exact order of every base in a studied genome. In the case of
patient studies, the human genome, consisting of more than 3 billion bases,
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needs to be analyzed. Although costs have been decreasing dramatically (http://
www.genome.gov/sequencingcosts), it is still too expensive to perform WGS
with a sufficient coverage for routine diagnostics in cardiomyopathies. Down-
stream bioinformatics analyses are also much more demanding for WGS com-
pared with WES or partial-exome sequencing (PES), which is preferred to be
used instead. Whereas WES is mainly used to discover new disease genes, PES
has started to become a standard approach for high-throughput testing of multi-
ple genes and patients. Meder and Haas, for example, applied an array-based
enrichment of 47 genes (0.27Mb) on cardiomyopathy patients, and were able to
identify disease-causing mutations in both HCM (80%) and DCM (40%) patients
[28]. A similar smaller-scaled array-based approach was used by Mook et al. to
study 23 genes in cardiomyopathy patients [29]. PCR-based, filter-based, and in-
solution-based methods have also successfully been applied in combination with
the different NGS systems mentioned above to study cardiomyopathy-relevant
genomic loci by NGS [30–34]. Haas et al. for example were able to for the first
time show the mutational landscape for DCM across a large european cohort of
639 patients using in solution based target enrichment (Haas et al. EUR HEAR
J. 2014). These studies show the feasibility of using NGS in a clinical environ-
ment, but also show the diversity of currently used approaches. Although studies
exist which claim NGS to be ready as a stand-alone diagnostic test [35], most
centers still rely on Sanger validation of the relevant NGS variants, which are still
mainly produced within research projects and are not yet part of the daily rou-
tine. Although initial guidelines for clinical NGS testing exist [36,37], it is still
difficult to compare results between different centers.

1.5
Sample Preparation

Well-established protocols exist for sample preparation that enable technicians
to reproducibly prepare high-quality sequencing libraries, if high-quality DNA is
used. Therefore, an initial quality check of the DNA through, for example, Bio-
analyzer (Agilent) or Qubit (Invitrogen) measurements is inevitable. Library
preparation protocols have been improved tremendously and now only require a
few nanograms of input DNA compared with the several micrograms that were
needed not so long ago. Also, the time needed for sample preparation has been
shortened from a couple of days to a few hours, making it possible to finish
preparation in a single working day, achieved, for example, with the Haloplex
system (Agilent). Recently, disease-specific enrichment assays were introduced
by Haloplex, including an optimized predesigned cardiomyopathy and arrhyth-
mia panel, removing the need for manual target region design. Such panels
already exist for cancer, for example, and are expected to be developed for other
diseases. Another important aspect in the course of sample preparation is the
tracking of the samples to guarantee sample integrity when used in a high-
throughput manner. Use of a laboratory information management system
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(LIMS) is desired. Here, freely as well as commercially available tools exist that
help to reduce manual intervention and lower the overall turnaround time
[38,39].

1.6
Bioinformatics Analysis Pipeline

Nowadays, the decreasing costs per base enable researchers to sequence larger
target regions, exomes or genomes at a higher depth. However, those high-
quality gigabase-scale datasets pose an immense challenge for downstream
analyses. One major problem for comparison of results is the variety of mainly
“homegrown” analysis strategies that have been developed at individual sites.
Briefly, they consist of mapping, variant calling, annotation, filtering, and valida-
tion of selected variants. Although most approaches rely on similar strategies for
filtering (e.g., filtering variants present in databases like dbSNP or the 1000
Genome Project) caution has to be taken. Andreasen et al. showed, for example,
that 14% of HCM and 17% of DCM previously disease-causing reported missense
and nonsense variants are present within the National Heart, Lung and Blood
Institute “Grand Opportunity” Exome Sequencing Project (GO-ESP) cohort, which
contains exome data from 6500 individuals [40]. Depending on the chosen filters
and also due to differences in pipeline tools, tool combinations, or even versions of
the programs, this will lead to a low concordance among the analyses [41]. Despite
those drawbacks, it is expected that these hurdles will be overcome by newly devel-
oped, improved algorithms. Growing sequencing quality and performance of analy-
sis tools will contribute to provide reliable variant calls, with no need for validation
to gain acceptable clinical sensitivity, specificity, and positive (negative) predictive
values ready for clinical use in the near future. Such a “routine use” requires an
existing infrastructure in both the wet-lab and bioinformatics.
Overall, costs are still high to fully equip a laboratory for NGS-based genetic

testing [1]. Benchtop sequencers may become a cheaper solution for some dis-
eases, depending on the required sequencing capacity to adequately cover the
target region. Due to the discussed differences in NGS techniques and analysis
tools, no ultimate cutoff rule for base coverage exists. However a minimum cov-
erage of 30 times seems to provide genuine results and is applied as a standard
for many laboratories [36]. Researchers have to calculate the necessary sequenc-
ing capacity for their desired coverage based on their target region and decide
which NGS system fits best.

1.7
Interpretation of Results and Translation into Clinical Practice

Apart from any limitation mentioned above, the translation of NGS into daily
genetic testing of cardiomyopathies is mainly hindered by the restraints
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physicians have in interpretation of the finally reported annotated variants. Dis-
ease mutation databases like the Human Genome Mutation Database (http://
www.biobase-international.com/product/hgmd) help to identify known muta-
tions and can give a hint to their contribution to disease onset or progression.
However, for cardiomyopathies, it is expected that many cases (sporadic and
familial) are caused by very rare or private variants. Thus, finding a new disease
mutation is like finding a needle in a haystack. Whereas nonsense mutations in a
known disease gene are expected to cause a disease, others may be reported as
“variants of unknown significance” and need to be investigated further. One way
of dissecting the possible influence a variant has on protein function is to apply
prediction algorithms. A variety of stand-alone as well as Web-based tools exist
[42–50]. Their calculations are based on, for example, conservation of the amino
acid, transition frequencies, domain profiles, structural positions, or post-transla-
tional modifications. Most of them are trained with certain sets of variants.
Depending on the type of tested amino acid (e.g., charging state), the tools all
perform differently in terms of sensitivity [51,52]. The degree of uniformity
among the tools also differs and some tools tend to predict much more damag-
ing variants then others [53]. Despite of the limitations, these tools are valuable
to filter out possibly benign variants and restrict validation to only a smaller can-
didate set, which should be studied in more depth. Such a further investigation
comprises, for example, segregation analysis and functional assays in animal
models. For cardiomyopathies, the zebrafish has been proven to be an excellent
model organism to test a gene/mutation function by knockdown or overexpres-
sion analyses [54]. We have also used the zebrafish in the previously mentioned
study to validate novel disease variants. With this approach we were able to
prove the malignancy of a variant on zebrafish heart function together with a
co-segregation in the index patient’s family [28]. Another important method
to reveal a variant’s effect is genotype–phenotype correlational analyses.
Lopes et al. used such an approach to compare rare non-synonymous single
nucleotide polymorphism (nsSNPs), found in an enrichment-based NGS study
on HCM patients, against a whole-exome control and were able to explain
13–53% of HCM cases by studying four sarcomeric genes, which showed a
significant excess of rare nsSNPs in the HCM cohort [55]. Van de Meerakker
used linkage and haplotype analysis on PES of a DCM family in combination
with conservation analyses and functional prediction before they could function-
ally verify an effect of the studied TPM1 variant on the binding capacity to its
actin partner [56]. These studies exemplify the potential NGS-based studies have
to identify (new) disease variants (genes). However, such long-term studies do
not have the potential to be of immediate benefit for patients. To ultimately
translate all the findings into clinical care, physicians need a detailed report to
judge the relevance of the identified known and novel variants in relation to the
patient’s phenotype. A clearly structured more condensed version of the report
should then be given to the patient to explain the diagnosis and subsequent ther-
apy planning. A report should follow general principals of clinical genetic report-
ing and adhere to widely accepted guidelines for variant descriptions from the
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Genome Variation Society (www.hgvs.org) [36]. The generation of such a report
still requires a lot of manual work. Automated solutions like the knoSYS100
system from Knome (www.knome.com) have begun to emerge on the market.
Similar “homegrown” solutions also already exist at some clinics, but those sys-
tems will have to evolve further to be regularly implemented. Currently, only
genetic testing of genomic variants is performed. As mentioned above, data from
the transcriptome and methylome can also be accessed quickly through NGS
technology. In the future it might therefore be reasonable to integrate further
molecular data into the course of diagnostics. If this is the case, the complexity
will increase and reporting meaningful results will become even more difficult.
In summary, before a clinic decides on how to implement NGS into diagnos-

tics, the following points should be considered. Will NGS be implemented at the
local site or will it be used through service providers? If the latter is the case,
how can data security of transferred genomic information be guaranteed? If a
sequencing facility is installed at the local site, the required bioinformatics hard-
ware has to grow with the increasing amount of data that will be produced [57].
This includes both computational power as well as storage capacity, which
should be secure but also quickly accessible within the data analysis pipeline
[58]. Enough long-term storage should be taken into account. Currently, the
amount of NGS data produced is growing faster than computational power is
expected to grow based on Moore’s law [59]. To close this gap it is possible to
use cloud-based solutions from commercial vendors like the “Amazon Elastic
Compute Cloud” (www.aws.amazon.com/ec2) as a computational resource.
However, as mentioned above, data security as well as ethical aspects have to be
considered before its implementation.
In conclusion, NGS-based diagnostics for cardiomyopathies and other inher-

ited diseases are now technically feasible. A careful weighing of the points dis-
cussed will help to successfully implement such diagnostics in routine use in the
near future to guide more personalized diagnosis and therapy planning.
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2
MicroRNAs as Novel Biomarkers in Cardiovascular Medicine
Britta Vogel, Hugo A. Katus, and Benjamin Meder

2.1
Introduction

Cardiovascular diseases (CVDs) are among the predominant causes of mor-
bidity and mortality in western countries. In general, early diagnosis and
treatment have been shown to be crucial to improve patient outcome. Hence,
current biomarkers are indispensible for the diagnostic and therapeutic regi-
mens and largely improved survival of patients with heart failure and acute
coronary syndromes (ACSs). As therapeutic options are often applied in a
stepwise manner, correlated with distinct disease stages, biomarkers also help
to limit often expensive treatment options to appropriate cases and reduce
side-effects in patients where the treatment is not expected to be efficient.
To further improve the outcome of patients with CVD, the identification,
evaluation, and characterization of new biomarkers are the main topics of
current research.
Over recent years it has been shown that there are significant alterations of

the human miRNome in response to certain physiological and pathological
stimuli, such as cardiac hypertrophy, arrhythmias, or ischemia. It is of note
that dysregulation in microRNA (miRNA) [1] expression profiles was found
to be closely linked to the underlying cause or pathologic pathway activated,
allowing discrimination of different disease entities [2]. Such discriminative
miRNAs can be extracted and analyzed from tissues and body fluids (e.g.,
whole blood, serum and plasma, circulating cells, or saliva). By being bound
to specific proteins (e.g., Argonaute 2 and lipoproteins) or packed in cellular
vesicles (e.g., microvesicles and exosomes) they even avoid degradation by
endogenous RNase activity [3–7]. Further, miRNAs are extraordinary stable
as analytes even under long-term storage and multiple freeze–thaw cycles
[8,9]. Hence, being easily accessible and stable within the specimen, miRNAs
meet important pre-analytic criteria and promise robust association with spe-
cific diseases or disease stages.
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2.2
miRNAs are Associated with Cardiovascular Risk Factors

The risk of an individual patient developing atherosclerotic plaques and coro-
nary artery disease can be estimated on the basis of established cardiovascular
risk factors and composite scores. Whether miRNAs are also associated with the
individual cardiovascular risk and whether they might aid current models is not
yet understood.
For arterial hypertension, there are data from a plasma-based analysis compar-

ing 127 high-blood pressure patients with 67 normotensive individuals [10].
They identified miRNAs let7e, miR-296-5p, and UL112 to be differently
expressed, with the latter being encoded by human cytomegalovirus (CMV). As
they also found elevated CMV titers in the hypertensive patients, the authors
speculate that this might indicate a link between arterial hypertension and
CMV. In a study by Robertson et al. [11], miR-24 was found to be part of the
regulation process of aldosterone and cortisol synthesis. Through this pathway,
miR-24 might play a role in the development of arterial hypertension. Similarly,
diabetes patients suffer from an increased level of circulating glucose leading to
progressive damage of the vessel integrity, and hence micro- and macrovascular
disease. A subset of studies tried to further elucidate the role of miRNAs in the
onset and progression of diabetes. Zampetaki et al. identified 12 candidate miR-
NAs to be associated with diabetes and were able to validate their findings in a
cohort of 822 diabetic patients for miR-126 [12]. Using a signature of five candi-
date miRNAs (miR-126, miR-15a, miR-320, miR-223, and miR-28-3p), they
could discriminate between diabetes and non-diabetes with a sensitivity of 70%
and specificity of 92%. Relevant for risk prediction, the levels of four of these
miRNAs were altered even before disease manifestation. In an independent
study, different miRNAs were found to be stage-dependently dysregulated in
whole-blood samples from diabetic patients [13]. Interestingly, three of the miR-
NAs found were also identified as being dysregulated in response to diabetes in
plasma samples from diabetic compared with non-diabetic patients (miR-29a,
miR-30d, and miR-146a) [14]. Another important risk factor for CVD is aging.
Boon et al. evaluated the role of miRNAs during aging in a mouse model, com-
paring aged with young mice [15]. They found that altered miRNA expression
contributed to the age-related decline in cardiac function, and identified miR-
34a as a potential target to reduce cardiomyocyte death and fibrotic remodeling
after acute myocardial infarction (AMI) by diminishing telomere attrition.
Hence, miRNAs impact on aging and cardiac function of the aging heart, with
miR-34a being one of the most recently discovered candidates. The association
of miRNAs with the remaining cardiovascular risk factors is less understood.
However, there are reports on cigarette smoking and cholesterol metabolism in
smaller observational studies [16]. A recent study by Ramirez et al., for example,
showed that miR-144 controls high-density lipoprotein levels in plasma by
regulating its biogenesis in the liver [17]. The authors assumed that miR-144
could serve additionally as a potential therapeutic target in the treatment of
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dyslipidemia, and hence the onset and progression of atherosclerotic vascular
disease. Table 2.1 summarizes the miRNAs, the specimens used for their detec-
tion, and their association with classical risk factors.

2.3
miRNAs in Coronary Artery Disease

Coronary artery disease (CAD) is one of the most frequent cardiovascular disor-
ders. It is characterized by the formation of atherosclerotic plaques in the coro-
nary arteries, whereas atherosclerosis in most cases not only affects cardiac, but
also non-cardiac vessels, leading to a high comorbidity with regard to peripheral
artery disease. The formation of atherosclerotic plaques and CAD involves dif-
ferent cell types, starting from dysfunction of the endothelium, inflammatory
responses by leucocytes, and proliferation of smooth muscle cells. miRNAs play
a crucial role in this complex pathologic process, both actively and passively.
Measuring the resulting changes in miRNA abundance could hence serve as a
diagnostic tool for CAD.
In the course of the disease, plaque progression might lead to narrowing of the

coronary vessel lumen, and consequently impair blood flow and oxygen supply
of the corresponding myocardium. Revascularization is then an option to perma-
nently relieve symptoms in patients with typical angina pectoris and improve

Table 2.1 miRNAs associated with cardiovascular risk factors.

miRNAs Detected in Associated
with

Reference

miR-let7e, miR-296-5p, miR-
UL112, hcmv-miR-24

plasma of 127 hypertensive
and 67 normotensive patients

arterial
hypertension

10

miR-24 human aldosterone-producing
adenoma and non-diseased
adrenal samples

arterial
hypertension

11

miR-126, miR-15a, miR-320,
miR-223, miR-28-3p, miR-
205, miR-21, miR-24, miR-
191, miR-197, miR-486

plasma of 80 diabetic patients
and 80 controls; validation of
miR-126 in 822 additional dia-
betic patients

diabetes
mellitus

12

miR-144, miR-146a, miR-150,
miR-182, miR-192, miR-29a,
miR-30d, miR-320a

rat model: blood and tissue
samples (pancreas, liver, adi-
pose, skeletal muscle)

diabetes
mellitus

13

miR-34a, miR-9, miR-29a,
miR-30d, miR-124a, miR-
146a, miR-375

serum of 56 diabetic patients diabetes
mellitus

14

miR-34a mouse model age 15
miR-144 mouse model dyslipidemia 17
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outcome. Other atherosclerotic plaques, which are referred to as “unstable,”
might at some point rupture and lead to acute thrombus formation, subsequent
vessel occlusion, and hence AMI. To date, there is no reliable tool to discrimi-
nate unstable from stable atherosclerotic plaques, whereas the identification and
treatment of such “lesions at risk” could potentially reduce cardiovascular events.
A biomarker indicating underlying, maybe asymptomatic CAD, correlating with
disease severity and most importantly identifying patients at an increased risk for
plaque rupture and cardiac ischemia would tremendously facilitate the therapeu-
tic decisions.
The first studies investigating miRNAs derived from whole-blood samples,

plasma, serum, and peripheral blood mononuclear cells (PBMCs) point to a role
of miRNAs as novel biomarkers in these patients. In a study analyzing whole-
blood samples of 12 CAD and 12 control subjects using microarrays, miR-140-
3p and miR-182 were found to be upregulated in response to CAD [18]. The
authors extended their study by also investigating miRNA changes after an exer-
cise-driven rehabilitation program following coronary bypass surgery and found
miR-92 to be significantly increased. In another whole-blood based miRNA
study, Weber et al. compared expression levels of candidate miRNAs in 10 CAD
patients with 15 healthy controls using real-time polymerase chain reaction
(PCR) [19]. They found 11 miRNAs to be reduced in CAD patients (miR-19a,
miR-484, miR-155, miR-222, miR-145, miR-29a, miR-378, miR-342, miR-181d,
miR-150, and miR-30e-5p), although it is of note that medication with angioten-
sin-converting enzyme (ACE) inhibitors might have had an influence on miRNA
abundance. Further promising data on circulating miRNAs have originated from
several studies investigating human serum and plasma. Fichtlscherer et al.
assessed the expression of eight selected miRNAs in plasma of 36 patients with
stable CAD and 17 controls, and found endothelial-derived (miR-126, miR-17,
and miR-92a), smooth-muscle-cell-originated (miR-145), as well as inflammatory
(miR-155) miRNAs to be downregulated in response to CAD [20]. Interestingly,
known cardiac miRNAs (miR-133 and miR-208a) were shown to be increased in
CAD patients, potentially reflecting clinically unapparent, recurrent cardiac
ischemia. In yet another study, by Taurino et al., miR-92 was shown to be upre-
gulated in patients after bypass surgery and exercise-driven rehabilitation,
although the reason for the somewhat conflicting results is not clear [18]. There
is also evidence that miRNAs derived from platelets can indicate CAD. In a
recent study, a miRNA signature comprising four miRNAs (miR-340*, miR-
624*, miR-451, and miR-454) could discriminate premature CAD from controls
with high sensitivity and specificity, resulting in an area under the curve (AUC)
of 0.71 in receiver operating characteristic (ROC) analysis [21].
As described, the diagnostic potential of miRNAs in identifying CAD patients

at an increased risk for cardiovascular events and disease progression is of major
interest. The first promising data on this come from a study by Hoekstra et al.
evaluating miRNAs derived from PBMCs by real-time PCR-based microarrays
[22]. They compared 25 patients with stable angina pectoris to 25 patients with
unstable angina, as well as 20 controls. They found miR-135 and miR-147 to be
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downregulated in both patient groups when compared with healthy individuals.
However, most importantly, they also identified miR-134, miR-370, and miR-198
to be increased significantly in PBMCs of unstable angina patients in comparison
with those with stable angina pectoris. Supporting the hypothesis that miRNAs
can indicate patients with unstable CAD, Takahashi et al. showed that miR-146a
derived from PBMCs can serve as an independent risk factor for cardiac events
[23]. They assessed expression of the inflammatory-related miR-146a and miR-
146b in 66 patients with stable CAD, as well as 33 controls, and found both to
be upregulated in affected patients. During the 1-year follow-up period, 13
patients experienced a cardiac event, with miR-146a indicating patients at risk.
Taken together, there are now several studies, although mostly on small

patient cohorts, that indicate a potential role of miRNAs as biomarkers for
CAD. These miRNAs are derived from different blood components with only
little overlap, indicating a certain specificity of miRNAs to the investigated sam-
ple types. Table 2.2 summarizes CAD-associated miRNAs.

2.4
miRNAs in Cardiac Ischemia and Necrosis

The pathogenesis of AMI is complex and involves a series of events. Contingent
rupture of an unstable atherosclerotic plaque is followed by thrombus formation
and occlusion of a coronary vessel, leading to ischemia and hence necrosis of the

Table 2.2 miRNAs associated with CAD.

miRNAs Detected in Reference

miR-140-3p, miR-182, miR-92a, miR-
92b

whole-blood samples of 12 CAD
patients and 12 controls, as well as 10
additional CAD patients after surgical
coronary revascularization

18

miR-19a, miR-484, miR-155, miR-222,
miR-145, miR-29a, miR-378, miR-342,
miR-181d, miR-150, miR-30e-5p

whole-blood samples of 10 CAD
patients and 15 controls

19

miR-126, miR-17, miR-92a, miR-145,
miR-155, miR-133, miR-208a

plasma of 36 CAD patients and 17
controls

20

miR-340*, miR-624*, miR-451, miR-
454, miR545, miR615-5p, miR-1280

platelets of 12 patients with premature
CAD and 12 controls; validation of
miR-340* and miR-624* in 67 CAD
patients and 80 controls

21

miR-134, miR-370, miR-198, miR-135,
miR-147

PBMCs of 25 patients with unstable
and 25 patients with stable angina, as
well as 20 controls

22

miR-146a, miR-146b PBMCs of 66 patients with stable CAD
and 33 controls

23
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downstream myocardium. It is conceivable that miRNAs play a role in the differ-
ent phases of AMI and that they might be released from or changed in any tis-
sues and cells involved during this process.
Today’s gold standard biomarkers for cardiac necrosis are cardiac troponins.

Troponins, as constituents of cardiac sarcomeres, regulate the excitation–con-
traction coupling process and are necessary for appropriate muscle function.
Troponin I and T are expressed as specific cardiac isoforms and can be assessed
after their release from cardiomyocytes in human blood samples with antibody-
dependent diagnostic tools [24]. The intrinsic cardiac specificity is of great
importance, as former non-cardiac-specific biomarkers often failed to discrimi-
nate cardiac from non-cardiac injury, reducing their diagnostic accuracy. As
such, creatine kinase or creatine kinase myocardial bound (CK-MB), which
served as the gold standard AMI biomarkers until the late 1970s, are today dis-
pensable due to their inferior diagnostic performance compared with troponins.
Over the past decades, such assays have been reworked, modified, enhanced, and
consequently improved with regard to their analytical performance [25]. Assays
with a total imprecision at the 99th percentile of 10% or less and measurable
normal values below the 99th percentile in at least 90% of healthy individuals
are classified as “high-sensitivity” assays [26]. These high-sensitivity troponin T
assays have been shown to be superior to the former-generation assays, espe-
cially with regard to diagnostic sensitivity and prediction of risk and outcome
[27,28]. Based on strong clinical and experimental evidence, troponins became
part of the universal definition of AMI as stated in current guidelines [26]. The
release of these proteins follows a time-dependent manner after the initial event,
with current high-sensitivity assays allowing early diagnosis and treatment by
measuring even very low abundances. This high sensitivity in detecting myocar-
dial damage results in a comparable low specificity for AMI if taken as single
values, since troponin levels can also be altered in response to other CVDs, such
as pulmonary embolism, myocarditis, acute tachycardia, or heart failure. New
biomarkers based on miRNAs could potentially circumvent such limitations and
add precision to the diagnosis of ACS.
miRNAs that are known to be expressed in cardiomyocytes served as candi-

date biomarkers for AMI in a series of studies. Among them is miR-208, which
was shown to be already present in plasma of AMI rats 3 h after AMI [29], with
confirming results also coming from other animal models [30,31]. Additional
muscle-specific/enriched miRNAs, such as miR-1, miR-133a, and miR-499, were
also shown to be dysregulated in response to cardiac necrosis in a time-depen-
dent manner in, for example, rats and pigs [32–34]. There are also several stud-
ies underlining the diagnostic potential of cardiac- or muscle-specific circulating
miRNAs in patients with AMI. D’Allesandra et al., for example, were able to
show that miR-1, miR-133a and b, and miR-499-5p are increased during AMI
[31]. They compared miRNA expression of 25 AMI patients and 17 controls.
However, they also found significant downregulation of miR-122 and miR-375.
It is of note that within this study, samples were collected at 9 h after the onset
of symptoms. This rather late sample collection might explain why miR-208 was
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not (or maybe no longer) detectable in most patients. Similar problems might
have occurred in a study by Kuwabara et al., where miR-208 was not detectable
in AMI patients [35]. These results again underline the necessity of consistent
and early sample collection in the course of AMI. That miR-208 is indeed dysre-
gulated in response to AMI was shown in a study by Wang et al., where it
remained undetectable in healthy controls, as well as in patients with stable
CAD [30]. Strikingly, the authors observed increased amounts of miR-208 even
in those (few) AMI patients where cardiac troponin I was still negative. Its family
member miR-208b, as well as miR-499, were also shown to correlate with tropo-
nin T [33,36]. Similar results were obtained in a larger cohort of 510 AMI
patients and 87 controls. Further insight into the release kinetics of miRNAs in
human patients after myocardial injury comes from a recently published study
evaluating the kinetic changes of muscle-enriched miRNAs after transcoronary
ablation of septal hypertrophy (TASH) – a procedure to treat patients with
hypertrophic obstructive cardiomyopathy by iatrogenic induction of a regional
myocardial necrosis [37]. The authors found miR-1 and miR-133a to be signifi-
cantly increased already after 15min and miR-208a to be elevated 105min after
the procedure. Hence, miRNA expression seems to be altered at a very early
stage during AMI.
Viewed retrospectively, the huge progress in diagnosis of myocardial infarction

was driven by the development of strictly cardiac-specific markers and their
investigation in serum/plasma. For a single marker, this will likely produce the
highest sensitivity; however, as discussed above, this results in clinically relevant
problems regarding the positive predictive power and specificity. An alternative
idea is to use biomarker signatures, which may include hundreds of features
such as miRNAs and proteins. For such a composite marker, it will be important
to incorporate molecularly independent features to gain biological information.
A whole-blood sample may provide additional details about the pathophysiolog-
ical cascade of AMI. In an early study, our group compared genome-wide
miRNA levels from AMI patients with non-infarction controls [38]. We found
121 miRNAs to be significantly dysregulated during AMI, with miR-1291 and
miR-663b showing the highest discriminative power. This diagnostic potential of
single markers could be enhanced by combining the informational content of
different miRNAs, with a signature of 20 miRNAs leading to an AUC of 0.99.
Additionally, it could be shown that miR-145 and miR-30c highly correlate with
troponin T levels, and hence infarct size, disease severity, and presumably prog-
nosis. Both miRNAs were found repeatedly in successful studies on CAD and
ACS/AMI [32, 33, 39]. To investigate the time course of these miRNAs in AMI,
Vogel et al. conducted a subsequent study on the release kinetics of whole-blood
miRNAs [40]. They collected blood samples of AMI patients at the initial pre-
sentation to hospital (high-sensitivity troponin T below 50 pg/nl) as well as dur-
ing the first 24 h after admission and compared them with controls. They found
a signature of seven miRNAs (miR-636, miR-7-1*, miR-380*, miR-1254, miR-
455-3p, miR-566, and miR-1291) able to discriminate diseased from non-affected
individuals with high statistical power, especially during the early stages of AMI.
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The correlation of miRNAs with clinical outcome and prognosis is starting to
be the focus of newer studies. A study from Widera et al. compared candidate
miRNA levels from 327 AMI patients with 117 patients with unstable angina
pectoris [41]. Individuals were followed for 6 months. miR-133a and miR-208b
were shown to significantly correlate with all-cause mortality, although they
could not increase the discriminatory power of high-sensitivity troponin T. Very
recent data from Matsumoto et al. show that miRNAs are associated with the
development of ischemic heart failure after myocardial infarction and, presum-
ably, outcome [42]. The authors assessed expression levels of 377 miRNAs in 21
patients who developed heart failure within 1 year after AMI and 65 controls
without subsequent cardiovascular events after hospital discharge. Blood sam-
ples were collected 18 days after the ischemic event. They found the p53-respon-
sive miR-192, miR-194, and miR-34a to be increased in patients developing
ischemic heart failure, indicating that these miRNAs possibly take part in the
regulation of heart failure development via the p53 pathway.
In summary, it is now evident that miRNAs are novel biomarkers for AMI

(Table 2.3). However, their superiority to gold standard markers needs to be
proven, and technical challenges such as appropriate and timely assays need to
be addressed.

Table 2.3 miRNAs associated with AMI.

miRNAs Detected in Reference

miR-208, miR-1, miR-133a, miR-
499

animal models 29–35

miR-1, miR-133a, miR-133b, miR-
499-5p, miR-122, miR-375

plasma of 25 AMI patients and 17 controls 31

miR-1, miR-133a serum of 29 patients with ACS and 42
patients with non-ACS

35

miR-208a, miR-1, miR-133a, miR-
499

plasma of 33 AMI patients, 16 patients with
non-AMI coronary heart disease, 17
patients with other cardiovascular diseases
and 30 controls

30

miR-208b, miR-1, miR-133a, miR-
499

plasma of 25 AMI patients 33

miR-208b, miR-499 plasma of 32 AMI patients and 36 controls 36

miR-1, miR-133a, miR-208a serum of 21 patients after TASH 37

miR-1291, miR-663b, miR-145,
miR-30c

whole-blood samples of 20 AMI patients
and 20 controls

38

miR-636, miR-7-1*, miR-380*,
miR-1254, miR-455-3p, miR-566,
miR-1291

whole-blood samples of 18 AMI patients
and 21 controls

40

miR-133a, miR-208b plasma of 327 AMI patients and 117
patients with unstable angina

41

miR-192, miR-194, miR-34a serum of 86 AMI patients 42
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2.5
miRNAs as Biomarkers of Heart Failure

Heart failure is a disease entity that is characterized by the inability of the heart
to maintain sufficient oxygen supply to the organs. Different CVDs can result in
heart failure, such as inherited cardiomyopathies, severe CAD, exposure to cardi-
otoxic agents such as chemotherapeutics, valvular heart disease, or myocarditis.
In the current guidelines on the management of patients with acute and chronic
heart failure [43], biomarkers have gained importance in the diagnosis and esti-
mation of disease severity, with natriuretic peptides as well as troponins being
the preferred biomarkers to assess. The increasing need for easily accessible bio-
markers is based on the fact that prognosis-improving therapeutic strategies are
applied according to disease severity and the estimated cardiovascular risk.
The potential of circulating miRNAs as biomarkers for heart failure was inves-

tigated in a recent study by Tijsen et al. [44]. The authors compared the expres-
sions of 16 selected miRNAs from the plasma of 39 healthy controls with 50
patients with dyspnea (30 of them due to heart failure and 20 of them due to
other causes). They found several miRNAs to be upregulated in response to
heart failure, with miR-423-5p as their top candidate. Assuming this miRNA as
a single diagnostic marker, they were able to discriminate heart failure from con-
trol subjects with an AUC of 0.91 and from other causes of dyspnea with an
AUC of 0.83. Expression levels of miR-423-5p also correlated with left ventricu-
lar ejection fraction (LVEF) and hence disease severity, as well as symptoms of
patients as indicated by the New York Heart Association functional class. In
addition, the authors showed correlation of miR-423-5p with NTproBNP (N-ter-
minal of the prohormone brain natriuretic peptide) levels. These promising
results on miR-423-5p are supported by Goren et al. [45]. However, the authors
could not replicate the correlation of miR-423-5p with LVEF.
Different miRNAs were identified as promising new biomarkers for heart fail-

ure in whole-blood samples. In a study published recently by our group, a subset
of miRNAs was shown to be dysregulated in response to non-ischemic systolic
heart failure [46]. Some of these miRNAs have a high diagnostic potential
already as single markers (miR-558, miR-122*, and miR-520d-5p), but the statis-
tical power could be improved when combining different miRNAs as a signature
(miR-200b*, miR-622, miR-519e*, miR-1231, and miR-1228*), reaching an AUC
value of 0.81. Interestingly, we could find a potential prognostic value of miR-
519e* that indicates occurrence of a combined endpoint comprising cardiovas-
cular death, rehospitalization due to heart failure, and heart transplantation.
A remaining question is where the miRNAs are actually derived from. First,

there is certainly an overlap between miRNAs from whole-blood and serum or
plasma samples. miR-423-5p and miR-622, for instance, which are promising
serum/plasma heart failure markers, can also be detected in whole-blood samples
[44]. Often, this is referred to as convergence of serum and cellular miRNAs, as
miRNAs released from tissues can be taken up by different cell types and vice
versa. Secondly, the miRNAs may be released from different tissues into the blood
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stream. miR-122, for example, was shown to be enriched in plasma of acute heart
failure [36] and its minor form (miR-122*) in whole-blood samples [46]. In a por-
cine cardiogenic shock model, miR-122 was also found to be upregulated in blood
[47] and the authors speculated that this might be due to release from the liver
due to insufficient oxygen supply caused by reduced cardiac output.
All of the studies published so far are, from a clinical perspective, based on

relatively small patient numbers and have to be considered with caution. Future
studies will have to confirm the capability of the described miRNAs (Table 2.4)
as heart failure biomarkers in adequately sized cohorts.

2.6
Future Challenges

The field of miRNA biomarker research is rapidly evolving, from first observa-
tional studies to well-powered clinical trials. This development points the spot-
light on novel questions, such as pre-analytical considerations, technologies to
measure miRNAs in a clinical setting, and strategies to easily measure as well as
interpret multivariate signatures. In addition to the diagnostic use of miRNAs,
future studies are needed to characterize the association of miRNAs with disease
progression, individual risk, and prognosis. Finally, miRNAs have to be com-
pared with current diagnostic gold standards to underline their added value.
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3
MicroRNAs in Primary Brain Tumors: Functional Impact and
Potential Use for Diagnostic Purposes
Patrick Roth and Michael Weller

3.1
Background

The incidence rate of all primary central nervous system (CNS) tumors is 20.6
cases per 100 000 in the United States with a slight preponderance of females
[1]. It is 7.3 per 100 000 for malignant tumors and 13.3 per 100 000 for non-
malignant neoplasms. Benign tumors may still cause significant morbidity
because of their compressing properties on the surrounding healthy tissue. Both
benign and malignant tumors can cause various neurological symptoms and
signs, such as headaches, seizures, personality changes, and focal neurological
deficits. The diagnostic steps are mainly based on imaging techniques, including
computed tomography (CT) and magnetic resonance imaging (MRI). Positron
emission tomography (PET) and cerebrospinal fluid (CSF) analysis may some-
times help to narrow the differential diagnosis. For the vast majority of CNS
tumors, however, tumor tissue obtained by a resection or biopsy is required to
establish the definitive diagnosis. The histopathological classification of the
tumor is a prerequisite for any decision on the ultimate therapeutic manage-
ment. The distribution of primary brain and CNS tumors by histology is shown
in Figure 3.1. Benign tumors can often be cured by surgical resection, whereas
malignant tumors frequently require additional therapeutic measures, such as
radiation therapy or chemotherapy. Owing to the dismal prognosis of many
malignant CNS tumors and the insufficient activity of the currently available
treatment options, a better understanding of the biology of these tumors is
required to allow for the development of novel treatment approaches. The
involvement of microRNAs (miRNAs) in various physiological and pathological
conditions has become clear only within the last 10 years. miRNAs are small,
non-coding RNA molecules that regulate the stability or translational efficiency
of their target messenger RNAs (mRNAs). The characterization of miRNA
expression and, much more importantly, their functional contribution to the
biological phenotype of tumor cells has therefore gained rapidly increasing
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interest [2]. Glioblastoma, the most common subtype of malignant brain tumors,
has been in the focus of most miRNA studies within recent years. The current
knowledge on miRNA function in glioblastoma and other primary CNS tumors
will be summarized within this chapter. Furthermore, the ongoing attempts to
use miRNA as novel diagnostic tools and biomarkers will be highlighted.

3.2
Gliomas

Among the most common primary (intrinsic) brain tumors are gliomas. It was
traditionally thought that they were derived from the subpopulation of glial cells
– the housekeeping cells maintaining function and integrity in the normal brain.
Among the gliomas, glioblastoma is the most common and most malignant sub-
type. More than half of patients diagnosed with glioblastoma die from their can-
cer within the first 12 months of diagnosis. This tumor is more frequent in the
elderly, but may develop across all age groups, including children [3]. Malignant
glioma cells display several characteristics, including infiltrating growth pat-
tern and resistance to different apoptotic stimuli [4]. The first reports on
miRNA expression and function in glioblastoma cells were published in
2005. An initial microarray analysis of glioblastoma tissue and cell lines
revealed a deregulation of various miRNAs [5]. In parallel, the first reports
were published indicating a functional role for miRNAs in glioblastoma cells.
Chan et al. described that miR-21 is overexpressed in glioblastoma cells.

Figure 3.1 Distribution of primary brain and CNS tumors by histology (N= 311 202). ICD, Inter-
national Classification of Diseases. (Reproduced with kind permission of Oxford Journals [1].
 2012 Oxford University Press.)
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miR-21 was identified subsequently as an antiapoptotic factor in these cells.
Silencing of miR-21 in glioma cells triggered activation of caspases and
resulted in the induction of apoptotic cell death [6]. miR-21 was the focus of
numerous reports that emerged in the following years highlighting its contri-
bution to the malignant phenotype of glioma cells and therefore it was also
termed an “oncomiR.” Similarly, the functional impact of other miRNAs on
cell death pathways in glioma cells became apparent. Within recent years,
numerous miRNAs have been described that affect various other biological
properties of glioma cells, including (i) proliferation, migration, and invasive-
ness, (ii) resistance to immune cell attack as well as apoptotic stimuli, and
(iii) metabolic activity and features of “stemness.” The following provides
examples for the diverse miRNA actions in glioma cells.
Among the best-studied miRNAs in glioblastoma is miR-10b, which is upregu-

lated in glioblastoma according to several studies [7]. miR-10b may facilitate the
invasiveness and growth of glioma cells. It may also sustain the stem cell pheno-
type of glioblastoma stem cell lines [8]. Inhibition of miR-10b resulted in
reduced growth of experimental gliomas in vivo [9]. miRNAs acting as “tumor
suppressors” are typically downregulated in glioma cells, including miR-326 that
regulates glioma cell survival through its target pyruvate kinase type M2 (PKM2)
[10,11]. The putative tumor suppressor calmodulin-binding transcription activa-
tor 1 (CAMTA1) is a target of miR-9/9* and miR-17, which are both abundantly
expressed in glioma stem cells. miR-9/9* and miR-17 may therefore prevent the
growth-suppressing function of CAMTA1 [12]. Other miRNAs have been linked
to metabolic changes in glioma cells. As an example, miR-451 expression
decreases in response to low glucose levels, which results in reduced prolifera-
tion, but increased migration and survival [13]. miR-124 targets the transcription
factor STAT3 (signal transducer and activator of transcription 3) and is typically
absent in gliomas. The introduction of miR-124 into glioma cells resulted in an
inhibition of the STAT3 pathway with subsequent reversion of glioma-mediated
suppression of T cell proliferation, indicating that miRNAs have the potential to
modulate the complex interaction between the tumor and its microenvironment
[14]. Other miRNA-mediated mechanisms that preclude immune cell responses
against gliomas include the expression of miR-222 and miR-339 by glioma cells.
Both miRNAs suppress the expression of ICAM (intercellular adhesion mole-
cule)-1 on tumor cells, which confers resistance to T cell attacks against the
tumor [15]. Diffuse astrocytomas (World Health Organization (WHO) grade II)
may spontaneously progress to anaplastic astrocytomas (WHO grade III) and
secondary glioblastomas (WHO grade IV). Such a progression is associated
with an increased expression of a set of 12 miRNAs (miR-9, miR-15a, miR-16,
miR-17, miR-19a, miR-20a, miR-21, miR-25, miR-28, miR-130b, miR-140, and
miR-210) and two miRNAs (miR-184 and miR-328) that display reduced expres-
sion levels upon progression [16]. In summary, these data demonstrate that
miRNAs are involved in various biological pathways in glioma cells and may
also be implicated in the malignant progression of these tumors.
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3.2.1

miRNA as Biomarkers in Glioma Tissue

The current WHO classification for gliomas is based on histopathological fea-
tures of the tumor tissue. However, several molecular markers have turned out
to be of diagnostic and prognostic significance. Oligodendroglial tumors are
characterized by the frequent loss of genetic material from the short arm of
chromosome 1 (1p) and the long arm of chromosome 19 (19q) [17]. Mutations
in the isocitrate dehydrogenase IDH genes are found frequently in WHO grade
II and III gliomas. It can be expected that these molecular markers will be
included in the next WHO classification of CNS tumors [18]. It must be
assumed that these are only the first steps towards a more detailed molecular
profiling of gliomas also for standard diagnostics. As outlined above, many miR-
NAs are deregulated in glioblastoma. Specific miRNA patterns allow for a differ-
entiation between glioblastoma and healthy brain tissue. Furthermore, single
miRNAs or rather complex miRNA profiles may be used as prognostic and pre-
dictive biomarkers. Basically, prognostic biomarkers are indicators for the course
of the disease independent of the applied treatment. In contrast, predictive bio-
markers should predict the response to a particular treatment type. miRNAs
have not yet entered the clinical routine as biomarkers. However, compared
with mRNA, miRNAs are characterized by their stability, which is a prerequisite
to use them for diagnostic purposes. Whether miRNA expression patterns in the
tumor tissue may be helpful for a more detailed classification of gliomas needs to
be determined.
Several reports indicate that high miR-21 levels in glioblastoma tissue are

associated with a poor prognosis [19,20]. Similarly, high expression of miR-182
was described as a marker of poor outcome [21]. Other studies emphasized the
combined upregulation of miR-195 and miR-196b as indicators for long-term
survival [22]. Limitations of these studies include the assessment of heteroge-
neous patient populations as well as univariate analyses which exclude many
other important parameters. A large-scale miRNA (n= 756) expression profiling
of glioblastoma, anaplastic astrocytoma, and normal brain samples identified
several differentially regulated miRNAs between these groups. The authors of
the publication determined a discriminatory 23-miRNA expression signature
that allowed for a differentiation between glioblastoma from anaplastic astrocy-
toma with an accuracy of 95% [23]. Using an in silico approach, data from The
Cancer Genome Atlas (TCGA; cancergenome.nih.gov) dataset were analyzed to
identify a miRNA expression signature that could predict survival of glioblas-
toma patients. The authors defined seven miRNAs that were associated with
poor survival, whereas three miRNAs were correlated with long-term survival.
This 10-miRNA signature was subsequently validated in an additional set, and
permitted a classification of patients into groups with “high-risk” and overall
poor survival compared to patients with “low-risk” scores. These results indicate
that combined miRNA profiles may be suitable for the prognostic classification
of glioblastoma patients [24]. In a similar approach using the TCGA database,
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another study described miRNA expression profiles that permitted a char-
acterization of several glioblastoma subclasses. The authors suggested that
developmental miRNA expression patterns characterize and contribute to the
phenotypic variety of glioblastoma subgroups [25]. Further analyses with larger
datasets which include important molecular markers such as MGMT (O6-
methylguanine-DNA methyltransferase) promoter methylation status and IDH
mutation status in a multivariate model are required to confirm these findings.
Whether miRNAs in glioma tissue can be exploited as predictive biomarkers is

another field of research. One study reported that the expression of miR-181d
was a predictive marker for response to temozolomide treatment in glioblastoma
patients [26]. The underlying mechanism may be an inhibiting effect of miR-
181d on the expression of the DNA repair protein MGMT, which confers resist-
ance to glioblastoma cells to the deleterious effects of temozolomide [27]. How-
ever, these results also need confirmation in a prospective study and larger
patient cohorts. Only such comprehensive studies will determine whether
tissue-derived miRNA expression patterns may be valuable tools as biomarkers
that eventually enter clinical practice.

3.2.2

Circulating miRNA as Biomarkers

miRNAs are not only present in tumor tissue, but also in body fluids such as
blood, urine or cerebrospinal fluid (CSF). Here, they are easily accessible and
their expression can be monitored continuously over time. Therefore, several
efforts have aimed at exploiting the presence of miRNAs in blood or CSF for
diagnostic purposes in cancer patients [28–30]. In the blood, miRNAs can be
extracted from the serum or from the cellular components. Glioblastoma-
specific expression patterns have been characterized in both ways. Some miR-
NAs that are upregulated in glioblastoma tissue are found at high levels in the
blood, such as miR-21 [31]. However, single miRNAs typically do not discrimi-
nate well between different samples. Therefore, more comprehensive analyses
are required that take advantage of the numerous miRNAs that can be detected
by high-throughput techniques. A first proof-of-principle study that tested 1158
miRNAs in blood samples of glioblastoma patients and healthy controls demon-
strated that 52 miRNAs were significantly deregulated. The most deregulated
candidates were miR-128 (upregulated) and miR-342-3p (downregulated). Fur-
thermore, a comprehensive miRNA signature was obtained that allowed for the
discrimination between blood samples of glioblastoma patients and healthy con-
trols with an accuracy of 81%, specificity of 79%, and sensitivity of 83% [32].
Serum-derived miRNA expression patterns were analyzed in another study from
patients with WHO grade III and IV tumors as well as healthy controls. The
analysis of miRNAs in the serum by Solexa sequencing followed by validation by
real-time polymerase chain reaction (PCR) revealed a marked difference in
serum miRNA profiles between patients with high-grade gliomas and healthy
controls. miRNAs that were decreased in glioma patients included miR-15b*,
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miR-23a, miR-133a, miR-150*, miR-197, miR-497, and miR-548b-5p. This
miRNA panel had a high sensitivity (88%) and specificity (97.9%) for the predic-
tion of a malignant glioma [33]. Again, these studies must be broadened using
homogenous patient cohorts examined in a prospective manner.
A small study assessed the expression levels of predefined miRNAs in the CSF

of glioblastoma patients. An upregulation of miR-15b and miR-21 compared
with control CSF was reported [34]. In a similar approach, Teplyuk et al. exam-
ined miRNA profiles in the CSF in patients diagnosed with different types of
brain tumors and non-neoplastic CNS diseases by real-time PCR. miR-10b and
miR-21 levels were increased in patients with glioblastoma and brain metastasis
of breast and lung cancer. High expression levels of members of the miR-200
family were only observed in patients with brain metastases and allowed for a
differentiation from glioblastoma samples. Furthermore, preliminary findings
suggest that longitudinal miRNA profiles in the CSF may allow for a monitoring
of the response to treatment in these patients [35].

3.3
Meningiomas

Meningiomas account for approximately 36% of all primary brain tumors (www
.cbtrus.org). They originate from the meninges and may cause neurological defi-
cits by their mass effect on the adjacent brain parenchyma. The vast majority of
meningiomas are classified as WHO grade I tumors, indicating the overall
benign behavior of these neoplasms. A small percentage of meningiomas are
referred to as atypical (WHO grade II) and anaplastic (WHO grade III) tumors.
Atypical and anaplastic meningiomas are characterized by a more infiltrative
growth pattern, and are associated with a higher risk of recurrence after initial
resection. In sharp contrast to their high incidence, little is known about the role
of miRNAs in the biology of meningioma pathogenesis. Indeed, only a very lim-
ited number of publications have addressed the functional meaning of miRNAs
in meningioma cells. Still, it must be assumed that miRNAs are involved in vari-
ous intracellular processes of these tumor cells, and that miRNAs are deregu-
lated in atypical and anaplastic meningiomas. Expression levels of miR-145 are
significantly reduced in atypical and anaplastic tumors as compared with benign
meningiomas [36]. Overexpression of this miRNA in meningioma cells was asso-
ciated with impaired proliferation, enhanced susceptibility to apoptosis, and
decreased tumor size upon orthotopic inoculation in nude mice as compared
with control cells. miR-335 is frequently overexpressed in meningiomas and
may enhance meningioma cell growth [37]. miR-200a is downregulated, which
results in increased expression of β-catenin and cyclin D1. When miR-200a was
overexpressed in meningioma cells, it inhibited β-catenin expression and subse-
quent Wnt/β-catenin signaling, which suggests a role for miR-200a as a tumor
suppressor miRNA in meningioma [38]. Out of 200 miRNAs assessed in menin-
gioma tissue samples, high expression of miR-190a and low expression of
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miR-29c-3p and miR-219-5p were associated with an increased risk for recur-
rence [39]. In summary, miRNAs are involved in various biological mechanisms
of meningioma cells; however, their exact role needs further investigation.

3.4
Pituitary Adenomas

Approximately 14% of all intracranial tumors are neoplasms of the pituitary
gland (www.cbtrus.org). A first report on deregulated miRNAs in pituitary ade-
nomas was published in 2005, describing that miR-15 and miR-16 are downre-
gulated in these tumors, which is associated with greater tumor diameters [40].
A more comprehensive analysis revealed different miRNA expression profiles in
normal pituitary as compared with pituitary adenomas [41]. In a similar study
that focused exclusively on adrenocorticotropic hormone-secreting pituitary
tumor samples, an altered miRNA expression profile was detected compared
with normal pituitary tissue [42]. A bioinformatics analysis of the miRNA
expression pattern in a set of pituitary adenomas determined five overexpressed
miRNAs that target Smad3: miR-135a, miR-140-5p, miR-582-3p, miR-582-5p,
and miR-93. The authors speculated that a suppression of Smad3-dependent
transforming growth factor-β signaling by miRNAs may be involved in the
tumorigenesis of these neoplasms [43]. HMGA (high mobility group A) genes
are overexpressed in pituitary adenomas. Palmieri et al. described a downregula-
tion of several miRNAs in pituitary adenomas of different histological subtypes
that target HMGA genes [44]. A study focusing on growth hormone-secreting
pituitary adenomas reported similar findings [45]. These results suggest that a
downregulation of HMGA-targeting miRNAs could contribute to HMGA-
dependent pituitary tumorigenesis. miR-26a,which is frequently overexpressed
in human pituitary adenoma, targets protein kinase Cδ (PRKCD). miR-26a inhi-
bition resulted in a cell cycle delay in the G1 phase. miR-26a may therefore be
implicated in the cell cycle control of pituitary cells [46]. Furthermore, Palumbo
et al. demonstrated that miR-26b and miR-128 regulate the activity of the
PTEN/AKT pathway in growth hormone-producing pituitary tumors [47]. Over-
all, similar to other tumor entities, miRNAs are involved in various intracellular
pathways in pituitary adenomas. Their potential use for diagnostic and therapeu-
tic purposes, however, has not yet been addressed.

3.5
Medulloblastomas

Medulloblastoma occurs typically in children and young adults. On a molecular
level, four distinct subgroups can be distinguished: tumors with activated Wing-
less pathway signaling (WNT tumors), tumors with Sonic Hedgehog pathway
activation (SHH tumors), and group 3 and 4 tumors which are molecularly less
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well characterized. The first reports on miRNA function in medulloblastoma
were only published in 2008. A set of three miRNAs is downregulated in medul-
loblastoma, which results in high expression of their target (i.e., the SHH path-
way activator smoothened) [48]. Further studies revealed a functional
collaboration between the miRNA cluster miR-17–92 and the SHH pathway in
medulloblastoma pathogenesis, resulting in increased tumor growth [49,50]. In
non-SHH medulloblastoma, miR-182 may contribute to leptomeningeal meta-
static dissemination [51]. Several miRNAs that may act as tumor suppressors
that could inhibit the growth of medulloblastoma are downregulated in these
tumors, including miR-124 and miR-218 [52,53].
High-throughput miRNA expression profile analyses were used to compare

human primary medulloblastoma specimens. Several specific miRNA expression
patterns were obtained which allowed for a differentiation between different his-
tological subtypes of medulloblastoma, such as anaplastic, classic, and desmo-
plastic tumors. Furthermore, the miRNA expression profiles obtained allowed
for a differentiation between medulloblastoma and normal cerebellar tissue [54].
A combined analysis of medulloblastoma tissue by high-density single nucleotide
polymorphism arrays and miRNA analysis identified six molecular subgroups
associated with different clinical outcomes [55]. It must be awaited whether
approaches that incorporate miRNA analyses reach the clinic and can be
exploited for routine diagnostics as well as prognostic or predictive purposes
within the next few years.

3.6
Other Brain Tumors

Apart from gliomas, meningiomas, pituitary adenomas, and medulloblastomas,
the list of primary brain tumors comprises schwannomas, primary CNS lympho-
mas (PCNSL), and other rare entities. Overall, only limited data on miRNA
expression and function in these tumors are available.

3.6.1

Schwannomas

The first miRNA described in the context of schwannomas was miR-21. It is
overexpressed when compared with normal vestibular nerve tissue. Inhibition of
miR-21 decreased the growth of vestibular schwannoma cells and increased apo-
ptotic cell death [56]. miR-21 was therefore suggested as a putative target for
therapies limiting the growth of these tumors. A high-throughput miRNA
expression profiling of human vestibular schwannomas described miR-7 as one
of the most downregulated miRNAs. Overexpression of miR-7 reduced schwan-
noma cell growth in vitro and in vivo, indicating that it might act as a tumor
suppressor and could be used as a therapeutic tool [57].
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3.6.2

PCNSLs

For PCNSLs, a divergent miRNA expression pattern compared with nodal lym-
phomas was determined using low-density PCR arrays [58]. Furthermore, the
expression of miR-19, miR-21, and miR-90a was described to be upregulated
significantly in the CSF of PCNSL patients with a specificity of 96.7% and sensi-
tivity of 95.7% when used for a combined analysis [59]. miRNA expression in the
CSF may also allow for monitoring of disease progression [60]. Confirmation of
these findings in a prospective study is, however, required.

3.7
Summary and Outlook

Within less than a decade, miRNAs have emerged as one of the most impor-
tant regulators of post-transcriptional gene expression. A multitude of stud-
ies, particularly in glioblastoma cells, has highlighted the contribution of
deregulated miRNA expression to the biological phenotype of primary brain
tumors. Owing to their differential regulation in tumor cells, their long-
lasting stability as well as rapidly improving methods for their measurement,
miRNAs from tumor tissue and circulating miRNAs in the blood or CSF may
represent excellent biomarker candidates. Complex miRNA expression pro-
files usually contain more diagnostic information than single biomarkers.
Microarray and sequencing technologies have become more and more acces-
sible on a routine base, and allow for a rapid profiling of complex miRNA
expression patterns. Open questions that need to be addressed include the
assessment of miRNAs from fresh-frozen compared with formalin-fixed paraf-
fin-embedded tissue. Furthermore, the ongoing characterization of novel miR-
NAs allows for even more detailed analyses, but represents an increasing
technical challenge that requires more comprehensive analyses. Whether
miRNAs from blood or CSF can be used to monitor disease progression
needs to be assessed in large prospective patient cohorts, which will be time-
and cost-consuming. Obviously, glioblastoma as the most common malignant
brain tumor will be the most appropriate tumor entity that is suitable for
such studies. In other tumor types, it may be difficult to gather sufficient tis-
sue specimens from homogeneous patient populations within a reasonable
time period. Finally, miRNAs may also be exploited for therapeutic
approaches in the future, either by antagonizing their function with antisense
oligonucleotides or by a potentiation of their function aiming at inhibiting the
expression of target genes. Although promising, such strategies are still at a
very early stage of clinical development and will require intense research
efforts over the coming years.
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4
Genetic and Epigenetic Alterations in Sporadic Colorectal
Cancer: Clinical Implications
Pawel Karpinski, Nikolaus Blin, and Maria M. Sasiadek

4.1
Introduction

Current data from the EUROCARE program indicate that as a result of advances
in the early detection and treatment of colorectal cancer (CRC), the 5-year rela-
tive survival rate has improved substantially during the last 30 years [1]. How-
ever, CRC is the most frequently diagnosed cancer for both genders combined
in the European population and its incidence has increased significantly in
recent years, with a growth rate 0.5% per year likely due to the increase in life
expectancy [2]. An increasing frequency of CRC and relatively high mortality
underscores the urgency to develop reliable early biomarkers as well as novel
targeted therapies and to integrate them into routine clinical practice. Over the
last 15 years, great progress has been made in our understanding of the molecu-
lar changes involved in the etiology of CRC. A constantly expanding catalog of
molecular markers identified in colorectal adenocarcinoma has led to progres-
sive changes in the therapeutic approach paradigm from selecting therapy on
the basis of the anatomical site and histopathological data to incorporating
molecular classification [3,4]. Although interest in the molecular classification of
tumors has been increasing, the heterogeneity of CRCs together with the high
number of complex and interconnected changes affecting the regulation of gene
expression have made it very difficult to identify molecular abnormalities that
directly influence pathophysiology and outcome of diseases [5]. Sequential dis-
tortion of genetic and epigenetic landscapes over time results in alterations of
gene expression patterns leading to a malignant and invasive cancer stage. Dur-
ing this transformation, tumor cells acquire mutational signatures that reflect
their evolution by the presence of global genomic or epigenomic alternations as
well as single molecular defects [3,6]. “Driver” mutational pathways and ran-
domly accumulated genetic events both contribute to tumor development; how-
ever, the relative impact they have on the CRC phenotype and clinical behavior
still remains uncertain. Moreover, tumor heterogeneity leads to biological plas-
ticity of the neoplasm. This chapter covers our current knowledge on genetic
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and epigenetic alterations in sporadic CRC with a particular emphasis on their
potential impact on phenotype and prognosis.

4.2
Chromosomal Instability

Over the past 30 years, chromosomal instability (CIN) has been recognized as
one of the most common genetic alterations in human neoplasias and has been
attributed to up to 80% in CRCs [7]. Despite broad CIN prevalence in cancer,
the mechanisms of both its occurrence and its contribution to cancer develop-
ment and progression still remain elusive [8]. Moreover, a precise definition of
CIN is still not available. Therefore, many studies on CRCs use CIN to describe
cancers with either structural chromosome rearrangements (translocations, dele-
tions, amplifications, inversions) or frequent loss of heterozygosity (LOH), while
others define CIN tumors that display aneuploid/polyploid karyotypes. Geigl
et al. and other authors recently tentatively defined CIN as cell-to-cell variability
in gain or loss of either part or whole chromosomes; however, due to technical
obstacles, few if any published data on CRC provide reliable information about
cell-to-cell variability in chromosome number and structural rearrangements
[7,9]. For the purpose of this chapter, we adhere to the less rigorous definition of
CIN that includes stable (over cell generations) chromosomal and segmental
aneuploidies (including copy number alterations).
Whole-chromosome aneuploidy is a consequence of chromosome missegrega-

tion and can be defined as alteration of chromosome number that is not a multi-
ple of the haploid complement (loss and gain of whole chromosomes) [10].
Although there is strong evidence for a high frequency of aneuploidy in cancer,
its contribution to tumorigenesis is largely unknown [11,12]. In fact, aneuploidy
is also found in normal human cells, including hepatocytes and neurons [13,14].
Furthermore, using a mouse model, Weaver et al. demonstrated that aneuploidy
under a specific genetic context may inhibit tumorigenesis [15]. Thus, it is
hypothesized that aneuploidy may create a favorable context (i.e., by triggering
cell stress response) for the acquisition of mutations and copy number changes of
a few particularly dosage-sensitive genes that may have direct consequences on
tumorigenesis [11,16,17]. Moreover, it has been demonstrated that while CIN is
associated with poor cancer outcome, an extremely high level of CIN is associated
with better prognosis, probably resulting from increased tumor cell lethality [18].
The mechanisms responsible for reduced fidelity of chromosome segregation

include defects in sister chromatid cohesion, faulty spindle assembly check-
points, and centrosome copy number errors. Although recent studies employing
yeast, cell lines and mouse models have greatly extended the list of genes
involved in aneuploidy, such as mitotic spindle genes (Bub1, Mad2), sister chro-
matid cohesion-related genes (SMC1L1, NIPBL, STAG2) and cycle checkpoint
genes (Cdc4), only a small fraction of CRCs (around 20%) display any of the
above-mentioned mutations [8,19,20].

40 4 Genetic and Epigenetic Alterations in Sporadic Colorectal Cancer: Clinical Implications



In most sporadic CRC cases (up to 80%), CIN is a predominant genetic fea-
ture. It is speculated that mutations in such genes as APC, KRAS, and TP53,
which are frequent in sporadic CRCs (greater than 40% each), may also contrib-
ute to aneuploidy; however, not all tumors with mutations in the listed genes
manifest aneuploidy [21–24]. Moreover, in vivo experiments have shown that
only APC mutants become aneuploid [25]. This may suggest that mutations in
APC, KRAS, and TP53 may indirectly promote chromosome missegregation in
ways that had not been fully recognized [26]. Two recent studies by Thompson
et al. and Li et al. using human cell line and mouse models provide elegant evi-
dence for how inactivation of TP53 may contribute to aneuploidy [27,28]. Both
groups have shown that non-diploid genomes are not tolerated in normal cells;
however, loss of TP53 permits survival and proliferation of aneuploid cells. This
likely explains the correlation of TP53 and CIN in CRC [29].
According to the Mitelman Database of Chromosome Aberrations in Cancer

(http://cgap.nci.nih.gov/Chromosomes; June 2013), the most frequent trisomies
detected in adenocarcinomas of the large intestine are +7, +13, and +20; among
the most frequent monosomies are �18, �14, �22, �17, �4, and �15. The most
recurrent aberration found in almost all CRC karyotyping studies is deletion of
chromosome 18 [30]. Aneuploidy may also reflect tumor progression. As shown
in a meta-analysis by Diep et al., who studied a large set of CRC studies, loss of
chromosome 18 and gain of chromosome 20 belong to early events in colorectal
carcinogenesis, whereas losses of chromosomes 11 and 19 constitute late
events [31].
Previous studies including meta-analyses have indicated that diploid tumor

content measured by flow cytometry favors better prognosis of CRC patients
when compared with aneuploid tumors [32,33]. However, ploidy assessed by
cytometric methods does not reflect more complex structural changes in tumor
karyotype (segmental gains and/or deletions), which, as shown many times, are
stronger, independent predictors of CRC patient prognosis than ploidy itself [32].
Unlike whole-chromosome aneuploidy, somatic copy number alterations

(SCNAs) have a well-documented impact on tumor development and progres-
sion through the activation of oncogenes and the inactivation of tumor suppres-
sors (by LOH). A recent high-resolution study by Beroukhim et al. on 3131
cancer specimens demonstrated that chromosomal arm-level SCNAs are more
frequent than focal SCNAs (median length 1.8 Mb) [12]. At least two categories
of DNA repair mechanisms are known to give rise to SCNAs: non-allelic homol-
ogous recombination (NAHR) and microhomology-mediated break-induced
replication (MMBIR) [34]. Both NAHR and MMBIR are error-prone and both
belong to mechanisms engaged in cells during stress [35,36]. Numerous reports
present evidence that stress-inducing downregulation of recombinational repair
genes may cause a switch from high-fidelity homologous repair to error-prone
MMBIR. Indeed, Bindra et al. found that RAD51 and BRCA1 (both components
of homologous repair) are repressed by hypoxia in mammalian cells [37,38]. The
biological consequence of hypoxia-induced DNA repair switch is a likely induc-
tion of chromosomal instability [39]. Supporting this idea are observations that
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RAD51D-deficient mouse embryos display extensive chromosomal instability
[40]. Surprisingly, genes that are involved directly in induction of SCNAs in
CRC remain unknown [41]. Genes such as APC, KRAS, PIK3CA, TP53, SMAD2,
and SMAD4 are frequently mutated in CRCs that show a high level of SCNAs. It
has previously been suggested that such genetic changes may indirectly promote
the generation of SCNAs by still unknown mechanisms [41]. As mentioned
before, TP53 inactivation permits aneuploid cells to continue cell cycling
[27,28]. If it is assumed that chromosome segregation errors may cause struc-
tural chromosomal aberrations, it can be hypothesized that frequent TP53 loss
of function may be at least partially responsible for acquisition of a CIN pheno-
type in CRC [42,43]. Recently Baba et al. reported that Aurora-A kinase
(AURKA) overexpression is directly associated with CIN [44]. Given the role of
AURKA in the regulation of the function of centrosomes, spindles, and kineto-
chores, this could also explain CIN in a fraction (20%) of CRCs [44].
Over the past decade, enormous progress has been made in defining SCNAs in

CRC due to development of high-resolution array techniques. The Cancer
Genome Atlas (TCGA; cancergenome.nih.gov/) program combined detailed,
high-resolution analysis of SCNAs in 257 CRCs, confirming data obtained in a
large set of previous studies [45]. Most frequent arm-level changes include gains
of 1q, 7p and q, 8p and q, 12q, 13q, 19q, and 20p and q, whereas losses mainly
cover 18p and q, 17p and q, 1p, 4q, 5q, 8p, 14q, 15q, 20p, and 22q. The TCGA
study has identified 28 recurrent focal deletions and 17 focal amplifications that
contain 874 and 212 genes, respectively [45]. It is likely that among these genes
only a few may have a direct impact on CRCs tumorigenesis (see [38] for more
details).
It is also well proven that arm-level and focal SCNAs associate with adenoma-

to-carcinoma progression. By studying 112 colorectal adenomas and 82 colorec-
tal carcinomas, Hermsen et al. found that 17p and 18q loss and 8q, 13q, and 20q
gains are early events in CRC carcinogenesis [46]. Their data were confirmed in
859 CRCs of various Dukes’ stages [31]. This study also linked loss of 4p with
Dukes transition from A to B–D stages, and revealed 14q loss and 1q and 12p
gains as late events [31]. Additional investigations disclosed an association of 8p
loss and 7p and 17q gains with liver metastasis [31,47].
As mentioned before, arm-level and focal SCNAs are strong predictors of

patient survival and prognosis. A study by Xie et al. on stage II and III CRCs has
associated 20q gain with improved survival [48]. Several studies have related
deletions at 18q, 8p, 4p, and 15q to poor prognosis [32,49]. A recent report by
Watanabe et al. connected the CIN level (measured by LOH in four chromo-
somes) to survival in 750 patients classified with stage II and III CRC [50].
Patients displaying the so-called CIN-high phenotype (at least three chromo-
somes out of four affected by LOH) showed significantly poorer survival than
patients with less pronounced LOH [50]. Growing evidence suggests that poor
outcome associated with CIN may be related to increased tumor adaptation to
environmental stresses. Lee et al. have recently demonstrated that chromosom-
ally unstable CRC cell lines exhibit significant multidrug resistance when
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compared with chromosomally stable lines [51]. The authors supplemented their
findings by a meta-analysis of CRC outcome following adjuvant therapy with
5-fluorouracil (5-FU), showing that patients with CIN (measured by flow cytom-
etry) display worse progression-free or disease-free survival when compared with
diploid CRC patients [51]. The high prevalence of CIN in CRC has also
explained the discouraging results associated with the introduction of taxane-
based therapies for CRC [52].
Recently, a novel phenomenon (termed chromothripsis) was described in CRC

and other cancers as a possible consequence of CIN [53,54]. Chromothripsis
likely results from massive chromosome fragmentation and subsequent
inaccurate DNA repair, which leads to an extensive concentration of rearrange-
ments in a single chromosome, whole chromosome arm, or segment [53]. Chro-
mothripsis may contribute to carcinogenesis by the disruption of tumor
suppressors and generation of fusion genes [54]. Interestingly, a recent study
pointed to a strong association between somatic TP53 mutations and chromo-
thripsis in acute myeloid leukemia [55]. Details of the extent, importance, and
impact on prognosis of chromothripsis in CRC remain to be elucidated.
Due to multiple forms of CIN, none of the methods used to study CIN provide

satisfactory information [56]. Labor-intensive measurements of cell-to-cell varia-
bility in gain or loss of either part or whole chromosomes became an obstacle for
implementation of such methods into routine practice [7]. Among strategies to
target CIN in CRC, the most popular methods enable the assessment of stable
(over cell generations) chromosomal and segmental aneuploidies. These strate-
gies include identification of ploidy level by flow cytometry, determination of
LOH status of selected loci, and, finally, comparative genomic hybridization
array-based profiling [45,50,57]

4.3
Microsatellite Instability

Unlike CIN, microsatellite instability (MSI) in CRC has been molecularly and
clinically well-characterized during the past two decades [58]. Instability of
microsatellite sequences refers to tumor-specific length alterations within short,
repetitive sequences that occur abundantly and randomly in the human genome,
including introns and exons of genes [59]. During DNA replication, micro-
satellite sequences are often affected by one nucleotide expansion or contraction
due to polymerase slippage that results in formation of a deletion/insertion loop.
Subsequently, after replication these loops are processed by a specific DNA
repair system (mismatch repair (MMR)), conserved during evolution from bacte-
ria to humans [60]. When the MMR system is inactivate, alterations in micro-
satellite length remain unrepaired and result in microsatellite instability
(expansion or contraction). Consequently, MSI leads to gene inactivation by
accumulation of frameshift mutations within exonic microsatellites [61]. In
about 10–15% of sporadic CRCs, the MMR system is inactivated exclusively by
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epigenetic silencing of the hMLH1 gene while somatic mutations MMR genes
are rarely detected [62,63]. MSI has been assessed by polymerase chain reaction
(PCR) using the so-called Bethesda marker panel that includes five microsatellite
loci: two mononucleotides and three dinucleotides. However, recent data sup-
ports the use of a pentaplex panel of mononucleotide repeats as it is more sensi-
tive and performs better on non-white populations [64–66]. Until recently, three
distinct CRC subsets were recognized according to MSI: MSI-high, MSI-low and
microsatellite stable (MSS); however, molecular and clinical differences between
MSI-low and MSS seemed to highly overlap [60]. Thus, in most recent publica-
tions, CRC tumors are divided simply into MSI and MSS. Recently, a distinct
type of MSI has been recognized in CRC which is characterized by elevated
microsatellite alterations at selected tetranucleotide repeats (EMASTs) [67].
EMASTs have been attributed to loss of MSH3 expression and have been
detected in 60% of sporadic CRCs (including MSI-high, MSI-low, and MSS
tumors) [68]. A recent study by Campregher et al. revealed that although MSH3
deficiency induces EMASTs, it does not lead to oncogenic transformation [69].
Thus, the role of EMASTs in CRC remains controversial.
Tumors displaying MSI exhibit a specific molecular and clinical phenotype

that is characterized by a higher prevalence in women, proximal location
(Figure 4.1), low pathological stage, mucinous features, and tumor-infiltrating
lymphocytes [60,70]. MSI CRCs possibly arise in sessile serrated adenomas/
polyps [71]. At the molecular level, MSI CRCs strongly correlate with BRAFV600E

mutation, CIMP-high (see Section 4.7), and a low frequency of CIN and LOH
events [72,73]. Several studies have addressed the genome-wide differences in
gene expression and SCNAs between MSI and MSS tumors, indicating signifi-
cant differences with respect to expression patterns and type of chromosomal
aberrations [74,75]. The inverse association of MSI with CIN suggests that these
are two distinct pathways to colon cancer; however, both forms of genetic
instability are not mutually exclusive as the MSI tumors display some degree of
CIN [75–77]. In addition, recent advances in high-throughput sequencing have
led researchers to gain insight into the spectrum of somatic mutations in MSI
and MSS CRCs [78,79]. Timmermann et al. concluded that MSI CRCs, due to
their nature, harbor up to eightfold more coding somatic mutations than MSS
cancers [78]. A subsequent study by Alhopuro et al. aimed at distinguishing
driver frameshift mutations from passengers in a large group of MSI tumors.
This study identified driver frameshift mutations in 10 genes, including TGFBR2,
ACVR2, MSH3, GLYR1, and ABCC5 [79].
Multiple studies have been published investigating the impact of MSI on prog-

nosis in CRC patients. A meta-analysis including 7642 CRC cases published in
2005 confirmed the more favorable prognosis for MSI CRC patients when com-
pared with MSS patients [81]. This finding has subsequently been confirmed by
other research groups; however, the association between MSI and positive prog-
nosis has been limited to stage II CRCs [60,82]. The reason for a positive prog-
nostic effect of MSI has as yet not been fully understood. Recent research by
Williams et al. has shed some light on this issue [83]. MSI gives rise to a variety
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of mutant proteins that appear less degradable and are a source of tumor-spe-
cific antigens. These in turn stimulate tumor-infiltrating T cells, which likely
confer an improved clinical outcome in MSI patients, as was also shown by
Nosho et al. in a large group of CRCs [83,84].
The influence of MSI on outcome of adjuvant chemotherapy (including 5-FU

and irinotecan) remains disputable. Despite conflicting results, current evidence
proves that MSI patients do not benefit from 5-FU-based therapy; however,
studies have been limited to stage II CRCs and such a conclusion for other
stages has not yet been postulated [71,85]. Lack of response for 5-FU-based ther-
apy has recently been attributed to recquirement of a fully functional MMR sys-
tem to trigger 5-FU cytotoxicity [86,87]. In contrast, two independent studies
have shown that MSI might be a positive prognostic marker of irinotecan regi-
men in advanced CRC; however, such evidence is still considered preliminary
[88,89].

Figure 4.1 Distribution of important molecu-
lar changes along large intestine subsites Dia-
gram illustrates frequencies (%) of (a) CIMP-
high, MSI, mutations in BRAF, PIK3CA, NRAS,
ARID1A, and FBXW7 genes; and (b) mutations
in KRAS, APC, and TP53 genes. Note the

gradual change of frequencies of CIMP-high,
MSI, BRAFV600E, and TP53 mutations along the
length of the colon. (Data from Yamauchi
et al. [80] and The Cancer Genome Atlas
Network [45].)
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In summary, MSI has been recognized as a well-characterized CRC phenotype
as it is relatively easy to detect and is clearly defining in Lynch syndrome cases;
however, MSI testing still awaits implementation into clinical practice [60,70,90].
Recent progress in the detection of a heritable predisposition to CRC (Lynch

syndrome) has triggered universal testing for MSI in all patients newly diagnosed
with CRC [91].
Several assays have been used for the detection of MSI in CRC, including

mutation screening of MMR genes, MMR protein detection by immuno-
histochemistry, and assessment of length changes in a set of microsatellites by
PCR and subsequent capillary electrophoresis. Several panels of microsatellites
have been used to detect MSI. An older panel approved by an international con-
sensus meeting in 1997 consists of three dinucleotide repeats and two mono-
nucleotide repeats [66]. However, the use of this panel requires normal tissue to
be compared with tumor tissue. In recent years, a pentaplex panel of quasi-
monomorphic mononucleotide repeat markers has gained popularity as it offers
better sensitivity, specificity, and robustness, and, importantly, obviates the need
for normal DNA testing [64,92]. It can be speculated that in the near future this
particular method will supersede other methodologies used to determine MSI
[92].

4.4
Driver Somatic Mutations in CRC

In the era of deep, high-throughput sequencing, each tumor can be character-
ized by hundreds of somatic mutations, of which only a small fraction contribute
to the tumor’s progression by conferring a growth advantage (referred to as
driver mutations) [93]. Here, we will focus on a short characterization of genes
in which somatic mutations exert a well-documented impact on sporadic CRC
tumorigenesis and/or prognosis. The frequencies of major driver somatic muta-
tions along various colon subsites are shown in Figure 4.1.

4.4.1

APC

The APC (adenomatous polyposis coli) protein interacts with a number of other
cancer-related proteins, and thus it functions as a signaling platform. Numerous
studies have demonstrated that APC is capable of interacting within several fun-
damental cellular processes, including Wnt signaling, cell adhesion and migra-
tion, organization of microtubules, spindle formation, and chromosome
segregation [94]. APC mutations or loss of the APC locus are frequently detected
in adenomas and CRCs (around 60%), thus APC inactivation occurs early in
colorectal carcinogenesis [95,96]. Many investigators have implicated APC muta-
tions in the occurrence of CIN in CRC tumors; however, careful analysis of
current data suggests a modulatory role for APC in this process [22]. APC
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mutations alone do not affect the patient’s survival, as often reported [97–99].
The relation of APC mutations to 5-FU-based therapy is not well known [98].

4.4.2
TP53

Similarly to APC, the TP53 protein is involved in various cellular processes,
including DNA damage repair, cell cycle regulation, apoptosis, and centrosome
clustering. TP53-inactivating mutations are relatively frequent among CRC cases
(around 40%) [100]. A large study of 3583 CRC cases reported TP53 mutations
associated with worse prognosis in advanced CRCs [100]. Other published data
have shown insufficient evidence regarding a predictive value of TP53 mutations
on prognosis and response to chemotherapy [101,102]. It is currently speculated
that the specific localizations of mutations across TP53 protein domains may
directly apply to the prognosis of cancer patients [103,104].

4.4.3

KRAS

The KRAS protooncogene participates in a signal transduction cascade depen-
dent on binding of peptide growth factors by epidermal growth factor receptor
(EGFR); this subsequently regulates multiple effector molecules, which leads to
cell proliferation [105]. The majority of KRAS mutations are located in codons
12, 13, and 61, resulting in constitutive KRAS activation. KRAS mutations, aris-
ing early during colon tumorigenesis, are present in about 40% of CRCs with the
most frequent location at codon 12 [106]. In recent large trial studies, KRAS
mutations were found to have no prognostic value for patients with II and III
stage CRC treated with 5-FU-based therapies [107]. However, a study encom-
passing 1075 CRC cases has shown that mutations in codon 12 confer poor sur-
vival when compared with KRAS wild-type patients [106]. However, due to the
functional effect of KRAS mutations (permanent activation of EGFR-dependent
pathways) they are very useful predictors of patient lack of responsiveness to
anti-EGFR therapies in metastatic CRC [108].

4.4.4

BRAF

The BRAF protooncogene is one of the most important downstream effectors of
KRAS [109]. BRAF is frequently activated by a hotspot mutation V600E that
accounts for up to 90% of all BRAF mutations detected in around 12% CRCs
[110]. Interestingly, BRAF mutations are mutually exclusive with KRAS muta-
tions in CRCs [109]. BRAFV600E is thought to arise in a subtype of serrated pol-
yps called sessile serrated adenomas [111]. This mutation displays significant
correlation with proximal localization, MSI, and methylator phenotype in CRCs
[112]. Interestingly, in microsatellite stable CRCs, BRAFV600E significantly
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correlates with CIN and TP53 mutations [113,114]. Studies on a large number of
CRC cases have shown that BRAFV600E is associated with a poor prognosis in
microsatellite stable CRCs [115,116]. Similar to somatic mutations in KRAS,
BRAFV600E is associated with a lack of response to anti-EGFR therapies in meta-
static CRC [117].

4.4.5

PIK3CA

The PIK3CA protooncogene belongs to a family of signaling lipid kinases that
transduces signals from activated tyrosine kinase receptors as well as activated
RAS proteins (including KRAS). Downstream signaling of activated PIK3CA pro-
tein triggers various cellular processes, including cell growth and survival path-
ways [118]. Mutations in PIK3CA are present around 15% of CRCs and exhibit
significant correlation with proximal location, KRAS mutation, and methylator
phenotype [119]. A recent study by Liao et al. on 1170 CRC cases demonstrated
that patients with PIK3CA mutations experience significantly worse survival
than PIK3CA wild-type cases [120]. Current data suggest that PIK3CA mutations
confer resistance to anti-EGFR therapies [121].

4.4.6

Other Mutations

In addition to known, albeit infrequently mutated genes (e.g., NRAS), recent
high-throughput sequencing studies have identified numerous recurrently
mutated genes that may have significance for colorectal tumorigenesis
[45,122,123]. The list of novel genes includes POLE (polymerase ε), ARID1A,
SOX9, FAM123B, and many more (see [45] for the details). However, their func-
tional relevance and pathogenic role remain to be elucidated.
A variety of classical strategies have been utilized to assess the mutation status

of important genes in CRC, including immunohistochemistry (specifically for
TP53) and Sanger sequencing (TP53, APC, and other genes); however, both
techniques require a substantial amount of hands-on tech time [124,125]. The
clinical relevance of KRAS and BRAF mutations for anti-EGFR therapies in
metastatic CRC has recently stimulated the development of sensitive, cost-effec-
tive, and high-throughput assays that include pyrosequencing or the multiplex
SNaPshot assay [126,127]. The latter method has been frequently utilized to
assess selected mutations in PIK3CA and NRAS genes [126,128].

4.5
Epigenetic Instability in CRC

In recent years, an increasing amount of data concerning epigenetic changes as
one of major contributing factors in CRC have been published. During colorectal
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carcinogenesis, tumor genomes undergo global loss of methylation (hypomethy-
lation) along with focal hypomethylation of tumor suppressor gene promoters.
Perturbations of methylation are accompanied by dynamic changes in histone
modification, which subsequently lead to changes in gene expression patterns
[129]. Here, we focus on global epigenetic alternations in CRC, such as hypome-
thylation and methylator phenotype, and their impact on the pathogenesis of
CRC.

4.6
Hypomethylation

DNA methylation means a covalent modification of DNA by addition of methyl
residues to cytosine bases in DNA (me5C) catalyzed by DNA methyltransferases
(DNMTs). In humans, me5C is located exclusively within CpG dinucleotides. In
eukaryotic cells, me5C is required for control of tissue-specific transcriptional
profiles, allele-specific expression of imprinted genes, and the transcriptional
repression of retrotransposons [130]. Although the DNA methylation pattern
constitutes a stable modification of the genomic DNA that can be inherited, it
can also undergo dynamic changes. Normally, methylated sequences are located
in imprinted and tissue-specific genes, the inactive X chromosome, pericentro-
meric sequences, intragenic regions, and repetitive elements. In fact, a large frac-
tion of CpGs (45%) is located in repetitive elements that are heavily methylated
[131].
The significant decrease of me5C content in cancer genomes including CRC

was recognized about 30 years ago [132,133]. Subsequently, hypomethylation
has been associated with increased chromosomal instability, global loss of
imprinting, and activation of protooncogenes [134]. Early methods of assessing
the global me5C content were laborious and required large amounts of DNA
[135]. As the retrotransposable LINE-1 elements are highly repetitive and repre-
sent a substantial portion of human genome (18%), they have been in use as a
surrogate marker of global methylation in CRC since 2004 [135]. Thus, the rela-
tionship between LINE-1 methylation and various genomic events in colorectal
carcinogenesis has been widely investigated. LINE-1 demethylation occurs very
early and progresses continuously thorough progression of CRC [136]. LINE-1
demethylation displays an inverse association with methylator phenotype and
MSI [137]. Significantly lower mean methylation of LINE-1 has been reported
for LOH at 18q, which supports a possible link between global hypomethylation
and chromosomal instability [137]. Hur et al. have recently demonstrated LINE-1
methylation-dependent activation of the MET protooncogene in CRC metastases
[134]. It has been shown conclusively that a higher LINE-1 methylation level is a
marker for better prognosis in patients treated by resection alone. Kawakami
et al. recently reported that LINE-1 methylation is not a predictive value of sur-
vival benefit of 5-FU-based chemotherapy; however, due to the small sample size,
caution must be applied to this finding [138].
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4.7
CpG Island Methylator Phenotype

In normal cells, me5C is generally absent apart from short stretches of CpG-rich
sequences known as CpG islands (CGIs). However, in cancers, focal hyperme-
thylation of CGIs leading to silencing of tumor suppressors is a common key to
the tumourigenic process. In 1999, Toyota et al. demonstrated that a subset of
CRCs appears to possess an excessive number of methylated genes and conse-
quently termed this phenomenon the CpG island methylator phenotype (CIMP)
[139]. The concept of CIMP was criticized initially, with the assertion that divi-
sion of CIMP-positive and -negative CRCs is arbitrary and the selection of
CIMP-sensitive markers is likely biased [76]. While this criticism was upheld for
several years, an increasing number of studies confirming the notion that CIMP
is characteristic for a unique subgroup of around 15% CRCs presenting with a
distinct molecular etiology has been published. The unique molecular signature
and clinical characteristics of CIMP CRCs include: extensive methylation of
CIMP-related CpG islands (CIMP-high), extensive methylation of the 3p22 and
2q14 regions, high prevalence of MSI and BRAFV600E mutation, serrated polyps,
proximal localization (Figure 4.1), and older age. CIMP-high tumors display an
inverse correlation with TP53, KRAS, and APC mutations, chromosomal
instability, and LINE-1 demethylation [72,124,137,140,141]. The underlying
molecular mechanisms for CIMP have not been identified [73]. Recent studies
reported reduced survival for CIMP-high patients with microsatellite stable
tumors and CIMP-high, microsatellite stable rectal cancer [142,143]. According
to a preliminary study by Jover et al., patients with CIMP-high colorectal tumors
do not benefit from 5-FU-based adjuvant chemotherapy; however, there is not
yet sufficient data to recommend its clinical use [71,144].
Currently, numerous unsupervised hierarchical clustering analyses have pro-

posed at least three (instead of two) classes of CIMP (epigenotypes): CIMP-high,
CIMP-low, and CIMP-0 depending on the extent of methylation of specific
marker loci [73,145,146]. CIMP-low (also designated as CIMP-2 or IME) is
noted for enriched KRAS mutations, while tumors with infrequent CIMP-related
marker methylation (designated as CIMP-negative, CIMP-0, or LME) have been
characterized by a frequent LOH at 18q and TP53 mutations [72,146]. However,
methodological inconsistencies exist in these studies in attribution of tumors to
specific CIMP-low and CIMP-0 epigenotypes, and thus further research is neces-
sary in the area of epigenotyping CRCs [147].
Although CIMP was reported more than decade ago, no universal method and

marker panel to measure CIMP have been developed. Various marker panels
and analytical approaches used to detect CIMP are summarized in reviews by
Hughes et al. [148,149]
To date, at least two marker panels have been repeatedly used to assess CIMP

status in CRC. The so-called “classic panel,” which includes MINT1, MINT2,
MINT31, CDKN2A (p16), and MLH1, has been utilized mainly by the means of
methylation-specific PCR [139]. A more recent marker set, the so-called
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“Weisenberger panel,” includes CACA1G, IGF2, NEUROG1, RUNX3, and SOCS,
which are assessed by quantitative technology (MethyLight) [112].

4.8
Concluding Remarks

Although significant advances have been made in the molecular characterization
of CRC, as well as its treatment, the mortality in patients with this particular
cancer is still rising. Along with the increasing number of chemotherapeutic
drugs, precise molecular genotyping and subgroup identification is essential for
the prognosis and prediction of therapeutic responses, as has been demonstrated
for KRAS, BRAF, and PIK3CA mutations in metastatic CRC [150]. The dynami-
cally expanding knowledge of molecular heterogeneity of CRC may be illustrated
by a recent study by Yamauchi et al. who combined known molecular factors
with a multisegmental approach to bowel subsites, demonstrating that the fre-
quencies of key tumor molecular features change along the length of the colon
(Figure 4.1) [80]. However, despite the promising advances in molecular pathol-
ogy of CRC, its biological complexity still remains a challenge for an efficient
approach to personalized therapy.
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5
Nucleic Acid-Based Markers in Urologic Malignancies
Bernd Wullich, Peter J. Goebell, Helge Taubert, and Sven Wach

5.1
Introduction

The discovery, analysis, and validation of any biomarker, including nucleic
acid-based biomarkers. remains a challenging task. Hundreds of reports on
tumor markers have been published to date, addressing a variety of oncologic
and clinical questions. Guidelines have now been established that support the
discovery and validation of biomarkers in general [1]. However, the results of
these studies are often inconsistent and sometimes contradictory. Recognized
problems include different methods of performing assays, and the use of dif-
ferent subsets of patients (difference in stage or treatment) and endpoints
(e.g., local versus distant recurrence versus survival), leading to incompatible
data sets. This has impeded our understanding of the role of new markers.
However, there has been a discussion about establishing general methodo-
logical principles and guidelines for design, conduct, analysis, and reporting of
marker studies (analogous to those for clinical trials) [2–13].
For the case of prostate cancer biomarkers, a recent review [14] proposes the

classification of biomarkers in six categories:

1) Screening/detection. These biomarkers are useful for assessing any individ-
ual’s basic risk of developing cancer during their lifetime or for generating
evidence that a tumor could be present. Ideally, these markers should be
measurable in easy-to-collect biological material such as blood, urine, or
buccal swabs.

2) Diagnostic. These biomarkers can support the classical histopathological
evaluation of tissue samples such as biopsy specimens. Their main advan-
tage is to provide additional information to detect the presence or to prove
the absence of cancer.

3) Prognostic. Prognostic biomarkers provide information about the long-
term outcome of the tumor disease. Depending on the specific endpoints,
these markers provide a risk assessment for overall survival, tumor-specific
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survival, or progression of disease, for example. When combined with
information about specific treatment modalities, these biomarkers can be
helpful for developing individual treatment strategies.

4) Predictive. These biomarkers are able to predict the individual patient’s
response to a specific treatment (drug or other therapy). These markers
help in providing the most effective therapy to patients that are responsive
while sparing side-effects for those patients that are unlikely to respond.
Predictive biomarkers may also be useful in monitoring the effectiveness
of the treatment.

5) Therapeutic targets. These biomarkers not only identify those patients that
will benefit from a particular treatment regimen, they are also the direct
molecular targets of novel therapies.

6) Surrogate endpoint. These markers represent a substitute for a clinical
endpoint or for an indirect assessment of clinical benefit or harm, or the
lack of it.

In this chapter, we will focus on the three most prominent urologic malignan-
cies: bladder cancer, prostate cancer, and renal cell carcinoma. For every tumor
entity we will provide an overview of the hereditary tumor syndromes and the
underlying genetic aberrations followed by biomarkers in the setting of sporadic
tumor disease.

5.2
Bladder Cancer

With an estimated number of 91 000 cases in Europe [15] and another estimated
61 000 newly diagnosed patients in the Unites States [16], bladder cancer is one
of the most prevalent neoplasms. Bladder tumors comprise a heterogeneous
group with respect to both histopathology and clinical behavior: A rough esti-
mate of 30% of these patients present with muscle-invasive disease at initial diag-
nosis and another 10–15% of those cases with recurrent non-invasive lesions
eventually progress during the course of their disease within a 5-year follow-up
[17,18].
Histopathologic features, including tumor grade, depth of invasion, multiplic-

ity, size, morphology, presence of vascular or lymphatic invasion, and presence
or absence of carcinoma in situ, can be related to the risk of recurrence and
progression [19]. Although these features represent statistically significant pre-
dictors within the bladder cancer population, they do not provide accurate pre-
dictions for individual patients. Large series of bladder tumors have been
investigated to provide the current molecular information, including details on
genetic and epigenetic alterations, and changes in gene expression at the RNA
and protein levels. Information on post-translational changes in proteins is also
available that may contribute directly or indirectly to the development of hetero-
geneity of bladder tumors. This information is summarized in recent reviews
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[18,20,21] and these suggest that some subclassification can be achieved based
on molecular characteristics.
Despite a number of identified environmental risk factors [22,23], there are

genetic factors that are either inherited or acquired (sporadic) that contribute to
the risk of development and progression of bladder cancer. Here, we will focus
only on these hereditary and sporadic factors.

5.2.1

Hereditary Factors for Bladder Cancer

A large variety of inherent genetic changes may have an impact on the host’s
susceptibility for the development of bladder cancer caused by environmental
factors; however, a “classic” linkage of genetic alterations to a higher risk to these
inherent changes is still missing. This obstacle may be explained by using the
example of smoking and the risk of bladder cancer: the most established risk
factor is smoking, accounting for an estimated 50% of cases among men and
35% of cases among women [24]. Despite the fact that smoking cessation
reduces the risk of developing bladder cancer immediately, the increased risk is
still present even after 25 years. This is currently explained by the fact that a
huge variety of carcinogens are present in tobacco smoke, which alter gene
expression and damage the DNA. This complexity of carcinogens hampers the
identification of a distinct and specific link between substance and effect [25].
Despite many years of research and the identification of several genes involved

in bladder cancer pathogenesis, a large part of its heritability remains unknown
[26]. This has led to the growing field of “molecular epidemiology” with the
implementation of whole-genome sequencing or genome-wide association
studies (GWAS) as part of the workflow to identify the possible features respon-
sible for the onset of bladder cancer in susceptible populations [27].
In addition, the investigation of the functional role of newly identified suscep-

tibility loci for bladder cancer remains challenging, as they mostly map to poorly
understood, non-coding regions.

5.2.2

Single Nucleotide Polymorphisms

Despite many years of research and the identification of several genes involved in
bladder cancer pathogenesis, a large part of its heritability remains unknown.
DNA from different individuals is identical for most base positions; however,
interindividual variants are observed approximately every 500 bases. If a variant
occurs in more than 1% of the population, it is defined as a single nucleotide
polymorphism (SNP).
Thus, the complexity of analyses of relevant genes for bladder cancer even

increases with the well-known fact that SNPs contribute to the interindividual
differences in bladder cancer susceptibility as well as in other cancer types
[28–37]. The majority of SNPs relevant for bladder cancer that have been
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validated in sufficiently large populations are located next to the following genes:
MYC, TP63, PSCA, the TERT–CLPTM1L locus, FGFR3, TACC3, NAT2, CBX6,
APOBEC3A, CCNE1, and UGT1A [33,37–43]. Despite many hypothesis-driven
candidate gene studies, the majority of results have not been reproduced, with
the exception of GSTM1 and NAT2 [44]. In summary, the functions of these
genes are closely related to the detoxification of carcinogens, control of the cell
cycle, and apoptosis, as well as maintenance of DNA integrity.
Despite their large numbers, the variants identified to date explain only

approximately 5–10% of the overall inherited risk and that SNPs are associated
with odds ratios smaller than 1.5. Thus, the remainder of currently undetected
variants are likely to provide a risk below 1.1, making the justification for pre-
ventive measures not very reasonable.

5.2.3

RNA Alterations in Bladder Cancer

As in other malignancies, mRNAs and non-coding RNAs (ncRNAs) have also
come to be the focus of more recent research in bladder cancer. As indicated
above, ncRNAs comprise various subtypes of RNA including microRNAs
(miRNAs). Of specific interest are miRNAs that have been shown to be dysregu-
lated and are predicted to target key proteins in signal transduction relevant in
bladder cancer. Some genomic alterations are strongly associated with specific
histopathologic tumor features like grade or stage. These include fibroblast
growth factor receptor 3 (FGFR3) mutations in papillary tumors and p53 and/or
Rb pathway alterations in muscle-invasive lesions. These alterations mark or
even define these particular tumors, and are compelling candidates for use in
tumor subclassification. However, there are only few studies that reveal the
impact of miRNA regulation in these signaling pathways in bladder cancer. In
addition to the regulatory function of miRNAs in the process of cellular signal-
ing, these RNAs themselves may be regulated through epigenetic silencing,
which would add another level of regulation to the complex model of carcino-
genesis of bladder cancer [45,46].

5.2.3.1 FGFR3 Pathway
FGFR3 and other growth factor receptors are susceptible to miRNA regulation
during bladder cancer carcinogenesis. Some miRNAs that have been proven to
be dysregulated in bladder cancer [47] are predicted by TargetScan 5.1 to have
multiple target genes in the FGFR3 pathway. In particular, miR-129 has numer-
ous predicted target genes: platelet-derived growth factor receptor, α polypeptide
(PDGFRA); platelet-derived growth factor receptor, β polypeptide (PDGFRB);
epidermal growth factor receptor (EGFR); phospholipase C, γ1 (PLCG1);
SHC (Src homology 2 domain containing) transforming protein 4 (SHC4); pro-
tein kinase C, α (PRKCA); protein kinase C, β (PRKCB); protein kinase C,
δ (PRKCD); protein kinase C, ε (PRKCE); protein kinase C, ι (PRKCI); growth
factor receptor-bound protein 2 (GRB2); son of sevenless homolog 1 (SOS1);
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SOS2; v-Ki-ras2 Kirsten rat sarcoma viral oncogene homolog (KRAS); death-
associated protein kinase 1 (DAPK1); DAPK2; DAPK3; and ribosomal protein S6
kinase, 90 kDa, polypeptide 5 (RPS6KA5) (also known as MSK1) (reviewed in [48]).
Some well-established dysregulated miRNAs in bladder cancer carcinogene-

sis are predicted to target the FGFR3 receptor (e.g., miR-145 and miR-101). In
addition, the regulation of FGFR3 by miR-99a and miR-100 has been validated
experimentally [49]. The miR-200 family is associated with an epithelial phe-
notype in bladder cancer cell lines. Ectopic expression of miR-200 in bladder
cancer cell lines induces upregulation of epithelial markers and the downregu-
lation of mesenchymal markers. The epithelial phenotype was accompanied by
an increased sensitivity to EGFR inhibitors, which was explained by a direct
regulation of ERRFI1 by miR-200 [50]. Upregulation of miR-143 in bladder
cancer specimens is accompanied by a downregulation of Ras. In addition, the
forced overexpression of miR-143 in bladder cancer cell lines decreased Ras
levels [51].

5.2.3.2 p53 Pathway
Several miRNAs that are dysregulated in bladder cancer are predicted by
TargetScan to target p53 or its regulators. miR-10, for example, is predicted to
target Mdm2 p53-binding protein homolog (mouse) (MDM2), Mdm2 p53-
binding protein homolog (mouse) (MDM4), and ataxia telangiectasia mutated
(ATM), whereas miR-129 potentially targets the genes MDM4 and ATM in
this pathway. Additionally, miR-125b, miR-143, miR-30a/c, and miR-223 are
predicted to target TP53 directly. Despite missing functional data, non-invasive
and muscle-invasive carcinomas display specific miRNA patterns that en-
able investigators to pinpoint the roles of miRNAs in both pathways of bladder
carcinogenesis [52].

5.2.3.3 Urine-Based Markers
To investigate diagnostic or prognostic miRNA markers in bladder cancer, most
studies use urine samples.
In terms of diagnostic potential, miR-1224-3p showed a specificity of 83%

and a sensitivity of 77% in bladder cancer detection. A combination of miR-
15b, miR-135b, and miR-1224-3p could detect bladder cancer with a sensitiv-
ity of 94.1% and a specificity of 51% [53]. Interestingly, the ratio of miR-126
to miR-152 in pellet sediments of urine distinguished bladder cancer at a
specificity of 82% and a sensitivity of 72% [54]. In addition, miR-96 and miR-
183 have been demonstrated to be able to distinguish urothelial cancer
patients from non-cancer patients with a good sensitivity and specificity
(miR-96, 71.0 and 89.2%; miR-183, 74.0 and 77.3%) [55]. These investigators
also combined the miR-96 detection data with the urinary cytology data and
diagnosed 61 of 78 cases as urothelial cancers, increasing the sensitivity from
43.6 to 78.2%. In another study, patients with bladder cancer had a lower
expression of the miR-200 family, miR-192, and miR-155 in the urinary sedi-
ment; and lower expression of miR-192 and higher expression of miR-155 in
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the urinary supernatant. The expression of the miR-200 family, miR-205, and
miR-192 in the urine sediment significantly correlated with urinary expres-
sion of epithelial–mesenchymal transition markers, including zinc-finger
E-box-binding homeobox 1, vimentin, transforming growth factor-β1, and
Ras homolog gene family, member A [56]. Others investigated the assessment
of miR-145 levels to distinguish bladder cancer patients from non-cancer
controls, and showed a sensitivity of 77.8% and a specificity of 61.1% for
non-muscle invasive disease, and a sensitivity of 84.1% and specificity of
61.1% for invasive bladder cancer [57]. In addition, miR-200a was shown to
be an independent predictor of recurrence of non-muscle invasive disease,
with a higher risk of recurrence among patients with a lower miR-200a level
compared with patients with higher miR-200a levels.
The differential expression of miR-143, miR-222, and miR-452 correlated with

pathologic features, recurrence (miR-222 and miR-143), progression (miR-222
and miR-143), disease-specific survival (miR-222), and overall survival (miR-222)
[58]. Protein expression patterns of potential miRNA targets correlated with
recurrence (Erbb3), progression (Erbb4), disease-specific survival (Erbb3 and
Erbb4), and overall survival (Erbb3 and Erbb4). In addition, quantitative real-
time (qRT)-polymerase chain reaction (PCR)analysis of miR-452 and miR-222 in
urine provided high accuracies for bladder cancer diagnosis [58]. Expression of
another two miRNAs (miR-618 and miR-1255b-5p) in the urine of patients with
invasive tumors was significantly (P< 0.05) increased, and urinary miR-1255b-5p
expression reached a specificity of 68% and a sensitivity of 85% in diagnosing
invasive bladder cancer cases [59].
Another interesting approach appears to be the comprehensive analysis of a

set of 22 selected miRNAs with potentially diagnostic and prognostic values
cross-validated in a separate cohort of samples yielding the identification of a
six-miRNA diagnostic signature (miR-187, miR-18a*, miR-25, miR-142-3p,
miR-140-5p, and miR-204) with a sensitivity of 84.8% and specificity of 86.5%,
and a two-miRNA prognostic model (miR-92a and miR-125b) with a sensitivity
of 84.95% and a specificity of 74.14% [60].

5.2.3.4 Serum-Based Markers
Some plasma miRNAs also showed diagnostic potential for bladder cancer [61].
For example, miR-148b, miR-200b, miR-487, miR-541, and miR-566 were upre-
gulated in the plasma of bladder cancer patients, whereas expression of miR-25,
miR-33b, miR-92a/b, and miR-302 was significantly downregulated. The predic-
tive powers of these miRNAs were at an accuracy of 89% for discriminating
bladder cancer from normal controls and 92% for distinguishing invasive bladder
cancer from other cases [61]. Apparently, there is also data on another group of
miRNAs (miR-26b-5p, miR-144-5p, and miR-374-5p) that have been shown to
be significantly upregulated in invasive bladder tumor patients when compared
with the control group, and miR-26b-5p detected the presence of invasive
bladder tumors with 94% specificity and 65% sensitivity [59].

68 5 Nucleic Acid-Based Markers in Urologic Malignancies



5.2.4

Sporadic Factors for Bladder Cancer

As indicated above, some genomic alterations are strongly associated with spe-
cific histopathologic tumor features, such as grade or stage. FGFR3 mutations in
papillary tumors and p53 and/or Rb pathway alterations in muscle-invasive
lesions may mark or even define these particular tumors and are implemented
in tumor subclassification.
The current well-accepted “classic” model for bladder cancer implements at

least two major molecular pathways based on the existence of two distinct
groups of lesions: non-invasive papillary tumors and muscle-invasive tumors.
Whereas the existence of these major pathogenesis pathways is supported by a
large body of clinical, histopathologic, and molecular information, the origin of
high-grade papillary Ta tumors remains uncertain. These lesions may arise from
flat dysplasia or via an increase in grade from low-grade tumors. Similarly, the
pathway (or pathways) to the development of T1 tumors remains unclear as
they frequently present as T1 tumors with no prior history (or at least with no
documented previous event or histology). Thus, there appears to be a third
group of lesions with different clinicopathologic features that do not fall into
either of these two “classic” categories. In addition, recent investigations support
the possibility of two distinct types of invasive lesions with a different heritage.
The following aims to elucidate the current model for the pathogenesis of the

major groups of bladder tumors describing the supportive evidence through
information on genetic alterations based on these categories.

5.2.5

Genetic Changes in Non-Invasive Papillary Urothelial Carcinoma

Non-invasive papillary tumors (Ta) represent the largest group of bladder cancer
cases at diagnosis. The genetic changes include alterations in oncogenes: activat-
ing mutation in HRAS ((11p15)/NRAS (1p13)/KRAS2 (12p12)) and FGFR3
(4p16) as well as amplification and/or overexpression of CCND1 (11q13), acti-
vating mutation of PIK3CA (3q26) or overexpression of MDM2 (12q13). In addi-
tion, alterations of tumor suppressor genes also play an important role in this
subgroup of lesions. These include homozygous deletion or methylation or
mutation of CDKN2A (9p21), deletion or mutation in PTCH (9q22), deletion or
methylation of DBC1 (9q32–33) as well as deletion or mutation of TSC1 (9q34).
However, the most mature data on mutations in two protooncogenes, FGFR3

and PIK3CA, may provide a substantial basis on which to study and subclassify
this subgroup of tumors.

5.2.5.1 FGFR 3
The FGFR family consists of four active members of high-affinity cell surface-
associated receptors (FGFR1–4) that are highly conserved both within the family
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and throughout evolution [62]. These receptors have a common structure, con-
sisting of an extracellular domain that includes an N-terminal hydrophobic sig-
nal peptide followed by three immunoglobulin (Ig)-like domains, a hydrophobic
transmembrane domain, and an intracellular tyrosine kinase domain. Fibroblast
growth factors (FGFs), the ligands for FGFRs, bind to extracellular Ig-like
domains II and III, resulting in downstream signaling.
Since the initial analyses by Cappellen et al. [63], who identified mutations in

nine of 26 (35%) bladder and three of 12 (25%) cervical carcinomas, there have
been several studies that have identified 11 different mutations [64–75]. Muta-
tion of FGFR3 in bladder cancer is strongly associated with low tumor grade and
stage [64,73,76–79]. This strong association also led to investigations of urothe-
lial papillomas [68], which are proposed precursor lesions for low-grade papillary
bladder tumors. In this study, nine out of 12 urothelial papillomas contained
mutations. This group also investigated 79 pTaG1 tumors, comprising 62 papil-
lary urothelial neoplasms of low malignant potential and 17 low-grade papillary
lesions according to the 2004 WHO classification [80], and found mutations in
86%. This supports the association of FGFR3 mutation with low-risk bladder
cancer, and indicates that there is a strong molecular relationship between uro-
thelial papilloma and low-grade bladder cancer.
Recently, FGFR3 protein expression was assessed in a population-based series

of tumors of known mutation status [81]. Interestingly, many tumors, including
38% of muscle-invasive tumors with no detectable mutation, showed overexpres-
sion [81]. In these non-mutant tumors, FGFR3 signaling may contribute to the
transformed phenotype via ligand-independent dimerization of the overex-
pressed protein, increased expression of ligand, or via differential splicing that
generates a variant with altered ligand specificity. If both mutation and overex-
pression of this receptor contribute to disease pathogenesis, these findings impli-
cate FGFR3 alterations in 80% of pTa and 51% of pT2 tumors.
One of the predicted effects of FGFR3 mutation is activation of the RAS–

mitogen-activated protein kinase (MAPK) pathway [82]. Investigations on the
relationship between FGFR3 and RAS gene mutations in bladder cancer demon-
strated that 68% of the tumors studied had mutation of either a RAS gene or
FGFR3 [76]. This accounted for 37 of 45 (82%) of grade 1 tumors and 32 of 39
(82%) of pTa tumors, but only 44% of grade 3 and 39% of pT2 tumors. Examina-
tion of the distribution of RAS and FGFR3 mutations revealed that these events
were mutually exclusive in both tumors and cell lines.

5.2.5.2 Changes in the Phosphatidylinositol 3-Kinase Pathway
Recent studies in a wide range of human cancers indicate that the phosphatidyli-
nositol 3-kinase (PI3K) pathway is activated by a range of mechanisms. In blad-
der tumors, four mechanisms of pathway activation have been described:
(i) mutational activation of the p110-α catalytic subunit of PI3K (PIK3CA),
(ii) inactivation of TSC1, (iii) mutation of AKT1 and (iv) inactivation of the
tumor suppressor gene PTEN, which occurs most frequently in invasive tumors
and thus will be discussed separately.
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As genomic alterations in these genes are not mutually exclusive, combined
mutations may have additive or synergistic effects and the non-canonical effects
of these components may be important drivers of bladder cancer. Thus, a com-
prehensive approach investigating all alterations at the same time in the same set
of lesions may help to identify their functional correlations.

1) Mutations of PIK3CA have been identified in a significant proportion of
bladder cancer lesions, including many Ta tumors [83]. In this latter study,
exons 9 and 20 that contain the mutation hotspot codons of PIK3CA were
sequenced and mutations found in 13% of a panel of 87 tumors represent-
ing the whole spectrum of disease (65.5% Ta, 11.5% T1, 23% �T2). An
association with low tumor grade and stage was found, but was less strik-
ing than that found for FGFR3, with mutations identified in approximately
20% of Ta tumors. In a second study, which examined a different distribu-
tion of tumor stages (35.4% Ta, 39.2% T1, 25.4% �T2), mutations were
found in 25% analyzed for exon 9 and 20 mutations [84]. Interestingly, the
PIK3CA mutation spectrum in bladder cancer differs significantly from
that in other cancers [84]. Mutations E542K and E545K in the helical
domain are most common (24% and 52%, respectively) and the kinase
domain mutation H1047R, which is the most common mutation in other
cancers, is less common in bladder tumors (46% compared with 13%). In
total, nine different mutations have been found to date. Although FGFR3
is not known to activate the PI3K pathway in urothelial cells, an associa-
tion of FGFR3 mutation with PIK3CA mutation has been reported [83].
Eighteen of 69 (26%) FGFR3 mutant tumors were also PIK3CA mutant
compared with four of 58 (6.9%) FGFR3-(wild-type) tumors. A later study
could not fully support this finding as the correlation did not reach statisti-
cal significance [84]. Despite this, the investigation of the functional rela-
tionship between these events remains an intriguing topic, and it will be of
great interest to examine clinical outcome in tumors with both PIK3CA
and FGFR3 mutations. For the association of RAS and PIK3CA mutations,
the current data is also inconclusive, although a small number of lesions
harbor both alterations [84]. In the future, these potential interactions
should be evaluated in larger series implementing recent developments of
low-cost and high-throughput strategies [85].

2) TSC1 is one of two genes that when mutated in the germline cause the
syndrome tuberous sclerosis complex (TSC), characterized by the develop-
ment of hamartomas in many organs [86]. TSC1 (9q34) encodes hamartin
[87] and TSC2 (16p13.3) encodes tuberin [88]. Tumor development in
TSC patients is thought to occur as the result of a somatic “second hit” in
one of these genes. Although epithelial malignancy is not a common fea-
ture of TSC, loss of function of TSC1 has been identified in bladder cancer
[84,89,90]. No other human cancers have been shown to contain muta-
tions in either of the TSC genes. More than 50% of bladder tumors of all
grades and stages show loss of heterozygosity (LOH) for markers on
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chromosome 9 [91] and the TSC1 locus at 9q34 is a common critical
region of deletion [89,92–94]. Studies to date indicate an overall TSC1
mutation frequency of 14.5% in bladder cancers, including nonsense
(35%), missense (26%), frameshift (26%), in-frame deletions (3%), and splic-
ing (10%) mutations [84,95]. Missense mutations have been shown to
cause loss of function through aberrant splicing, protein instability, or pro-
tein mislocalization [96]. Immunohistochemical analysis of hamartin
expression in bladder cancer tissues reveals a range of levels of protein
expression in tumors that do not carry a mutation, indicating that other
mechanisms of regulation of expression may play a role in reducing TSC1
function in urothelial cancer [84]. The widely studied functions of TSC1
and TSC2 are attributed to the TSC1/TSC2 complex that regulates mam-
malian target of rapamycin (mTOR) activity via Rheb. Although some
independent functions have been ascribed to TSC2, independent functions
for TSC1 are not clear. The finding of mutations in bladder but not other
cancers and the lack of mutual exclusivity of TSC1 mutations with either
PIK3CA or PTEN alterations may indicate that TSC1 has an independent
function in the urothelium [84].

3) AKT1 is one of the three family members of the serine/threonine kinases
that are activated by PDK1 and TORC2. Recently, an activating mutation
in the pleckstrin homology domain of AKT1 was identified in breast, colo-
rectal, and ovarian cancers [97]. Glu17 is located in the phosphoinositide-
binding pocket, and plays a role in activation of AKT1. The change to
lysine introduces a positive change that results in aberrant translocation to
the membrane, resulting in constitutive downstream signaling. The same
mutation has been identified in bladder cancer [98].

5.2.6
Genetic Changes in Muscle-Invasive Urothelial Carcinoma

Of the many genomic alterations that have been reported in muscle-invasive
bladder tumors, some involve known genes and others are non-random copy
number alterations. These include alterations in oncogenes: activating mutation
in HRAS (11p15)/NRAS (1p13) and KRAS2 (12p12), activating mutations/over-
expression of FGFR3 (4p16), amplification and/or overexpression of ERBB2
(17q), amplification and/or overexpression of CCND1 (11q13), amplification
and/or overexpression of MDM2 (12q13) as well as amplification and overex-
pression of E2F3 (6p22). In addition, alterations of tumor suppressor genes also
play an important role in this subgroup of lesions. These include homozygous
deletion or methylation or mutation of CDKN2A (9p21), deletion or mutation in
PTCH (9q22), deletion or methylation of DBC1 (9q32–33), deletion or methyla-
tion of TSC1 (9q34), homozygous deletion or mutation of PTEN, deletion of RB1
(13q14) as well as deletion or mutation of TP53 (17p13).
Apart from studies of key genes such as TP53, RB1, CDKN2A, and PTEN,

most of the alterations identified in this group cannot be related to outcome or
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response to treatment and their role needs further refinement. Despite the fact
that some of these alterations can also be found in Ta tumors, the majority of
these alterations are more frequent in invasive tumors.

5.2.6.1 TP53, RB, and Cell Cycle Control Genes
One of the most striking genetic differences between Ta and T2 bladder tumors
is in the frequency at which the p53 and Rb pathways are inactivated. TP53 is
inactivated by mutation in many T2 tumors (�40%) [99–101]. In human tumors,
somatic mutations occur in a wide variety of codons of the gene [102,103]. Most
are missense point mutations (80% or greater). A fraction of mutations lead to a
premature stop codon and a truncated non-functional protein. The most com-
mon missense mutations cluster in exons 5–8, coding for the DNA-binding
domain of the protein, required for its transcriptional regulatory activity. Among
other sources, a detailed compilation of mutants in relationship to tumor type
and clinico-pathologic characteristics has been established at the International
Agency for Research on Cancer (p53.iarc.fr) [104] and at Institute Curie (p53.
free.fr) in France.
As p53 nuclear overexpression is often associated with gene mutations, it has

long been used as a surrogate for mutational inactivation, but it is clear that
some mutant forms do not show an increased half-life and that stabilization can
occur via other mechanisms. Despite the limited number of hotspot codons
accounting for 30% of the mutations, the remainder displays a wide distribution
with an overall reported number of over 1000 different mutations. Together with
the notion that mutant p53 proteins may acquire additional functions [105–107],
the interpretation of TP53 mutation (and p53 overexpression) becomes
extremely complex since different mutations harbor distinct functional propert-
ies. In addition, it must be noted that most mutations in the DNA-binding
domain lead to the synthesis of dominant-negative proteins. Thus, a simple clas-
sification of human tumors as either wild-type or mutant is problematic [108].
A more recent analysis on the prognostic impact in muscle-invasive tumors of

both mutation (including all coding sequences) and stabilized protein status
(assessed by immunohistochemistry) merits attention [109]. This is one of the
largest reports on p53 mutation and protein status, and unlike most studies
examining TP53 gene mutations, all coding exons were included. This group
demonstrated that 51% of TP53 mutant and 27% of TP53 wild-type tumors
showed protein accumulation, indicating that the concordance of both analyses
is limited, as has been reported earlier [110,111]. In this study, three prognostic
groups were defined within a cohort of 150 cystectomy patients: patients with
abnormal findings in both assays had the worst prognosis, those with normal
findings in both assays had the best prognosis, and those with one abnormal and
one normal finding had an intermediate probability of recurrence and survival.
p53 molecular information was an independent predictor only among patients
without lymph node involvement. Significantly, patients with stabilized but non-
mutated protein showed a higher risk of progression than those with wild-type
p53 and normal staining pattern. The finding that certain mutations do not
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appear to have any effect on clinical outcome suggests that these mutations may
not result in functional inactivation of the p53 protein, at least concerning tumor
progression. Other alterations that affect function of the p53 pathway include
overexpression of HDM2 [112–115], perturbations of INK4A regulation [116–
120], and loss of p21 expression [121–123].
The Rb pathway also shows frequent alteration in muscle-invasive tumors.

Although mutation screening of RB1 has not been carried out, LOH of the gene
region is common [124]. Altered Rb protein expression including upregulation
compared with normal, which is associated with loss of the p16 tumor suppres-
sor [125], has been found in about 54% of cystectomy tumor samples [126]. Sim-
ilar data were reported by Chatterjee et al. [122]. Such alterations are infrequent
in Ta tumors [127,128]. Undoubtedly, the p53 and Rb pathways are major deter-
minants of the phenotype of invasive bladder tumors, and the potential for sub-
classification according to mechanism and genes implicated has already been
shown. Inactivation of the Rb pathway and overexpression of a gene or genes on
6p22 appear to be cooperating events in a subgroup of invasive tumors: high-
level amplification of a region on 6p22 has been identified in around 9% of inva-
sive tumors [129]. Of these, all had lost Rb expression apart from one, which had
lost p16 expression. All tumor cell lines with amplification also showed loss of
Rb expression. The minimum region of amplification contains two candidate
genes, E2F3 and CDKAL1 (a novel gene of unknown function) [129–132]. 6p22
amplification is associated with a higher proliferative index [131] and recent
studies implicate E2F3 as the critical gene in this amplicon that affects cell pro-
liferation [129,133,134]. As more than 30% of muscle-invasive tumors show loss
of expression of Rb [127,128,135], these data suggest that there may be two dis-
tinct molecular subgroups of Rb-null tumors, one with 6p22 amplification and
the other without.

5.2.6.2 Other Genomic Alterations
Another genomic region of particular interest in the invasive tumor group is 8p.
Allelic losses, amplification, and rearrangement of this chromosome arm are com-
mon in aggressive tumors of several tissue types including bladder [136–139],
although to date no genes have been adequately validated as either oncogenes or
tumor suppressor genes [140–143]. The high frequency at which 8p alterations
are seen in invasive bladder tumors implies the acquisition of a selective advan-
tage and it will be of great interest to identify genes of functional significance in
this region. Changes in 8q have also been related to bladder cancer [144,145].
Deletions on 10q are found at a higher frequency (24%–58%) in invasive than

in non-invasive tumors [146–148]. The deleted region includes the tumor sup-
pressor gene PTEN – a key negative regulator of the PI3K pathway. Mutations
are not detected frequently on the retained allele of PTEN [149,150], although
occasional cases with homozygous deletion of the entire gene or part of it are
reported [148]. It is not clear what the consequences of the loss of one allele in
urothelial cells are, but the finding of LOH only in invasive tumors and the
known haploinsufficiency in other tissues [151,152] suggests that it may play an
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important role. Functional studies indicate that PTEN has a profound effect on
the invasive characteristics of bladder tumor cells [153] and in a urothelium-
specific Pten-null mouse model, all mice showed urothelial hyperplasia and some
developed bladder cancer [154]. As described above, PIK3CA and TSC1 muta-
tions are also detected in some invasive lesions [83,84,95]. The relationship of
these alterations remains unclear and it could be speculated that different mech-
anisms of pathway dysregulation have different phenotypic consequences. Recent
results show that these three events are not mutually exclusive, suggesting possi-
ble distinct effects roles of different mechanisms of pathway activation [84].
The receptor tyrosine kinase gene ERBB2 is amplified and/or overexpressed at

the protein level in some bladder tumors. There is a large amount of literature
on this, but controversy remains concerning the clinical associations of these
alterations. Although DNA amplification is not common, the consensus is that
this is associated with higher tumor stage and/or grade (e.g., [155–159]). While
it is clear that a larger number of tumors show protein overexpression rather
than gene amplification, there are conflicting results about the relationship of
expression to clinical parameters. As ERBB2 is known to heterodimerize with
other members of the ERBB family, particularly ERBB3, it is likely that studies
that examine other family members and their ligands may lead to improved pre-
dictive power.
Muscle-invasive bladder tumors commonly display extensive genomic

instability. Karyotypes and comparative genomic hybridization (CGH) profiles
are complex [145,160–162] and multifocal tumors from the same patient may
be highly genetically divergent, indicating rapid molecular evolution [163]. CGH
and array CGH studies of large tumor panels have provided much information
[144,145,162,164,165]. Although many alterations have been described and can-
didate genes have been listed, functional validation for the majority of these is
pending. In addition, it is not yet clear whether some of these events may be so-
called “passenger” events that are a manifestation of the inherent instability
rather than “driver” events that confer selective advantage.

5.2.7

Genetic Alterations with Unrecognized Associations to Tumor Stage and Grade

Although there is some understanding of what combinations occur together
most frequently and in which type of tumor, some of the genetic and epigenetic
alterations, that have been identified in bladder tumors are difficult to correlate
with specific subtypes. These include alterations to chromosome 9 and the RAS
genes, which have been found at similar frequency in tumors of all grades and
stages.

5.2.7.1 Alterations of Chromosome 9
More than half of all bladder tumors show chromosome 9 alterations [91,166,
167]. In addition, deletion of chromosome 9 was one of the first alterations iden-
tified cytogenetically in bladder tumors. Loss of an entire copy of the
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chromosome was described as the only karyotypic alteration in near-diploid
tumors [168,169]. Chromosome 9 is the most-studied genomic region in bladder
tumors, as much effort has been made to identify the tumor suppressor gene or
genes that drive this common loss. This has proven extremely difficult, as many
tumors lose an entire homolog and thus information on the location of relevant
genes is lost. However, subchromosomal deletions found in some cases have
allowed mapping of common regions of loss.
On the short arm (9p), a single region encompassing the known tumor sup-

pressor genes and cell cycle regulators CDKN2A (encoding p16 and p14ARF) and
CDKN2B (encoding p15) has been defined [117,170–173]. The majority of dele-
tions focus on CDKN2A. p16 is a negative regulator of the Rb pathway and
p14ARF is a negative regulator of the p53 pathway. The locus is commonly
homozygously deleted in bladder tumors. An association of homozygous dele-
tion with high grade and stage has been found [174], and loss of p16 expression
has been associated with increased risk of recurrence in Ta and T1 tumors [175].
However, there is not complete concordance between studies, as a study of
homozygous deletion of exon 1B of CDKN2A found no association with tumor
grade and stage [176]. As knockout mouse studies and in vitro experiments on
mouse cells indicate that p16 and/or p14ARF may be haplo-insufficient [174], this
may be phenotypically important in all bladder tumors with LOH.
On 9q, the effect of LOH is less clear, as several regions have been mapped. In

three regions, candidate genes are implicated: PTCH (Gorlin syndrome gene) at
9q22 [177,178], DBC1 at 9q33 [179–181], and TSC1 at 9q34 [89,90,95]. Muta-
tions of PTCH are infrequent [177], but reduction in mRNA expression has
been found in tumors with 9q22 LOH [178]. Small sequence alterations of
DBC1 have not been identified in the retained allele in tumors with 9q LOH
[182,183], but homozygous deletion of the region has been identified in a few
cases [181,183,184] and the gene is commonly silenced by methylation
[179,185,186]. Functional studies indicate a negative effect on cell cycle progres-
sion and overexpression of the gene in non-expressing bladder tumor cells
induces cell death [187].
Although further validation of a tumor suppressor role is desirable for both

PTCH and DBC1, there is compelling evidence for a tumor suppressor role for
the tuberous sclerosis gene TSC1 (9q34) in bladder cancer, as indicated above.
Mutations of TSC1 show no apparent association with tumor grade or stage.
However, in a single study, LOH at D9S149 (close to TSC1) has been reported
to be associated with tumor invasion [188]. Although the pivotal importance of
chromosome 9 alterations in bladder tumors is clear, the potential impact of
inactivation of multiple genes via loss of an entire chromosome and the possible
effects of inactivation of different combinations of chromosome 9 genes in
tumors of different grade and stage will be difficult to unravel.

5.2.7.2 RAS Gene Mutations
As indicated above, and in contrast to the relationship between TP53 and FGFR3
mutations, the absolute mutual exclusivity of FGFR3 and RAS gene mutations is
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thought to reflect activation of the same pathway by either event. RAS mutations
are found in approximately 13% of bladder tumors (all stages and grades) and in
total 85% of low-grade Ta tumors were found to have a RAS or a FGFR3 muta-
tion, suggesting that MAPK pathway activation may be an obligate event in most
of these tumors. Interestingly, unlike FGFR3 mutation, no obvious relationship
of mutation of a RAS gene with tumor grade of stage has been found. This
implies that although both events may fulfill at least one function that precludes
selection for both, there is a difference, possibly in the strength and/or duration
of signals generated, that allows RAS mutation to contribute equally well to the
development of both major tumor groups.

5.3
Prostate Cancer

Prostate cancer is the second most often occurring malignant tumor in men
worldwide, with about 910 000 new cases diagnosed annually. However, it is the
sixth commonest cause of male cancer-related death with more than 260 000
deaths per year worldwide [189]. The lifetime risk of prostate cancer diagnosis is
estimated at about 18%, whereas that for death from prostate cancer is about 3%
[14]. The incidence rates of prostate cancer vary due not only to genetic factors,
but also to ethnicity, geographic residence area, age, socio-economic status,
and other environmental factors, such as lifestyle, place of work, and dietary
habits [190]. Looking to the regional distribution, Australia/New Zealand, North
America, and Western and Northern Europe have the highest rates of prostate
cancer, whereas countries in South-Central Asia have the lowest incidence
[189]. Screening for prostate-specific antigen (PSA) may be the reason for a
higher detection rate in the former regions. However, recent studies on migrant
populations from South Korea to North America compared with native South
Koreans show an increased risk for the migrants what points to lifestyle as a risk
factor for prostate cancer [191]. An important part of the risk factors are, however,
genetic and epigenetic factors either inherited or acquired (sporadic). Genetic and/
or epigenetic factors have been extensively reviewed previously [192,193].

5.3.1

Hereditary Factors for Prostate Cancer

There are some hereditary factors for prostate cancer that have been identified
and, importantly, the distribution of gene alterations can differ considerably in
different ethnic backgrounds (reviewed in [190,194,195]). Several germline muta-
tions and SNPs are present in prostate cancer susceptibility genes [193,196–198].
Germline mutations in the breast cancer predisposition gene 2 (BRCA2) are the
genetic events known to date that confer the highest risk of prostate cancer (8.6-
fold in men aged 65 years or less) [196]. Carriers of BRCA2 germline mutations
showed a significantly shorter disease-specific and metastasis-free survival
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compared with non-carriers (P< 0.001) [199]. However, germline mutations in
the BRCA2 gene are rare and occur only in 1–2% of sporadic prostate cancer
cases [196].
Most recently, a novel variant of the homeobox B gene 13 (HOXB13 G84E; a

substitution of glutamic acid for glycine) could be shown to be associated with a
significantly increased risk of hereditary prostate cancer (HPC) [200]. Hoxb13 is
required for normal differentiation and secretory function of the ventral prostate
in mice [201], and the human Hoxb13 protein can physically interact with
androgen receptor [202,203], but the function of the G84E mutation has not yet
been identified. However, this mutation was mostly present in only four families
with HPC. Beyond these cases, only 1.4% (72/5083) of patients with prostate
cancer and 0.1% (1/1401) of subjects without prostate cancer carried this muta-
tion. Altogether, this mutation was significantly more common in men with
early-onset, familial prostate cancer (3.1%) than in those with late-onset, non-
familial prostate cancer (0.6%) (P= 2.0× 10�6).
Genetic polymorphisms in c-MYC (see below), a protooncogene located on

chromosome 8, have consistently been shown to be associated with prostate can-
cer risk across multiple ethnic groups (reviewed in [204]).
In addition, there are a few HPC genes. Most relevant candidate genes for

HPC are RNase L (HPC1), located at chromosome 1q22; MSR1 (macrophage
scavenger protein) with a linkage region on chromosome 8p; and ELAC2 (HPC2;
elaC homolog 2, Escherichia coli), on chromosome 17p11 [194]. RNase L regu-
lates cell proliferation and apoptosis through the interferon-regulated 2-5A path-
way [205], Msr1 mediates the binding, internalization, and processing of a wide
range of negatively charged macromolecules [206], and Elac2 has similarity to a
family of DNA interstrand cross-link repair proteins [207]. What could be the
functions of these genes? RNase L is involved in cellular proliferation and apo-
ptosis in response to viral infections and other external stimuli. Msr1, as a mac-
rophage pattern recognition receptor, affects, together with Toll-like receptor 4,
the balance between life and death of macrophages [208], Elac2 can bind to
γ-tubulin, and an overexpression of Elac2 in tumor cells causes a delay in G2–M
cell cycle progression that is characterized by accumulation of cyclin B [209].
Altogether, these three genes have been identified as hereditary tumor suppres-
sor genes in prostate cancer [210] as their normal function is abrogated by muta-
tions and/or SNPs.
In addition, several other HPC genes, such as HPC2 (chromosome 17p12),

HPC8/PCAP (prostate cancer hereditary 8, chromosome 1q42–43), HPC20
(chromosome 20q13), HPCX (chromosome Xq27–28), and CAPB/PCBC (pros-
tate cancer/brain cancer susceptibility gene, chromosome 1p36), are suggested
as prostate cancer susceptibility genes [190,195]. Further gene mutations and
polymorphisms involved in hormone metabolism (AR, SRD5A1), detoxification
(GSTM1), regulation of growth factor activity (IGFBP3), and folate metabolism
(MTHFR) have been summarized previously [192].
It has been suggested that there is an inherited susceptibility to develop a

TMPRSS2–ERG fusion. Such a fusion is characteristic for about 50% of non-
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HPCs (see below). The fusion consists mostly of the promoter of the androgen-
regulated gene TMPRSS2 (transmembrane serine protease 2) and the coding
sequence of the ETS family transcription factor ERG resulting in an overexpres-
sion of Erg protein in prostate tissue. Of 75 patients from 36 families with an
established history of prostate cancer, the TMPRSS2–ERG fusion could be
detected in 44 (59%) patients. Whereas almost three quarters (73%) of fusion-
positive patients accumulated within 16 specific families, 27% were single
fusion-positive cases within one family. An association between TMPRSS2–ERG
fusion and higher Gleason scores has been reported (P= 0.027). A genome-wide
linkage scan at 500 markers revealed several loci located on chromosomes 9, 18,
and X that were suggestive of linkage to the TMPRSS2–ERG fusion-positive
prostate cancer phenotype. Any of these loci may include a DNA repair gene.
A recent study from the international PRACTICAL Consortium genotyped

211 155 SNPs in blood DNA from 25 074 prostate cancer cases and 24 272 con-
trols to identify prostate cancer susceptibility alleles [197]. This study suggests
that more than 70 of these loci identified can explain around 30% of the familial
risk for the disease. On the basis of combined risks conferred by the new and
previously known risk loci, the top 1% of the risk distribution has a 4.7-fold
higher risk than the average of the population being profiled [197].
Recently, when studying a 1536 SNP panel in African-American and Euro-

pean-American men, 11 SNP could be associated with prostate cancer aggres-
siveness (P< 0.05). They were located in three genomic regions: one at 3p12
(European-American), seven at 8q24 (five African-American, two European-
American), and three at 19q13 at the kallilkrein-related peptidase 3 (KLK3) locus
(two African-American, one European-American) [211]. Furthermore, a meta-
analysis of GWAS was performed for 5953 cases of aggressive prostate cancer
and 11 463 controls (men without prostate cancer) to identify prostate cancer
susceptibility loci [198]. This study included approximately 2.6 million SNPs
associated with aggressive prostate cancer. The prostate cancer susceptibility
locus rs11672691 (chromosome 19) showed clearly an association with aggres-
sive prostate cancer (odds ratio= 1.12; P= 1.4× 10�8). The rs11672691 lies
between the gene loci ATP5SL and CEACAM21, and interestingly within a hypo-
thetical locus, LOC100505495, of a ncRNA. ATP5SL codes for an ATP synthase-
like protein but its function is not known. The CEA (carcinoembryonic antigen)
gene family belongs to the Ig superfamily of genes. Two members of this family
have a role in cell adhesion, invasion, and metastasis, but a role for CEACAM21
in cancer is unknown. However, the role of the ncRNA (LOC100505495) has to
be determined as well.
Among the ncRNAs, the miRNAs have recently gained much interest in can-

cer research. Variant alleles of SNP within miRNA genes and miRNA target
genes can affect susceptibility for cancer (reviewed in [212]). SNP variants in
miRNAs can protect against the pathogenesis or increase the risk for cancer,
including prostate cancer [213]. In particular, SNPs in miR-146a, miR-196a2,
and miR-499a have been reported to play a role for prostate cancer susceptibility
(reviewed in [213]).
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5.3.2

Sporadic Factors for Prostate Cancer

Most of the biomarkers described for prostate cancer have been studied on the
protein rather than on the nucleic acid (DNA/RNA) level. Protein biomarkers
have been reviewed extensively and are not the main subject of this chapter
[14,204,214]. However, since the only biomarker that is routinely used by urolo-
gists is the total PSA (human kallikrein 3, human kallikrein-related peptidase 3,
hK3) and there is actually a great debate about the advantages and disadvantages
of PSA screening, we will add a short paragraph concerning PSA and list briefly
other protein biomarkers.

5.3.2.1 PSA and Other Protein Markers
PSA screening is an organ-specific rather than a cancer-specific test. A total PSA
> 4 ng/ml is considered as abnormal. However, abnormal PSA levels can be
caused, in addition to prostate cancer, by prostatitis or cystitis, benign prostatic
hyperplasia, ejaculation, prostatic intraepithelial neoplasia, perineal trauma, or
the recent use of instruments for testing or surgery [215,216]. However, a nor-
mal PSA value does not rule out the existence of a prostate cancer [216]. The
specificity of the PSA test is very weak and sensitivity is not as good as desired.
The diagnostic sensitivity (i.e., the percentage of prostate cancer patients identi-
fied by the test among all prostate cancer patients) is about 85% and the specific-
ity (i.e., the percentage of healthy patients identified by the test among all healthy
patients) is about 23% [217].
A problem with the test is that overdiagnosis and overtreatment with a risk of

biopsy-related hematuria and urosepsis have to be considered [218]. However,
the European Randomized Study of Screening for Prostate Cancer, the largest
randomized study with 162 388 participants, revealed at a median follow-up of
9 years, and a prostate cancer mortality reduction of 20% (P= 0.04) and, after
11 years, 21% [218,219].
To reduce the harm, it is important to consider the age of patients when the

PSA test is suggested. In a 10-year competing risk analysis of 19 639 men aged
66 years and older, relatively few men diagnosed with localized prostate cancer
will die as a result of prostate cancer within 10 years of diagnosis. Recently, a
treatment recommendation based on PSA screening when considering prognos-
tic factors has been suggested [220]. Men aged 55–59 years with moderate-risk
prostate cancer are predicted to derive the greatest benefit from immediate cura-
tive treatment. Immediate treatment is least favorable for men aged 70–74 years
with either low-risk or high-risk prostate cancer [220]. Thus, PSA screening may
gain importance for men in the age range 40–70 years for treatment decisions,
but might have less impact on survival and treatment options for men older than
70 years.
In addition to screening for total PSA, different PSA molecular forms and

derivatives have been discussed in detail for their impact to add some value to
the screening, diagnostic, and/or predictive value of total PSA (reviewed in [14]).
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Furthermore, several other proteins, such as growth factors (e.g., (transforming
growth factor-β and its target genes), chemokines/receptors (e.g., interleukin-6
and its receptor), and peptidases/receptors (e.g., plasminogen activator, urinary,
synonym/urokinase-type plasminogen activator and its receptor; KLK2/hK2
(kallikrein-related peptidase 2, synonym: kallikrein 2, glandular kallikrein, pros-
tatic kallikrein)) have been described as biomarkers in prostate cancer [221–234]
(reviewed in [235,236]).
More promising than characterization of one protein marker is the analysis of

a marker panel. This can include kallikrein-related markers as well as different
biomarkers. A statistical prediction model for prostate cancer based on four kalli-
krein markers in blood (total, free, and intact PSA, and KLK2/hK2) had a much
higher predictive accuracy than total PSA alone (area under the curve (AUC) of
0.711 versus 0.585) [237]. Recently, a simultaneous and combined detection of
multiple tumor biomarkers for prostate cancer in human serum by suspension
array technology has been described. The multiparametric detection of four pros-
tate cancer biomarkers (i.e., levels of PSA, prostate stem cell antigen, prostate-
specific membrane antigen, and prostatic acid phosphatase) may allow large-scale
screening of high-risk groups of prostate cancer patients in the future [238].

5.3.2.2 Nucleic Acid Biomarkers
At the nucleic acid level, biomarkers can be separated concerning RNA or DNA.
In addition to alterations in the nucleic acid sequence in RNA or DNA (muta-
tions, SNPs, RNA splice variants), alterations in the RNA levels and modifica-
tions of RNA/DNA (methylation, acetylation) can lead to biomarkers.

RNA Biomarkers
An RNA biomarker in prostate cancer is the TMPRSS2–ERG fusion transcript
(see below) as it can be found in about 54% of primary prostate cancer [239].
TMPRSS2–ERG fusion transcripts can be detected non-invasively in the urine of
prostate cancer patients after digital rectal examination, and their presence has
been associated with tumor size and high Gleason score at prostatectomy [240].
The diagnostic performance of TMPRSS2–ERG fusion transcripts was 84–93%
specificity and 31–37% sensitivity [241,242]. It is suggested that detection of
these transcripts could help to detect prostate cancer in 15–20% of patients with
PSA< 4 ng/ml [243]. In the patient cohort described by Hessels et al. [241],
prostate cancer antigen 3 (PCA3) transcripts were in addition detected with a
sensitivity of 62%. When both markers (TMPRSS2–ERG and PCA3) were com-
bined, the sensitivity increased to 73% [241]. However, the association of
TMPRSS2–ERG fusion transcripts with biochemical recurrence, progression-free
survival or poor outcome is still controversial (reviewed in [214,243]). Alto-
gether, detection of TMPRSS2–ERG fusion transcripts in the urine can have
potential as a diagnostic biomarker for prostate cancer, but this has to be eval-
uated in clinical tests.
There are several studies suggesting that the expression of sets of genes can be

used as diagnostic or prognostic biomarkers, identifying mainly the genes
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α-methylacyl CoA racemase (AMACR), enhancer of zeste homolog 2 (EZH2),
α-2-glycoprotein 1 (AZGP1), activated leukocyte cell adhesion molecule
(ALCAM/MEMD/CD166), and cluster of differentiation 24 (CD24) (reviewed in
[244]). These studies were continued to distinguish between different Gleason
scores, and to identify markers for stem cell-like states or increased cell cycle
progression that is characteristic of more aggressive prostate cancer (reviewed in
[193]), but there is still no consensus which marker combination is most useful
for the diagnosis or prognosis of prostate cancer. Despite this, several companies
are trying to establish gene expression assays for diagnostic tests. One company
is Myriad Genetics (Salt Lake City, UT, USA) that offers a 46-gene set involved
in cell cycle progression for diagnostic purposes. However, further clinical test-
ing is necessary to evaluate this and other tests for their applicability.
Recently, a molecular signature predictive of indolent prostate cancer has been

reported [245]. Irshad et al. showed that prostate cancer with a low Gleason
score can be separated into indolent and aggressive subgroups by the expression
of the three genes FGFR1, peripheral myelin protein 22 (PMP22/GAS3) and
cyclin-dependent kinase 1a (CDKN1a/P21) on the RNA and on the protein level.
A high expression of all three genes/proteins was predictive for a good clinical
outcome of low Gleason prostate cancer, whereas a low expression was associ-
ated with a poor outcome of the low Gleason patient cohort [245].
In addition to mRNAs, ncRNAs have come into the scientific focus of cancer

research during the last 15 years. ncRNAs comprise mainly ribosomal RNA
(rRNAs), transfer RNAs (tRNAs), the group of small ncRNAs with miRNAs
(miRNAs), small interfering RNAs (siRNAs), PIWI-interacting RNAs (piRNAs),
small nuclear RNAs (snRNAs), small nucleolar RNAs (snoRNAs), long ncRNAs
(lncRNAs) and antisense RNAs (AS-RNAs) [246,247].
Several ncRNAs, including prostate-specific gene PCGEM1, prostate PCA3

(prostate specific gene DD3), prostate cancer ncRNA 1 (PRNCR1), and prostate
cancer-associated ncRNA transcript 1 (PCAT-1) have been previously reported
in prostate cancer [248–251]. However, out of these, only measurement of the
transcript of the PCA3 gene in urine has shown some relevance in clinical appli-
cation until now. PCA3 RNA expression is restricted to the prostate (i.e., it is not
expressed in any other normal human tissue or tumor) [252]. In an assay (PRO-
GENSA PCA3 assay; Gen-Probe) that was approved in February 2012 by the US
Food and Drug Administration [253], the PSA RNA and PCA3 RNA molecules
are measured and the PCA3 score is calculated (a ratio of PCA3 RNA to PSA
RNA). This test can be used in men (aged 50 years or older) who have had one
or more previous negative prostate biopsies and for whom a repeat biopsy would
be recommended by a urologist based on current standard of care. A PCA3
score <25 is associated with a decreased likelihood of a positive biopsy. As a
result, some patients who would otherwise be recommended for a biopsy may
be saved from unnecessary biopsies and related complications. When summariz-
ing several studies, Bradley et al. concluded that PCA3 has a higher diagnostic
accuracy for prostate cancer than (total) PSA, but the strength of the evidence is
low [254].
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Takayama et al. recently reported the identification of CTBP1-AS – a novel
androgen-regulated long ncRNA that promotes prostate cancer growth through
sense–antisense repression of the transcriptional coregulator CTBP1, as well as
through the global epigenetic regulation of tumor suppressor genes [255,256].
Special attention in cancer research has been given to a group of ncRNAs –

the miRNAs (reviewed in [257]). miRNAs are important players in tumori-
genesis, tumor progression, and therapy response, and function as onco-miRNAs
or tumor suppressor miRNAs [258], as has also been shown for prostate cancer
(reviewed in [48,259–263]). miRNAs are attractive as biomarkers as they (i) can
be readily detected in small-volume samples using specific and sensitive qRT-
PCR, (ii) have been isolated from most body fluids, including serum, plasma,
urine, saliva, breast milk, tears, and semen, and (iii) are known to circulate in a
highly stable, cell-free form [264,265].
Circulating miRNAs detected in plasma or serum have been suggested as new

biomarkers for prostate cancer [266–269] (reviewed in [265,270,271]). They may
function as diagnostic, predictive, prognostic biomarkers and as treatment tar-
gets (reviewed in [265]). Mitchell et al. first described that the miR-141 level was
46-fold increased in the serum of metastatic prostate cancer patients compared
with healthy individuals, and therefore could identify advanced prostate cancer
patients with 60% sensitivity and 100% specificity [266]. In the plasma of 28
healthy controls compared with 78 prostate cancer cases, Bryant et al. identified
11 miRNAs significantly upregulated and one miRNA downregulated in prostate
cancer, with miR-107 the most upregulated [268]. Selth et al., using a prostate
cancer mouse model (TRAMP), identified significantly expressed miRNAs and
could validate them in human serum samples when comparing healthy controls
with metastatic castration-resistant prostate cancer (upregulated: miR-141, miR-
298, miR-346, and miR-375) [269]. Bryant et al. detected 16 miRNAs (15 upre-
gulated: miR-20a*, miR-17*, miR-23a*, miR-130b, miR-198, miR-200b, miR-
375, miR-379, miR-513a-5p, miR-577, miR-582-3p, miR-609, miR-619, miR-
624*, and miR-1236; one downregulated: miR-572) that differed significantly in
their expression levels between localized prostate cancer and metastatic prostate
cancer [268]. Nguyen et al. could also show that serum samples from patients
with a localized low-risk prostate cancer and from metastatic castration-resistant
prostate cancer patients exhibited distinct circulating miRNA signatures (upre-
gulated: miR-141, miR-375, and miR-378; downregulated: miR-409-3p) [271].
Although the miRNAs detected as diagnostic biomarkers in those studies dif-
fered somewhat, miR-141 and miR-375 were mostly overexpressed in blood-
derived samples of metastatic prostate cancer patients and appear as promising
diagnostic candidates.
miRNAs were also identified as prognostic biomarkers in prostate cancer. Sig-

nificantly different expression levels of miRNAs in serum or plasma were
detected between tumor stages, Gleason scores, and Cancer of the Prostate Risk
Assessment (CAPRA) scores (reviewed in [265,270]). Brase et al. compared sera
from primary prostate cancer with those from metastatic prostate cancer. After
finding 69 miRNAs increased in metastatic prostate cancer patients, a subset of
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the miRNAs was analyzed in the sera of localized prostate cancer patients and
three miRNAs (miR-141, miR-200b, and miR-375) showed an elevated expres-
sion at increasing tumor stage and Gleason score [267]. In the above-mentioned
study by Bryant et al., 16 miRNAs were significantly higher in sera of metastatic
compared with localized prostate cancer patients [268]. When comparing
miRNA levels in serum samples from 51 prostate cancer patients with different
tumor stages (18 localized, eight locally advanced, and 25 metastatic), miR-141,
miR-21, and miR-221 were more highly expressed in advanced compared with
localized prostate cancer serum samples [272]. Two studies investigated miRNA
levels in serum samples of prostate cancer patients with different CAPRA scores.
Moltzahn et al. found miR-24 decreased and miR-93, miR-106a, and miR-451
were elevated with increasing CAPRA score [273], whereas Shen et al. detected
miR-20a and miR-21 elevated at a high-risk CAPRA score [274]. In summary of
the results in blood-based components, miR-141, miR-200b, and miR-375 are
suggested as significant disease correlates that could be used in a test at the time
of diagnosis to identify those patients with previously undetectable micrometa-
stases [265].
miRNAs may have also the potential as predictive biomarkers, that is, to pre-

dict the response of prostate cancer patients to different treatment regimens
and/or to monitor the effectiveness of the treatment. Zhang et al. measured
expression levels of miR-21 in serum of patients with either localized, androgen-
dependent or castrate-resistant prostate cancer. They detected that miR-21
levels were significantly higher in androgen- and castrate-resistant prostate can-
cer patients with PSA> 4 ng/ml, but not in those with PSA< 4 ng/ml. Four out
of 10 castrate-resistant prostate cancer patients, who were resistant to docetaxel-
based chemotherapy, showed significantly higher miR-21 levels than the six
patients with partial remission [275]. Gonzales et al. compared miR-141 in
plasma with PSA levels and occurrence of circulating tumor cells in 21 meta-
static prostate cancer patients in a longitudinal study. Levels of miR-141 and
PSA were significantly correlated. Changes (increasing or decreasing) in PSA,
circulating tumor cells, and miR-141 had sensitivity in predicting clinical out-
come (progression versus non-progressing) of 78.9% [276].
miRNAs detected in whole-blood samples can also be informative as bio-

markers. Detection of miRNAs in 454 whole-blood samples from human indi-
viduals with different cancers or non-cancerous diseases by array analysis and
validation by qRT-PCR gives a “miRNome” – a deregulated profile for all tested
diseases including prostate cancer [277]. Successful pathway analysis confirmed
disease association of the respective miRNAs [277].
Detection of miRNAs in prostate cancer tissues can be used as biomarker as

well although it is connected with an invasive procedure such as a biopsy or
prostatectomy. Others and ourselves could show that miRNAs detected in pros-
tate cancer can be used as a diagnostic and/or prognostic tool. When comparing
malignant and matched normal tissue of 40 prostate cancer patients, Tong et al.
identified five miRNAs (miR-23b, miR-100, miR-145, miR-221, and miR-222) to
be significantly downregulated [278]. Schaefer et al. studied miRNA expression
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in matched tumor and adjacent normal tissues from 76 patients, and identified
15 differentially expressed miRNAs (downregulated: miR-16, miR-31, miR-125b,
miR-145, miR-149, miR-181b, miR-184, miR-205, miR-221, and miR-222; upre-
gulated: miR-96, miR-182, miR-182*, miR-183, and miR-375). miR-205 and
miR-183 were the best discriminating miRNAs with a correct overall classifica-
tion of 82% [279]. In our study, 25 miRNAs were significantly deregulated and a
combination of three miRNAs (miR-375, miR-143, and miR-145) correctly clas-
sified prostate cancer tissue samples with an accuracy of 77.6% [280]. In the
above-mentioned study of Schaefer et al., they showed that the expression of a
few miRNAs correlated with Gleason score (miR-31, miR-96, and miR-205) or
pathological tumor stage (miR-125b, miR-205, and miR-222). Another study by
Spahn et al. in primary carcinoma tissue and in corresponding metastatic tissue
revealed that miR-221 was progressively downregulated in aggressive forms of
prostate cancer, which was associated with Gleason score and clinical recurrence
during follow-up [281].

DNA Alterations
The role of the tumor suppressor phosphatase and tensin homolog (PTEN;
tumor suppressor phosphatase and tensin homolog deleted on chromosome 10,
PTEN1) in human cancer has been reviewed excellently by the group of Pandolfi
[282,283]. PTEN encodes a lipid phosphatase that is mainly involved in the con-
trol of the cell cycle and DNA damage repair. The PTEN gene is altered or lost
in about 70–80% of all primary prostate cancers [282]. However, the rate of
PTEN deletions is less common in localized prostate cancer (37%) compared
with castration-resistant prostate cancer (63%) [284]. PTEN loss in circulating
tumor cells could be found in 26% of patients with circulating tumor cells [285].
Patients with a PTEN loss in their tumors had a significantly higher risk of dying
from prostate cancer (hazard ratio: 4.87; 95% confidence interval: 2.28–10.41;
P= 0.001) [286]. Loss of the PTEN gene or PTEN expression was significantly
associated with risk of biochemical and/or clinical recurrence in prostate cancer
patients after prostatectomy [287–289]. PTEN losses exhibit heterogeneity in
multifocal prostatic adenocarcinoma and are associated with higher Gleason
grade [290]. PTEN loss plays a major role in the activation of the oncogenic
PI3K/AKT pathway [291,292] (reviewed in [293]). Altogether, PTEN may poten-
tially be a useful biomarker in active surveillance protocols, given it appears to be
an early biomarker of disease progression [204].
The v-myc avian myelocytomatosis viral oncogene homolog (oncogene MYC)

is a protooncogene identified three decades ago that encodes a transcription
factor that plays a role in many human cancers (reviewed in [294]). Myc is a
sequence-specific transcription factor, which binds DNA only when dimerized
with its obligate partner Max. In this way it can regulate about 15% of all human
genes by binding to enhancer box sequences (E-boxes) and by histone post-
translational modifications [295]. However, Myc is not an on/off specifier of a
particular transcriptional program(s), but is a universal amplifier of gene expres-
sion, increasing output at all active promoters [294]. In prostate carcinogenesis,
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alterations in c-Myc expression might be an early event. c-Myc is already over-
expressed in prostatic intraepithelial neoplasia, but this is not correlated with
MYC gene amplifications [296]. However, genomic alterations affecting the 8q24
region that includes the MYC locus are frequent in prostate cancer. Amplifica-
tion at the MYC locus was observed in 29% (64/221) of prostate cancer cases,
and was closely associated with both disease progression (from 15% in pT2
tumors to 53% in metastasis) and Gleason score (from less than 3% in Gleason 6
tumors to 66% in Gleason 8 or higher tumors [297]. MYC amplification status
but not c-Myc protein expression was significantly predictive of biochemical
recurrence after prostatectomy and could be a prognostic tool for prostate can-
cer patients [297]. Comparable results were reported by Zafarana et al. when
they found that copy number alterations of MYC (gain) alone and in combina-
tion with PTEN (deletion) are prognostic factors for relapse after prostate cancer
radiotherapy [298]. Altogether, MYC represents a promising candidate for early
detection of prostatic intraepithelial neoplasia and prostate cancer progression.
The NK3 homeobox 1 gene (NKX3.1, homeobox, family 3 member A) is

expressed in a largely prostate-specific and androgen-regulated manner [299]. It
marks a luminal stem cell population that functions during prostate regeneration
[300]. Targeted deletion of the PTEN tumor suppressor gene in castration-
resistant NKX3.1-expressing cells in a mouse model results in rapid formation of
carcinoma following androgen-mediated regeneration. However, loss (haploin-
sufficiency) of the NKX3.1 gene is prognostic for prostate cancer relapse follow-
ing surgery or image-guided radiotherapy [301]. Although a role of NKX3.1 in
prostate cancer genesis has been clearly shown, its function as an oncogene or
tumor suppressor gene still has to be resolved.
Another way of regulating gene activation is DNA methylation. Alterations of

DNA methylation are unusually prevalent in prostate cancer [192]. One of the
most affected genes is the GSTP1 gene encoding an enzyme protective against
electrophilic compounds from exogenous and endogenous sources whose
expression is lost by DNA methylation early in prostate cancer development
[192]. Among miRNA genes, the miR-145 gene in particular has been reported
to be inactivated by DNA promoter methylation in prostate cancer cell lines and
patient samples [302,303].
Of special interest as biomarkers are tumor-specific genetic alterations. The

fusion of the androgen-regulated transmembrane protease, serine 2 gene
(TMPRSS2) and an ETS transcription factor family gene (mostly with ERG or
ETV1) could be specifically identified in prostate cancer patients [304]. The
most prominent fusion partner from the ETS gene family is the v-ETS avian
erythroblastosis virus E26 oncogene homolog (ERG, ETS-related gene) [305]; a
fusion between TMPRSS2 and ERG is observed in about 50% of patients diag-
nosed with prostate cancer [306]. Erg is an oncogene with mitogenic and trans-
forming activity [305,307]. Mani et al. could show that TMPRSS2–ERG mediates
a feed-forward regulation of wild-type ERG in prostate cancer [308]. TMPRSS2–
ERG fusion transcripts have potential as a diagnostic biomarker in urine of pros-
tate cancer patients (see above). Another study performed in mice indicates that
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a combination of biomarkers may have more impact for the detection of prostate
cancer. Overexpression of Erg was not sufficient to initiate prostate cancer, but it
can result in an invasive phenotype when, in addition, one allele of the PTEN
gene was missing [309]. The prognostic impact of the TMPRSS2–ERG fusion is
controversial [214]. An increased copy number of wild-type ERG has recently
been shown to be prognostic for prostate cancer recurrence, but not TMPRSS2–
ERG fusion [310]. In a meta-analysis, Pettersson et al. suggest that TMPRSS2–
ERG, or Erg overexpression, is associated with tumor stage but does not strongly
predict recurrence or mortality among men treated with radical prostatectomy
[311].

5.3.3
Prostate Cancer: Summary

Briefly summarizing, there are several pathways that are important for prostate
cancer tumorigenesis and progression, especially the PTEN (and its targets
PI3K/AKT), c-Myc, and Erg pathways, and therefore a combination of bio-
markers in all three pathways may have the greatest impact.

5.4
Renal Cell Carcinoma

With a total of more than 270 000 new cases worldwide, kidney cancer is a
significant contributor to the global tumor burden [189]. In Europe, the age-
standardized incidence rates per 100 000 individuals are 15.8 for males and 7.1
for females, making it the 10th most common tumor in this region [312]. RCC is
not a uniform disease, but rather a multitude of different tumor entities [80],
each with its own etiology. The most common RCC entity is the conventional,
clear cell RCC with an incidence of 75%. This is followed by papillary RCCs
(10–15%), chromophobe RCCs (5%), and Ductus–Bellini-like tumors (1%) [313].
There are only a few well-studied risk factors associated with the development of
RCC. For example, the incidence of RCC is highest in African-Americans in the
United States [314]. Other known risk factors include lifestyle factors such as
cigarette smoking [315], obesity [316], and hypertension [317].

5.4.1

Hereditary Factors for RCC

RCC is unique in the way that there exist several well-known hereditary syn-
dromes associated with the development of distinct entities of RCC (reviewed in
[318–321]). The most common hereditary syndrome is the von Hippel–Lindau
(VHL) disease (OMIM: 193300). VHL affects 1: 36 000 individuals [322] and is
inherited in an autosomal dominant fashion. The VHL gene is located on chro-
mosome 3p25–26 and is highly conserved throughout all multicellular
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organisms. By alternative translation initiation, two protein products are
encoded: the 30-kDa full-length protein consisting of 213 amino acids and the
smaller 19-kDa protein with 160 amino acids [323]. Both protein variants are
able to regulate the hypoxia-inducible factor (HIF)-α and therefore exhibit
tumor-suppressive function. VHL disease is caused by inactivating germline
mutations of one VHL allele [324–326], with a subsequent LOH of the wild-type
allele by second-hit mutations [327,328] or epigenetic silencing [328,329].
Tumors associated with VHL syndrome can occur in several organ systems.
These are mainly solid, vascular tumors of the retina, the central nervous system,
kidney (clear cell RCC), adrenal gland, or the endolymphatic sac [330]. These
tumors occur with a high penetrance of 80–90% and develop in the second to
fourth decade of life. The patients are at risk of developing hundreds of tumors
per kidney [331]. There exists a very interesting genotype/phenotype correlation
in VHL syndrome patients. Mutations such as missense mutations or premature
termination mutations result in a complete absence of VHL function. These type
1 VHL mutations predispose to the complete spectrum of VHL phenotypes
except phaeochromocytomas. Type 2 VHL mutations such as missense amino
acid changes that drastically reduce VHL function predispose to the complete
spectrum of VHL-associated phenotypes including (type 2B) or excluding
(type2A) clear cell RCC [332,333]. Interestingly, the types of VHL mutations
that predispose to the development of clear cell RCC (type 1 and type 2B) all
result in a complete absence of HIF-1α ubiquitinylation [334]. Germline muta-
tions affect the whole VHL gene. There are only 26 codons in the VHL gene for
which no mutations have been reported [335]. Therefore, a direct sequencing of
the entire coding region [336] of the VHL gene is the method of choice for
detecting VHL mutations.
Hereditary papillary renal carcinoma (HPRC) syndrome (OMIM: 164860) rep-

resents a rare, autosomal dominant syndrome. The kidney is the only organ
affected in this disease. Patients have a high risk (90% penetrance by the age
of 80) of developing renal tumors [337]. Hereby, HPRC tumors are found bilat-
eral with hundreds or even thousands of tumors per kidney [338]. The genetic
basis of the HPRC syndrome has been identified as germline missense mutations
of the c-MET (hepatocyte growth factor receptor) oncogene [339–341]. The
c-Met oncogene is a membrane tyrosine kinase and shares a striking homology
to other well-characterized protooncogenes such as c-Kit, c-Erb, c-Src, or Ret
[342]. Germline and sporadic mutations target the tyrosine kinase domain of the
c-MET gene [339], which leads to ligand-independent Met phosphyorylation and
downstream signaling [343,344]. However, the frequency of somatic mutations in
the c-MET gene in sporadic papillary RCC cases was reported as only 13% [340].
Interestingly, there is a strict genotype/phenotype correlation concerning germ-
line mutations of the c-MET gene. All papillary RCCs harboring an activating
c-MET mutation share the phenotype of a type 1 papillary RCC [345] as defined
in the 2004 WHO classification guidelines [80]. For diagnostic purposes there
exists the possibility of sequencing of the tyrosine kinase domain (exons 16–19)
or the targeted mutation analysis of known missense mutations in the tyrosine
kinase domain. Additionally, amplifications of chromosome 7q, harboring the
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mutated c-MET allele, have been reported with high frequency [346]. For diag-
nostic purposes, the amplification of chromosome 7 is detected by CGH.
Hereditary leiomyomatosis and RCC (HLRCC) syndrome (OMIM: 150800) is

another rare hereditary disease syndrome associated with the occurrence of renal
neoplasms. The genetic bases of this disease are mutations of the fumarate
hydratase gene located on chromosome 1q24 [347]. Although the gene is located
at chromosome 1, it encodes a mitochondrial enzyme, which converts fumarate
to malate [348]. The most common mutations of the fumarate hydratase gene
include missense mutations, insertions, deletions, or nonsense mutations, and
only rarely whole-gene deletions. Affected individuals display a reduction of
fumarate hydratase activity by up to 50% in lymphoblastoid cells or skin fibro-
blasts [349], with a complete loss of fumarate hydratase enzyme activity in cuta-
neous leiomyomas. Interestingly, in contrast to VHL or HPRC syndrome,
HLRCC-associated tumors are typically solitary and unilateral tumors [350].
Although most renal tumors associated with HLRCC are aggressive type 2 papil-
lary RCCs with high nuclear grade [351], the penetrance for developing papillary
RCC over a lifetime is only 20–35% [352]. In sporadic cases of type 2 papillary
RCC, only very few somatic mutations of the fumarate hydratase gene have been
identified so far [353]. Mutations are found throughout the entire gene without
any particular genotype/phenotype correlations [350].
Birt–Hogg–Dubé (BHD) syndrome (OMIM: 135150) is a rare, autosomal

dominant syndrome associated with the occurrence of renal neoplasms. Origi-
nally described as a genodermatosis syndrome with dermatological symptoms
such as fibrofolliculomas [354], it became evident that renal neoplasms were
also associated with this disease. Renal tumors affect about 15–30% of BHD
patients, and they can be bilateral and multifocal as well as unilateral and solitary
[355]. The morphological spectrum of renal tumors varies between chromo-
phobe RCCs, oncocytomas [356], or oncocytic hybrid tumors that exhibit mor-
phological features of both chromophobe RCC and oncocytoma [356,357]. By
linkage analysis, the genomic location of the affected gene was identified as chro-
mosome 17p11.2 [358,359] and, subsequently, mutations in the BHD gene (folli-
culin) were identified [360]. Most of the mutations found in the BHD gene are
insertions, deletions, and nonsense mutations that truncate or prematurely ter-
minate the folliculin protein [359,360], and the mutation hotspot is a mono-
nucleotide stretch of cytosines [361]. In sporadic RCC, the BHD gene is only
infrequently mutated with a frequency of less than 10% in sporadic RCC cases
[362,363]. Diagnostic tests for BHD syndrome include analysis of the BHD gene
by sequencing of the entire coding region or targeted mutation analysis.
There are several other, rare hereditary syndromes associated with the occur-

rence of RCC (reviewed in [320]). The affected genes in these rare hereditary
syndromes include regulators of mTOR signaling TSC1 and TSC2 [364], inhibi-
tors of the c-MYC protooncogene, parafibromin [365], or the succinate
dehydrogenase gene B, SDHB [366]. The fact that many of the genes associated
with the development of RCC play a vital role in the sensing of oxygen, energy,
iron, and nutrition has led to the hypothesis that RCC can be regarded as a
metabolic disease [367].
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5.4.2

Sporadic Factors for RCC

5.4.2.1 The Old
Although the causative genomic loci for hereditary RCC syndromes are well
known, the majority of RCC cases represent sporadic tumor events. Accordingly,
the spectrum of genetic and genomic alterations shows more variability.
Remarkably, in clear cell RCC, the most frequent aberration in sporadic tumors
is the inactivation of VHL, further demonstrating the vital impact of this tumor
suppressor gene in the pathogenesis of clear cell RCC. VHL is very frequently
lost by deletions of chromosome 3 [368]. Up to two-thirds of all sporadic clear
cell RCC cases have biallelic loss or inactivation of VHL by genomic deletion,
somatic mutation [369], or promoter hypermethylation [370]. In addition to
VHL, there are other tumor suppressor genes that are frequently deleted in clear
cell RCC cases. These include TP53 on chromosome 17q, RB on chromosome
13q, p16INK4a/p16ARF on chromosome 9p, or PTEN on chromosome 10q [369].
Interestingly, a specific genomic deletion of chromosome 14q affects the expres-
sion of HIF1-α. The deletion of the chromosome 14q genomic region decreased
the expression of HIF1-α while the expression of other HIF transcription factors
remained unaffected. The loss of genomic material on chromosome 14q was fur-
thermore associated with a reduction in overall patient survival of clear cell RCC
patients [371]. Chromosomal amplifications affecting the expression of known
protooncogenes is a common event in clear cell RCC. Up to 12% of the cases
harbor a chromosomal amplification of chromosome 8q,which is in close prox-
imity of the c-MYC protooncogene, and about 30% of all clear cell RCC cases
harbor an amplification of the 7q22 genomic interval that does not include the
EGFR [372].
The well-known mutations of the c-MET protooncogene in hereditary papil-

lary RCCs are not very common in sporadic cases. The frequency of c-MET
mutations varies between 5% [373] and 13% [340]. Instead of mutations in the c-
MET oncogene, gene amplification due to trisomy of chromosome 7 is more
frequently found in papillary RCCs [340]. In sporadic cases of the highly aggres-
sive papillary RCC type 2, mutations in the fumarate hydratase gene are
extremely rare [374]. Characteristic chromosomal aberrations found in a sub-
stantial fraction of papillary RCCs hold the potential of being diagnostic bio-
markers. The characteristic aberrations are trisomies of chromosomes 7 and 14
as well as loss of the Y chromosome [375]. These changes are specific for papil-
lary RCC, and could be used in a diagnostic setting for the differentiation of pap-
illary RCC and other RCC entities [376]. The chromophobe RCC is unique in
the way that this RCC entity is characterized by extensive chromosomal losses.
Very frequently, monosomies of chromosomes 1, 2, 6, 10, 13, 17, and 21 have
been detected [377], and a relatively high proportion of chromophobe RCCs (up
to 30%) additionally harbor mutations in the TP53 tumor suppressor gene [378].
A distinct molecular entity of RCCs are the so-called translocation RCCs. This
RCC entity was initially incorporated in the 2004 WHO classification of tumors
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of the urinary tract [80]. The characteristic feature of translocation RCCs is a
translocation of the TFE3 gene, which is located at chromosome Xp11 and can
be fused to a variety of translocation partners [379]. Translocation RCCs are very
common among pediatric RCCs (up to one-third of pediatric RCCs) and they
still represent up to 15% of all RCCs in individuals below 45 years of age [380].
Interestingly, there are reports that translocation RCCs exhibit a very aggressive
behavior in male adults [381,382].

5.4.2.2 The New
Recent advances have enabled the application of nucleic acid-based biomarkers
for diagnostic and prognostic purposes. SNPs may prove useful for assessing the
predisposition for the development of RCC. GWAS have identified several loci
that are associated with the risk for developing RCC. The minor alleles of SNPs,
rs11894252 and rs7579899, were correlated with an increase in the prevalence of
RCC (odds ratios 1.14 and 1.15, respectively) while the minor allele of SNP,
rs7105934 (odds ratio 0.69), was associated with a reduction in the risk for devel-
oping RCC [383]. Another GWAS identified two SNPs in linkage disequilibrium
on chromosome 12p11.23 as genetic variants associated with an increased risk of
developing RCC, rs718314 (odds ratio 1.19) and rs1049380 (odds ratio 1.18)
[384]. A fine mapping analysis of a previously reported RCC susceptibility locus
on chromosome 2p21 identified, in addition to the previously reported SNP
rs11894252, four distinct risk alleles within a 120-kb region of chromosome
2p21. An additional meta-analysis of five studies discovered odds ratios of 1.28
for rs12617313, 1.24 for rs4953346, 1.23 for rs4953348, and 1.22 for rs10208823
[385]. In the same way, the RCC susceptibility locus on chromosome 2q22.3 was
identified by performing GWAS with a subsequent meta-analysis. Thereby, the
SNP rs12105918 was identified that conferred to an elevated disease risk (odds
ratio 1.29) [386]. SNPs in genes coding for miRNA processing proteins have like-
wise been demonstrated to modify the risk for developing RCC [387]. Specifi-
cally, SNPs in the GEMIN4 gene seem to influence the disease risk, whereby the
favorable genotypes were associated with a 0.66-fold risk of developing RCC and
the unfavorable genotypes with an increased risk of disease of 2.49-fold. In addi-
tion to miRNA processing proteins, miRNAs themselves have been proposed as
diagnostic markers. The most prominent miRNA associated with RCC is miR-
210. When quantified as a potential diagnostic marker in serum samples, miR-
210 was able to identify RCC patients from healthy control individuals with a
sensitivity of 81% and a specificity of 79% [388]. The additional finding of Zhao
et al. that serum miR-210 expression significantly decreases within 7 days after
surgical removal of the tumor suggests that this miRNA may also be useful as a
marker for therapy monitoring or patient follow-up. Using defined sets of differ-
ent miRNAs, it is possible not only to distinguish between tumor and normal
tissue, but also to perform a molecular classification of RCC entities or subtypes
[389,390]. It is furthermore possible to assess the quantity as well as the methyl-
ation status of cell-free DNA extracted from patient sera. Thereby, the overall
quantity of DNA (qPCR quantification of ring finger protein 185, RNF185 DNA)
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and the methylation status of Ras association domain family member 1A
(RASSF1A) was shown to be diagnostic for the presence of RCC with AUCs of
0.755 and 0.705, respectively [391]. Another study measured the quantity of
mitochondrial DNA in cell-free DNA preparations from patient serum. Two
independent amplicons of the gene coding for the mitochondrial 16 S RNA were
significantly elevated in patients with urologic malignancies, including RCC,
bladder cancer, and prostate cancer. Combined, the quantification of mitochon-
drial DNA allowed the differentiation between serum from cancer patients and
control serum with 97% specificity and 84% sensitivity [392]. Likewise, the meth-
ylation status of Wnt antagonist family member genes has been suggested as a
diagnostic marker. Six members of the family of Wnt antagonists (sFRP-1, sFRP-
2, sFRP-4, sFRP-5, WIF, and DKK-3) were analyzed by methylation-specific PCR.
In tissue samples, the overall methylation score was a good predictor of tissue
dignity with a sensitivity of 79% and a specificity of 76% for the discrimination
of tumor and normal tissue. Furthermore, the pattern of aberrant gene methyla-
tion could be confirmed for a high fraction (73%) of RCC cases in cell-free serum
DNA. Thereby, none of a cohort of healthy control individuals displayed any
aberrant methylation patterns in any gene tested [393].
When comparing RCC tumor tissue with normal control tissue, several genes

have been described as differentially expressed. Examples for this deregulation
include the specific expression of angiopoietin-like 4 (ANGPTL4) mRNA specifi-
cally in clear cell RCC [394], elevated expression of hTERT mRNA levels in RCC
tumor tissue [395], or the tumor-specific expression of CD70 [396]. A very com-
mon finding is the deregulation of miRNA expression in RCC tumor tissue. Very
prominent miRNAs that are deregulated include the downregulation of miR-
200c and miR-141, as well as the upregulation of miR-210 [390,397–399].
In addition to markers that are able to distinguish between malignant and

non-malignant tissue, there exist several reports about the prognostic value of
nucleic acid-based markers. For example, the elevated expression of Fork head
box M1 (FOXM1) mRNA in clear cell RCC tumor tissue is an independent prog-
nostic factor for overall patient survival, associated with a threefold increased
risk of death [400]. Another interesting marker gene is the gene for the vascular
cell adhesion molecule VCAM1. Interestingly, VCAM1 was found to be upregu-
lated in clear cell RCC and papillary RCC while it was downregulated in chro-
mophobe RCC and oncocytomas compared with normal kidney tissue. A high
RNA expression level of VCAM1 specifically in clear cell RCC was an indepen-
dent predictor of longer disease-free survival, while patients with a lower expres-
sion of VCAM1 had a 2.5-fold increased risk of disease recurrence [401].

5.5
Summary

Table 5.1 provides a summary of the classification of biomarkers (see Section
5.1) for bladder cancer, prostate cancer, and RCC.
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6
From the Genetic Make-Up to the Molecular Signature
of Non-Coding RNA in Breast Cancer
Michael Schrauder and Reiner Strick

6.1
Introduction

Breast cancer is the most common cancer in women in industrial countries.
Worldwide, about 1.4 million women are diagnosed with breast cancer each
year and approximately 460 000 deaths are recorded per year [1]. Breast cancer
incidence shows strong regional differences with significantly higher incidence
rates in more developed countries compared with less developed countries
(round 72 versus 29 per 100 000). In developed countries, mortality rates depend
on different tumor and patient characteristics. A favorable prognosis is mainly
dependent on early cancer detection. A diagnosis of breast cancer with a tumor
size smaller than 1 cm results in an average 10-year survival rate of higher than
95%; a primary diagnosis with a tumor size larger than 2 cm results in an average
10 year survival rate of about 85%, but with the tumor already larger than 5 cm,
the survival rate reduces to 60% [2–6]. The potency of the planned therapy is
also strongly dependent on the stage of the tumor at the time of the diagnosis.
Therefore, many breast cancer chemotherapies, with their serious side-effects,
could be prevented by an early diagnosis (e.g., by mammography screening). Dif-
ferent studies have shown that mammography screening can reduce breast can-
cer mortality by about 10–30% [7–9]. Sensitivity ranges from 47% for small
cancers (pT1a) to 95% for larger cancers (pT2 and greater). False-positive rates
of 8–10% are a major problem of mammography screening, leading to many
unnecessary interventions [10]. Furthermore, precursors like ductal carcinoma
in situ can be detected with mammography with a sensitivity of about 70% [11].
Several factors have been described to impact on the sensitivity and specificity of
mammogram examinations, such as mammographic density [12,13], which is an
intrinsic risk factor for breast cancer [14]. Detection of small tumors can be a
challenge or even impossible in women with very dense breast tissue. In addition
to breast tissue density, genetic and environmental factors are associated with
breast cancer. Familial clustering, which was first described by Paul Broca in
1866 [15], is one of the most evident risk factors, and led to the discovery of
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BRCA1 and BRCA2 in the early 1990s [16,17]. Mutations in BRCA1 and BRCA2
result in a high penetrance of breast cancer in affected individuals and in early
appearance of the disease. In addition to the high-penetrance breast cancer
genes, a series of low-penetrance genes has been discovered in the last 15 years.
Other diagnostic methods (e.g., ultrasound, magnetic resonance imaging, and

tomosynthesis) have proven useful for breast cancer detection in addition to
mammography. However, none of these methods are part of screening modal-
ities worldwide and relatively high false-positive rates are a problem for all diag-
nostic methods in current use [13,18–22]. As well as imaging, several molecular
methods have been described which could improve the early detection of breast
cancer. Biomarkers such as circulating tumor cells (CTCs), proteins, or nucleic
acids are the subject of intense worldwide research. It is assumed that CTCs
could be found in the blood of about 15% of all primary breast cancer patients
[23,24]. In addition to the prognostic relevance of these markers, the detection of
CTCs or other biomarkers in a patient with a negative imaging result could
direct the process of diagnostics to additional tests (e.g., magnetic resonance
imaging) and intense surveillance.
This chapter will focus on nucleic acids as molecular diagnostic, prognostic,

and predictive tools in patients with breast cancer.

6.2
Molecular Breast Cancer Detection

6.2.1

Circulating Free DNA

It has been known for decades that patients with cancer have elevated blood
levels of free DNA (circulating free DNA (cfDNA)) [25,26]. The origin of cfDNA
and the responses to higher levels in the blood of cancer patients are still elusive.
Different mechanisms, such as cell apoptosis, necrosis, and/or active release,
have been suggested as possible explanations for this phenomenon. The plasma
of cancer patients contains approximately fourfold greater levels of cfDNA com-
pared with plasma of healthy individuals and persisting high levels of circulating
nucleic acids after, for example, breast cancer treatment correlate with poorer
overall survival rates [25,27]. Nevertheless, the information from simple cfDNA
quantitation is not sufficient for clinical applications; therefore specific charac-
teristics of cfDNAs, such as mutations, copy number variations (CNVs), loss of
heterozygosity (LOH), and others, have been used in the attempt to establish
cfDNAs as tumor-specific biomarkers. CNVs are amplified or deleted regions of
the genome, varying in size. These genomic regions are one of the major causes
of normal human genome variability and affect the individual phenotypic varia-
tion [28–30]. If one parental copy of a heterozygous region is lost, the difference
at these otherwise polymorphic loci is also lost, resulting in the so-called LOH.
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Circulating DNA fragments carrying tumor-specific sequence alterations
seem to be the most promising subtype of cfDNA with regard to cancer
detection. First results included the detection of PIK3CA and TP53 mutations
as well as microsatellite instability and LOH analyses of cfDNA, but larger
studies are still missing [31–34]. A recent study attracted great attention by
showing in a proof-of-concept analysis that circulating tumor DNA levels
(identified by somatic genomic alterations) are better correlated with changes
in tumor burden of metastatic breast cancer patients than the cancer antigen
CA 15-3 or CTCs. According to this study, circulating tumor DNA provided
the earliest measure of treatment response in more than 50% of the analyzed
population. The authors linked cfDNA found in plasma to the primary tumor
by sequencing PIK3CA and TP53 – two of the most commonly mutated
genes in breast cancer tissue [35,36]. Other somatic structural variants were
identified in five additional patients. All patients with breast cancer accumu-
late mutations in the DNA of their tumor, but only around 60% of the ana-
lyzed patients (30 out of 52) presented these DNA changes which could be
used to identify tumor-specific cfDNA [35,36]. Nevertheless, tumor-specific
cfDNA identified by somatic alterations in individual patients seems to be a
sensitive biomarker of tumor burden and will be of great interest in the near
future.
Frequent cfDNA modifications with diagnostic potential are DNA methylation

changes [37]. Genes encoding tumor suppressors and other cancer-relevant
regulators are often deactivated by DNA methylation in the promoter region
(so-called “epigenetic silencing”) [38]. These DNA methylations occur at CpG
dinucleotides, and correlations with cancer subtypes and other prognostic fac-
tors have been shown [39]. The detection of tumor-specific methylation changes
in cfDNA offers new opportunities for cancer diagnostics.
The first studies in breast cancer patients showed that RASSF1A promoter

methylation of cfDNA can predict the presence of breast cancer with a sensitiv-
ity of 15–75%. APC (adenomatous polyposis coli) promoter methylation, which
is a well-established marker in colorectal cancer, showed a sensitivity of 2–47%
in breast cancer patients [40–42]. Methylation changes in carcinogenesis are
often heterogeneous and therefore gene panels rather than single genes are
promising for diagnostic purposes. Our group examined promoter methylations
of seven putative tumor-suppressor genes (SFRP1, SFRP2, SFRP5, ITIH5, WIF1,
DKK3, and RASSF1A) in cfDNA extracted from serum of a test set (n= 261) and
an independent validation set (n= 343). These genes have previously shown can-
cer-specific methylation in breast tissue. We identified promoter methylations of
ITIH5 and DKK3 as candidate biomarkers for breast cancer detection. ITIH5 and
DKK3 methylations achieved 41% sensitivity with a specificity of 93%. Combina-
tion of these genes with RASSF1A methylation further increased the sensitivity,
suggesting that tumor-specific methylation of the three-gene panel (ITIH5,
DKK3, and RASSF1A) might be a valuable biomarker for the early detection of
breast cancer [43].
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6.2.2

Long Intergenic Non-Coding RNA

Long intergenic non-coding RNAs (lincRNAs or lncRNAs) represent highly
abundant RNAs, which are not translated into proteins. However, the transcrip-
tion, RNA length, and splicing of lncRNAs are similar to mRNA, but lncRNAs
do not contain open reading frames. The interaction of lncRNAs and mRNA
with chromatin regulatory proteins is also comparable [44,45]. One key role of
lncRNAs is probably the control of site (gene)-specific chromatin-modifying
complexes in order to implement epigenetic changes and reprogram the chro-
matin state [46,47]. It is presumed that more than one-third of human lncRNAs
bind to the polycomb repressive complex 2 (PRC2) or the chromatin-modifying
proteins CoREST and SMCX [48]. In contrast, other lncRNAs bind to trithorax
chromatin-activating complexes and/or activated chromatin [49].
The latest human lncRNA annotation by the GENCODE consortium within

the framework of the ENCODE project detected 14 880 lncRNAs from 9277
genes [50]. They also found that lncRNAs had similar histone modification pro-
files, splicing signals, and equal exon/intron lengths, but mostly only two exons.
Interestingly, recent ribosome profiling analyses found lncRNA, but also other
ncRNAs, such as small nuclear RNA (snRNA) and microRNA (miRNA) precur-
sors, bound to ribosomes with to date unknown biological implications [51,52].
However, the time of ribosome binding differed between non-coding and pro-
tein-coding RNAs [52]. The lncRNAs are responsible for fundamental biological
processes and have a high impact on evolution and disease. Latest analysis
showed that lncRNA and ncRNA could even promote chromosomal rearrange-
ments [53]. Early lncRNAs, like XIST (X chromosome inactivation) and H19
(IGF2 imprinting) were identified and functionally demonstrated [54,55]. New
approaches on the basis of chromatin structure, like methylated histones,
revealed over 1600 long multi-exonic RNAs in mice [56].
Recently, a database (LncRNADisease; http://www.cuilab.cn/lncrnadisease)

was established listing lncRNAs involved in 166 diseases, including breast cancer
[57]. Although more and more lncRNAs are detected, and play an essential role
in disease and development, especially for mammary development and breast
cancer, the functional regulation of lncRNAs is only limited [58–60] (Table 6.1).

6.2.2.1 HOTAIR
HOTAIR (HOX transcript antisense RNA), also called HOXAS or HOXC-AS, is a
lncRNA (NCRNA00072) on chromosome 12q13.13 within the homeobox C
(HOXC) gene cluster, between HOXC10 and HOXC12 overlapping with
HOXC11. This lncRNA is coexpressed with HOXC genes and represses the tran-
scription of HOXD genes in trans. HOTAIR interacts and assembles with PRC2
and LSD1 (lysine-specific demethylase 1) complexes at the HOXD gene cluster
[62,71]. Like many lncRNAs, HOTAIR is involved in epigenetic silencing of, for
example, HOXD genes through H3K27 methylation and H3K4 demethylation.
Interestingly, the methyltransferase EZH2, which methylates H3K27 and
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transcriptionally silent genes, interacts with HOTAIR and XIST [72]. Further-
more, BRCA1 was found to interact with EZH2 in breast cancer cells with the
effect that BRCA1 inhibited the binding of EZH2 to HOTAIR, and loss of
BRCA1 resulted in higher cancer cell migration and invasion [73]. HOTAIR is
upregulated in breast cancer (and hepatocellular cancer), and is an independent
predictor of overall survival and progression-free survival [61,74]. HOTAIR is
thought to mediate epigenetic repression of PRC2 target genes, by recruitment
of PR2C and changing the chromatin structure through H3K27 and H3K4 meth-
ylation/demethylation [61]. In situ hybridizations showed a correlation of
induced HOTAIR with positive estrogen receptor (ER) and progesterone recep-
tor (PR) status [75].

6.2.2.2 H19
H19 is a paternally imprinted gene on chromosome 11p15.5 near the IGF2
gene (also paternally imprinted). H19 is a lncRNA and highly expressed in
fetal tissues, but reduced in expression in most tissues after birth. Over 72%
of breast adenocarcinomas showed increased H19 gene expression compared
with healthy controls, especially in stromal cells of tumors [76]. In addition,
c-MYC expression associated with breast carcinomas and correlated directly
with the H19 expression. c-MYC downregulated the expression of H19 and
also IGF2 [64]. Another regulation of H19 was found dependent on hypoxia
and p53 status. H19 expression was induced under hypoxia, in the presence
of HIF-1a and mutated p53 [63]. However, the function of H19 as a tumor
suppressor or oncogene, its regulation of possible target genes or overall
chromatin, and especially the role of produced miRNAs haves to be further
clarified [77].

Table 6.1 Examples of lncRNAs correlated with breast cancer.

Gene Class Function Reference

HOTAIR promotes
metastasis

binds PRC2 and LSD1 [61,62]

H19 oncogenic;
tumor
suppressive

promotes cell growth and proliferation; acti-
vated by c-MYC; downregulated by prolonged
cell proliferation

[63,64]

GAS5 tumor
suppressive

induces apoptosis and growth arrest; binds glu-
cocorticoid receptor and prevents gluco-
corticoid receptor-induced gene expression

[65,66]

LSINCT5 oncogenic regulates cell proliferation [67]
LOC554202 tumor

suppressive
promotor hypermethylation; correlates with
miR-31; down in triple-negative breast cancer

[68]

XIST tumor
suppressive

loss of XIST associated with basal-like breast
cancer

[69]

SRA1 (nc) oncogenic activator of nuclear receptors [70]
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6.2.2.3 GAS5
GAS5 (growth arrest-specific 5) is a lncRNA (NCRNA00030) on chromosome
1q25.1 overlapping with GAS5 antisense and various SNORD genes. Some breast
cancer cells showed growth arrest and apoptosis after GAS5 induction, and
human breast cancer samples showed reduced GAS5 expression [66]. There are
hints that GAS5 binds to the DNA-binding domain of the glucocorticoid recep-
tor, thus competing for DNA binding [65].

6.2.2.4 LSINCT5
LSINCT5 (long stress-induced non-coding transcript 5) on chromosome 5p15.33
is a 2.6-kb polyadenylated transcript localized in the nucleus. LSINCT5 was
shown to have increased expression in various breast (and ovarian) cancer cell
lines and in 14 primary breast tumors. Inhibition of LSINCT5 in cancer cells
resulted in a decrease of proliferation [67].

6.2.2.5 LOC554202
The lncRNA LOC554202 is located on chromosome 9p21.3. Interestingly, the
well-known miR-31, a major contributor to breast cancer metastasis, is tran-
scribed from the first intron of LOC554202. miR-31 has a key role in the pro-
gression and metastasis of breast cancer [78,79]. LOC554202 and miR-31 were
shown to be downregulated in triple-negative breast cancer [68].

6.2.2.6 SRA1
SRA1 (steroid receptor RNA activator 1) on chromosome 5q31.3 is present as
protein coding and non-coding transcripts. The lncRNA SRA1 functioned as a
coactivator of several nuclear receptors, but also regulated non-nuclear receptor
pathways. The coding SRA1 interacted with the lncRNA SRA1 transcripts and
acted as a transcriptional repressor, but the SRA1 protein was also found as a
transcriptional repressor with other transcription factors [80]. SRA was found
upregulated in breast tumorigenesis [81]. The lncRNA SRA1 harbors a differen-
tially spliced intron 1 [70]. Protein-coding and lncRNA SRA1 expression were
detected in breast cancer; however, significantly higher lncRNA SRA1 was found
in breast tumors with high PRs [70].

6.2.2.7 XIST
XIST (X-inactive specific transcript) is a lncRNA on chromosome Xq13.2. XIST
is transcribed solely from the X inactivation center of the silenced X chromo-
some and is essential for the inactivation of transcription. A natural antisense
transcript (NAT) of XIST has been detected and has been called XIST-AS or
TSIX. XIST expression is epigenetically regulated [82,83]. XIST expression was
found downregulated in female breast, ovarian, and cervical cancer cell lines
[84]. Over 50% of basic-like breast cancer showed duplication of the active X
chromosome, and loss of the inactive X chromosome and XIST expression.
Interestingly, only some X-chromosomal genes were overexpressed in these can-
cers [69]. Predictions of XIST expression were made, like low XIST expression of
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BRCA1– and p53– breast tumors correlated with high cisplatin sensitivity and
benefit of platinum-based chemotherapy [85]. BRCA1 was found associated with
XIST RNA, and played an important role in inactivating the X chromosome and
stabilizing it [86]. However, a later analysis disputed this correlation and found
no functional role of BRCA1 for XIST regulation or inactivation of the X chro-
mosome [87]. Further analyses showed that BRCA1 was not involved in XIST
localization, but BRCA1 presumably regulated XIST expression [83].

6.2.3

Natural Antisense Transcripts

A large number of antisense transcripts have been detected and it has been pro-
posed that regulation of gene expression by double-stranded RNA could be a
general mechanism in mammalian cells [88]. Sense and antisense transcripts can
encode for proteins or be non-coding, although most natural antisense tran-
scripts (NATs) are non-coding. NATs play an essential role in the regulation of
transcription, expression, and development. Two different NATs can be defined:
cis-NATs, transcribed from opposite DNA strands, but the same chromosome
loci, and trans-NATs, transcribed from separate loci. According to their
sequence complementarity, cis-NATs have a perfect match, but different orien-
tation and overlap: fully overlapping (enclosed), head-to-head (5´ to 5´ = diver-
gent), or tail-to-tail (3´ to 3´ = convergent); trans-NATs display only short or
incomplete complementarities, but could therefore target many sense transcripts
[89] (Figure 6.1). Transcriptional clusters by aligning expressed sequence tags
(ESTs) and cDNAs yielded up to 22% of sense–antisense transcripts (5880 of 26
741 transcript clusters) [90]. Another analysis found a lower amount of sense–
antisense transcripts, but different clusters than Chen et al. [90], so that the true
percentage of NATs is probably even higher [91]. However, the detection of
NATs is not uniform or random, but is localized to specific genes or regions of
genes. It has been proposed that antisense transcripts initiate or terminate near

3’5’

5’3’

Cis (overlap)

Cis (5’ overlap)

Cis (3’ overlap)

Cis (5’ nearby)

Cis (3’ nearby)

Trans(3’-5’)Trans(5’-3’)

Figure 6.1 Possible structures of cis- and trans-NATs.
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the corresponding promotors and terminators of the sense transcript [92]. Varia-
ble expression levels have been detected for sense and antisense transcripts in
different tissues. An analysis of five human cell lines also showed that the
expression of NATs did always depend on the expression of the sense transcript
[92]. The regulatory impact of NATs for the sense transcript can be contrary – a
knockdown of NATs can result in a decrease of the sense transcript (concor-
dant) or even in an increase (discordant). The regulation of gene expression can
be through transcriptional interference or post-transcriptional mechanisms [93]:

1) Inhibition of sense transcription by antisense transcription (transcription
collision model).

2) Antisense transcription can induce DNA methylation or modify the chro-
matin so that the sense transcription is inhibited.

3) Formation of nuclear RNA duplexes (sense and antisense) inhibiting sense
RNA processing, RNA stability, and/or splicing of sense RNA.

4) RNA duplexes could induce RNA editing leading to degradation of double-
stranded RNA and/or change RNA secondary structures.

5) RNA duplexes could inhibit miRNA-binding sites and regulation.
6) DICER could process duplex RNA to siRNAs resulting in transcript

regulation.
7) Cytoplasmic RNA duplex inhibit directly the translation.

An expression study of sense and antisense transcripts using microarrays
showed that more than 2500 NATs were expressed in normal breast duct lumi-
nal cells and in primary breast tumors. The authors established 257 correspond-
ing sense–antisense transcripts and found that antisense transcription was more
prevalent in breast cancer [94]. However, a study using SAGE-Seq libraries
found that antisense tags were significantly lower in breast tumors than in nor-
mal samples, but the overall difference in sense–antisense ratio could have been
due to increased sense transcripts in tumors [95].
The inhibition of tumor suppressor genes through NATs, like p15 in leukemia,

which act in cis and trans over heterochromatin formation, is crucial for carcino-
mas [96]. Using four breast cancer cell lines (MDA-MB-231, MDA-MB-435, tri-
ple-negative Hs578 T, and the HER2-overexpressing SKBR3) showed the
expression of NATs for the BRMS1 metastasis suppressor gene and the RAR-β2
and CST6 human tumor suppressor gene promoters [97].
Important NATs in breast cancer are listed in Table 6.2.

6.2.3.1 HIF-1a-AS
HIF-1a-AS (aHIF) was detected overexpressed in renal carcinoma and comple-
mentary to the 3´ untranslated region of HIF-1a [103]. Using 110 invasive breast
cancers, Cayre et al. [98] found a significant positive association between HIF-1a
and HIF-1a-AS, and an inverse correlation between HIF-1a and HIF-1a-AS
expression and poor disease-free survival. HIF-1a-AS was therefore a marker for
poor prognosis of breast cancer.
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6.2.3.2 H19 and H19-AS (91H)
The H19/IGF2 locus on chromosome 11p15.5 is imprinted with an expression of
H19 from the maternal allele and IGF2 from the paternal alleles. H19 is an
lncRNA (see above) and over 72% of breast carcinomas showed increased H19
expression compared with controls, especially in stromal cells, and correlated
with the presence of hormone receptors [76]. In vitro studies with breast cancer
cell lines showed that H19 had a positive influence on anchorage-independent
growth assays and promoted tumor progression in SCID mice [104]. A 120-kb
transcript (91H) was detected antisense to H19 and maternally expressed. Inter-
estingly, in breast cancer cells and breast tumors the H19-AS (91H) was stabi-
lized and overexpressed. A regulation of IGF2 expression through H19 and H19-
AS in trans was discussed [99] and shown in mice [105].

6.2.3.3 SLC22A18-AS
The solute carrier 22-member 18 at chromosome 11p15.5 is a NAT to the
SLC18A18 and overlap with the 5´ regions. Different imprinting was found in
malignant and benign breast tissues (SLC22A18-AS was 36% heterozygote in
malignant and 54% heterozygote in benign breast tissues) [100].

6.2.3.4 RPS6KA2-AS
The ribosomal protein S6 kinase, 90 kDa, polypeptide 2 (RPS6KA2) on chromo-
some 6q27 is a member of the ribosomal S6 kinases, a serine/threonine kinase.
Phosphorylating various proteins, RPS6KA2 has been implicated in controlling
cell growth and differentiation. An antisense transcript of RPS6KA2 was assigned
to chromosome 6q27 (cis-NAT) as well as to 15q25.2 (trans-NAT). An analysis
of the sense/antisense transcript ratio of RPS6KA2 showed a significant inverse
correlation in 42 of 59 ER-positive breast cancer patients [101].

6.2.3.5 ZFAS1
ZNFX1 antisense RNA 1 (ZFAS1) is located on chromosome 20q13.13. ZFAS1 is
transcribed antisense to the 5´ end of ZNFX1, and the ZFAS1 transcripts were
located in ducts and alveoli of the mammary gland. Knockdown of the murine

Table 6.2 Some NATs that play an important role in breast cancer.

NATs Tissues Function Reference

HIF-1a-AS normal breast and breast tumors negative regulation of
HIF-1a

[98]

H19-AS breast tumors regulates IGF2 expres-
sion in trans

[99]

SLC22A18-AS normal breast and breast tumors [100]
RPS6KA2-AS breast cancer cell lines and ER-

positive breast cancer patients
negative regulation of
RPS6KA2

[101]

ZFAS1 normal breast and downregulated in
breast cancer

development, putative
tumor suppressor

[102]

6.2 Molecular Breast Cancer Detection 137



Zfas1 resulted in increased proliferation and differentiation of murine mammary
cells [102].

6.2.4

miRNAs

miRNAs are a class of short, single-stranded, ncRNA molecules of 17–24 nucle-
otides in length (Figure 6.2). These RNAs post-transcriptionally modulate gene
expression by either translational repression or degradation of target messenger
RNAs (mRNAs) [106–109]. Due to their important regulatory functions, miR-
NAs modulate a number of cellular processes, such as cell differentiation,
growth, and apoptosis. These highly conserved endogenous RNAs have been
implicated in cancer onset and progression [108–111]. More than half of the
human miRNA-encoding loci reside in fragile chromosomal regions and their
expression is often altered in human cancer [112,113].

6.2.4.1 Tissue-Based miRNA Profiling in Breast Cancer
The first evidence for miRNA expression differences between breast cancer tis-
sue and normal breast tissue was found by Iorio et al., identifying significant
expression differences for miR-145 and miR-155 [114]. Since then, aberrant
miRNA expression profiles in different cancer subtypes have been characterized
and the function of miRNAs as tumor suppressors or oncogenes (oncomiRs) has
been established.
Many recent studies identified tissue-based miRNA profiles correlating with

breast cancer subtype, histological grade, hormone receptor status, and so on
[115–117].

Examples of Important Breast Cancer-Related Tumor Suppressor miRNAs

miR-200 Family The miR-200 family consists of five members: miR-200a, b, c,
miR-141, and miR-429. It is assumed that this miRNA family regulates genes

ncRNA

housekeeping:

rRNA, tRNA, snRNA, snoRNA

regulatory:

< 200 nt: miRNA, endo-siRNA, 
piRNA

> 200 nt: lncRNA, NAT 

Figure 6.2 The division and differentiation of ncRNAs into housekeeping (ribosomal, transfer,
small nuclear, and small nucleolar) ncRNAs and regulatory (micro, endogenous small inter-
fering, PIWI-interacting, and long intergenic non-coding) ncRNAs.
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involved in breast cancer initiation, aggressiveness, and metastasis [118]. This is
presumably mediated by induction of the epithelial phenotype and suppression
of epithelial-to-mesenchymal transition (EMT) by miR-200 family members
[119]. The loss of the tumor suppressor function results in malignant transfor-
mation, clonal expansion, as well as invasion and metastasis by increased tumor
cell mobility [120,121].

miR-125 Another important miRNA for breast cancer is miR-125 with two
known isoforms in humans (miR-125a and miR-125b), which are both signifi-
cantly downregulated in breast cancer patients and in HER2-overexpressing
breast cancer tissues [122–124]. Overexpression of miR-125a resulted in sup-
pression of cell growth and reduced cell migration, while miR-125b was upregu-
lated in paclitaxel-resistant breast cancer cells in vitro [122,125].

Lethal-7 Family The Lethal-7 (let-7) family, consisting of 12 members, was one
of the first miRNA families identified in Caenorhabditis elegans [106]. The pre-
cise role of let-7 in tumorigenesis is still a matter of debate, but it is assumed
that let-7 levels are reduced in invasive cancer cells compared with normal cells.
Abrogation of let-7 g expression in non-metastatic breast cancer cells resulted in
rapid metastasis in vitro and in vivo [126]. Let-7 correlated with differentiation
and mesenchymal phenotype in vitro, suggesting that loss of let-7 expression
could be used as a biomarker for aggressive, less-differentiated cancers with
poor outcome [127,128]. A stimulating effect of estradiol (E2) on several let-7
family members and regulation of ERα signaling by let-7 in hormone receptor-
positive breast cancer cells in vitro connected let-7 to hormone receptor signal-
ing [117,129]. Overexpression of let-7 family members led to a downregulation
of ERα activity, reduced cell proliferation, and induced apoptosis in hormone
receptor-positive breast cancer cells.

miR-205 miR-205 has been shown to be significantly underexpressed in breast
tumor tissue compared with matched normal breast tissue. In addition, miR-205
suppressed the aggressive phenotype in triple-negative breast cancer cells in
vitro [130]. Similar results were found in the comparison of breast cancer cell
lines with non-malignant cell culture cells [131]. Moreover, in the latter study
ErbB3 (HER3) and vascular endothelial growth factor A (VEGF-A) were identi-
fied as direct targets for miR-205. The regulation of HER3, one of the four struc-
turally related HER receptors of the epidermal growth factor receptor (EGFR)
family, by miR-205 was confirmed in a second study [132].

miR-34a Kato et al. investigated the effect of DNA-damaging agents on miR-34a
expression, and found that miR-34 expression was upregulated by p53 and
required for a normal cellular response to DNA damage in vivo [133]. This
miRNA was also downregulated in many different breast cancer cell lines and
modulated chemosensitivity. Due to the inhibition of proliferation and migration
of breast cancer cells, miR-34a functions as a metastasis suppressor [134–136].
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Serum concentrations of circulating miR-34a were shown to be significantly
different between early-stage (adjuvant) breast cancer patients and healthy
individuals. Similar differences in serum concentrations have also been shown
for miR-93 and miR-373 in the same study [137].

Examples of Important Breast Cancer-Related Oncogenic miRNAs

miR-21 Expression profiling of miRNAs in breast cancer tissue and matched
normal breast tissue revealed that miR-21 was highly overexpressed in tumors
and could be an indicator of an aggressive breast cancer phenotype. In addition,
miR-21 suppressed tumor cell growth in vitro and in xenograft models [138,139].
Important tumor suppressors like PTEN (phosphatase and tensin homolog) and
PDCD4 (programmed cell death-4) have been identified as targets of miR-21
[140,141]. Transforming growth factor (TGF)-β upregulated the expression of
miR-21, whose expression has been found to be associated with high tumor
grade, negative hormone receptor status, and poor disease-free survival in early-
stage breast cancer patients [142,143]. A small study also suggested miR-21 and
miR-146a as potential plasma-based diagnostic biomarkers in breast cancer
[144].

miR-10b and miR-520/373 Family miR-10b was found increased in lymphatic
metastatic tissues, and could be a good candidate for the prediction of breast
cancer metastasis and treatment response [145–147]. A first, small pilot study
also suggested that circulating miR-10b and miR-373 could be potential blood-
based biomarkers for the preoperative detection of breast cancer lymph node
status [146]. Decreased expression of miR-520c correlated with lymph node
metastasis in ER-negative tumors and the miR-520/373 family seems to have a
metastasis-suppressive role in breast cancer [148]. The relative serum concentra-
tions of miR-373, miR-34a, and miR-93 showed significant differences between
early-stage breast cancer patients and healthy women [137].

miR-155 Functional in vitro analyses identified miR-155 as a TGF-β-regulated
suppressor of apoptosis effecting cell migration, differentiation, angiogenesis
through targeting of von Hippel–Lindau, proliferation, chemosensitivity, inva-
sion, and EMT [149–152]. The expression of miR-155 has been shown to be
induced by the loss of p53 function, connecting this miRNA with breast cancer
subtypes bearing a high p53 mutation rate, such as triple-negative breast cancer
[153]. Different studies found upregulation of miR-155 in the majority of ana-
lyzed primary breast cancer tumors, and this miRNA was also correlated with
higher tumor grade, advanced tumor stage, lymph node metastasis, and poor
prognosis [150,154,155].
miR-155 was one of the first miRNAs suspected as a potential serum-based

biomarker for breast cancer detection [156]. This miRNA showed a fivefold
overexpression in breast cancer tissue compared with non-cancerous breast tis-
sue, a three- to fivefold higher plasma and serum level in breast cancer patients,

140 6 From the Genetic Make-Up to the Molecular Signature of Non-Coding RNA in Breast Cancer



and was inversely correlated with ER and PR expression [157,158]. Interestingly,
decreased levels of serum miR-155 were found after breast cancer surgery,
underlining the potential role of miR-155 as a non-invasive breast cancer bio-
marker [157]. Significant differences in serum concentrations of miR-155 and
miR-17 have also been shown between early-stage (M0) and metastasized (M1)
breast cancer patients [137].

6.2.4.2 Circulating miRNAs
The origin of circulating miRNAs and their precise functional role in the blood-
stream is still not completely understood. Nevertheless, circulating miRNAs rep-
resent an easy accessible biomarker derived from blood or other body fluids with
a potential role in non-invasive breast cancer detection. As miRNAs are bound
to proteins like Argonaute 2 (Ago2) or lipoproteins and encapsulated in vesicles
like exosomes, they are highly resistant to RNase activity and remarkably stable
in the bloodstream [152,159–162]. Even repeated freeze–thawing cycles and
boiling do not markedly alter expression levels of endogenous miRNAs
[161,163,164]. The first pilot studies analyzed different panels of candidate
miRNA in serum, plasma or whole blood of breast cancer patients and controls.
Zhu et al. performed the first study analyzing miRNAs in serum and demon-
strated a higher miR-155 expression in PR-positive tumors [156]. In another of
these initial studies, miR-155, miR-10b, and miR-34a were found to be overex-
pressed in the blood circulation of breast cancer patients compared with healthy
individuals [165]. Thereby, the single circulating serum miRNA miR-155 signifi-
cantly distinguished primary breast cancer patients from healthy individuals
[165]. Recently, miR-155 expression in the serum of breast cancer patients was
found to be elevated, and positively correlated with clinical stage, molecular sub-
type, and Ki-67 (Mib-1), as well as negatively correlated with p53 status [166].
Another study using a candidate gene approach found significantly higher lev-

els of miR-195 and let-7a in whole blood of breast cancer patients compared
with controls [167]. This study analyzed the levels of seven circulating candidate
miRNAs (in 83 breast cancer cases and 44 controls), and found correlations with
nodal status and ER status. Moreover, the expression level of miR-195 decreased
post-operatively after complete breast cancer resection to levels comparable with
controls [167].
The analyses of 10 candidate miRNAs in 100 serum samples and 48 tissue

samples of patients with primary breast cancer revealed significant lower miR-
92a expression levels and higher miR-21 levels in tissue and serum of breast can-
cer patients compared with healthy individuals. These two miRNAs were also
associated with tumor size and positive lymph node status in this study [168].
These data confirmed a previous study investigating the diagnostic potential of
miR-21 in the serum of breast cancer patients showing significant expression
differences compared with healthy controls and a correlation of high circulating
miR-21 levels with visceral metastasis [169]. Zhao et al. used microarray-based
expression profiling followed by quantitative real-time polymerase chain reaction
(qRT-PCR) for the comparison of plasma levels of circulating miRNAs [170].
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They analyzed 20 early-stage breast cancer patients and 20 healthy individuals,
subdivided into Caucasian-Americans and African-Americans, and found
marked expression differences between the two ethnic groups. In the Caucasian-
American subgroup, 31 miRNAs were differentially expressed between cases and
controls, while in the African-American subgroup, only 18 miRNAs showed sig-
nificant expression differences with at least twofold expression changes. Differ-
ent candidate miRNAs like let-7c (for the Caucasian-American subgroup) were
successfully validated by qRT-PCR in an independent set of 30 participants. Let-
7c predicted disease onset with an area under the curve (AUC) of 0.99 in Afri-
can-Americans, while the AUC value in the Caucasian-Americans cohort was
only 0.78 [170]. The best predictor for the Caucasian-American subgroup was
miR-589 with an AUC of 0.85; however, the number of patients was very small
in this study [170].
In our own study we performed microarray-based miRNA profiling on whole-

blood samples of 48 early-stage breast cancer patients at diagnosis and used
57 healthy individuals as controls. This initial “screening step” with a microarray
panel of 1100 miRNAs identified 59 miRNAs with significantly different expres-
sion between breast cancer patients and controls (13 upregulated and 46 down-
regulated). Using a set of 240 miRNAs, we were able to differentiate breast
cancer patients from healthy individuals with a specificity of 78.8% and a sensi-
tivity of 92.5%. The accuracy of this miRNA set was 85.6% and from this set two
miRNAs were validated by qRT-PCR in a completely independent screening
cohort (n= 48) [171].
A similar approach with an initial screening and further validation cohort was

used by two other studies. Cuk et al. identified a panel of three miRNAs (miR-
148b, miR-409-3p, and miR-801) in plasma of early-stage breast cancer patients
with a reasonable discriminatory power (AUC= 0.69) [172]. Chan et al. analyzed
paired breast cancer tissue and serum samples in a screening cohort of 32 Asian-
Chinese breast cancer patients and validated a panel of four miRNAs (miR-1,
miR-92a, miR-133a, and miR-133b) with an independent set of 233 serum sam-
ples (breast cancer patients and controls) [173]. Similar to our results, they
found that the majority (n= 13) of the 20 most significant differentially
expressed miRNAs were downregulated. Moreover, the miRNA profiles between
serum and the corresponding tumor tissue were largely dissimilar, suggesting a
selective release mechanism for miRNAs. Nevertheless, receiver operating char-
acteristic curve analyses revealed promising results using different miRNA com-
binations of the miRNAs named above (AUC= 0.9) [173].

6.3
Molecular Breast Cancer Subtypes and Prognostic/Predictive Molecular Biomarkers

Molecular analysis of the tumor tissue is one of the most accepted methods for
retrieving prognostic information about the natural course of breast cancer. The
assessment of ER status, PR status, nuclear grading, and HER2 status within the
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tumor tissue are examples of well-established prognostic factors that are impor-
tant for future treatments [2].
Recent molecular profiling studies have shown that not only these established

factors but also the expression levels of a variety of other genes characterize dif-
ferent molecular subtypes of breast cancer with therapeutic implications. Gene
expression-based classification of breast cancer into “intrinsic subtypes” has con-
firmed the concept of breast cancer as a heterogeneous disease with individual-
ized treatment strategies [174,175]. These molecular intrinsic breast cancer
subtypes (luminal A, luminal B, HER2-enriched=ERBB2+, and basal-like) are
similar but not identical to histopathological classifications adapted from ana-
lyzes of hormone receptor status, HER2 status, and the proliferation factor Ki-67
(Mib-1) [176]. The luminal A subtype is characterized by high expression levels
of ER-related genes, while luminal B tumors possess higher levels of genes asso-
ciated with proliferation [174,175]. Genes of the HER2 signaling pathway domi-
nate the HER2-enriched (ERBB2+) subtype, while the basal-like subtype shows
strong overlap with a triple-negative breast cancer subtype (negative for ER, PR,
and HER2) [177]. Classifiers for intrinsic subtyping like PAM50 (50-gene sub-
type predictor) were designed as supervised risk predictors of breast cancer
using a standardized gene set to identify the molecular subtype with a robust
and reliable assay [178]. Other current tests to determine intrinsic subtypes are
the MammaTyper (STRATIFYER) and BluePrint (Agendia).
Prognostic and/or predictive tissue-based multigene assays utilize fresh frozen

tumor tissue (Amsterdam 70-gene breast cancer gene signature; MammaPrint;
Agendia) or formalin-fixed paraffin-embedded (FFPE) tissue (21-gene recurrence
score; Oncotype DX breast cancer assay; Genomic Health) and have recently
been approved by the US Food and Drug Administration [179]. These tests have
emerged as promising prognostic markers of local and distant recurrence, and
are currently being investigated in prospective clinical trials (MINDACT and
TAILORx Trial) [180]. The MammaPrint test can be used for breast cancer
patients with hormone receptor-positive and -negative tumors with up to three
involved lymph nodes, while the Oncotype DX breast cancer assay is approved
for ER-positive, node-negative tumors. More recently, the EndoPredict assay
(Sividon Diagnostics) was launched to divide the group of ER-positive, HER2-
negative breast cancer patients into high- and low-risk subgroups. The Genomic
Grade Index (GGI) intends to subdivide the broad group of tumors with inter-
mediate histological grading (G2) using a 97-gene expression signature. This
reclassification was shown to be predictive of recurrence in endocrine-treated
patients and associated with response to chemotherapy [181,182].
Expression profiles and levels of circulating miRNAs were also reported to be

associated with breast cancer treatment response. Multivariate analyses, cor-
rected for the traditional predictive factors, showed that higher expression levels
of miR-30c were associated with a benefit to anti-hormonal breast cancer treat-
ment with tamoxifen and with longer progression-free survival [183]. miRNA-
342, which is known to be associated with ERα expression, contributed to
tamoxifen resistance and could be used in combination with other miRNAs for
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the future prediction of anti-hormonal treatment response [184,185]. High levels
of miR-125b were associated with poor response to paclitaxel-based breast can-
cer treatment in vitro, while miR-205 expression was connected to the respon-
siveness of tyrosine kinase inhibitors [125,132]. Another study using a candidate
miRNA approach with four miRNA (miR-10b, miR-34a, miR-125b, and miR-
155) was able to correlate miR-125b serum levels to neoadjuvant chemotherapy
response in advanced breast cancer [186]. Single miRNAs, such as miR-22, miR-
126, miR-155, miR-200b, and miR-335, as well as groups of miRNAs were iden-
tified as promising prognostic markers for progression-free, distant metastasis-
free, and overall survival in breast cancer patients [155,187–189].
Despite these first encouraging results of miRNAs as prognostic and predictive

biomarkers, this area is dominated by the aforementioned tissue-based mRNA
expression profiling assays already commercially available. However, the concept
of circulating miRNAs as potential biomarkers for breast cancer detection seems
to be one of the very promising applications for these ncRNA molecules.
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7
Nucleic Acid-Based Diagnostics in Gynecological
Malignancies
Sebastian F.M. Häusler, Johannes Dietl, and Jörg Wischhusen

7.1
Introduction

Nucleic acid-based diagnostics has become indispensable for gynecological
malignancies, as evidenced by the fluorescence in situ hybridization (FISH)-
based evaluation of the HER2/neu status in breast cancer or human papilloma
virus (HPV) diagnostics during cervical cancer screening. While this chapter
does not attempt to be exhaustive, these standard applications will be discussed,
and further examples will be cited to illustrate the present and emerging role of
DNA-, RNA-, or microRNA (miRNA)-based diagnostics in gynecological oncol-
ogy. As breast cancer is mostly treated by gynecological oncologists in our coun-
try (Germany), it is also included in this context. Nevertheless, we are aware that
this disease is not universally regarded as a gynecological disease and is thus left
to other clinical disciplines in other countries. No such controversy exists with
regard to the five most frequent genuinely gynecological malignancies – neo-
plasms of the cervix, the corpus uteri, the vagina, the vulva, and the adnexa –
which will all be addressed in this chapter.

7.2
Cervix, Vulva, and Vaginal Carcinoma

7.2.1
Background

With an estimated 530 000 new diagnoses and 290 000 deaths per year, cervical
cancer is the third most common malignant disease worldwide, and the fourth
most frequent cause of cancer-related death after lung, breast, and colorectal
cancer [1]. Differences between industrialized and developing countries are quite
striking. In highly developed countries, cervical cancer is not among the 10 most
frequent causes of malignancy-associated death. For less developed regions,
however, statistics show cervical cancer to be the malignant disease causing the
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second highest number of casualties [1], making it a most relevant public health
problem for these countries. Put another way, the risk of dying from cervical
cancer is three times higher for women in developing countries than for women
in Europe or the United States [1]. Considering that late-stage cervical cancer is
essentially incurable, this difference may be attributed largely to better screening
programs and the potential for early diagnostics in the first-world countries. The
introduction of suitable vaccines will likely lower the incidence further. In fact,
nucleic acid-based diagnostics could already prove the efficacy of the vaccines
[2,3].
Due to their viral etiology, cervical neoplasias are very accessible to modern

diagnostics. Oncogenic HPVs, which are the underlying cause of the disease, can
be detected in more than 99% of affected women [4]. Consequently, risk factors
for cervical cancer are mostly associated with an increased risk of virus transmis-
sion or with compromised immune function. This includes early onset of sexual
activity, promiscuity, high-risk partners (e.g., HPV-infected individuals), positiv-
ity for other sexually transmitted diseases (e.g., Chlamydia infection), or immu-
nosuppression (e.g., due to HIV infection) [5–8]. Abuse of nicotine, use of oral
contraceptives, and low socio-economic status are also considered to increase
the respective risks [9,10].
Infection with oncogenic HPV strains likely precedes tumor development by

many years, often decades. Initially, the infection is thought to occur in meta-
plastic epithelial cells from the transformational zone of the cervix uteri (i.e., the
tissue at the transition between the outer squamous epithelial cell layer covering
the portio and the inner glandular mucosa). Whereas 90% of the infections can
be cleared by the immune system within 2 years, viral persistence is likely to
occur in the remainder [11]. This enables clonal transformation until an affected
cell forms a pre-invasive lesion, which can later give rise to invasive cervical
cancer cells that penetrate the basal membrane and form metastases [12]. Histo-
logically, the most frequent subtypes are squamous epithelial or adenomatous
carcinomas (69 versus 25%) [13].
Therapeutic options depend on the stage of the disease. HPV-dependent pre-

invasive alterations of the cervical mucosa (so-called cervical intraepithelial neo-
plasias (CINs) can be observed and locally excised. Likewise, early stages of cer-
vical cancer can be cured via local resection. Later-stage cervical cancer,
however, requires extensive surgery (removal of the cervix, the uterus, parame-
trial tissue, pelvic, and often para-aortal lymph nodes according to Wertheim–
Meigs–Obayashi or Ruthledge–Piver), which is associated with significant
comorbidity. In addition, combined radiochemotherapy is recommended [14].
Thus, both medical and socio-economic considerations stress the importance of
early diagnostics for cervical cancer or for high-risk HPV infection.
HPV infection is also considered to be causative for about 60% of all vulvar

carcinomas. With about two new diagnoses per 100 000 women per year, these
mostly squamous epithelial tumors represent approximately 5% of all genuinely
gynecological malignancies (excluding breast cancer) [15,16]. The major differ-
ence between HPV-related cervical and HPV-related vulvar carcinoma appears
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to be the initial site of infection. Risk factors are thus also similar: associations
were found with smoking, with HPV infection, with cervical carcinoma, and
with immune deficiencies [17,18]. The pathogenesis of HPV-unrelated vulvar
carcinoma, in contrast, was linked to chronic inflammation and to local auto-
immune processes such as lichen sclerosus [17]. Therapeutic strategies, again,
depend on the stage of disease and range from local excision to radical vulvec-
tomy with evaluation of local lymphatic drainage and radiochemotherapy [19].
Accordingly, early diagnostics can again provide the key to reduce mortality and
morbidity.
A further HPV-associated gynecological malignancy is vaginal carcinoma,

which also tends to display a squamous epithelial phenotype. With an annual
incidence of 1: 100 000 [20], it represents less than 3% of all gynecological
malignomas [16]. Risk factors are again linked to HPV infection (promiscuity,
early onset of sexual activity, and abuse of nicotine). A previous history of cervi-
cal cancer was also more frequent in patients with vaginal carcinoma than in
age- and sex-matched controls [20]. Due to its orphan status, there are only
few standardized recommendations for the therapeutic management of this
disease. In clinical practice, vaginal carcinomas are usually excised, which
may require a complete colpectomy and adjuvant radio- and platinum-based
chemotherapy [21].

7.2.2

Routine Diagnostics for HPV Infection

Two approaches can be combined for screening and diagnostics of pre-invasive
or invasive forms of cervical, vulvar, and vaginal carcinomas. The traditional
method developed by George Papanicolaou in 1928 [22] is based on cytologic
analysis of a cervical smear in which cells are visualized by staining with tincto-
rial dyes and acids (“PAP smear”). Microscopic inspection may then reveal cells
with atypical morphology and thereby reveal the need for further examination. A
complementary approach is the nucleic acid-based search for HPVs, as these are
intrinsically involved in the pathogenesis of cervical, vaginal and vulvar cancers
(see Section 7.2.1). With the exception of some vulvar cancers and less than 1%
of cervical carcinomas, HPV diagnosis can thus detect all patients who are at risk
for these malignancies.
HPVs represent a class of DNA viruses which comprises over 100 subtypes.

To be classified as a new subtype, an isolate must show differences in greater
than 90% of its typically 7900 bp [23]. Four main groups can be distinguished
[24]. The first contains the so-called low-risk viruses which cause genital warts
(condylomata acuminata, benign fibroepithelial tumors). Typical representatives
of this group are HPV-6 and -11. The second group encompasses high-risk
viruses known to induce cervical, vulvar, and vaginal carcinomas. Paradigmatic
examples are HPV-16 and -18. Then there are viruses that are classified as
“probable/possible high-risk” HPVs (HPV-26, -53, or -66) and subtypes for
which no clear risk assessment is available [24].
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The HPV genome consists of genes for six “early” (E) and two “late” (L) pro-
teins with E proteins being responsible for viral gene regulation and cell trans-
formation, whereas L proteins form the viral capsid. HPV further contains a
“long control region” which is thought to exert regulatory functions on DNA
[25,26]. The genetic regions encoding E6 and E7 proteins are essential for the
molecular pathogenesis of epithelial carcinomas. Hence, they can always be
detected in the respective lesions and their gene products play a seminal role in
immortalization of the host cell [27]. Consequently, these regions are primary
diagnostic targets.
Strategies for HPV detection use different approaches (which may also be

related to patent issues) [28]. In routine diagnostics, tests are performed for
HPV DNA. Likewise, the presence of HPV RNA (in particular of E6 and E7
mRNA) can be analyzed. Alternative screening strategies aim at the detection of
HPV-associated cellular markers like increased p16INK4a expression. However, as
tests based on the first two principles have been approved by the US Food and
Drug Administration (FDA), we will focus on these.
The first screening procedures that have gained approval rely on DNA–DNA

hybridization. This enables detection of viral nucleic acids via specific probes
that can be visualized via signal-amplified chemiluminescence. Then there are
polymerase chain reaction (PCR)-based techniques that amplify HPV-specific
DNA or RNA segments to enable their detection. In the following, commercially
available HPV tests are listed and briefly described [29].

7.2.2.1 Digene Hybrid Capture 2 High-Risk HPV DNA Test (Qiagen)
This test has been FDA-approved since 2003, and is thus the best-established
and most widely used nucleic acid-based HPV test in routine clinical use. It
detects 13 high-risk HPV subtypes (16, 18, 31, 33, 35, 39, 45, 51, 52, 56, 58, 59,
and 68) as well as five low-risk types (6, 11, 42, 43, and 44) without discriminat-
ing between them. Signal amplification is achieved via hybridization of HPV
DNA with separate complementary, synthetic RNA probes for high- and low-
risk HPV subtypes. The resulting DNA–RNA hybrids are captured by immobi-
lized antibodies before alkaline phosphatase-conjugated anti-hybrid antibodies
are added. For detection, a dioxetane-based chemiluminescent substrate is used.
The signal is proportional to the amount of HPV DNA with a detection limit of
4500–8000 copies of the virus DNA per sample. According to a recommenda-
tion by the FDA, a relative light intensity (RLU) �1 should be considered posi-
tive, which corresponds to 1 pg HPV DNA or 16 500 copies.

7.2.2.2 Cervista HPV HR (Holologics)
The Cervista HPV HR test also uses hybridization techniques to detect DNA of
the high-risk HPV subtypes 16, 18, 31, 33, 35, 39, 45, 51, 52, 56, 58, 59, 66, and
68 without subtyping. While the Hybrid Capture 2” test is based on base com-
plementarity, this test detects atypical DNA triplex structures that are character-
istic for HPV carriers and that can be cleaved by a specific enzyme. This leads to
dissociation of the overlapping structure (“5´ flap”). Using fluorescent resonance
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energy transfer (FRET), these flaps can generate a fluorescent signal that can be
amplified and detected. As the number of flaps depends on the initial amount of
HPV DNA, quantification is possible via the intensity of the FRET signal. The
analytical detection limit for this test lies between 1250 and 7500 copies of the
viral genome per sample. For further subtyping, the Cervista HPV 16/18 test can
be used, which only recognizes the high-risk HPV subtypes 16 and 18. Both tests
were approved by the FDA in 2009.

7.2.2.3 cobas 4800 System (Roche)
This quantitative real-time (qRT)-PCR-based method coamplifies DNA of the
high-risk HPV subtypes 16, 18, 31, 33, 35, 39, 45, 51, 52, 56, 58, 59, 66, and 68 in
a single reaction. Using specifically labeled probes, it allows either subtyping for
HPV-16 and -18 or a more general quantification of high-risk HPV gene seg-
ments. Advantages are automated sample preparation and qRT-PCR (which
minimizes the risk of contamination), and the fairly precise quantification of
small amounts of template. The analytical cutoff is indicated as 150–2400 virus
copies per sample. To obtain clinically meaningful results, however, it was
adjusted and is now similar to the detection limit of the Hybrid Capture 2 test.
FDA approval was granted in 2011.

7.2.2.4 APTIMA HPV (Gen-Probe)
The diagnostic principle underlying this test is the detection of mRNA from the
viral oncoproteins E6 and E7. This does not only cover HPV subtypes 16, 18, 31,
33, 35, 39, 45, 51, 52, 56, 58, 59, 66, and 68, but also includes genotyping. In a
first step (target capture), magnetic bead-coupled DNA probes are used to pull
down HPV mRNA from the sample. Importantly, the capture oligomers (primer 1)
contain a T7 promoter site and can be elongated by reverse transcription using the
captured RNA as template. While the initial template RNA is digested by
RNase H activity, further amplification (which requires primer 2) leads
to formation of double-stranded DNA. The DNA strand containing the T7
promoter site then enables the T7 RNA polymerase to synthesize further
RNA copies resembling the original HPV RNA sequence. At the same time,
reverse transcription of the complementary DNA strand re-initiates the syn-
thesis of double-stranded cDNA templates, which include the T7 promoter
sequence. In a last step, the obtained amplicons are hybridized with a labeled
probe and detected via chemiluminescence. As the level of amplification far
exceeds that of conventional PCR-based methods, as few as 20–500 virus
copies can be detected in a sample. For clinical diagnostics, however, the
level of sensitivity has been reduced and now resembles that achieved by
other tests. FDA approval was also granted in 2011.

7.2.2.5 Abbot RealTime High Risk HPV Assay (Abbot)
As the name indicates, this assay is based on RT-PCR. It enables the detection of
14 high-risk HPV subtypes (16, 18, 31, 33, 35, 39, 45, 51, 52, 56, 58, 59, 66, and
68), and the genotyping of HPV-16 and -18. Spiking with an internal control
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allows quantification of the initial HPV copy number and also the monitoring of
the qRT-PCR reaction for efficiency and detection quality. Abbot recommends
that signals based on amplification of HPV are rated as positive when they are
detected with less than 32 cycles of amplification. While this assay has not yet
been approved by the FDA, studies have shown that its sensitivity and specificity
resemble those of the Hybrid Capture 2 test [30].

7.2.2.6 PapilloCheck Genotyping Assay (Greiner BioOne)
The PapilloCheck genotyping assay from Greiner BioOne is a microarray-based
method for the detection of 24 different HPV subtypes (6, 11, 16, 18, 31, 33, 35,
39, 40, 42, 43, 44/45, 45, 51, 52, 53, 56, 58, 59, 66, 68, 70, 73, and 82). First,
fragments of the HPV-E1 protein are PCR-amplified. Next, PCR products are
fluorescently labeled and hybridized to DNA probes that have been spotted on a
microarray. Detection occurs via the fluorescent signal. This enables computer-
aided discrimination between a wide range of HPV genotypes, which represents
an asset of the approach. Analytically, 20–750 virus copies (depending on the
respective subtype) are required for detection. Clinically, the cutoff was adjusted
to the standard set by the Hybrid Capture 2 test. In studies, this assay has shown
similar sensitivity and specificity as other assays, but it is not yet approved by the
FDA [31].

7.2.2.7 INNO-LiPA HPVG enotyping Extra (Innogenetics)
In this test, the highly conserved L1 gene is PCR-amplified, which enables the
detection and genotyping of HPV subtypes 6, 11, 16, 18, 31, 33, 35, 39, 40, 42,
43, 44, 45, 51, 52, 53, 56, 58, 59, 66, 68, 69, 70, 71, 73, 74, and 82. Addition of a
primer mix to control for sample and extraction quality and the presence of ura-
cil-N-glycosylase contribute to a well-controlled test that can detect 20–700
virus copies. However, there is no defined cutoff for a clinically relevant signal,
which compromises the clinical usability of this highly sensitive method.

7.2.2.8 Linear Array (Roche)
Roche’s Linear Array is also based on the PCR amplification of L1 gene frag-
ments. In addition, a region of the β-globin gene gets amplified. In a second
step, genotyping of 36 HPV subtypes (6, 11, 16, 18, 26, 31, 33, 35, 39, 40, 42, 44,
45, 51–54, 56, 58, 59, 61, 62, 64, 66–73, 81–84, and 89) is achieved on a test strip
that has been covered with sequence-specific probes. Sensitivity is very high, but
the classical Hybrid Capture 2 test appears to be more specific [32].

7.2.2.9 Recommendations for Clinical Use
Apart from the technical and socio-economic feasibility, some further considera-
tions should guide the implementation of HPV tests in clinical practice. Purely
screening for HPV may not be advisable for patients who are less than 30 years
old. In this younger collective, infection even with high-risk HPV is fairly com-
mon, but progressing higher-stage intraepithelial lesions are still rare. At around
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30 years of age, the link between a positive HPV diagnosis and cervical neoplasia
becomes more apparent [33]. Accordingly, an inconspicuous PAP smear might
then be complemented by a further nucleic acid-based HPV test. A further
application is the quest for HPV in the case of a conspicuous cytological finding
(PAP class IIw or, for the first time, PAP IIID) [34]. In case of a positive test,
further diagnostics via differential colposcopy is recommended; a negative test
result would allow for a reduced frequency of controls [34]. HPV diagnostics is
also advisable during the follow-up after excision of HPV-positive neoplasia [35].
For risk assessment, genotyping is also relevant as HPV-16- or -18-positive cer-
vical neoplasias are associated with a higher risk of progression towards CIN III
[36]. Further indications include the follow-up after a suspicious finding from
colposcopy or cases where anatomical peculiarities prevent a proper inspection
of the cervix [37].

7.2.3

Outlook – DNA Methylation Patterns

For cervical cancer, interesting approaches like further gene expression or
miRNA analyses are still experimental, and it cannot be predicted whether they
will transfer to clinical diagnostics. However, analysis of DNA methylation pat-
terns has already reached a fairly advanced stage and should thus also be dis-
cussed. As DNA methylation can prevent transcription of specific genes, it
represents an important epigenetic regulation mechanism [38]. Methylation typ-
ically occurs at GC base pairs hat can be bridged via phosphodiesters to yield
methylated CpG sites. Upon HPV infection, methylation changes occur that can
inactivate tumor suppressor genes in the afflicted epithelial cells and thereby
promote cellular immortalization [39]. Suitable PCR protocols or microarray
techniques allow the detection of such aberrant methylations: pre-treatment of
the DNA samples with bisulfite converts methylated cytosine into uracil, which
marks a methylation site. Subsequent “bisulfite sequencing” then allows the
sequence-specific detection of these epigenetically modified sites and hence of
methylation patterns [40]. More restricted information is obtained by using
methylation-specific primers which are complementary either to methylated or
unmethylated cytosine residues (“methylation-specific PCR”) [41]. While such
primer pairs can also be used in multiplex combinations, the logical next step
was the development of microarray-based methylation analysis. This employs
pairs of oligonucleotide probes that are either specific for the methylated or for
the non-methylated CpG site. As methylation-specific primer pairs for all possi-
ble methylation sites can be spotted on a microarray, genome-wide methylation
patterns can be analyzed on a chip [42]. For cervical cancer, methylation changes
induced by HPV are of particular interest. Clinical studies showed a possible
correlation between hypermethylation of viral L1, L2, E2, and E3 genes and
high-grade cervical intraepithelial neoplasia or cervical cancer [39,38]. Thus, the
method might be suitable to assess the risk for cervical neoplasia more precisely
within the group of HPV-positive women.
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7.3
Endometrial Carcinoma (Carcinoma Corpus Uteri)

7.3.1
Background

About 287 000 women are diagnosed annually with endometrial carcinoma [1].
With a peak incidence between 65 and 80 years of age, the disease affects mainly
elderly women [43]. Clinically, two distinct subtypes are known. Based on histol-
ogy, the more frequent type 1 tumors are endometrial adenocarcinomas. They
arise from atypical hyperplasias of the endometrium and depend on estrogen for
proliferation. Type 2 carcinomas comprise serous or clear cell subtypes as well as
carcinosarcomas and have a less favorable prognosis [44]. Known risk factors,
especially for type 1 carcinomas, are increased age, hormonal replacement ther-
apy, especially when estrogen is not balanced by progesterone, late menopause,
early menarche, nulliparity, polycystic ovarian syndrome, adipositas, type 2 dia-
betes, use of tamoxifen, or familial predispositions, such as Lynch syndrome [45].
Many of these factors are thus associated with increased exposure to estrogen.
Clinically, vaginal bleeding indicates the presence of an endometrial carcinoma
mostly at an early stage, which leads to a rather favorable prognosis. In 2006, the
Fédération Internationale de Gynécologie et d’Obstétrique (FIGO) reported a
5-year survival of 80% over all stages [43,46]. The therapy relies on surgical
resection, which in some cases requires radical hysterectomy, and, depending on
the stage, pelvic and para-aortal lymphadenectomy. Adjuvant treatments include
irradiation and platinum- or anthracycline-containing chemotherapy, which
have been reported to be at least as effective as the previous standard of radio-
therapy [44].

7.3.2

Routine Diagnostics – Microsatellite Instability

In clinical practice, nucleic acid-based diagnostics plays only a minor role for
endometrioid cancer. Nevertheless, as Lynch syndrome leads to a familial pre-
disposition for endometrial cancer, the related diagnostics should briefly be
mentioned. This condition, which is also known as hereditary non-polyposis
colorectal cancer syndrome (HNPCC), is passed on in an autosomal-dominant
manner and 60–80% of all carriers will eventually develop a carcinoma corpus
uteri, mostly at a relatively young age [44]. The underlying mutation occurs typi-
cally in one of the DNA mismatch repair genes MLH1, MSH2, MSH6, or PMS2
[47]. Diagnostically, an algorithm has been proposed [47] that starts by screening
for microsatellite instability (MSI) in neoplastic tissue from patients with an
appropriate familial history. Alternatively, expression of HNPCC-associated
genes can be analyzed via immunohistochemistry (IHC). Microsatellites are
repetitive DNA sequences consisting of 1–6 bp that are spread throughout the
genome. Due to their highly repetitive nature, they are prone to errors during
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DNA replication. This can lead to accidental duplication or loss of such repeats
[48]. To analyze microsatellite structures, patient DNA is obtained (e.g., from
lymphocytes) and from tumor material. Next, gene loci that are known to be
susceptible to MSI (e.g., AT-25, BAT-26, D2S123, D5S346, and D17S250) are
PCR-amplified, and the respective length of the products is compared between
the tumor and the healthy tissue [49,50]. If this leads to the detection of MSI
in the tumor, sequencing of HNPCC genes is recommended. If no mutations
can be detected, methylation analysis (compare Section 7.2.3) of the respective
promoters and genes should be considered [51]. This stepwise procedure takes
into account that MSI occurs in 25% of type 1 endometrial carcinomas, while
mutations in PTEN, KRAS, PIK3CA, and CTNNB1 (β-catenin) can also occur.
Even in patients with Lynch syndrome, MSIs are not pathognomic, although
they can be found in 75% of all cases [52].

7.3.3

Emerging Diagnostics – miRNA Markers

miRNAs consist of 21–23 bp. They represent non-coding RNA (ncRNA) seg-
ments that can regulate gene expression and thus cell function in a highly spe-
cific manner [53]. Over 2000 of these basic gene regulators have now been
discovered and each one can influence the expression of several hundreds of tar-
get genes. During tumorigenesis, miRNAs are thought to play a multifaceted
role, as they can act as oncogenes (e.g., miR-155) or as tumor suppressors (e.g.,
miR-15a). Deregulated miRNA expression may be caused by mutations, but also
by genetic and epigenetic alterations affecting their transcriptional control.
Altered expression of individual miRNAs can be shown using PCR protocols
that often generate a cDNA with a suitable adapter to enable later detection by
qRT-PCR [54]. Larger groups of miRNAs can be analyzed by microarrays like
the microfluidic primer extension assay (MPEA) [55], which does not require
pre-amplification of miRNAs since hybridization of miRNAs with immobilized
probes is followed by enzymatic primer extension.
Major advantages of miRNAs as diagnostic targets are their relatively high sta-

bility, the ease of detection, and the possibility to compute multiparametric
expression patterns. In endometrial carcinoma, both overexpressed (miR-185,
miR-106a, miR-181a, miR-210, miR-423, miR-103, miR-107, miR-Let7c, miR-
205, miR-200c, miR-449, miR-429, miR-650, miR-183, miR-572, miR-200a, miR-
182, miR-622, miR-34a, and miR-205) and downregulated miRNAs (miR-Let7e,
miR-221, miR-30c, miR-152, miR-193, miR-204, miR-99b, miR-193b, miR-
204, miR-99b, miR-193b, miR-411, miR-133, miR-203, miR-10a, miR-31,
miR-141, miR-155, miR-200b, and miR-487b) were found. Target genes of
deregulated miRNAs include a number of candidates that are known to be
involved in tumor development. Examples include KCNMB1, IGFBP-6, ENPP2,
TBL1X, CNN1, MYH11, KLF2, TGFB1/1, MYL9, SNCAIP, RAMP1, FOXO1,
FOXC1 E2F3, MET, and Rictor [52]. Investigations regarding the prognostic rele-
vance of the various miRNA deregulations are ongoing. In 2012, Karaayvaz et al.
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presented study data that proposed that miR-205 may represent a new prognos-
tic marker in endometrial cancer [56].
Another class of ncRNAs are so-called “long ncRNAs” (lncRNA), which are

usually longer than 200 bp. They are thought to modulate the recruitment of
histone-modifying complexes, and to influence transcription and splicing [52].
In spite of our restricted knowledge on lncRNAs, candidates which may be
characteristically deregulated have already been identified in endometrial cancer.
In particular, the lncRNA NC25 seems to be mutated in about half of all
endometrial carcinomas [57]. Accordingly, NC25 might soon become a diagnos-
tic target. In addition, further remarkable findings relating to epigenetic regula-
tory mechanisms might well become future diagnostic targets in endometrial
carcinoma.

7.4
Ovarian Carcinoma

7.4.1

Background

With 225 000 new diagnoses per year, ovarian carcinoma is the eighth most fre-
quent carcinoma in women. Moreover, the disease is associated with an
extremely high rate of mortality evidenced by the annual rate of 140 000 deaths
from ovarian cancer in industrialized countries [1,16]. The outcome depends
largely on the tumor stage at diagnosis. When the cancer is still locally confined
to the ovaries, 5-year survival rates exceed 90%, whereas only 10% of the patients
with disseminated intraperitoneal or distant metastasis will still be alive after the
same period. Unfortunately, more than two-thirds of all ovarian cancers are only
detected at such a late stage [58], which can be attributed to the absence of early
symptoms and to the lack of a suitable screening test. Consequently, develop-
ment of a reliable procedure for early diagnostics is of paramount importance in
this disease.
More than 95% of all ovarian malignancies originate from epithelial cells (“epi-

thelial ovarian cancers”), the remainder are formed by other cell types in the
ovary, such as germ cells or stromal cells (“germ cell tumors” or “sex cord stro-
mal tumors”) [59]. Epithelial ovarian carcinomas can be further subdivided his-
tologically into serous-papillary (“serous”), mucinous, endometrioid, clear cell,
and some exceedingly rare tumor types. By far the most common histological
diagnosis is serous ovarian carcinoma. According to their biological behavior
and their genetic alterations, these malignancies can be further subclassified as
high- or low-grade serous ovarian carcinomas [59]. Nucleic acid-based diagnos-
tics could thus further refine the histological assessment and possibly guide ther-
apeutic decisions.
To explain the origin of serous ovarian carcinomas, two hypotheses dominated

the literature. In the 1970s, studies showed that repeated ovulation – causing
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tissue rupture and repair processes – may increase the number of mutations in
ovarian cells, which, in turn, could promote malignant transformation [60,61].
Further, it was postulated that excessive secretion of gonadotropin combined
with high levels of estrogen would increase the proliferation of ovarian epithelial
cells, which might also promote malignant progression [62]. Based on recent
immunohistochemical and genetic assessments, however, evidence is accumulat-
ing that high-grade serous ovarian cancer, tubal carcinoma, and primary perito-
neal cancer all develop from precursor lesions in a transitional zone close to the
fimbriated end of the fallopian tube and thus represent the same disease [63–65].
Importantly, presumed precursor lesions detected in this compartment where
found to display the same characteristic mutations (e.g. “p53 signatures”) as the
corresponding invasive tumors in the ovaries and the peritoneum. Accordingly,
attempts to develop suitable screening strategies for precancerous lesions may
well have focused on the wrong location, which likely contributed to the numer-
ous failures.
Empirically determined risk factors for ovarian cancer are in line with the pre-

sumed hormone-dependent, ovulation-associated pathogenesis. This includes
age, early menarche, late menopause, nulliparity/infertility, polycystic ovarian
syndrome, hormonal treatment, endometriosis (as risk factor for endometrioid
carcinomas), and familial predisposition for gynecological malignancies [66–74].
While 85% or more of all ovarian cancers occur sporadically without familial
history, germline mutations in BRCA1/2 and some unknown genes lead to an
inheritable risk for ovarian cancer. BRCA diagnostics, however, will be discussed
in the section on breast cancer (Section 7.5.2) where mutations in these breast
cancer-associated genes are also of enormous relevance.
Adjuvant treatment of ovarian cancer is mainly based on surgical resection

complemented by chemotherapy and specific antibody therapy. Surgical inter-
ventions in ovarian cancer patients are among the most extended gynecological
operations. As reduction of the tumor load below a certain threshold clearly
improves the individual prognosis, there is a strong rationale for extended multi-
visceral interventions in patients with disseminated disease spreading through-
out the abdomen [75]. Subsequent chemotherapeutic regimens are typically
based on platinum-containing compounds and taxanes. The most recent
addition to the treatment protocol is the anti-vascular endothelial growth factor
antibody bevacizumab [76,77]. In addition, there is a strong rationale for T cell-
based immunotherapies in ovarian cancer [78,79].

7.4.2

Routine Diagnostics

Most screening or follow-up/after-care approaches in ovarian cancer are based
on the detection of fairly unspecific tumor and inflammation markers like
CA125 or on ultrasound diagnostics, or on biomathematically computed combi-
nations of both [58]. Nucleic acid-based diagnostics is not routinely used in this
indication. The only notable exception is the DNA sequencing-based search for
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rare hereditary cancer markers, which include mostly mutations in BRCA1/2.
Even less frequent genetic risk factors [80] like a familial predisposition for
Lynch syndrome (HNPCC) or for Peutz–Jeghers syndrome (also known as
hereditary intestinal polyposis syndrome) can also be analyzed by DNA sequenc-
ing analysis. With a lifetime risk for ovarian cancer of 46% or less in BRCA
mutation carriers (depending on the respective mutation) and of 12% in women
with Lynch syndrome, there is certainly a strong rationale for testing. Technical
details of the test for Lynch syndrome (which is typically caused by a mutation in
one of the genes for either MLH1, MSH2, MSH6, PMS2, or EPCAM) have
already been described in Section 7.3.2. BRCA diagnostics will be further
explained in the section on nucleic acid-based diagnostics in breast cancer (Sec-
tion 7.5.2).
Peutz–Jeghers syndrome is an autosomal dominant genetic disease character-

ized by hyperpigmented patches on the skin and by the development of benign
gastrointestinal polyps. It is caused by a mutation in the gene encoding the ser-
ine/threonine kinase STK11/LKB1 on chromosome 19p13.3. While this condi-
tion causes a strong disposition for gastrointestinal tumors, associations with
further cancer types including ovarian carcinoma could also be shown. For
detection, the following approaches have been reported: conformational sensitive
gel electrophoresis, single-strand conformational polymorphism, denaturing
high-performance liquid chromatography, denaturing gradient gel electrophore-
sis, and direct sequencing of exons. The Institute of Cancer Research and the
Mayo Clinic have additionally made use of long-range PCR, and the Institute of
Cancer Research and the VU University Medical Center have used multiplex
ligation-dependent probe amplification to screen larger patient collectives [81].

7.4.3

Emerging Diagnostics/Perspective – miRNA Profiling

miRNAs are important regulators of post-transcriptional gene expression impli-
cated in numerous diseases (compare Section 7.3.3). Deregulated miRNA
expression has also been reported for ovarian carcinoma. Importantly, miRNA
expression can easily and comprehensively be quantified via next-generation
sequencing, via miRNA arrays, or via MPEA [55]. Data on various miRNAs can
then be combined to calculate a multimodal marker profile. The use of such
miRNA panels for the early diagnostics of ovarian cancer thus appears promis-
ing. Using a blood-based test on patients with confirmed diagnosis of ovarian
cancer, altered miRNA expression patterns were already shown relative to age-
and sex-matched healthy controls and to patients with unrelated diseases
[82,83]. The strength of the approach lies in the ability to simultaneously mea-
sure and evaluate a number of parameters, which means that the diagnosis does
not rely on any individual parameter but rather on a selected subset of markers
(n= 147 in the aforementioned studies) that can be computed via unbiased sta-
tistical learning methods [84]. The appropriate bioinformatic processing of these
data then leads to a greatly enhanced sensitivity and specificity as compared with
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individual markers. Such a marker profile should also be less prone to outliers,
which may be due to specific conditions of the individual patient (e.g., CA125 is
upregulated in most inflammatory conditions). A blood test as used for the
proof-of-principle study should also be a very suitable tool for screening. It
remains to be determined whether free miRNAs from serum or a profile that
includes the cellular components from whole blood is preferable. Cell-free miR-
NAs should contain a higher proportion of tumor (or tumor exosome)-derived
miRNAs. However, inclusion of blood cells allows detection of immune
responses to the underlying disease. Thus, significant efforts will be required for
further optimization of the assay and for the establishment of a diagnostic test.
Nevertheless, as the data obtained during these early stages compared favorably
with most other further developed screening approaches, there is at least
some hope that multiparametric miRNA-based diagnostics could help to over-
come the biggest challenge in ovarian cancer, which is still the development of a
suitable screening test for early detection.

7.5
Breast Cancer

7.5.1

Background

With over 1.38 million new diagnoses per year, breast cancer is by far the most
frequent carcinoma in women [1]. Diagnostic and clinical management have
constantly been improved and new therapies are emerging. Still, the disease
takes a death toll of almost 500 000 women per year and thus remains the most
frequent cause of cancer-related death in women [1].
Known risk factors can be genetic, such as mutations in the breast cancer-

associated BRCA genes, or cancer predispositions, such as Li–Fraumeni (caused
by mutant p53) or Cowden (mutant PTEN) syndrome. Mutations in genes with
low or moderate penetrance have also been described [85]. A second set of risk
factors is associated with increased exposure to estrogen and other hormones.
Hormonal replacement therapy, early menarche, late menopause, and obesity
are thus risk-promoting, whereas pregnancies and breast feeding are protective
[86–89].
Adjuvant therapy of mammary carcinoma is based on surgery, irradiation,

chemotherapy, endocrine therapy, and antibodies [90,91]. The combination of
various treatments nowadays enables less radical procedures during surgery. In
fact, breast-preserving surgery can be as effective as mastectomy provided that it
is followed by irradiation. Likewise, the previous strategy of removing all axillary
lymph nodes is challenged by recent studies [92]. Nevertheless, this is individu-
ally decided according to the histopathological assessment. The use of chemo-
therapeutics like anthracyclines or taxane is indicated for high-grade tumors or
when the lymphatic drainage is affected or for HER2/neu-positive tumors.
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Endocrine therapy, which can be quite effective, is applied whenever a tumor is
hormone receptor-positive. For HER2-overexpressing tumors, the anti-HER2
antibody trastuzumab has become the standard-of-care [93] and a new antibody
(pertuzumab [94]) as well as an antibody–drug conjugate (trastuzumab emtan-
sine [95]) have been approved by the FDA. Palliative treatments are mainly
endocrine based or guided by the respective symptoms.

7.5.2

Routine Diagnostics

The term “breast cancer” comprises subtypes whose histopathological and molec-
ular characteristics are so different that they should be seen as different diseases
unified by a common localization. Accordingly, an aggressive treatment which
may be life-saving for one patient might be an absolute overtreatment for another
patient whose quality of life would be unnecessarily diminished [90]. Further sub-
classification of the disease is thus required to allow for individually adapted
treatment schemes. Nucleic acid-based diagnostics appear to be a most promising
tool to enable the necessary discrimination, even though classical pathological
tools, such as assessment of hormone receptor status, tumor grading, and nodal
status [90], will likely retain their place in breast cancer diagnostics.

7.5.2.1 HER2 Diagnostics
The oncogene HER2 (human epidermal growth factor receptor 2, erb-B2, c-
erbB2, Her2/neu, ERBB2) encodes a 185-kDa transmembrane receptor for epi-
dermal growth factor that possesses intracellular tyrosine kinase activity [96,97].
Ligand-dependent and ligand-independent activation of this receptor drives car-
cinogenic processes such as proliferation and angiogenesis [98]. In breast cancer
patients, HER2 expression and potential gene amplification was found to be pre-
dictive for at least three reasons. When HER2 is overexpressed in a specific
tumor, it represents a suitable target for the antibodies trastuzumab or pertuzu-
mab, for the small-molecule receptor inhibitor lapatinib, and for combinations
thereof [94,99,100]. The HER2 status further appears to correlate with the
response to chemotherapy and to hint at a likely resistance towards endocrine
therapies [101,102]. HER2-overexpressing tumors used to relapse more fre-
quently and to show a shorter survival. However, due to the availability of tar-
geted therapeutics, the prognostic value of HER2 expression is no longer as clear
as it used to be [103].
Currently, three approaches for the determination of the HER2 status are clin-

ically accepted:

� Amplification of the HER2 gene can be detected by FISH, chromogenic
in situ hybridization (CISH), silver-enhanced in situ hybridization (SISH), or
via differential PCR.� At the RNA level, HER2 overexpression can be assessed by Northern blot-
ting or by reverse transcription PCR.

168 7 Nucleic Acid-Based Diagnostics in Gynecological Malignancies



� At the protein level, HER2 can be visualized by Western blotting, by
enzyme-linked immunosorbent assay (ELISA) or IHC. Recent studies have
also analyzed the relevance of circulating HER2 extracellular domain (c-
ECD) protein levels for the response to therapy (e.g., [104]).

During the first efficacy studies with trastuzumab, HER2 overexpression had
been assessed in paraffin sections using immunohistochemical staining and a
grading system from 0 (no expression) to 3+ (strong overexpression) [105]. Sub-
sequent studies showed that all patients who had a clear benefit from trastuzu-
mab displayed either an IHC overexpression score of 3+ or a positive FISH test
for gene amplification combined with an IHC score of 2+ or more [106]. IHC
scores of 0 and 1 strongly correlated with a lack of amplification according to
HER2 FISH analyses. In practice, most diagnostic laboratories now use the FDA-
approved, IHC-based HercepTest from Dako [107]. In addition, there are FDA-
approved reagents that enable numerous other HER2 analysis tests, which are all
based on the above-mentioned techniques. The American Society of Clinical
Oncology recommends that all breast cancers should be tested for HER2 over-
expression. Criteria for a positive test result would be an IHC score of 3+, or a
FISH test indicating more than six copies of HER2 per nucleus, or a FISH HER2
to chromosome 17 ratio of 2.2 or more (FISH ratio). Patients with an IHC score
of 1+ or less, less than four copies of HER2 per nucleus, or a FISH ratio of 1.8 or
less are unlikely to benefit from trastuzumab and thus should not be treated.
Values in between the positive and the negative cutoff indicate the need for fur-
ther testing. New tests should be accepted provided they are at least 95% con-
gruent with established validated tests [108]. As the HER2 status can change
when an initially hormone receptor-positive, HER2-negative breast cancer forms
distant metastases, further histological HER2 testing is recommended upon
metastasis. Patients with HER2-positive metastases are also likely to benefit from
HER2-directed targeted therapy [109].

7.5.2.2 Gene Expression Profiling
While different subtypes of breast cancer are known to display different histo-
pathological morphologies and variable clinical behavior, microarray-based gene
expression profiling revealed huge genetic differences between various tumors.
The term breast cancer thus describes the initial site of tumor formation (with-
out further refinement). Genetically, however, this tumor entity comprises very
different diseases. In 2011, an international conference dedicated towards build-
ing an expert consensus on the primary therapy of early breast cancer [110]
came to the conclusion that at least four different groups need to be distin-
guished: luminal A and B, basal-like, and HER2-positive breast cancer. Further
genetically distinct subgroups (e.g., “normal breast like,” “Claudin low,” and
“molecular apocrine”) are exceedingly rare and thus clinically less relevant. For
implementation in clinical diagnostics, approximate descriptions of the four
genetically distinct subgroups were based on routinely assessed histological
parameters. Luminal A and B tumors both show high estrogen and progesterone
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receptor levels in the absence of HER2 overexpression (even though a subgroup
of luminal B tumors may express HER2). These two subtypes are differentiated
via their proliferative behavior (as measured by Ki-67 staining). Basal-like carci-
nomas show neither hormone receptor nor HER2 expression and are thus also
called “triple negative.” HER2-positive carcinomas likewise lack hormone recep-
tor expression, but are defined via high levels of HER2. Importantly, these sub-
types show different responses towards therapeutic treatment. Whereas slowly
proliferating luminal A tumors respond well to endocrine therapy, chemo-
therapy is less effective. Luminal B tumors, instead, proliferate much more rap-
idly and are thus more sensitive towards chemotherapeutic drugs (and in some
cases towards targeted anti-HER2 treatments). HER2-specific treatments are
indicated for HER2-positive tumors. Triple-negative carcinomas, in contrast,
cannot be effectively treated with targeted therapies and are consequently
afflicted with a worse prognosis than all other subtypes [110].
While these guidelines appear rather simple, they need to be adapted to the

real life situation, which does not always fit into the scheme. Instead, clinicians
often encounter intermediate-risk situations (e.g., tumors with a luminal pheno-
type and an intermediate rate of proliferation). In these cases, treatment deci-
sions should be based on additional information that can be provided by nucleic
acid-based diagnostic tests. These include fully automated, commercially availa-
ble tests that provide individualized prognostic assessments based on a combina-
tion of gene expression parameters. Some of these tests (like the Prosigna tests)
have implemented the above-described genetic subtypes into their analysis. A
selection of available tests and the underlying principles is provided in Table 7.1.
Except for the Prosigna, all other tests draw a correlation between poor progno-
sis and response to chemotherapy, which implies a certain predictive power.
According to the recommendations of the latest consensus conference, multi-
gene analyses are mostly recommended for luminal tumors as these tests may
indicate whether a patient is likely to benefit from chemotherapy or not. Clini-
cally, the 21-gene recurrence score (Oncotype DX) is currently favored, but the
PAM50 signature (Prosigna) and the 70-gene signature (MammaPrint) or the
EPClin score (EndoPredict) appear to be valid alternatives [111].

7.5.2.3 Hereditary Breast Cancer/BRCA Diagnostics
Only 10% of all breast and 15% of all ovarian cancers can be attributed to inher-
itable germline mutations. Most frequently afflicted are the genes for BRCA1
and BRCA2. Both encode enzymes that can repair DNA double-strand breaks
via homologous recombination. BRCA1/2 mutations are both autosomal domi-
nant, though their level of penetrance is different. BRCA1 mutation carriers have
a 50–85% lifetime risk for breast and a 39–46% risk for ovarian cancer, whereas
BRCA2 mutations are associated with a 40–85% risk for breast and a 10–20%
risk for ovarian carcinoma [116]. BRCA1 mutations further predispose for cervi-
cal, uterine, pancreatic, colon, and prostate cancer [117]. BRCA2 mutation carri-
ers are more likely to develop cholangiocarcinoma or gall bladder, prostate,
pancreatic, gastric cancer, or malignant melanoma [118]. Heterozygous carriers
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of the mutation are more likely to suffer a complete loss of this tumor suppres-
sor mechanism upon cell division. To compensate for a loss of BRCA activity,
cells often hyperactivate alternative DNA repair mechanism like poly(ADP-
ribose) polymerase (PARP)-dependent repair of single-strand breaks. Accord-
ingly, there is some hope that PARP inhibitors, as an emerging class of new
drugs, may be most toxic for BRCA-deficient carcinoma cells and thus reason-
ably tumor specific [116]. Carcinomas with BRCA mutations typically arise as
high-grade tumors that show a medullary phenotype, and lack estrogen and pro-
gesterone receptors as well as HER2 amplifications (“triple negative”) [119].
Testing for BRCA mutations can be done from blood or saliva. As several hun-

dred possible mutations have been identified in these genes, sequencing of all
exons of both genes and of the flanking regions is advisable to cover known and
potentially new mutations. Further, testing for genetic rearrangements is recom-
mended for women with a family history of breast and ovarian cancer (familial
high-risk patients) who did not show any mutation upon sequencing [120]. Bio-
chemical techniques used include denaturing high-performance liquid chroma-
tography, DNA sequencing, multiplex ligation-dependent probe amplification,
and high-resolution melting analysis performed on a LightCycler [121]. As these
tests are somewhat laborious and expensive, they are mostly used for selected
patients who are likely to carry genetic traits associated with hereditary carci-
noma development. According to the US Preventive Services Task Force, BRCA
testing should be offered to patients meeting any of the following criteria [122]:

� Two first-degree relatives with breast cancer, one of whom received the
diagnosis at age 50 years or younger.� A combination of three or more first- or second-degree relatives with breast
cancer regardless of age at diagnosis.� A combination of both breast and ovarian cancer among first- and second-
degree relatives.� A first-degree relative with bilateral breast cancer.� A combination of two or more first- or second-degree relatives with ovarian
cancer regardless of age at diagnosis.� A first- or second-degree relative with both breast and ovarian cancer at any
age.� A history of breast cancer in a male relative.� For women of Ashkenazi Jewish heritage: any first-degree relative (or two
second-degree relatives on the same side of the family) with breast or ovar-
ian cancer.

There are also mathematical modeling approaches that estimate the risk for
BRCA mutations according to anamnestic data. BRCA testing is recommended
for patients whose risk assessment exceeds 10% in these tests. Examples are:

� IBIS Breast Cancer Risk Evaluation tool [123].� Penn II Risk model [124].� BRCAPRO [125].
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In genetic counseling for hereditary breast or ovarian carcinoma, the IBIS
Breast Cancer Risk Evaluation tool is particularly popular as it indicates the gen-
eral probability of a genetic predisposition without being confined to BRCA1/2
mutations. This is of particular relevance as an increased breast cancer risk can
also be due to mutations in genes that are unrelated to BRCA1/2. These compar-
atively rare alterations include mutations in TP53 (Li–Fraumeni syndrome, 70%
of all carriers of the syndrome show mutant p53 which gives rise to various
malignancies), PTEN (Cowden syndrome), STK11 (Peutz–Jeghers syndrome),
and CDH1 (hereditary diffuse gastric cancer). In addition, various laboratories
can now also test for numerous genetic risk factors showing low-to-moderate
penetrance with regard to breast cancer. These can be subdivided in three larger
groups. Genes from the first group are functionally associated with BRCA1/2.
Examples are ATM (ataxia telangiectasia mutated), BARD1 (BRCA1-associated
RING domain 1), CHEK2 (cell cycle checkpoint kinase 2), MRE11A (meiotic
recombination 11 homolog A), NBN (nibrin), and RAD50 and RAD51D. The
second group contains genes from the “Fanconi anemia pathway:” BRIP1
(BRCA-interacting protein C terminal helicase 1, FANCJ), PALB2 (partner and
localizer of BRCA2, FANCN), and RAD51C (FANC0). The third group finally
comprises genes that are linked to hereditary colorectal carcinomas like MLH1,
MSH2, MSH6, PMS2, EPCAM (also involved in some cases of Lynch syndrome,
see above) and MYH (MYH-associated polyposis) [119].
Finally, Easton et al. showed in 2007 that single nucleotide polymorphisms

(SNPs) play a role in breast cancer. In magnitude, their contribution appears
similar that of low-penetrance mutations [126].

7.5.3

Emerging Diagnostics/Perspectives

Due to its high incidence and mortality, breast cancer is a central topic of
oncological research. Consequently, it is impossible to cover all the manifold
approaches for nucleic acid-based diagnostics in this chapter. Regarding gene
signatures, tests like Oncotype DX or MammaPrint may only stand at the
beginning of the development. Thus, improved prognostic tools will likely
become available. Second-generation tests for gene expression profiling are
already awaiting market introduction for clinical routine diagnostics. To
reduce the heterogeneity within the defined groups, several independent
teams of researchers are searching for further distinct subtypes within the
defined categories of luminal A and B, basal-like (triple-negative), and HER2-
overexpressing breast cancer. Additional parameters that correlate with the
course of the disease also likely deserve more attention. These include the
expression of cell cycle regulatory proteins, the presence or absence of B cell
or plasma cell metagenes in highly proliferative tumors, as well as immune
cell infiltrates in the tumor microenvironment and prognostically relevant
gene expression patterns in the tumor stroma [114]. Consideration of these
further aspects should help in tailoring the respective therapy to the needs of
the individual patient.
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Little is known with regard to predictive genetic parameters. There is no vali-
dated test available that could predict the response to a specific treatment.
Empirically based attempts at selecting the most suitable chemotherapeutics for
individual tumors were, at best, moderately successful – with a few exceptions
like the “Topoisomerase II Alpha Gene Amplification and Protein Overexpres-
sion Predicting Efficacy of Epirubicin” (TOP) trial. In that study, Desmedt et al.
[127] used three separate expression signatures (a TOP2A gene expression mod-
ule and two previously published expression modules related to tumor micro-
environment) to establish a numerical anthracycline-based score (A-Score)
which could reliably predict a lack of sensitivity towards anthracycline-contain-
ing chemotherapy. The failure of other predictive algorithms might be due to the
influence of further genetic discriminators that are not covered by the present
signatures. Deep sequencing approaches thus hold considerable promise to over-
come this limitation.
Many tests also neglect epigenetic modifications that can also affect the

expression of drug targets. Accordingly, drugs that would seem immensely
suited to target the genetic alterations in a specific tumor may become
ineffective due to epigenetic regulations. Attempts to use epigenetic markers or
modifiers to obtain prognostic predictions are thus ongoing. Based on data from
1302 breast cancer patients, miRNA profiling appears suitable to identify prog-
nostic subgroups of breast cancer patients [128]. This subclassification was par-
ticularly useful for standard breast cancer subtypes without detectable copy
number events. In this collective, epigenetic deregulations on the miRNA level
appeared to be characteristic for oncogenic transformation and for the shaping
of the immune contexture [128]. A further epigenetic cause for altered gene
expression in breast cancer is DNA methylation (see Section 7.2.3). As several
studies showed, BRCA1 is inactivated by methylation in 10–15% of sporadic
breast cancers. Consequently, these tumors resemble those caused by BRCA
mutations and may also be sensitive to PARP inhibitors. Other breast cancer
genes known to be susceptible to methylation-dependent regulation include
RAD51C, PTEN, and TP53 [129]. Accordingly, DNA methylation or miRNA
expression patterns might also help to select the most appropriate treatment
strategies.
Given the progress in the field, more complete coverage of the tumor genome

and consideration of epigenetic changes no longer represent technical chal-
lenges, and will likely be implemented into clinical routine diagnostics. A prob-
lem that will be much harder to overcome, however, is tumor heterogeneity.
Clinically, many treatments show good effects on the bulk of the tumor cell pop-
ulation, but spare individual clones that can then give rise to recurrence. Consid-
ering that these resistant subclones contribute little to the overall gene signature
[114], they may not become immediately apparent upon gene expression profil-
ing. Nevertheless, these cells, which likely represent the so-called tumor-initiat-
ing, metastasis-initiating, or cancer stem cells, might be decisive for the
individual outcome. Using an 11-gene signature based on stem cell-associated
genes, a “death from cancer” signature has thus been proposed [130]. Still, an
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improved biological understanding of these cells will be required to guide the
development of suitable prognostic tests that could add to the existing repertoire
of nucleic acid-based diagnostics.

7.6
Conclusion

Nucleic acid-based diagnostics is well established in breast and gynecological
cancers. This includes testing for genetic cancer risk and for HPV infection, and
for patient stratification according to the presence of therapeutic targets such as
HER2. Other tests for screening or treatment selection are still at an experimen-
tal stage, but are emerging. Finally, the relative ease of obtaining information
from cancer-associated nucleic acid sequences predestines this approach for
tackling the major diagnostic challenges of the future. In our opinion, these will
be the establishment or optimization of screening tests for early detection, the
assessment of the required treatment intensity, and the individualized prediction
of response to a specific treatment. From both a medical and socio-economic
perspective, an immense benefit would result if over- and undertreatment could
be minimized and if patients could be spared from futile therapeutic approaches
with all the associated side-effects. Moreover, early diagnosis and the selection of
an individually optimized treatment scheme could be life-saving. Thus, there is
ample justification for further developments in this promising field.
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8
Nucleic Acids as Molecular Diagnostics in Hematopoietic
Malignancies – Implications in Diagnosis, Prognosis, and
Therapeutic Management
Janine Schwamb and Christian P. Pallasch

8.1
Introduction

Hematological malignancies were among the first diseases in humans to be
approached by molecular diagnostics using nucleic acids. In particular, disor-
ders showing a leukemic phenotype were the first area to establish and intro-
duce molecular diagnostics into clinical practice. Since the acquisition of
leukocytes delivers directly the cellular correlate of the disease, isolation of
nucleic acids for diagnostic purposes is easily accessible in terms of sufficient
quantity and quality of samples. DNA originating from the altered cell popu-
lations delivers directly a full molecular representation of the origin of the
disease – easily accessible by blood withdrawal from a peripheral vein. The
field of hematological malignancies was a vanguard particularly in preclinical
research and led to the identification of major insights in cancer biology. Sim-
ilarly, translation of molecular findings into therapeutic principles led to sig-
nificant improvements in clinical practice. Specific diseases such as chronic
myeloid leukemia (CML) caused by one defined genetic lesion became model
diseases for diagnostics and therapy development in the fields of hematology
and oncology.
Molecular diagnostics has been established as a steadily growing pillar of diag-

nostics, replacing established classifications and criteria defined by morphology,
cytochemistry, and cytogenetic aberrations at the chromosome level. All of these
diagnostic tools were based on microscopic evaluation of transformed cells.
However, in recent years the advent of a multitude of molecular biology
approaches (as discussed in other chapters in this volume) has led to the intro-
duction of DNA-based read-out systems assessing specific mutations, defined
gene fusion products, and overexpression and amplification of malignancy-
specific alterations.
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8.2
Methodological Approaches

A multitude of molecular diagnostics can be performed in hematopoietic malig-
nancies based on nucleic acids isolated from peripheral blood. However, this
requires the presence of sufficient transformed cells in the peripheral blood.
EDTA or heparin are usually used as anti-coagulants; samples can usually be
shipped overnight at room temperature.
A more representative sample can be acquired by aspiration from bone mar-

row. This will, however, require more invasive specimen withdrawal from either
the sternum or the iliac crest.

8.3
Cytogenetic Analysis to Molecular Diagnostics

Cytogenetic investigation plays an important role in the diagnostic and prognos-
tic assessment of not only acute but also chronic leukemia. By means of classical
chromosomal analysis as well as additional fluorescence in situ hybridization
(FISH), structural as well as numeric chromosomal abnormalities can be
detected. Metaphase cytogenetic analysis usually requires viable proliferating
cells in order to obtain metaphase spreads, while uncultured cells can be used in
interphase FISH. Similarly, in molecular diagnostics, cells do not have to be vital
to be propagated in vitro. However, RNA-based diagnostics requires rapid proc-
essing of the samples.
The principle methods used for assessing molecular genetic alterations are

polymerase chain reaction (PCR)-based detection, DNA Sanger sequencing, and,
increasingly, next-generation sequencing (NGS)-based methods. In contrast to
classical cytogenetic analysis, PCR is suitable for the detection of specific, already
known changes in nucleic acids and not for any screening approach. Apart from
that, quantitative real-time PCR (RT-PCR) represents the second part of molec-
ular diagnostics, particularly for the detection and confirmation of already veri-
fied genetic changes. Treatment response as well as residual disease can be
evaluated by quantification of particular fusion proteins via RT-PCR.

8.4
Minimal Residual Disease

Minimal residual disease (MRD) represents a major achievement in monitoring
acute myeloid leukemia (AML) and acute lymphoblastic leukemia (ALL). Quan-
tification of malignant cells, mainly by PCR and RT-PCR, is based on the detec-
tion of molecular fusion proteins or, for ALL, verification of clonal
rearrangement of immunoglobulin and T cell receptor genes in patient samples.
Less commonly, MRD is performed using specific surface marker combinations
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defining the transformed cellular population via flow cytometry. Molecular
detection of specific markers enables determination of the leukemic burden at
initial diagnosis, monitoring response during treatment, and, finally and almost
most importantly, recognition of early relapse while clinical symptoms are not
present or blood count is not yet heavily altered.

8.5
Chronic Myeloid Leukemia

The first established and most prominent molecular aberration was identified in
CML. The discovery of the Philadelphia chromosome was a break-through as a
model disease first rendering a specific cytogenetic aberration – the trans-
location t(9;22)(q34;q11) with the typical Philadelphia chromosome 22q– [1].
Due to this translocation, the gene on chromosome 9 coding for the ABL (Abel-
son murine leukemia viral oncogene) tyrosine kinase combines with the BCR
(breakpoint cluster region) gene on chromosome 22, which finally results in
expression of the fusion protein BCR–ABL1 with consecutive activity of tyrosine
kinase [2–4]. Expression of the BCR–ABL1 protein directly propagates cellular
proliferation and disrupts physiological differentiation in the hematopoietic stem
cell, and is the driving force of oncogenic transformation towards a leukemic
phenotype.
Assessment of BCR–ABL1 via PCR and initial quantification by RT-PCR is

essential for the initial diagnosis of CML. Beyond that, subsequent monitoring
of the BCR–ABL1 burden from peripheral blood forms part of the standard pro-
cedures in CML management. According to the European Leukemia Network,
quantification of BCR–ABL1 is recommended every 3 months until a major
molecular remission (BCR–ABL1/ABL1 � 0.1) has been achieved. Later on, the
frequency of measurements can reduced to every 6 months [5].
Specific genetic alterations affecting “druggable” genes offer novel options

for targeted therapy in leukemic patients. Again, in CML as a model disease,
the most remarkable change in treatment over the last decade was achieved
by the introduction of the tyrosine kinase inhibitor imatinib. As mentioned
above, due to translocation 9;22, the Philadelphia chromosome produces the
oncogenic fusion protein BCR–ABL1 with subsequent increased activity of
tyrosine kinase. Imatinib inhibits the overexpressed tyrosine kinase and con-
sequently disables growth of malignant cells without affecting normal
cells [6]. Therefore, imatinib has replaced the former standard therapy that
used interferon or cytarabine [6]. Nevertheless, imatinib is not limited to
BCR–ABL1 specificity, it also affects platelet-derived growth factor (PDGF)
and c-kit tyrosine kinase receptors [6,7]. Following the great success of tar-
geted therapy with imatinib, second-generation tyrosine kinase inhibitors
were developed for treatment of CML with even greater efficacy. Nilotinib
and dasatinib were shown to be equally effective in the treatment of CML
[8,9], and to also act on PDGF and c-kit receptors [10]. Both substances
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have been approved for first-line therapy of CML patients, but are also fre-
quently used in relapsed disease.
Despite the fact that targeted therapy is gaining in importance in the treat-

ment of leukemia, patients continue to relapse due to drug resistance. Thus,
continuous monitoring of BCR–ABL in the peripheral blood is performed in
order to detect relapse.
Treatment failure occurs due to acquisition of resistance towards imatinib,

particularly in patients with advanced-stage disease [10]. Mechanisms of resist-
ance are basically [11] point mutations in the kinase domain of the BCR–ABL
enzyme that reduce sensitivity to imatinib [6,10,12]. Second-generation tyrosine
kinase inhibitors such as dasatinib or nilotinib are usually able to overcome ima-
tinib-mediated drug resistance [13]. Acquisition of resistance mutations is, how-
ever, associated with an unfavorable clinical course [6]. Recently presented
studies with newly designed agents, in particular ponatinib, revealed good effi-
cacy against BCR–ABL kinase with additional activity against T315I mutants [6].
Accordingly, ponatinib offers new therapeutic options beyond the current con-
cepts, including allogeneic stem cell transplantation.
The development of specific mutations in treated CML enables the specific

detection of the respective mutations. This has been extensively done accompa-
nying clinical trials and in the follow-up of tyrosine kinase inhibitor-treated
CML patients.
The routine use of mutational screening analysis by conventional Sanger

sequencing is currently recommended in standard clinical use in the case of
progression, failure, and clinical warning signs. NGS methods still are under
evaluation such that conventional Sanger sequencing still remains the method
of choice [5]. In particular, mutational analysis should be performed after fail-
ure of initial treatment, decreasing response to tyrosine kinase inhibitors, or
during disease progression [5].
BCR–ABL1 kinase domain point mutations evolve in around 50% of patients

showing treatment failure and progression [14]. The multitude of mutations has
been assessed using Sanger sequencing. The presence of further mutations at
lower levels can be identified using more sensitive techniques, such as mass
spectrometry or ultra-deep sequencing; here, the relevance of rare clones and
sample heterogeneity still has to be evaluated [15]. About 80 amino acid substi-
tutions have been identified to be associated with the development of resistance
to imatinib [14]. Dasatinib and nilotinib show less frequent acquisition of resist-
ance mutations; however, they fail to inhibit the most prominent alteration
resulting in the T315I mutation. Patients taking nilotinib were most frequently
found to have acquired Y253H, E255K/V, F359V/C/I, or T315I mutations [16],
whereas patients taking dasatinib were most frequently found to have acquired
V299L, F317L/V/I/C, T315A, or T315I mutations [17].
Beyond that, BCR–ABL-independent resistance to imatinib by several hetero-

geneous mechanisms has also been described [6,10]. While additional cytogenetic
alterations occur in imatinib-resistant patients [18], increased BCR–ABL levels
due to either genomic amplification of the tyrosine kinase or overexpression of
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BCR–ABL transcripts cause treatment failure [19]. In such cases, patients mostly
respond to increased imatinib dosage [19]. Activation of alternative signaling
pathways and overexpression of glycoproteins such as P-glycoprotein, leading to
increased efflux of the drug or decreased imatinib uptake due to impaired expres-
sion of the drug transporter, also contribute to resistance to therapy [20].
In conclusion, CML is the model disease for the development of modern tar-

geted therapies. Moreover, it is also a good example of molecular diagnostics
analyzing nucleic acids from peripheral blood being incorporated in patient
treatment and guiding clinical decisions.

8.6
Acute Myeloid Leukemia

AML is characterized by a rapid growth of leukocytes of the myeloid lineage,
thus leading to accumulation of transformed cells in the bone marrow and sub-
sequent suppression of normal hematopoiesis. Patients generally present with an
elevated leukocyte count and further alterations of the peripheral blood, such as
thrombocytopenia or anemia. Clinical symptoms may include fatigue, shortness
of breath, bleeding, weight loss, fever, and increased risk of infection.
Diagnosis is usually obtained from cytomorphology of the bone marrow. His-

torically, AML has been further classified based on the French–American–
British (FAB) cooperative group [21]. While this traditional classification is still
in use, it has rapidly lost its prominent role to cytogenetic and molecular markers.
AML exhibits numerous different chromosomal aberrations, which define

characteristic individual entities with typical clinical attributes. The importance
of those chromosomal aberrations is also clarified by their inclusion in the cur-
rent World Health Organization (WHO) classification system [22]. Inversion
inv16(p13q22) with CBFB–MYH11 gene rearrangement or the translocation t
(8;21)(q22,q22) of fusion gene RUNX1–RUNX1T1 (AML1–ETO) are common
aberrations in AML, which are associated with the former FAB classifications
M4eo and M1/M2, respectively [23]. Both anomalies are associated with a rela-
tively good clinical prognosis. 11q23 abnormalities involving the MLL gene are,
however, related to a worse clinical outcome. A special subtype of AML is so-
called promyelocytic leukemia FAB M3 with the typical translocation t(15;17)
(q22;q12). Due to targeted therapy with all-trans retinoic acid (ATRA), which
will be discussed in detail below, the rate of complete remission has been
improved in this leukemia subtype. In addition to these mostly structural chro-
mosomal changes, the most common numeric aberration in AML is trisomy 8
with a so far unknown prognostic impact. In contrast to the single genetic alter-
ations, karyotypes, that possess three or more structural or numeric chromo-
somal anomalies are called complex-aberrant and are associated with a worse
clinical outcome.
Most chromosomal abnormalities influence patient prognosis and survival. For

instance, a normal karyotype in AML patients is associated with a merely
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intermediate prognosis, while translocation t(8;21)(q22,q22) or inversion inv(16)
(p13q22) with expression of the fusion proteins CBFB–MYH11 and RUNX1–
RUNX1T1 (AML1–ETO), respectively, contribute to a favorable clinical outcome
[24]. In contrast, 11q23 abnormalities involving MLL gene rearrangement
worsen survival of AML patients, especially when diagnosed in therapy-related
AML [23]. As mentioned above, a complex-aberrant karyotype with three or
more chromosomal alterations defines a high-risk profile with poor prognosis
when allogeneic stem cell transplantation is not feasible.
Molecular diagnostics has became increasingly important for AML treatment

due to minor genetic alterations such as point mutations, deletions, or duplica-
tions, which are not covered via classical chromosomal or FISH analysis, but
which are relevant for prognosis and therapeutic decisions in AML patients. The
most frequent genetic modification in approximately 50% of AML patients with
a normal karyotype is mutation in the nucleophosmin gene (NPM1) on chromo-
some 5q31 [25]. Female patients seem to be more affected than male patients.
Also associated with a normal karyotype, but less common, is mutation of the
transcription factor CEBPα. Mutations in the FMS-like tyrosine kinase 3 gene
(FLT3) at chromosomal region 13q12 are predominantly found in patients with
AML or myelodysplastic syndrome [26]. Adults in particular are affected
(around 30%), while it is rare in younger patients aged 10 years or below. Apart
from that, the previously mentioned AML-specific translocations t(15;17),
t(8;21), and inv(16)/t(16;16) with expression of the fusion genes PML-RARa,
RUNX1–RUNX1T1 (AML1–ETO) and CBFB–MYH11, respectively, are also ana-
lyzed and quantified according to routine diagnostic procedures asthey contrib-
ute to the evaluation of prognosis and offer possible targets for therapy [24].
Another specific aberration worth mentioning is the so-called partial tandem
duplication (PTD) of the MLL gene. It is mainly associated with a normal karyo-
type and only measurable by PCR or Southern Blot. In addition to several other
molecular anomalies described in AML, increased expression of the transcrip-
tion factor WT1 (Wilms Tumor protein 1) may be seen in AML and is analyzed
in routine diagnostics by RT-PCR [27].
In AML, MRD monitoring is also performed, although half of the patients do

not posses any molecular target that can be quantified [28]. Quantification via
RT-PCR has been established for several fusion transcripts, including RUNX1–
RUNX1T1, CBFB–MYH11, PML–RARa, and MLL–PTD, as well as for gene
mutations of NPM1, FLT3, or expression of WT1 transcription factor [28,29].
Acute promyelocyte leukemia, also known as AML FAB M3, is character-

ized by translocation of chromosome 17 with other genetic partners. Trans-
location 15;17 occurs in about 95% of AML M3 cases leading to fusion of the
promyelocytic gene (PML) at chromosome 15 with the retinoid acid receptor-
α (RARa) gene on chromosome 17. ATRA, as a non-cytostatic drug, is able to
induce complete remission by inducing terminal differentiation of malignant
promyelocytes into mature granulocytes [30]. Beyond that, arsenic trioxide
(ATO) is becoming more and more established in the treatment of promyelo-
cyte leukemia.
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Resistance to ATRA has recently been described in acute promyelocyte leuke-
mia. Mutations in the ligand-binding domain of RARa basically contribute to
treatment failure of ATRA in AML M3 patients. To overcome drug resistance,
patients receive ATO, resulting in a subsequent good clinical response [31].
However, several reports indicate resistance to ATO as well due to mutations in
the PML-B2 domain in PML-RARa. At present, no approach for solving this
clinical problem has emerged [31].

8.7
Acute Lymphocytic Leukemia

In addition to AML, ALL as the second form of acute blood cancer can be fur-
ther divided into two subgroups deriving from either lymphatic B or T cell line-
ages. It occurs mainly in childhood, although it shows a more aggressive clinical
behavior in adults [32]. ALL is characterized by a rapid growth of leukocytes of
lymphoid lineage with a blastoid shape, thus leading to accumulation of trans-
formed cells in the bone marrow and subsequent suppression of normal hemato-
poiesis. Patients generally present with an elevated leukocyte count and further
alterations of the peripheral blood, such as thrombocytopenia or anemia. Clinical
symptoms may include fatigue, shortness of breath, bleeding, weight loss, fever,
and increased risk of infection.
The frequency of cytogenetic abnormalities depends on the affected cell popu-

lation (B or T cells) and on the age of first diagnosis (children, adolescents, or
adults). Numerous defined translocations rendering oncogenic fusion products
also offer very specific targets for molecular diagnostics based on PCR amplifica-
tion. As outlined above, the prominent chromosomal aberration in CML, trans-
location t(9;22)(q34;q11) producing the BCR–ABL fusion protein, is also found
in approximately 25% of adult patients with ALL, while only 3–5% of children
are affected [4,33]. Prevalence increases constantly with age. The common or
pre-ALL subtypes generally possess this kind of genetic alteration, although it
never occurs in T-ALL or mature B-ALL.
Accordingly, one of the most common gene fusions monitored in ALL

patients is BCR–ABL1. Quantification of fusion genes is mostly carried out by
RT-PCR on the mRNA level from peripheral blood or bone marrow. However,
patient-specific clonal rearrangement of immunoglobulin or T cell receptor
genes can be identified on the DNA level via classical PCR with subsequent
sequencing of the PCR product. Following sequence-specific design of PCR
primers, the individual leukemic clone is exclusively amplified and quantified
[34]. Alternatively, clonal rearrangements can also be identified by their size,
although with a decreased sensitivity [34].
Another frequent chromosomal abnormality is translocation t(4;11)(q21;q23)

with the concomitant expression of the MLL–AF4 fusion protein. It occurs in
about 6% of adults and 4% of children, and represents the most common MLL
translocation. The second most prevalent MLL translocation is t(11;19)(q23;
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p13.3) with the fusion gene MLL–ENL. In addition to the genetic anomalies
already mentioned, there are several others in ALL diagnostics, such as t(1;19)
(q23;p13), 9q34-aberration, t(8;14)(q24;q32), or t(10;14)(q24;q11) as the most
frequent translocation in T-ALL. Only detectable by FISH analysis and associ-
ated mostly with the common ALL subtype, translocation t(12;21)(p13;q22) is
the most frequent aberration in young patients with a prevalence of 4 years; only
1–2% of adults possess this translocation, whereas patients aged 35 or older are
not affected.
Molecular diagnosis in patients with ALL depends on the immunophenotype

of the malignant cells with the according ALL subtype. As well as testing BCR–
ABL1 expression in ALL diagnosis for high-risk stratification, the two most com-
mon MLL fusion genes (i.e., MLL–AF4 and MLL–ENL) should be evaluated as
MLL–AF4 in particular is considered as a further high-risk factor. Considering
mature B-ALL, investigation of MYC–IGH fusion proteins should be carried out
as a marker for aggressive disease progression and the leukemic phase of Bur-
kitt’s lymphoma. Depending on the suspected ALL subtype, other genetic abnor-
malities are detectable by molecular diagnosis, such as E2A–PBX1 in pre-B-ALL
or ETV6–RUNX1 rearrangement (TEL–AML1) as the most common alteration
in common ALL in pediatric patients [35].
Genetic modification is also evident in T-ALL in about 50% of patients. In

most cases, rearrangements of T cell receptor loci are affected with the involve-
ment of several transcription factors. Although quite rare in T-ALL and not
detectable by classical cytogenetic investigation, fusion protein NUP214–ABL1
due to 9q34 aberration is relevant with regard to disease monitoring and tar-
geted therapy [36].
While the BCR–ABL fusion protein is basically found in CML, its existence in

ALL patients opens new strategies to add tyrosine kinase inhibitors to chemo-
therapy in order to avoid allogeneic stem cell transplantation [37]. Similar to
Philadelphia chromosome-positive ALL, 11q23 chromosomal changes involving
the MLL gene, particularly expression of the fusion gene MLL–AF4, contribute
to poor prognosis [38].

8.8
Chronic Lymphocytic Leukemia

The most frequent leukemia in the western hemisphere is chronic lymphocytic
leukemia (CLL). In contrast to ALL, CLL is characterized by the comparably
slower clonal proliferation and accumulation of mature, typically CD5+ B cells
within the blood, bone marrow, lymph nodes, and spleen.
The clinical variance, ranging from a very slowly evolving to a rapidly pro-

gressing clinical appearance, is reflected in a multitude of prognostic markers in
CLL [39].
The first molecular prognostic marker in CLL was established using Sanger

sequencing of the IGVH locus of assessment of somatic hypermutations in the
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variable region of the heavy immunoglobulin chain (IgVH) [39]. A cutoff value
of 2% or less mutated alleles compared with its germline counterpart is consid-
ered as the unmutated IgVH condition [40]. Unmutated IgVH is considered to
reflect a more immature differentiation of B cells and patients display a more
rapidly progressing disease with worse prognosis [39]. Additionally, the hyper-
mutational status of IgVH is associated with typical chromosomal aberrations
and expression of prognostic markers, and also influences the clinical outcome
of CLL patients [41]. It could be shown in many previous publications that an
unmutated IgVH contributes to the aggressive course of disease [42,43]. One
exceptional case is detection of IgVH gene 3-21, which contributes to poor prog-
nosis independently of mutated IgVH [44]. In addition, cyto- and molecular
genetic changes in CLL partly correlate with each other. For instance, unmutated
IgVH mutational status is associated with deletion of 17p and 11q [41].
Although cytogenetic analysis is not necessarily required for diagnosis, it is

recommended before initiating anti-leukemic therapy. The preferential method
is FISH analysis instead of classical chromosomal investigation. The most rele-
vant cytogenetic abnormality considering prognosis in CLL is deletion of the
short arm of chromosome 17 (del17p13). It is further described in previous pub-
lications that this aberration is connected to a TP53 mutation in the remaining
TP53 allele in the 17p13 band involved. Nevertheless, there is evidence that
TP53 mutation occurs independently of 17p deletion [45]. A similar chromo-
somal alteration in CLL is deletion of the long arm of chromosome
11 (del11q22.3), which targets the ataxia telangiectasia mutated (ATM) gene
responsible for regulation of the cell cycle, including apoptosis and DNA repair
by phosphorylation of certain proteins [46]. As a more common anomaly, tri-
somy 12 occurs in about 20–25% of CLL patients. The most common cyto-
genetic defect with more than 50% of patients being affected is deletion of the
long arm of chromosome 13 (del13q14).
11q22.3 deletion affecting the ATM gene in a subset of patients [46] predicts

advanced disease and shorter survival [47]. While 11q deletion has a median sur-
vival time of 79 months, loss of 17p results in a median survival time of only 32
months due to rapid disease progression [47], but also because of increased
resistance to chemotherapy, especially purine analogs or alkylating agents
[48,49]. Beyond that, there is strong evidence that the tumor suppressor gene
TP53 is affected by 17p deletion in the majority of patients [47]. However, TP53
mutation also occurs in the absence of 17p deletion and presents as an indepen-
dent factor for poor prognosis.
In addition to the cytogenetic alterations that directly affect the DNA damage

pathway, other aberrations are associated with slower progressing disease. Dele-
tion of chromosome 13q, for example, improves survival of CLL patients,
whereas a normal karyotype or detection of trisomy 12 are considered as alter-
ations with intermediate risk [47]. Deletion of the 13q14 locus affects the miR-15
and miR-16 loci, and has been linked to the pathogenesis of CLL [50]. Recently,
improved in vitro propagation of CLL cells to obtain metaphase cytogenetics in
CLL cells revealed translocations as a prognostic factor in CLL [51]; however,
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the widespread occurrence of breakpoints does not offer a specific marker for
PCR-based diagnostics of translocations in CLL.
Cytogenetic aberrations in standard clinical diagnostics should be identified

prior to therapy onset of first-line treatment. In particular, patients harboring
aberrations affecting TP53 via mutation or del17p exhibit resistance towards
immunochemotherapeutic approaches like the BR or FCR regimen [52,53].
Here, interphase FISH and Sanger sequencing of the TP53 gene will be car-
ried out from the peripheral blood of CLL patients once an indication for
treatment onset has been reached. This genetic diagnostics directly affects
therapeutic concepts identifying TP53-deficient patients for alternative thera-
peutic concepts such as allogeneic bone marrow transplantation or clinical
trials. With regard to physically fit CLL patients, the standard immunoche-
motherapy regime is rituximab as an anti-CD20 antibody combined with flu-
darabine and cyclophosphamide [53]. In the case of 17p deletion or mutation
of TP53, resistance against chemotherapy, particularly fludarabine, has been
reported. Alemtuzumab, an anti-CD52-antibody, shows good response rates
in high-risk CLL patients [54]; however, patients without serious comorbid-
ities should be further considered for allogeneic stem cell transplantation to
maintain progression-free survival [55].
In addition to cytogenetic aberrations, further research currently focuses on

gene expression profiling or single nucleotide polymorphism (SNP) array analy-
sis to identify variations in the human genome that might have a relevant impact
on the diagnosis and prognosis of hematologic malignancies. In this context,
whole-genome SNP mapping arrays could already demonstrate a clear predic-
tion of time-to-treatment and overall survival in CLL patients independent of
the well-established prognosis factors [56]. Nevertheless, additional studies need
to be performed to further assess the clinical outcome of leukemic patients.
Recently published whole-genome sequencing projects in CLL have shown a

number of recurrent somatic mutations, including NOTCH1, MYD88, TP53,
ATM, SF3B1, FBXW7, POT1, CHD2, and others [57,58].
In CLL research, for instance, the NOTCH pathway comes into focus as a new

additional target for CLL therapy. For T-ALL, activating mutations of the
NOTCH1 gene with oncogenic potential have been repeatedly described in about
50% of cases [59]. As a therapeutic approach for T-ALL, γ-secretase inhibitors
(GSIs) in combination with glucocorticoids were reported to inhibit the
NOTCH1 pathway, to restore steroid sensitivity and to reduce gastrointestinal
side-effects of GSIs by the use of glucocorticoid [60].
For B cell malignancies, the role of NOTCH is not fully understood. Both

oncogenic and tumor suppressive functions have been considered [61]. For CLL,
controversial studies have been published postulating the importance of
increased NOTCH2 expression as a pro-survival stimulus, while others found no
relevant activation of NOTCH1 or NOTCH2 in CLL cells compared with healthy
controls [61]. Nevertheless, there are hints of a constitutive NOTCH activation
contributing to apoptosis resistance in malignant cells [61], in particular in CLL,
where mutations of NOTCH1 constitute an independent predictor of poor
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survival [62]. Further investigation has focused on selective inhibition of each
NOTCH receptor with an emphasis on NOTCH1 receptors by anti-NOTCH1
inhibitory antibodies or small-peptide inhibitors of NOTCH signaling [63].
Although NOTCH1 mutations generally occur independently of TP53 disrup-

tion [62], there are hints that NOTCH1 signaling and TP53 mutation are in part
connected [59].
As outlined above, patients possessing a TP53 mutation normally show a

decreased response to chemotherapeutics, especially to fludarabine. Therefore,
efforts are being made to develop therapeutic strategies that avoid the TP53
pathway in order to unfold full cytotoxic activity. Parthenolide, an NF-κB inhibi-
tor, flavopiridol, ABT-737, 2-phenylacetlyensulfonamide, or geldanamycin as a
heat-shock 70 and 90 inhibitor are some of the substances that at least partially
bypass TP53 signaling [59]. Another possibility for targeting TP53 is the com-
pound Nutlin, a small molecule upregulating TP53 through inhibition of the
protein–protein interaction between p53 and MDM2 in wild-type TP53 samples.
It has already been tested in hematopoietic malignancies in first clinical trials
with good preliminary results [64].
In addition to the classical chromosomal or molecular genetic alterations in

clinical diagnostics of acute and chronic leukemia, other proteins were identified
for prognostic assessment. High expression of zeta chain-associated protein
(ZAP-70) goes along with poor prognosis in CLL patients. Measurement of
ZAP-70 expression was difficult and often not comparable as different laborato-
ries used distinctive cutoff levels for ZAP-70 positivity. However, epigenetic
investigations were recently shown to overcome this inaccuracy, making ZAP-70
testing feasible for clinical practice in CLL [65]. Specifically, loss of methylation
at a specific single CpG dinucleotide in the ZAP-70 5´ regulatory sequence cor-
related with unfavorable prognosis in this study, and, hence, represents a reliable
and especially reproducible biomarker for CLL risk stratification [65].
The currently most promising concept in the therapy of CLL is the introduc-

tion of Bruton’s tyrosine kinase inhibitors such as ibrutinib [66]. Here, apoptosis
of CLL cells is achieved through specific inhibition of Bruton’s tyrosine kinase in
the essential B cell receptor signaling pathway. Ibrutinib typically causes an ini-
tial lymphocytosis accompanied by a rapid reduction of lymphadenopathy. Due
to its oral availability with no relevant myelosuppressive side-effects, ibrutinib is
easy to manage for the patient. This drug represents a novel, promising thera-
peutic alternative for relapsed CLL patients independently of chromosomal
alterations normally associated with a poor prognosis [67]. In addition to CLL,
ibrutinib also shows excellent response rates in other B cell malignancies, such
as relapsed mantle cell lymphoma [66,68]. Despite the already published studies
concerning the efficacy of ibrutinib, further trials are currently ongoing to eval-
uate the optimal use of this new drug to maintain long-lasting remissions. Fur-
thermore, the first reports indicate the occurrence of resistance-mediating
mutations in ibrutinib-treated leukemia patients. Thus, future diagnostics in
CLL will include sequencing approaches in order to detect specific mutations in
order to tailor therapies. As a multitude of novel compounds will be available
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in the near future, molecular diagnostics will gain a prominent role in treating
CLL patients.

8.9
Outlook and Perspectives

Over recent decades, genetic alterations defining different kinds of leukemia
have become more and more clarified due to improvements in cytogenetic and
molecular biology methods. In the field of diagnosis and treatment of acute and
chronic leukemia, numerous innovations have been achieved in the last decade
due to improved diagnostic procedures. By detection of specific chromosomal
and molecular alterations in leukemic patients, our understanding of the disease
has deepened, and treatment strategies adjusted and stratified according to
molecular diagnostics. Subsequent development of targeted drugs that selectively
destroy the malignant cell with concomitantly fewer side-effects for the patient
has considerably improved anti-leukemic therapy beyond the standard chemo-
therapeutic regimens. This development has already introduced an increasing
application of targeted therapeutics in cancer treatment. However, further inves-
tigation is needed to improve personalized medicine. The advent of NGS tech-
nology will facilitate broad coverage of molecular markers and specific mutations
simultaneously. Quantification of tumor heterogeneity might become more fea-
sible in clinical practice and could also guide clinical concepts.
In conclusion, nucleic acid analysis in molecular diagnostics has already revo-

lutionized clinical practice in hematology and will further evolve as a central pil-
lar in patient treatment.
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9
Techniques of Nucleic Acid-Based Diagnosis in the
Management of Bacterial and Viral Infectious Diseases
Irene Latorre, Verónica Saludes, Juana Díez, and Andreas Meyerhans

9.1
Importance of Nucleic Acid-Based Molecular Assays in Clinical Microbiology

Defining the cause of an infectious disease is a major challenge for micro-
biological diagnosis. A solution for this difficult task goes back to the German
physician Robert Koch. He provided experimental support for the importance of
microorganisms in causing human diseases and formulated four rigorous crite-
ria, called Koch’s postulates. These postulates provided the necessary tools for
describing the cause of an infectious disease and highlighted the significance of
culturing the causative agent. Koch’s postulates were developed in the nine-
teenth century, and represented an enormous step forward in the study of infec-
tious diseases and clinical microbiology. Many of the significant infectious
diseases in humans were discovered with these postulates. In addition to their
historical importance, Koch’s postulates continue to inform us of how to pro-
ceed in microbiologic diagnosis, despite the fact that fulfillment of all four postu-
lates demonstrating which infectious agent is causing the disease is technically
not always possible.
Early diagnosis and treatment administration play an important role in pre-

venting the development of infectious disease-related complications within a
host and help, in addition to vaccination, to avoid the spread of an infectious
agent within a host population. The classical infectious disease diagnostics con-
sists of the detection, identification, and characterization of the causative micro-
organism from a sample collected of the infected host. As well as direct
observation of the pathogen by microscopy, antigen detection, or genome detec-
tion, there are indirect assays that detect humoral or cellular immune responses
generated after an infection. These indirect methods are very common in virus
diagnostics. However, as an immune response needs time to develop, indirect
assays usually have a longer diagnostic window in which the infection cannot be
detected. Independent on the type of assay used for microbial diagnosis, assay
quality is an important criteria. This is defined by sensitivity and specificity. The
sensitivity measures the proportion of correctly identified positive results. A high
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sensitivity is associated with a low frequency of false-negative results. In contrast,
the specificity measures the proportion of correctly identified negative results. A
high specificity is associated with a low frequency of false-positive results.
Conventional microbiological diagnosis was revolutionized when molecular-

based technologies entered the clinic. This was initiated at the end of the 1980s
with the polymerase chain reaction (PCR) – one of the most important molecu-
lar techniques ever developed. In a PCR, a target DNA region is amplified bil-
lions of times by means of several cycles of DNA denaturation, oligonucleotide
primer hybridization, and extension by a DNA polymerase [1]. Thus, a PCR can
directly amplify minute quantities of microbial genomes and make them assessa-
ble for further analysis, such as detection of resistance mutations against antivi-
ral drugs or antibiotics. In some cases an important limitation may be the
inability of not being able to discriminate a pathogenic infection from natural
colonization. Likewise, an amplified genome may be derived from a live or a
dead pathogen, as in antibiotic-treated active tuberculosis patients, complicating
the interpretation of the assay results. In other cases, false-negative results may
occur due to pathogen loads below the limit of detection or the presence of
inhibitors [2]. Despite these limitations, the use of PCR and other nucleic acid-
based assays has become well accepted, although their specificity and sensitivity
require optimization in some cases [3,4].
Novel high-throughput molecular technologies such as next-generation

sequencing (NGS) and mass spectrometry may be considered as the new
ongoing revolution in clinical microbiology. Among other applications, they
have made a decisive impact on strain typing and detecting antibiotic suscepti-
bility. A very promising new area for NGS is metagenomics. It has emerged as a
powerful tool to describe the microbiome of different human specimens, and
enables us to analyze and relate the microbiota to human diseases [5]. Although
we are still far from the routine use of these novel technologies in clinical micro-
biology laboratories, numerous efforts will be focused in this direction in the
coming years.
Here, we provide an up-to-date review of the main nucleic acid-based

molecular assays applied in clinical microbiology. Figure 9.1 shows a summary
of the main molecular techniques used for the diagnosis of bacteria and
viruses causing infectious diseases. Novel applications and technologies with
potential interest for the diagnosis and management of infectious diseases will
also be discussed.

9.2
Nucleic Acid Amplification Techniques

There are two commonly used strategies to visualize minute quantities of nucleic
acids from pathogens: target amplification and signal amplification. Kits based
on both principles are available and in use for the microbiological diagnosis of
infectious diseases.
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9.2.1

Target Amplification Techniques

The two commonly applied target amplification methods in clinical micro-
biology are the PCR-based and the transcription-based amplification methods.
Both techniques use enzyme-mediated processes to massively copy a targeted
nucleic acid sequence. Due to their extreme sensitivity, it is important to avoid
sample contamination with DNA from previously amplified templates.

9.2.1.1 PCR-Based Techniques
The PCR is by far the most universal methodology for genome amplification. In
its current form, it uses thermostable DNA polymerases, specific primers, and
nucleotide triphosphates to amplify a predefined DNA target sequence. Amplifi-
cation is achieved through cycling temperatures that allow DNA denaturation,
primer hybridization, and primer extension [6]. A special form of the PCR tech-
nique that is most commonly used in clinical microbiology today is real-time
PCR. In contrast to conventional PCR, real-time PCR simultaneously amplifies a
target region and quantifies the reaction product after each cycle. When used in
combination with a standard DNA of known concentration, it provides quantita-
tive information on the available target DNA. As the reaction in the tube/plate is

Figure 9.1 Main nucleic acid-based tech-
niques used in the clinical setting for the diag-
nosis of pathogens causing infectious
diseases. bDNA, branched DNA; NASBA,

nucleic acid sequence-based amplification;
PCR, polymerase chain reaction; TMA, tran-
scription-mediated amplification.
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sealed and never opened after the amplification, the risk of amplicon carryover is
significantly reduced. Monitoring of the amplification product is achieved by flu-
orescent dyes. They include fluorescent DNA-intercalating dyes such as SYBR
Green, which preferentially binds to double-stranded DNA [7], and fluorescent-
labeled internal DNA probes that are specifically designed to hybridize to the
target region. Among the latter, TaqMan probes (Applied Biosystems), fluores-
cence resonance energy transfer (FRET), and molecular beacon probes are used
[8–10]. The major drawback of real-time PCR in a clinical setting is its low mul-
tiplexing capacity for the detection of several targets simultaneously. Nonethe-
less, some multiplex PCR assays have been developed and commercialized for
several applications, such as the detection of viral respiratory pathogens and viral
infections of the central nervous system [11,12].
Commercially available PCR assays initially focused on the detection of sexu-

ally transmitted infections and blood-borne viruses. However, a rapid expansion
in the development of new commercial fully automated and in-house PCR-based
assays in human infection diagnostics has taken place (www.fda.org) [13]. Point-
of-care tests have been developed for difficult-to-detect microorganisms such
as Mycobacterium tuberculosis [14,15] or difficult-to-diagnose syndromes
such as bacterial sepsis and pneumonia [16,17]. In addition, tests for the detec-
tion of virulence factors and microbial resistances like methicillin-resistant
Staphylococcus aureus are available [3,18].

9.2.1.2 Transcription-Based Amplification Methods
Transcription-based amplification methods include nucleic acid sequence-based
amplification (NASBA) and transcription-mediated amplification (TMA). In
both methods, RNA sequences are reverse-transcribed into DNA. From DNA,
RNA copies are synthesized with a RNA polymerase through isothermal RNA
amplification. The main difference between these two techniques is that NASBA
uses a reverse transcriptase (RT) from avian myeloblastosis virus and TMA uses
a Moloney murine leukemia virus RT. NASBA also requires supplementary
addition of RNase H [19–22]. These assays have several advantages, such as no
requirement for a thermal cycler, rapid kinetics, and a single-stranded RNA
product that does not require denaturation prior to detection. Commercial
NASBA-based kits (bioMérieux, Marcy l’Etoile, France) are available for the
detection and quantitation of human immunodeficiency virus type 1 (HIV-1)
and cytomegalovirus (CMV), and the detection of enteroviruses and respiratory
syncytial virus [23–26]. Gen-Probe (San Diego, CA, USA) has developed TMA-
based assays to detect M. tuberculosis, Chlamydia trachomatis, Neisseria gonor-
rhoeae, hepatitis C virus (HCV) and HIV-1 [21,27–32].

9.2.2

Signal Amplification Techniques

Signal amplification assays are used to detect nucleic acid molecules in a specific
clinical specimen by generating multiple signals that are directly proportional
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to the amount of the targeted nucleic acid sequences. These assays do not
require the amplification of a target sequence. Branched DNA (bDNA) and
hybrid capture are the two main methods routinely used.
bDNA is based on a signal amplification after direct binding of a large hybrid-

ization complex to a target sequence creating a branched structure. Signal
amplification takes place when complementary alkaline phosphatase-labeled
nucleotides bind to the bDNA structure, generating a chemiluminiscent signal
[33]. Commercial available assays based on this technology have been used for
the quantitation of HCV, hepatitis B virus (HBV) and HIV-1 (Bayer Health Care,
Diagnostics Division, Tarrytown, NY, USA) [34–39]. These methods have
improved from first-generation to more accurate, automated and highly sensitive
third-generation bDNA assays [27,28,40].
Hybrid capture technology is based on a nucleic acid hybridization assay. The

DNA of the sample is denatured and afterwards hybridized to a RNA probe. The
resultant DNA–RNA hybrid is then captured and immobilized onto the surface of
a microplate coated with specific antibodies. Subsequently, multiple alkaline
phosphatase-conjugated specific antibodies bind to the immobilized hybrids, cre-
ating a signal amplification. Commercially available assays based on this technol-
ogy are used for the detection of human papillomaviruses (HPVs), N. gonorrhoeae,
C. trachomatis, and CMV (Digene, Gaithersburg, MD, USA) [41–44].

9.3
Post-Amplification Analyses

Post-amplification analyses for detecting amplified DNA include methods such
as traditional Sanger sequencing, pyrosequencing, reverse hybridization, and
high-throughput nucleic acid-based analyses via DNA microarrays, mass spec-
trometry, or NGS.

9.3.1

Sequencing and Pyrosequencing

The dideoxy DNA sequencing technology developed by Sanger [45] is a standard
research tool that has been introduced into clinical diagnostics. Today it is still
used for sequencing PCR-amplified DNA. The sequence obtained can be com-
pared with several databases for identification of microorganisms or polymor-
phisms. This method helped to obtain the first complete reference genome
sequences of thousands of species [46]. Currently, it is still the principle way of
identifying 16S rRNA sequences of bacteria, providing species-specific signature
sequences useful for bacterial identification. It is also frequently used for the
identification of mutations associated with antiviral drug or antibiotic resistance,
as well as for HCV genotyping and monitoring HIV treatment efficacy [47–49].
Pyrosequencing is a short-read sequencing method that has been shown to be

cost-effective and improve diagnostic capability [13,28]. It is based on the
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principle of “sequencing-by-synthesis.” In each step of the sequence reaction, the
incorporation of a deoxyribonucleotide triphosphate (dNTP) leads to the release
of a pyrophosphate (PPi). This is subsequently converted into ATP and used to
activate luciferase that produces a light signal proportional to the amount of the
incorporated nucleotide [28]. Pyrosequencing is quantitative, fast, and
inexpensive. Additional advantages include high accuracy, flexibility, and ability
to automate sample preparation [50]. In microbiology, pyrosequencing has been
used to detect drug resistance mutations, and to identify and type bacteria and
viruses [51–56]. It has also been applied for typing and detecting β-lactamase-
resistant Klebsiella pneumonia and Escherichia coli [57,58], as well as for identi-
fying penicillin-resistant Neisseria meningitidis [59].

9.3.2

Reverse Hybridization

In the so-called reverse hybridization technique, an amplified PCR product is
biotin-labeled and applied to a test strip that includes several species-specific
probes located at specific positions. The PCR product hybridizes only with
sequence-matched regions, which is subsequently detected after the addition of
a color-developing substrate. Commercial assays have been developed to identify
Mycobacteria and drug-resistant gene mutants, to detect Helicobacter pylori vir-
ulence genotypes, for HCV/HBV genotyping, and to detect drug-resistant muta-
tions in HIV-1 [60–66].

9.3.3

High-Throughput Nucleic Acid-Based Analyses

Infectious disease diagnostics and management is moving toward simple, fast,
and accurate high-throughput technologies that will provide a massive amount
of information for personalized medicine. The hope is that this may lead to a
more accurate diagnosis and successful treatment. There are three main candi-
date approaches within high-throughput technologies for analyzing multiple
amplified nucleic acid sequences: DNA microarrays, mass spectrometry, and
NGS technologies. While the first two are already being implemented in many
clinical laboratories, NGS techniques are so far restricted to research laboratories.

9.3.3.1 DNA Microarrays
A DNA microarray is a huge collection of single-stranded DNA oligonucleotide
probes attached to a solid support [67,68]. It can be used for diagnosis following
the steps: (i) nucleic acid extraction from the clinical sample, (ii) amplification by
solid- or solution-phase PCR or reverse transcription (RT)-PCR, (iii) labeling of
amplified products with fluorescent dyes, (iv) hybridization on the microarray,
and (v) scanning of the fluorescence emission to measure the specific DNA/
probe interactions. The results are obtained within 24–48 h. The main advan-
tage of this technology is the huge amount of potential targets that can be
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discriminated at the same time and, thus, multiple pathogens can be tested
simultaneously.
The use of microarrays in clinical diagnostics was first reported in 1993 for

the detection of a hantavirus infection outbreak [69]. Since then, numerous
microarray-based assays have been developed for the identification and detec-
tion of different genus/species/serotypes and their resistance/virulence deter-
minants in both bacterial and viral infectious diseases. They are valuable for
the identification and resistance determination of mycobacterial species, iden-
tification of influenza viruses, diagnosis of bacteremia and detection of meth-
icillin resistance in S. aureus, identification of bacterial species associated
with digestive infections or detection, and genotyping of sexually transmitted
infections like Chlamydia or HPV [70–78]. In general, related studies have
demonstrated that the microarray technology gives a similar or better sensi-
tivity and specificity than reference serological-based or multiplexing PCR
approaches.

9.3.3.2 Mass Spectrometry
More recently, mass spectrometry has been incorporated into microbiology
diagnosis laboratories as an excellent technology for rapid detection, identifi-
cation, and classification of microorganisms by means of the detection of their
proteins or nucleic acids [79]. Mass spectrometry works by ionizing chemical
compounds to generate charged molecules and measuring their mass-to-
charge (m/z) ratios. The most common mass spectrometry technologies are
matrix-assisted laser desorption/ionization (MALDI) and electrospray ioniza-
tion (ESI) coupled with a time-of-flight (TOF) analyzer (i.e., MALDI-TOF and
ESI-TOF, respectively).
In MALDI-TOF technology, the sample to be analyzed (i.e., PCR-amplified

nucleic acids) is inserted into a matrix crystal and then ionized by a pulsed laser
light. In ESI-TOF technology, the sample is dissolved in an organic solvent,
injected through a steel capillary, and then ionized by applying a high voltage. In
both technologies, a mass ion detector finally measures the flight time from the
ion source to the detector. Data are recorded as a mass spectrum that shows ion
intensity versus mass-to-charge ratio values. TOF analyzers require short analy-
sis times within the millisecond range.
Mass spectrometry technologies that detect microbial nucleic acids have been

used for the efficient identification of bacteria, viruses, and virulence and/or
resistance factors [80]. By using MALDI-TOF technology, Sequenom (San Diego,
CA, USA) has provided an alternative to multilocus sequence typing (MLST)
based on the detection of RNA fragments that are derived from bacterial
targeted genomic loci subjected to PCR and transcription [81]. The generated
mass patterns are matched with in silico MLST-derived patterns for species
identification. Results can be obtained within 1 day. This technology has been
used for typing N. meningitidis [81], and for genotyping HBV and HCV [82,83].
Regarding the use of the ESI-TOF technology, Ibis Biosciences (Carlsbad, CA,
USA) has developed a technology called PLEX-ID. It is based on a multilocus
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PCR amplification of informative genomic loci with broad-range primers fol-
lowed by ESI-based detection of PCR products and base composition analysis
[84]. This technology allows the identification and quantification of a broad
range of microorganisms, including bacteria and viruses, and the identification
of resistance and/or virulence factors, by targeting conserved sequences using
universal primers. Among bacterial pathogens, different species of M. tuberculo-
sis (including multiresistant M. tuberculosis), and respiratory pathogens such as
Haemophilus influenzae, N. meningitidis, and Streptococcus pyogenes have been
detected [84,85]. Interestingly, ESI-TOF is also a promising technology for the
rapid diagnosis of sepsis [86]. In addition, this technology has been applied for
the detection of antibiotic resistance in Acinetobacter spp. [87]. Regarding the
identification of viruses, this methodology was developed for the identification
of the H1N1 influenza A virus [88], among others.

9.3.3.3 NGS
The term “next-generation sequencing” refers to new high-throughput nucleic
acid technologies [89] that generate nucleotide sequence information. The first
high-throughput sequencing technology was published in 2005 [90] and several
platforms have since been developed. The current platforms can be divided into
(i) high-capacity sequencers, which are especially used to identify gene polymor-
phisms, and (ii) long-read sequencers, which generate sequences suitable for
linkage studies or de novo sequence characterization.
NGS methods use a three-step protocol: (i) library preparation, (ii) DNA cap-

ture and enrichment, and (iii) sequencing/detection [91]. The detection step can
be based on pyrophosphate (pyrosequencing), H+ ions (pH variation), fluores-
cence, or ligation combined with fluorescence detection. After detection, gener-
ated signals are converted into readable sequences in a FASTA format.
Unreliable sequences are eliminated and final sequences are aligned. However,
there is a need for automated data interpretation, user-friendly bioinformatic
tools, and for a reduction of the equipment costs in order to implement NGS
technologies in the clinical setting.
NGS has already been demonstrated to be very fruitful in microbiology,

such as in the characterization of transmission pathways of healthcare-associ-
ated infections, the identification of genetic determinants of antimicrobial
resistance, the full-genome sequencing of several viruses (including HIV),
and the characterization of intrahost genetic variability for highly variable
viruses [92–95]. With this technology the pre-existence of amino acid substi-
tutions that confer HBV, HCV, and HIV resistance to specific antiviral drugs
has been demonstrated [96–98]. Microbial metagenomics is also among the
potential applications. The term “metagenomics” refers to the analysis of all
nucleic acids present in a given sample, allowing the profiling of complex
microbial communities associated with human diseases (e.g., the gut bacterial
metagenome and the human virome) [99,100]. In addition, metagenomic
studies led to the discovery of novel viruses from clinical samples, like the
Ebola virus Bundiubugyo [101].
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9.4
General Overview and Concluding Remarks

For an efficient clinical management of infectious diseases, it is important to
accelerate the identification of pathogenic microorganisms and their sensitivity
towards antiviral drugs or antibiotics. In this regard, molecular assays for detect-
ing nucleic acids have revolutionized microbiology and clinical laboratories.
While some of these assays, especially the high-throughput molecular techniques
such as NGS and mass spectrometry, are currently only used in reference set-
tings or research laboratories, their implementation will increase over the next
decade. This is easily envisaged due to their potential of being very powerful for
personalized diagnosis and therapy. However, their cost-effectiveness and sim-
plicity should increase significantly to replace conventional methods such as
culture.
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10
MicroRNAs in Human Microbial Infections
and Disease Outcomes
Verónica Saludes, Irene Latorre, Andreas Meyerhans, and Juana Díez

10.1
Introduction

Searching for “miRNA and infection” in PubMed (www.ncbi.nlm.nih.gov/
pubmed) gives 1132 references (July 2013), showing the importance of micro-
RNAs (miRNAs) in human microbial infections. This chapter reviews, after a
brief introduction, general aspects of miRNAs involved in bacterial and viral
infectious diseases. The major focus will be on Mycobacterium tuberculosis bac-
teria and hepatitis C virus (HCV) infections – two major pathogens that threaten
global health.
Technological advances in miRNA pattern detection (the “miRNome”) and its

correlation with different human pathologies has boosted biomarker research in
recent years. miRNAs are small non-coding single-stranded RNAs (17–24 nucle-
otides long) that regulate post-transcriptional gene expression through transla-
tional repression and messenger RNA (mRNA) degradation. They control
different aspects of cellular activity, including metabolism, cell proliferation, apo-
ptosis, cell differentiation, and inflammatory responses [1–3]. More than 2000
human miRNAs have been described (see miRBase v19, www.mirbase.org) and
it is known that approximately 60% of mRNAs are controlled by miRNAs [4].
The deregulation of miRNA expression patterns has been associated with clini-
cal manifestations of major public health concern, such as cancer, diabetes, car-
diac and neurodegenerative diseases, viral infections, immune dysfunction, and
fibroproliferative disorders [5–7]. Although most of the respective studies ana-
lyzing miRNA expression patterns have been carried out with tissue samples
from biopsies, more recently it has been demonstrated that deregulated miRNA
expression patterns in peripheral blood cells are correlated with several cancer
types [8]. Moreover, miRNAs can be found in a stable form in serum, inside
exosomes, or in association with proteins protected from endogenous RNase
activity. These miRNAs are released to serum from injured tissues after cell
death or from other cells that actively secrete them, likely to act as messengers
biomolecules [3,9]. Together, this opens the very attractive possibility to develop
simple miRNA-based blood tests for clinical diagnosis and prognosis.
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miRNAs are important regulatory components of immune system develop-
ment and function, and can modulate innate and adaptive immune responses
against pathogens. The innate immunity is the first barrier of defense against
microorganisms, and mainly involves immune cells such as monocyte/macro-
phages, granulocytes, and dendritic cells that respond to pathogens after recog-
nizing pathogen-associated molecular patterns (PAMPs) through host pattern
recognition receptors called Toll-like receptors (TLRs) or RIG-1-like receptors.
The binding of bacterial or viral ligands to pattern recognition receptors triggers
the initiation of the host innate immune responses, partly mediated by transcrip-
tion factors such as the nuclear factor-κB (NF-κB). Specifically, the recognition
of viral PAMPs triggers the interferon (IFN) signaling system, which is a main
defense mechanism against viruses. Adaptive immunity is predominantly medi-
ated by lymphocytes and involves the specific recognition of pathogen compo-
nents. miRNAs have a role in TLR signaling, cytokine production, B and T cell
lymphocyte differentiation, T cell receptor signaling, regulatory T cell function,
and antigen presentation [10,11].
miRNAs are involved in controlling TLR signaling and innate immune path-

ways. Numerous miRNAs are induced in innate immune cells by TLR activation,
targeting the 3´-untranslated regions of mRNAs involved in the innate immune
system. The most consistent and ubiquitous miRNAs induced by innate immune
activation following TLR activation are the trio miR-155, miR-146 and miR-21.
In a pioneering work conducted by David Baltimore’s group, 200 miRNAs were
profiled in human monocytes after TLR4 stimulation by lipopolysaccharide
(LPS). Several miRNAs, such as miR-146a/b, miR-132, and miR-155, had an
induced expression by LPS. Furthermore, miR-146a/b and miR-155 were
induced in a NF-κB-dependent manner [12]. miRNAs play also a crucial role in
T cell biology – an essential player in adaptive immune response. Deletion of a
key protein involved in miRNA processing (Dicer protein) in mice resulted in an
impaired T cell development, aberrant T helper cell differentiation, and cytokine
production [13]. Furthermore, miRNAs are also very important in B cell devel-
opment. For example, the deletion of Dicer led to arrest of the development of
early B cells at a pro-B cell stage [14].

10.2
General Aspects of miRNAs in Infectious Diseases

10.2.1

miRNAs in Bacterial Infections

Bacterial pathogens control a large range of host cellular functions, such as mod-
ulation of host miRNAs, to ensure their survival and replication. The study of
miRNAs in bacterial infections is not as well explored as in viral infections. The
majority of the existing studies on the modulation of host miRNAs by bacteria
are described for important pathogens such as Helicobacter pylori, Salmonella
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spp., Listeria monocytogenes, or M. tuberculosis. Regarding H. pylori infections,
several miRNAs have been related to gastric inflammatory stages and cancer
caused by these Gram-negative bacteria [15]. In this context, some studies have
evidenced the role of miR-155 as a prominent miRNA that modulates the
inflammatory response in H. pylori infection [16–19]. It has also been described
that the expression of miR-146a is upregulated by this pathogen in gastric epi-
thelial cells and mucosa tissues in a NF-κB-dependent manner. In addition,
upregulation of these two important miRNAs has been observed likewise in
response to the intracellular infection caused by Salmonella [11,20–22]. Schulte
et al. [21] demonstrated that members of the let-7 miRNA family were down-
regulated by Salmonella in macrophages and epithelial cells. This set of miRNAs
is involved in the repression of interleukin-6 and -10 cytokine release; therefore,
their modulation resulted in the induction of both interleukins. Similarly to
Gram-negative bacteria, the intracellular Gram-positive pathogen L. monocyto-
genes induces significant changes in miRNA expression patterns, in particular
those implicated in the regulation of immune-related genes, such as members of
the miR-155, miR-146a/b, and let-7 miRNA family [23–25]. A recent study has
reported that mice lacking miR-155 had an impaired CD8+ T cell response to L.
monocytogenes infection, suggesting that this miRNA could be a good target for
modulating the immune response [25]. Moreover, Ma et al. [26] have elegantly
demonstrated that mice infected with L. monocytogenes or Mycobacterium bovis
bacillus Calmette-Guérin (BCG) downregulated the expression of miR-29 in nat-
ural killer (NK) cells. In addition, this miRNA inhibited the expression of IFN-γ
mRNA in NK cells. Furthermore, regulation of miRNAs in response to M. tuber-
culosis infections is currently being explored.
An uncontrolled bacterial infection commonly results in the onset of sepsis.

An in vivo profile of human leukocyte miRNA response to endotoxemia
triggered by Escherichia coli LPS infusion revealed that miR-146b, miR-150,
miR-342, and let-7 g were downregulated, and miR-143 was upregulated [27].
By correlating with the transcriptome expression in leukocytes, the predicted
inflammation-related target genes contributed to our knowledge on the innate
immunity initiated by pathogens.
Taken together, the available studies show that miR-155 and miR-146 are the

most commonly induced miRNAs during bacterial infections. They are depen-
dent on the NF-κB pathway. The identification of host miRNAs induced after
bacterial infections is very important for the development of novel therapies
against these pathogens. However, at this point, most studies are solely descrip-
tive and do not provide a mechanistic understanding of the regulation of
miRNAs in bacterial infections.

10.2.2

miRNAs in Viral Infections

miRNAs play a significant regulatory role at different levels of viral infection.
While in some infections cellular miRNAs are part of the host antiviral response,
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in others viruses exploit cellular miRNAs for their own benefit to either avoid
the host antiviral response or promote their life cycles. Numerous DNA viruses,
especially those belonging to the herpesvirus family, encode miRNAs able to
evade the host immune response or to promote viral pathogenesis (Table 10.1).

10.2.2.1 Cellular miRNAs Control Viral Infections
Effective virus recognition and subsequent activation of antiviral innate immu-
nity are essential to control an infection. All the steps are highly regulated by
multiple mechanisms, including cellular miRNAs. Type I IFN signaling, which
plays critical roles in the antiviral innate immunity, regulates miRNA expression

Table 10.1 miRNAs encoded by human pathogenic viruses involved in the evasion of the
innate immune system.

Virus family or
subfamily

Virus-encoded
miRNA

Targeted innate
immunity factor

Function Reference

HCMV
(β-herpesvirinae)

miR-UL112 MICB NK cell inhibition [28]
miR-US4-1 ERAP1 non-presentation

of antigenic
HCMV peptides to
CD8+ T cells

[29]

miR-UL148D RANTES prevention of the
recruitment of
immune effector
cells

[30]

HHV-8
(γ-herpesvirinae)

miR-K7 MICB NK cell inhibition [31]
miR-K10 TWEAKR apoptosis

inhibition
[32]

miR-K9 IRAK1 TLR signaling
inhibition

[33]

miR-K5 MyD88 TLR signaling
inhibition

[33]

miR-K10 TGBRII apoptosis
inhibition

[34]

miR-K1, miR-
K3, miR-K4

caspase-3 apoptosis
inhibition

[35]

miR-K1 p21 inhibition of cell
cycle arrest

[36]

EBV
(γ-herpesvirinae)

miR-BART5,
miR-BART19

PUMA apoptosis
inhibition

[37,38]

miR-BART4,
miR-BART15

BIM apoptosis
inhibition

[39,40]

miR-BART1,
miR-BART3,
miR-BART5,
miR-BART9

MICB NK cell inhibition [39,41]

JC and BK virus
(Polyomaviridae)

miR-J1-3p ULBP3 NK cell inhibition [42]
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and miRNAs regulate type I IFN signaling, together in a regulatory loop. The
first report showing a direct control of a viral infection by cellular miRNAs regu-
lated by type I IFN signaling was on HCV infection [43]. In liver cells, IFN-β led
to the upregulation of miRNAs with anti-HCV activity, such as miR-196, miR-
296, miR-351, miR-431, and miR-448, and to the downregulation of miR-122,
which is a promoter of HCV replication. These miRNAs directly target the HCV
genome. Later, it was demonstrated that miR-155 expression induced in macro-
phages by vesicular stomatitis virus (VSV) infection enhances type I IFN signal-
ing by targeting SOCS1 (suppressor of cytokine signaling 1) mRNA [44].
Additionally, type I IFN signaling regulates the expression of the enzyme
Dicer [45].
Several cellular miRNAs have been associated with the control of viral infec-

tions by directly targeting the viral genome. Among them, miR-323, miR-491,
and miR-654 control H1N1 influenza A virus replication by degrading the
mRNA encoding for the viral PB1 polymerase subunit in infected cells [46]. In
the case of retroviruses, it has been described that the highly abundant miR-29a
suppresses HIV-1 mRNA expression in human T lymphocytes [47] and miR-32
inhibits primate foamy virus type 1 replication in human cells [48].

10.2.2.2 Viruses Use miRNAs for Their Own Benefit

Viral Evasion of Host Antiviral Response by miRNAs Many viruses have evolved
different mechanisms to resist the antiviral innate immune response, including
the use of miRNAs encoded by the host or their own genome. Regarding the use
of cellular miRNAs for viral survival, VSV infection enhances miR-146a expres-
sion in macrophages and this miRNA downregulates type I IFN production [49].
In contrast, Epstein–Barr virus (EBV) infection downregulates the expression of
miR-146a in order to produce a constant low level of IFN to make the virus-
infected cells refractory to this cytokine [50]. Human herpesvirus (HHV)-8 infec-
tion upregulates miR-132 expression in lymphatic endothelial cells, which nega-
tively regulates the expression of type I IFN-stimulated genes by suppressing a
transcriptional co-activator [51]. It has also been described that miR-451 nega-
tively regulates dendritic cell cytokine responses to influenza virus infection,
enhancing its replication [52]. Several DNA viruses encode miRNAs that down-
regulate the expression of cellular factors involved in the innate immune system.
Examples are EBV, human cytomegalovirus (HCMV), HHV-8, JC virus, and BK
virus. The respective observations are summarized in the Table 10.1.

miRNAs Involved in Viral Pathogenesis Both host and virus-encoded miRNAs
can regulate viral infections at different levels to enhance pathogenicity.
Regarding the former, the most widely reported case is the use of the liver-
specific miR-122 by HCV to promote its life cycle. miR-122 positively regu-
lates HCV translation and replication by binding to the viral genome
[53,54]. This finding has important clinical implications as a novel antago-
nist targeting the miR-122 has shown potent antiviral effects in chronic
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HCV-infected patients in clinical trials [55]. HIV-1 mRNAs are targeted by
a cluster of cellular miRNAs (miR-28, miR-125b, miR-150, miR-223, and
miR-382) in resting CD4+ T cells involved in proviral latency [56]. This
discovery suggested that manipulation of cellular miRNAs could represent
a novel approach for purging the HIV-1 reservoir. In the same way, EBV is
able to upregulate miR-155 in B cells to promote cell immortalization and
maintenance of EBV genomes during latent infection [57]. More recently, it
was shown that enterovirus 71 (EV71) upregulates miR-141, which inhibits
cap-dependent translation and consequently increases viral propagation
[58]. Among virally encoded miRNAs, the herpes simplex virus (HSV)-
1-encoded miR-LAT, which is generated from the exon 1 region of the
HSV-1 LAT gene, promotes viral latency by targeting components of the
transforming growth factor (TGF)-β pathway [59], while miR-H6 and miR-
H2-3p promote viral latency by post-transcriptionally regulating viral gene
expression [60]. Another virus-encoded miRNA involved in latency is the
HCMV-encoded miR-UL112-1, which regulates the expression of viral
genes involved in replication [61]. Finally, the HHV-8 genome encodes
multiple miRNAs that downregulate the expression of a tumor suppressor
factor, thus contributing to tumorigenesis [62].

10.3
miRNAs as Biomarkers and Therapeutic Agents in Tuberculosis
and Hepatitis C Infections

10.3.1

Tuberculosis: A Major Bacterial Pathogen

10.3.1.1 Tuberculosis Diagnosis and the Need for Immunological Biomarkers
M. tuberculosis is a major microbial pathogen that threatens global health. About
one-third of the world’s population carries the bacteria, albeit only a minority will
ever develop tuberculosis (TB) [63]. Nevertheless, WHO estimates gave a num-
ber of 8.7 million new TB cases for 2011 and around 1.4 million deaths due to
TB per year [64], making it the most deadly bacterial pathogen of humans.
In M. tuberculosis-infected individuals, failure of clearance by the immune sys-

tem results in different outcomes. Bacteria may exist in a quiescent state for pro-
longed periods of time (latent M. tuberculosis infection) or may ultimately start
multiplying and escape immune control, resulting in clinically active TB in up to
10% of infected cases [63,65]. Live M. tuberculosis may also persist after initial
successful treatment of active TB, and dynamic interactions between the host
and pathogen determine whether relapse to active disease will occur or not [65].
One essential factor for controlling the spread of TB is the ability to diagnose

it at an early stage and to supply adequate treatment. However, the commonly
used test systems are still insufficient. For example, TB diagnoses by microscopy
or tuberculin skin testing (TST) have a variable and low sensitivity ranging from
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20 to 60% for microscopy [66,67] and from 67 to 80% for TST [68,69], respec-
tively. Tests based on M. tuberculosis cultivation, the current gold standard of
TB diagnosis, can take several weeks, requiring incubation periods of up to 2
months [70]. A rapid nucleic acid M. tuberculosis gene amplification test (Gen-
eXpert MTB/RIF) has recently been developed, and holds promise for improved
diagnosis of active TB and detection of rifampicin resistance [71,72]. However,
the use of this system cannot detect latent M. tuberculosis infection and awaits
further validation in a point-of-care setting. Potential host biomarkers are there-
fore needed to diagnose TB. The ideal TB biomarker should provide correlates
of risk to TB, protection against active disease, and success of treatment. Today,
owing to the limited knowledge of promising TB biomarkers, global “omics”
approaches are attractive options to follow and the initial studies in this direc-
tion provide encouraging results [65].

10.3.1.2 miRNAs Regulation in Response to M. tuberculosis
Given the great success of recent miRNA-based diagnostic studies in various
human pathologies, encouraging results from miRNA studies have appeared for
bacterial infections like M. tuberculosis. A summary of our current knowledge
on regulated host miRNAs in response to M. tuberculosis is given in Table 10.2.
The first two studies on miRNAs in active pulmonary TB appeared in 2011
[73,74]. miR-223, miR-424, miR-451, and miR-144, which are involved in hema-
topoietic differentiation processes, were highly expressed in peripheral blood
mononuclear cells (PBMCs) of pulmonary active TB patients [73]. Additionally,
92 differential miRNAs were significantly detected in TB serum patients com-
pared with healthy control serum [74]. Additionally, miR-29a and miR-93* were
present in the serum and sputum of active TB patients.
Other studies have described the mechanism that miRNAs play in the immune

response to intracellular Mycobacteria infection. Ma et al. discovered that infec-
tion of mice with BCG downregulated miR-29 in NK cells, CD4+ T cells, and
CD8+ T cells [26]. They also showed that this miRNA suppressed the immune
response to intracellular pathogens by targeting IFN-γ mRNA. A recent study
demonstrated that miR-29a shows lower expression in adults and children with
active TB compared with latently infected individuals [81]. In contrast to the
previous study, the authors found that miR-29a expression did not correlate
with M. tuberculosis-specific IFN-γ-expressing T cells. It has also been demon-
strated that macrophages incubated with lipomannan (an external lipoglycocon-
jugate cell wall molecule of M. tuberculosis) and live M. tuberculosis induced
miR-125b and repressed miR-155 expression [77]. miR-125b directly destabilizes
the 3´-untranslated region of tumor necrosis factor (TNF) mRNA, which is a key
cytokine for the control of M. tuberculosis infection, leading to reduced TNF
production. On the contrary, miR-155 targets and degrades a transcript that
negatively regulates TNF production. Recently, it has been determined that miR-
99b also targets the expression of TNF-α mRNA [82]. This miRNA was upregu-
lated in infected dendritic cells and macrophages, suggesting that M. tuberculosis
uses miR-99b as a host evasion mechanism.
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The expression profile of purified protein derivative-induced miRNAs in
PBMCs from active TB patients has been explored, showing that miR-155 and
miR-155* were highly expressed [76]. Specific M. tuberculosis antigen ESAT-6
also induces miR-155 [80]. Indeed, this miRNA was the most upregulated
in M. tuberculosis-infected bone marrow-derived macrophages. Furthermore,
miR-155 could inhibit SHIP1 (an inhibitor of AKT kinase activation). This inhi-
bition favors AKT activation, which is essential for M. tuberculosis survival in
macrophages. The function of miR-144* has also been explored. This miRNA
has been found to be overexpressed in PBMCs of active TB patients. Addition-
ally, transfection of T cells with miR-144* precursor RNA confirmed that it
could reduce the release of IFN-γ and TNF-α, as well as T cell proliferation [75].

Table 10.2 Host miRNAs expression changes in response to M. tuberculosis infection.

miRNA changes in
active TB patients

Groups of individuals
compared

Type of
sample

miRNA analysis
technology

Reference

Up: miR-93, miR-
29a

pulmonary active TB;
healthy controls

serum microarrays [74]

Up: miR-223, miR-
451, miR-424, miR-
144

pulmonary active TB;
latent TB infection
individuals; healthy
controls

PBMCs microarrays [73]

Up: miR-144* pulmonary active TB;
healthy controls

PBMCs microarrays [75]

Up: miR-155, miR-
193

pulmonary active TB;
healthy controls

PBMCs microarrays [76]

Up: miR-125b;
down: miR-155

— human
macrophages

qRT-PCR of
miR-125b and
miR-155

[77]

Up: miR-144 pulmonary active TB;
sarcoidosis; healthy
controls

blood microarrays [78]

Up: miR-3179,
miR-147; down:
miR-19b-2*

Pulmonary active TB;
healthy controls

sputum microarrays [79]

Up: miR-155 — bone marrow-
derived
murine
macrophages

qRT-PCR of
miR-155

[80]

Down: miR-26a,
miR-29a, miR-142-
3p

pulmonary active TB;
latent TB infection
individuals

CD4+ T
cells; blood

qRT-PCR of 29
candidate
miRNAs

[81]

Up: miR-99b — murine den-
dritic cells

microarrays [82]

Up: miR-182, miR-
197

pulmonary active TB;
lung cancer;
pneumonia

serum microarrays [83]

qRT-PCR, quantitative real-time polymerase chain reaction.

224 10 MicroRNAs in Human Microbial Infections and Disease Outcomes



It is important to determine whether identified miRNAs are exclusive signa-
tures of TB or shared with other similar inflammatory pulmonary diseases. The
miRNA expression profile between active TB and sarcoidosis patients has shown
similar patterns. The most strongly upregulated miRNA in these two diseases
was miR-144 [78]. Moreover, a recent study found that serum levels of miR-182
and miR-197 were significantly higher in patients with lung cancer and TB com-
pared with healthy controls [83].

10.3.1.3 Future Perspectives
The basis for controlling the spread of TB consists of the ability to diagnose it in
its early stages and to treat adequately patients with active TB. Additionally, the
monitoring of anti-TB treatment based solely on clinical findings is difficult in
patients with TB. There is a need for a specific marker to better evaluate and/or
predict the success of therapy in order to assess an adequate treatment. An ele-
gant study conducted by Anne O’Garra’s group has identified significant changes
in the transcriptional signatures detectable just 2 weeks after TB treatment initi-
ation [84]. Further work is required to evaluate whether miRNA expression pat-
terns can predict anti-TB therapy success.
Several miRNAs have been differentially identified as potential biomarkers

between active TB, latent M. tuberculosis, and healthy individuals. However, the
results obtained are not conclusive and have to be validated satisfactorily. Cur-
rently, next-generation sequencing (NGS) has not been used for miRNA expres-
sion pattern detection. Therefore, novel miRNAs involved in M. tuberculosis
pathogenesis could not be discovered. Finally, if an accurate differentiation
between infection and disease could be obtained, it would be possible to build
up a simple point-of-care test. Given the ample evidence of miRNA-dependent
modulation of TB–host interactions, therapeutic options that aim to rescue
these modifications should be considered eventually.

10.3.2

Chronic Hepatitis C: A Major Viral Disease

10.3.2.1 Liver Fibrosis Progression and Treatment Outcome
With a seroprevalence of 2.8% (more than 185 million people) worldwide [85],
HCV infection is a leading cause of chronic hepatitis, cirrhosis, and hepato-
cellular carcinoma, and the main cause of liver transplantation in developed
countries [86]. There is no vaccine available to prevent this infection and the
antiviral treatment options are complex, having various limitations [87]. Thus,
HCV infection is a serious viral threat to public health.
Fibrogenesis is an important pathogenic consequence of chronic HCV infec-

tion that leads to cirrhosis in 10–40% of the cases. Death associated with compli-
cations of cirrhosis can take place with an incidence of 4% per year. Progression
to hepatocellular carcinoma has an incidence of 1–5% per year and these
patients have a probability of death of 33% during the first year. Antiviral treat-
ment against chronic hepatitis C is able to reverse fibrosis progression in
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patients that respond successfully to treatment [86]. However, there is no spe-
cific and effective therapy against liver fibrosis [88]. This is especially needed for
HCV patients that respond poorly to HCV therapy and for liver transplant recip-
ients with HCV recurrence as they have an accelerated liver disease progression.
Unfortunately, the molecular mechanisms involved in liver fibrogenesis are not
completely understood. Therefore, a deeper understanding of the molecular
mechanisms involved in liver fibrogenesis is key to finding a more effective and
specific antifibrotic therapy.
For almost a decade, the standard of care against chronic hepatitis C consisted

of the combined administration of pegylated IFN-α and ribavirin (PEG-IFN/
RBV) [86]. This therapy is long, costly, and involves multiple severe side-effects,
such as depression and hemolytic anemia, that may result in therapy dis-
continuation. A treatment response is considered successful when a patient
achieves a sustained virological response (SVR), previously defined as having a
negative viral load 24 weeks after treatment cessation. Among patients infected
with HCV genotype 1 (HCV-1), the most prevalent genotype worldwide and in
Europe [89], only about 40–54% of the cases achieve such a SVR in comparison
with patients infected with the HCV genotypes 2 or 3 (65–82%) [86]. To
improve the SVR rates in chronic HCV-1-infected patients, different compounds
with direct antiviral activity have been developed or are still under development.
Triple therapies with the HCV protease inhibitors boceprevir or telaprevir
together with PEG-IFN/RBV improved the SVR rates up to around 70% [90–92]
and thus it recently became the new standard of care for the treatment of
chronic HCV-1 infections [93]. However, triple therapy involves more frequent
side-effects (anemia, rash) and considerably increases the costs associated with
PEG-IFN/RBV dual therapy. In addition, the use of drugs directly targeting viral
proteins may lead to the selection of resistant virus variants that are associated
with virological failure and relapse. Furthermore, they can cause pharmaco-
logical interactions with drugs metabolized in the liver through cytochrome
P450 3A4. Thus, a reliable prediction of treatment outcomes would avoid the
unnecessary use of triple therapy with its associated costs and secondary effects,
and would be a step forward towards personalized treatment regimens.
Altogether, two important priorities in the HCV field are: (i) to better under-

stand the molecular mechanisms involved in liver fibrogenesis in order to
develop antifibrotic therapies and (ii) to define reliable predictors of treatment
outcome in chronic HCV-1-infected patients, since although novel triple thera-
pies have increased the success rate, even the rich countries cannot afford the
associated costs. Similar to TB infection, the use of global “omics” approaches to
study liver fibrogenesis and to predict treatment outcome in chronic HCV-
infected patients is a promising direction to follow, and several studies have
already shown encouraging results.

10.3.2.2 miRNAs Involved in Liver Fibrogenesis
Deregulation of miRNAs play a key role in many chronic liver diseases, including
viral hepatitis C and B, alcoholic and non-alcoholic fatty liver disease, and in
associated liver necroinflammatory activity, progression to cirrhosis and
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hepatocellular carcinoma [94]. Several studies have analyzed miRNA expression
patterns in relation to liver fibrogenesis in chronic HCV infection, supporting
the hypothesis that miRNA-mediated regulation is mechanistically involved in
this process. Table 10.3 provides a summary of the data from the respective
in vivo studies in liver and serum from chronic HCV-infected patients. In addi-
tion, several in vitro studies with hepatic stellate cells (HSCs) have correlated
mechanistically miRNA alterations with liver fibrogenesis. These cells are acti-
vated in the setting of chronic liver injury mainly through stimulation by TGF-β

Table 10.3 Deregulated expression of miRNAs associated with the stage of liver fibrosis in
chronic HCV-infected patients.

miRNA changes Associated
stage of
liver fibrosis

Groups of
individuals
compared

Type
of
sample

miRNA
analysis
technology

Reference

Up: miR-20a, miR-
92a

cirrhosis and
advanced
fibrosis

cirrhosis and
advanced
fibrosis versus
early fibrosis
stage

serum microarrays [109]

Up: miR-199a-5p,
miR-199a-3p, miR-
221, miR-222

advanced
fibrosis

advanced
versus early
fibrosis stage

liver microarrays [110]

Up: miR-483-5p,
miR-671-5p; down:
Let-7a, miR-106b,
miR-1274a, miR-
130b, miR-140-3p,
miR-151-3p, miR-
181a, miR-19b,
miR-21, miR-24,
miR-375, miR-
5481, miR-93, miR-
941

advanced
fibrosis

fibrosis versus
non-fibrosis

serum microarrays [111]

Up: miR-513-3p,
miR-571; down:
miR-652

cirrhosis fibrosis versus
cirrhosis

serum microarrays [98]

Up: miR-199a,
miR-199a*, miR-
200a, miR-200b

advanced
fibrosis

advanced
versus early
fibrosis stage

liver microarrays [96]

Up: miR-34a, miR-
122

cirrhosis and
advanced
fibrosis

cirrhosis and
advanced
fibrosis versus
early fibrosis
stage

serum qRT-PCR of
four
miRNAs

[112]

Down: miR-122; up:
miR-21

advanced
fibrosis

advanced
versus early
fibrosis stage

liver qRT-PCR of
miR-122
and miR-21

[107]

qRT-PCR, quantitative real-time polymerase chain reaction.
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and are the principal cell type contributing to extracellular matrix deposition
during liver fibrogenesis [95]. Several profibrotic and antifibrotic miRNAs have
been described. Regarding the former, overexpression of miR-199 and miR-200
families in HSCs leads to an increased expression of fibrosis related-genes asso-
ciated with the TGF-β signaling pathway [96]. Overexpression of miR-15b and
miR-16 inhibits HSC apoptosis by targeting Bcl-2 and the caspase signaling
pathway [97]. Another profibrotic miRNA is the miR-571, whose expression is
upregulated in activated HSCs and likely targets the gene transcription modula-
tor CREB-binding protein [98]. Regarding antifibrotic miRNAs, overexpression
of miR-122 in HSC leads to decreased extracellular matrix production by sup-
pressing P4HA1 expression – a key enzyme in collagen maturation [99]. Over-
expression of miR-27a and miR-27b causes the reversion of activated HSCs to a
quiescent phenotype by regulating the retinoid X receptor [100], and both miR-
29 [101] and miR-133 [102] cause a reduction in collagen expression. Further-
more, overexpression of miR-150 and miR-194 targets c-MYB and RAC1 genes
[103], miR-146a negatively regulates TGF-β signaling by decreasing the expres-
sion of SMAD4 [104], and miR-19b negatively regulates TGF-β signaling by
decreasing TGF-β receptor II, SMAD3, and procollagen expression [105], in all
cases leading to inhibition of HSC activation. A mechanistic link between
miRNA expression and liver fibrogenesis is further substantiated by studies of
liver fibrosis in mice. Fibrogenesis has been associated with downregulation of
miR-122 [99] and miR-19b [105], downregulation of the miR-29 family [106]
and miR-146a [104] through the TGF-β signaling pathway, upregulation of miR-
21 that targets a negative regulator of TGF-β signaling pathway called the
SMAD7 gene [107], and downregulation of miR-132 that leads to the activation
of an epigenetic pathway involved in HSC activation [108].

10.3.2.3 Prediction of Treatment Outcome in Chronic HCV-1 Infected Patients

Prediction of Treatment Outcome Using Classical Predictors Currently, there are no
reliable baseline predictors of the SVR at an individual level. However, several
baseline viral and host factors help to predict the SVR to PEG-IFN/RBV
[113,114]. Of special relevance are several single nucleotide polymorphisms
(SNPs) located near the human IL28B gene, which codes for IFN-λ3 and has
been associated with treatment outcome. Specifically, the CC genotype for the
SNP rs12979860 was the strongest baseline predictor of SVR when compared
with other host and viral predictors [115,116]. For example, in the Caucasian
population, the likelihood of a SVR in CC genotype carriers is about 80% (i.e.,
twofold higher than in carriers of CT and TT genotypes) [115]. However, only
30% of Caucasian patients carry the CC genotype. Moreover, up to 40% of the
patients carrying the disadvantageous T allele also achieve a SVR to PEG-IFN/
RBV and this frequency even increases in triple therapy [117,118]. Thus, the
IL28B genotype alone is not a sufficient reliable baseline predictor for personal-
izing antiviral treatment regimens. To reduce costs and side-effects associated
with triple therapy, new predictors of therapy outcome are needed.
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Prediction of Treatment Outcome Using miRNA Expression Patterns Several recent
observations suggest that miRNA-based assays might provide new prognostic
markers for predicting HCV therapy success and help build personalized anti-
HCV treatment schemes. (i) miRNAs can directly influence positively or
negatively the HCV life cycle by binding to the viral genome. For example, the
liver-specific miR-122 facilitates HCV RNA replication [53] and translation [54],
whereas miR-199a inhibits HCV RNA replication [119], and miR-196 [120] as
well as miR-let-7b [121] suppress HCV RNA expression. (ii) miRNAs can also
indirectly influence the HCV life cycle by modulating required host factors. Posi-
tive regulators are miR-491 [122], miR-141 [123], and miR-130A [124], and a
negative regulator is the miR-196 [125]. (iii) Type I IFN signaling leads to modi-
fications of miRNA expression levels within liver cells, some of which, such as
miR-196, miR-296, miR-351, miR-431, and miR-448, have anti-HCV activity
[43]. (iv) miRNAs play an important role in regulating immune system develop-
ment and function [126], and treatment responses have been significantly corre-
lated with the baseline expression level of type I IFN-stimulated genes in the
liver [127,128]. As IFN-treatment affects antigen presentation as well as effector
lymphocyte development and activity, and all these help to combat HCV in vivo,
it is likely that these beneficial effects are mirrored in miRNA expression
patterns.
The first attempts to correlate baseline expression levels of miRNAs with

treatment outcome in chronic HCV-1-infected patients are encouraging. Sarasin-
Filipowicz et al. showed that non-responders to treatment have a low baseline
expression level of hepatic miR-122 [129]. However, liver biopsy is an invasive
procedure that is not performed with all patients. Therefore, the identification of
blood markers will be of great interest. The use of the miR-122 detected in
serum to predict treatment outcome has been assessed; however, contradictory
results have been obtained. While Waidmann et al. did not associate the non-
response with the expression level of miR-122 in serum [130], a recent study
that included a larger population size suggested that serum miR-122 could be
used as a surrogate of hepatic miR-122 to predict treatment outcome [131]. As
genome-wide analyses of miRNA expression patterns could give more accurate
predictions in comparison with single miRNA expression, it would be interesting
to use “omics” techniques for this approach. In this context, the miRNA expres-
sion pattern in liver biopsies derived from over 400 miRNAs using microarrays
was significantly associated with PEG-IFN/RBV treatment outcome [132]. Never-
theless, at the moment, no study has performed an exhaustive analysis of miRNA
expression patterns in blood in order to predict the treatment outcome in
HCV-1-infected patients.

10.3.2.4 Future Perspectives
“Omics” approaches have completely changed our way of studying chronic HCV
infections and fascinating progress has been made. However, it is of note that no
study has analyzed miRNA expression patterns using NGS and, thus, novel miR-
NAs mechanistically involved in liver fibrogenesis or in therapy response might
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have not been identified. Moreover, no study has made an exhaustive analysis of
miRNA expression patterns from peripheral blood cells. As (i) circulating
peripheral blood cells including monocytes and lymphocytes have been previ-
ously involved in liver fibrogenesis [133–135], and (ii) treatment response has
been significantly correlated with the proportion and activation state of regula-
tory T cells [136,137] and T helper cells [138–140], there is a need for a more
exhaustive analysis of the miRNAs expressed in these cells in vivo and a further
characterization of the molecular pathways involved.

10.4
miRNA-Targeting Therapeutics

miRNAs are potential therapeutic targets in chronic HCV infection. For exam-
ple, a miR-122 inhibitor decreased HCV load in chimpanzees [141] and in
humans [55] with no evidence of severe side-effects or viral resistance develop-
ment. Depending on the role exerted by the targeted miRNA in a given infec-
tion, it will be necessary to inhibit or overexpress the respective miRNA.
However, the use of miRNA therapeutics should be a cautious approach espe-
cially because a single miRNA can regulate hundreds of mRNAs and conse-
quently multiple cellular pathways, leading to the potential induction of
unwanted side-effects. For example, it is known that miR-122 also acts as a sup-
pressor of hepatocarcinogenesis [142] and, thus, it has been suggested that the
administration of miR-122 inhibitory therapy against HCV infection should be
strictly monitored [143]. Another challenge is which strategy to use in order to
specifically deliver the miRNA inhibitors into the diseased tissue without losing
their stability. To date, the strategy used is the administration of a single-
stranded oligonucleotide complementary to the target miRNA (antagomiR) or a
double-stranded oligoribonucleotide corresponding to the miRNA to be overex-
pressed (mimic). In the case of the antagomiR against miR-122, researchers used
a chemically modified antisense oligonucleotide that was able to enter into
hepatic cells and was resistant to nucleases [141]. More research on miRNA reg-
ulatory pathways associated with different infections and diseases is needed in
order to exploit miRNA-targeting therapeutic options.

10.5
Concluding Remarks

In recent years, knowledge in the field of miRNAs and infectious diseases has
increased enormously. Deregulated miRNA expression patterns have been asso-
ciated with some infectious diseases and outcomes. Furthermore, the high stabil-
ity of miRNAs in serum opens the attractive possibility to use host miRNAs as
potential disease biomarkers in easily accessible samples. However, the molecu-
lar mechanisms of the roles played by these miRNAs at different levels of
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pathogenesis are still poorly understood. Addressing this fundamental issue will
be essential in order to design novel specific therapeutic strategies that modulate
such miRNAs. In addition, further work is required for successful delivery of
antagomiRs or miRNA mimics.
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11
Towards the Identification of Condition-Specific Microbial
Populations from Human Metagenomic Data
Cédric C. Laczny and Paul Wilmes

11.1
Introduction

Mixed microbial communities are ubiquitous and contribute essential function-
alities to all ecosystems. One particular ecosystem – the human body – is inhab-
ited by diverse sets of microorganisms in various sites such as the oral cavity or
the gastrointestinal tract (GIT, herein we use the term to refer to all the struc-
tures of the human digestive tract ranging from the mouth to the anus). Recent
in-depth surveys of the microbial diversity of individual body habitats, such as
the mouth, nose, or skin, have highlighted different abundances of taxa per body
site leading to pronounced intraindividual variability [1]. Furthermore, inter-
individual differences in terms of either microbiome composition and/or func-
tional potential have also been described using high-throughput metagenomic
sequencing data [2–4].
Some of the essential functionalities carried out by commensal or mutualistic

microorganisms in humans include carbohydrate metabolism [5], nutrient
absorption [6], and epithelial barrier function maintenance [7,8]. The impor-
tance of the human microbiome (the collective of microorganisms inhabiting
the human body) in relation to human physiology is reflected by the around
10 : 1 ratio of the number of microbial cells to human cells [9–11]. On the
genetic level, the functional potential encoded within the microbial metagenome
is 100-fold greater than that encoded by the human genome [12].
The human microbiome is characterized by extensive complexity, but the

aforementioned symbiotic relationships between the host and microorganisms
are typically in equilibrium. Disruption of this balance can lead to a state
referred to as microbial dysbiosis in which parasitic pathobionts and pathogens
may dominate the communities [13]. Such imbalances may arise from different
perturbations, such as increase in the relative numbers of obligate and opportun-
istic pathogens [14], inappropriate and/or repeated administration of antibiotics
[15–17], mental stress [18], or can even have a dietary origin [19]. Dysbiosis has
been associated with a range of different human diseases [20]. Examples include
human immunodeficiency virus (HIV) transmission and infection in women
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[21], colorectal cancer [22,23], metabolic syndrome [24,25], and type 2 diabetes
(T2DM) [26]. A recent review by Pflughoeft and Versalovic highlights that the
complex world of endogenous mixed microbial communities needs to be
strongly considered in the context of human systems biology [27]. Consequently,
within the context of “systems biomedicine,” high-resolution tools are required
that allow the unbiased and accurate detection of changes in microbial commu-
nity structure and function, especially in relation to dysbiotic states. This is all
the more important as changes in the microbiome towards a dysbiotic state
dominated by particular microbial populations may have important prognostic
value and may allow for early therapeutic intervention.

11.2
Nucleic Acid-Based Methods in Diagnostic Microbiology

Nucleic acids (and specifically DNA as it encodes the “blueprint” of organisms)
represent appropriate analytes for the precise characterization or identification
of microorganisms in samples obtained from human subjects. Microbiological
culture remains the primary diagnostic method in medical microbiology because
it forms the foundation of Koch’s postulates. Obtained cultures are nowadays
subjected to in-depth characterizations that may involve the use of molecular
tools. Genome-based multilocus sequence analysis (MLSA; or multilocus
sequence typing (MLST)) [28] and whole-genome sequencing [29] provide
increased or absolute resolution, respectively, for taxonomic classification of iso-
lated bacterial cultures [30]. Combined culture and DNA-based diagnostic tests
are readily available (e.g., the Verigene Gram-Positive Blood Culture Test) [31].
By design, such tests offer very targeted results with regard to the supported
assay panel, which typically only includes a small number of specific microor-
ganisms known to be relevant from an infection point of view because of previ-
ous extensive characterization efforts. In this section, we will consider why
culture-independent approaches are desirable and discuss various aspects of
DNA-based characterization of entire microbial communities for the detection
of specific microorganisms relevant to human health and disease (i.e., condition-
specific microbial populations), without the need to subject samples to known
cultivation bottlenecks.

11.2.1

Limitations of Culture-Dependent Approaches

The emergence of molecular culture-independent techniques (primarily devel-
oped for the characterization of microbial communities within environmental
samples) over the past quarter century resulted from the fact that many micro-
organisms are difficult or impossible to culture in isolation under standard
laboratory conditions [32–34]. Various reasons for “unculturability” are
known (for a recent review, see [35]). Importantly, the application of standard
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culture-dependent approaches may lead to the retrieval of non-representative
microbial populations also referred to as “laboratory weeds” [36]. Therefore, in
the clinical context, culture-dependent techniques often fail to retrieve disease-
relevant cultures [37–39], especially as strain-level resolution should typically be
achieved for accurate diagnosis [40]. Furthermore, significantly reduced time
allotments for culture-independent molecular assays should exist as these can
typically be directly applied to samples obtained in situ without the need for
extensive sample handling, processing, and work-up.

11.2.2

Culture-Independent Characterization of Microbial Communities

A commonly used means for the characterization of microbial community struc-
ture is the targeted sequencing of particular marker genes, most commonly the
16S rRNA gene. This gene shows a comparatively low intragenomic heterogene-
ity [41], which can therefore be harnessed for the indiscriminate amplification of
the gene across the members of a community, while the hypervariable regions
allow for the identification of individual taxa at different levels of taxonomic res-
olution (genus, species, etc.) [42,43]. Theoretically, amplification and deep
sequencing of marker genes should allow qualitative and quantitative differences
in microbial community structure to be resolvable. However, uncertainties in
associating specific sequences with taxa are commonplace and phylogenetic
overviews do not convey any information about functional differences that may
result from changes in community structure. Fluorescence in situ hybridization
(FISH) combined with epifluorescence microscopy [44] and microarray-based
[45,46] assays have also been developed for the culture-independent taxonomic
characterization of microbial communities, mostly using specific discriminatory
marker gene sequences (primarily targeting the 16S rRNA gene). Despite the
possibility of culture-independent application, marker gene-based approaches
suffer from the requirement of prior knowledge (i.e., for the definition of partic-
ular a priori known target sequences, similar to culture-dependent techniques
where particular growth conditions must be known).

11.2.3

Metagenomics

As a result of the advent of next-generation high-throughput random shotgun
sequencing (RSS) techniques, the characterization of microbial community
structure via 16S rRNA gene–targeted sequencing may be supplemented or
substituted by RSS of the entire genomic complement of a sample [47]. The
application of untargeted high-throughput genomics to mixed microbial com-
munities without prior isolated culturing is generally referred to as “metagenom-
ics” [48]. The metagenomic approach has recently been used for the in-depth
description of the healthy human microbiome [49,50] and for the definition of
“enterotypes,” which allow classification of the human GIT microbiome into
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three distinct categories reflecting particular microbial community compositions
[51]. Metagenomic sequencing of the entire genomic complements of microbial
communities offers a more comprehensive picture of human microbiota com-
pared with marker gene-based approaches. It allows for much more information
to be captured when compared with sequencing of 16S rRNA genes alone, espe-
cially as sequences of individual loci (e.g., ribosomal genes) can be recovered
from the genomic complements [52]. Therefore, metagenomic sequencing of
extracted microbial community DNA offers the ability to resolve information on
microbial community composition as well as overall functional potential.

11.2.4

Fecal Samples as Proxies to Evaluate Human Microbiome-Related Health Status

Prominent examples of metagenomics-based characterizations of human-associ-
ated microbial populations include those carried out on samples derived from
the GIT. The GIT plays a central role in the human body, notably for nutrient
and energy uptake. In particular, the colon includes a large number of microbial
cells (3.2× 1011 cells/g or cells/ml) [53]. As a result, a high microbial activity is
associated with processes along the entire GIT. In-depth characterizations have
revealed overall medial diversity in the GIT, but this increases from the stomach
to the colon (summarized in [54]) leading to specific biogeographical patterns
along the GIT [55]. However, due to the restricted accessibility of the GIT, fecal
samples are usually collected and act as proxies for processes occurring along
the entire GIT [49,50,56]. While the microbial community structure of fecal
samples is at best representative of the lower part of the digestive tract (descend-
ing colon), the data derived from such samples have nonetheless provided
invaluable insights into microbiome-associated health and disease status
[26,57–60].

11.3
Need for Comprehensive Microbiome Characterization in Medical Diagnostics

The rapid and correct identification of disease-associated microbial populations
is of key importance for the effective diagnosis and treatment of diseased indi-
viduals [61,62]. However, diagnosis is still mostly performed through traditional
culturing techniques, themselves developed in the nineteenth century, before the
isolates obtained are then subjected to advanced molecular characterization.
Well-publicized examples of life-threatening infections for which the disease-
causing agent was identified using this approach include methicillin-resistant
Staphylococcus aureus (MRSA) strains infecting individuals due to prolonged
stays in hospitals or healthcare facilities [63] or the unusual serotype of Shiga
toxin-producing Escherichia coli (O104 :H4) linked to the large outbreak of diar-
rhea and hemolytic/uremic syndrome in Germany in 2011 [64]. Obtaining iso-
late cultures (e.g., from patient samples) is labor- and time-consuming (e.g., up
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to 3 days for blood culture to become positive and up to 2 days for identification
[62]; Figure 11.1a), aside from the above-described possible complications of
“unculturability” or non-representative populations due to artificial culture con-
ditions. Targeted molecular approaches, such as FISH [65], generally improve on
the time aspect but they focus on specific and small sets of microorganisms
[31,62]. Mass spectrometry-based approaches also offer improved turnaround
times but require previously characterized mass spectra of isolated cultures for
comparison [66]. Metagenomics offers a means to directly obtain details of
microbial community compositions and/or functions linked to the respective
communities and their members. Hence, culture-independent techniques, in
particular untargeted metagenomic sequencing, are of increased interest for the
comprehensive characterization of microbiomes in diagnostics (Figure 11.1b).
Effectively, while the study by Rasko et al. [64] on the Shiga toxin-producing E.
coli was based on isolated cultures, Loman et al. [59] have demonstrated that
genomic reconstruction and identification of the respective outbreak strains are
achievable from metagenomic sequence data [59]. Therefore, modern culture-
independent workflows, although not yet part of clinical routine, offer a
pronounced reduction in turnaround times over culture-dependent techniques
(Figure 11.1). As highlighted in the study by Loman et al. [59], improved sensi-
tivity and decreasing procedural costs (e.g., for reagents) are likely to support the
adaption of metagenomics-based culture-independent approaches in clinical
diagnostic practice, specifically in cases of infectious outbreaks of pathogens that
elude standard diagnostics.
Periodontal diseases are prime examples of diseases in which imbalances in

the microbial ecology, specifically within the oral cavity, play an important role
for disease onset and progression. Dysbiosis within the oral cavity has been
shown to cause adverse systemic effects in humans with the most compelling
links established to cardiovascular disease [67]. Recent studies have demon-
strated the potential of metagenomics-based approaches to reveal microbial
community compositions associated with periodontitis [68,69].
Furthermore, clear shifts in GIT microbial consortia have also been reported

for different cancers, such as oral squamous cell carcinoma [70] and colon can-
cer [22,71–73]. Most convincingly, evidence for the association of GIT microbial
community shifts and disease has been established for both type 1 [74,75] and
type 2 [26,76] diabetes mellitus (T1DM or T2DM), respectively. In these com-
parative studies involving diseased versus normal cohorts, the ratios of Bacteroi-
detes to Firmicutes (the two most dominant gastrointestinal phyla) are higher in
individuals suffering from diabetes mellitus compared with controls [74–76].
Following experimental validation, such insights may be harnessed for the defini-
tion of condition-specific biomarkers (e.g., condition-specific microbial popula-
tions) with high diagnostic value analogous to microbial isolates fulfilling Koch’s
postulates.
The majority of the above-cited studies have involved characterization of the

taxonomic structure of the microbial population by 16S rRNA gene sequencing.
However, a more in-depth characterization of the metabolic functions carried
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Figure 11.1 Illustration of workflows for the
identification of a disease-causing micro-
organism. (a) Culture-dependent versus
(b) culture-independent approaches. Different
time requirements for both approaches are
indicated based on turnaround times for Illu-
mina MiSeq-based DNA sequencing. The

culture-dependent approach mainly leads to
the genomic reconstruction of a single popu-
lation, ideally the one that is causally linked
to the infection, whereas the culture-
independent approach provides genomic
information of the entire microbial community
at once given appropriate sequencing depth.
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out by individual community members may highlight pathways of particular
interest that may explain putative causal links between dysbiosis and patho-
genesis. For example, Morgan et al. [77] reported a change of 12% in functional
genes associated with particular metabolic pathways (e.g., “decreased short-chain
fatty acid production” and “increased biosynthesis and transport of compounds
advantageous for oxidative stress” in the disease case), while the number of gen-
era differed only by 2% between individuals diagnosed with inflammatory bowel
disease and healthy individuals [77]. This work used metagenomic data for the
analysis of gene and pathway composition. In a more recent comprehensive
metagenome-wide association study involving 345 Chinese subjects, 60 000
T2DM markers were identified and validated for their potential to classify
T2DM [26]. Patients with T2DM exhibited a moderate degree of gastrointestinal
microbial dysbiosis that was characterized by a decrease in the abundance of
some universal butyrate-producing bacteria and an increase in various oppor-
tunistic pathogens, such as Bacteroides caccae, Clostridium hathewayi, Clostrid-
ium ramosum, Clostridium symbiosum, Eggerthella lenta, and E. coli, as well as
an enrichment in functional genes involved in sulfate reduction and oxidative
stress resistance [26]. Causal relationships between the dysbiotic states and
T2DM have yet to be established. Nonetheless, the study by Qin et al. [26]
clearly demonstrates the power of microbiome-derived diagnostic markers for
diseases associated with microbial dysbiosis. Examples of such biomarkers
include KEGG orthologous groups associated with L-aspartate oxidase or starch
synthase, as well as drug resistance genes that are found to be greatly enriched in
T2DM GIT microbial communities. Such markers are of course of high rele-
vance for effective therapeutic interventions.
The identification of recently acquired mobile genetic elements (e.g., pathoge-

nicity islands and/or antibiotic resistance genes) is particularly pertinent in infec-
tious disease cases. Numerous putative antibiotic resistance genes have been
found in a wide range of commensal microbial organisms through the applica-
tion of metagenomic approaches [78–80]. These genes bear the potential of
acquisition by pathogens, which may in turn lead to decreased efficiency of anti-
biotic therapies in the case of pathogenic infections. In such cases, it is important
that acquired genes are rapidly identified for clinicians to tailor antibiotic thera-
pies accordingly. This highlights the current need to link specific gene comple-
ments to specific populations, which can only be achieved through genomic
linkage. Furthermore, it underlines the importance of the comprehensive charac-
terization of the human microbiome in medical diagnostics. Consequently, a

Detection of distinct populations from meta-
genomic data occurs here by “binning” (selec-
tions of exemplary sequences are highlighted
in black). Cluster selection is followed by
population-level genomic reconstructions, in
turn leading to the simultaneous

reconstruction of a plurality of population-
level genomes. The in-depth characterization
of the genomic reconstructions for the identi-
fication of specific disease-relevant genomic
regions is carried out in both approaches as a
downstream process.

◀
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gene-centric metagenomic approach (e.g., [81]) will not be fruitful for metage-
nomics-based diagnostics since such an approach may be able to identify specific
antibiotic resistance genes, but it will not be able to link these to a specific popu-
lation encoding them (e.g., a specific pathogenic strain).
We would like to highlight that most of the studies discussed above have

unraveled putative links between microbial dysbiosis and human diseases. How-
ever, it remains to be established whether the shifts in microbial populations that
characterize the imbalances are causal or consequential. Nonetheless, the appar-
ent differences in microbial community structure and function offer exciting
prospects for diagnosis or, if causal links are demonstrated, future prognosis.

11.4
Challenges for Metagenomics-Based Diagnostics: Read Lengths, Sequencing Library
Sizes, and Microbial Community Composition

Microbial genomes, in particular those of bacteria, are of lengths in the range of
a few megabases [82]. The reconstruction of previously uncharacterized com-
plete or near-complete microbial population-level genomes from short genomic
fragment-based (short read-based) RSS experiments on microbial/environmental
samples requires the assembly of the short and randomly distributed sequence
fragments into longer, contiguous sequences (contigs) [83–85]. Ultimately, these
contigs should be joined to resolve the complete genomic information. Confi-
dent genomic reconstructions are of particular interest in diagnostics as entire
genomes provide absolute resolution for taxonomic classification [29,30] and
also cover the entire functional potential of microbial populations [59,64].
Although individual microbial genomes are rather small [82], technical aspects

related to the short-read next-generation sequencing (NGS) techniques, the
sheer number of different taxa (complexity), and their relative abundance differ-
ences (evenness) render any metagenomic assembly and population-level
genome reconstruction challenging [83–85]. At the time of writing, the most
commonly used NGS technology is Illumina, yielding at most 2 × 250-bp long,
paired-end reads for the MiSeq system with a throughput usually in the order of
several million reads [86]. While sequencing technologies that produce reads of
lengths in the order of a few kilobases are available, they are not (yet) commonly
used for metagenomic sequencing even though they have been found to be very
useful for the sequencing of isolate microbial genomes [87]. These technologies
have not been widely applied in metagenomics because, among other reasons,
they do not yet provide the throughput of sequencers which generate short
reads. Nevertheless, long genomic reads are (generally) desirable due to their
extended congruent information content.
Regarding complexity and evenness of microbial communities, samples of dif-

ferent origins will exhibit varying complexities, ranging from around five domi-
nant taxa in acid mine drainage biofilms to an estimated 1 million in soil [88]. In
general, a log-normal distribution has been found to be a good approximation
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for species abundance in a wide variety of communities [89] (not only microbial
communities) with evidence having been specifically reported for microbial com-
munities in soil samples [90] (Figure 11.2a). Accordingly, the most abundant
organisms are likely to be well represented by high-quality, long assembled
genomic fragments due to strong consensus (high coverage) in the assembly and
suitable coverage over long distances in the host genomes [91]. On the contrary,
for the vast majority of organisms, neither of these two is likely to occur as these
organisms’ abundances will be low, which will manifest in low recovery of geno-
mic information, hence low coverage and, thus, short contigs (Figure 11.2b).
Furthermore, recombination events are rampant in microbial communities [78].

Figure 11.2 Illustration of the relationship
between taxon abundances and resulting con-
tig lengths derived from metagenomic data.
(a) In microbial communities, taxon abundan-
ces follow a rank-abundance distribution. Each
bar represents a distinct taxon. (b) Lengths of

recoverable contigs are a function of popula-
tion size: taxa with higher abundance provide
more genomic information in the form of
obtained reads leading to longer, high-quality
contigs.
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These events promote the exchange of genetic material between different com-
munity members and continuously lead to the emergence of locally adapted
hybrids [92].
Given the characteristics of microbial communities with regard to organismal

distribution, any application of metagenomic sequencing requires a specific
amount of sequencing depth that, in turn, is based on the underlying question.
Concretely, characterizing a targeted subset of genes (e.g., via conserved and
hypervariable regions of the 16S rRNA gene) requires fewer amounts of
sequencing data than when aiming at full genomic recovery of the constituent
microorganisms within a sample. Factors such as unknown overall number of
taxa and high amounts of low abundance species in environmental samples
[89,93] typically necessitate deep sequencing depth for the recovery of compre-
hensive genomic information from populations, in particular from those of low
abundance [94]. Greatly improved sequencing depth will eventually be feasible
due to further reductions in sequencing costs [95]. However, despite deep
sequencing, uniform coverage of population-level genomes is unlikely to be
obtainable using current sequencing technologies. For example, a 188 times cov-
erage of the dominant Enterococcus faecium genome (around 5.5× 106 reads of
size 100 nucleotides), will leave around 1.25 kbp uncovered for an artificial com-
munity of 12 species. Furthermore, Ni et al. [96] have estimated the required
amount for achieving at least 20 times genome coverage of species-level
genomes with a relative community-wide species abundance of more than 1% to
be at least 7 Gbp for a fecal sample [97]. Manual examination of such large
metagenomic datasets is prohibitive; thus, efficient computational approaches
for the analysis and comparison of metagenomic data are required.
If we combine all the above-mentioned points with the fact that the human

genome is yet to be officially finalized despite over a decade of intense curation,
metagenomic assembly, and data analysis is and will remain a major challenge.

11.5
Deconvolution of Population-Level Genomic Complements from Metagenomic Data

While the analytical challenges of metagenomics remain daunting, some of these
may be curbed by the fact that analyses of human-associated microbiota in
health and disease can be performed using incomplete genomic fragments (e.g.,
contigs) and therefore finished genomes are not necessary for many applications,
in particular in diagnostics where knowledge of sets of specific genomic regions
may be sufficient. Diagnostics-relevant information may be obtained, for exam-
ple, from separating obtained contigs according to their taxon of origin and
approximating taxon abundances based on the coverage values deduced follow-
ing the mapping of metagenomic reads.
The process of grouping genomic sequences according to their taxonomic ori-

gin is commonly referred to as “binning.” In its most basic form, binning
involves the use of different data-inherent characteristics (e.g., %GC or read
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coverage) to cluster genomic fragments with similar characteristics that, in turn,
are hypothesized to originate from the same microbial population. Binning holds
great promise for a variety of applications in metagenomic data analysis as the
separation into independent subsets renders parallel workflows possible,
decreases the complexity for the downstream analyses, and increases signal-to-
noise ratios. Moreover, improved population-level assemblies may be achieved
through iterative binning and re-assembly of binned genomic fragments leading
to improved genome recovery (Figure 11.3) [98,99]. Finally, the deconvolution of
microbial community composition plays an essential role for the identification of
condition-specific microbial populations from human metagenomic data.
In the following subsections, we highlight recent human microbiome-

focused studies that have employed a subset of available metagenomic data
analysis tools for the resolution of the taxonomic structure and/or functional
analysis of community members. These tools can generally be divided into
(i) reference-dependent approaches relying on prior knowledge (i.e., microbial
reference genomes) or (ii) reference-independent approaches that are entirely
based on the characteristics of given input sequences and, thus, do not require
a priori information.

11.5.1
Reference-Dependent Metagenomic Data Analysis

Reference-dependent approaches require a priori information for classifying and
analyzing newly generated metagenomic data. These approaches mostly use
sequence alignment or sequence composition similarity measures for assigning
sequence fragments to specific organismal groups. Alignments allow direct
sequence comparisons whereas sequence composition-based approaches involve
the transformation of the genomic sequences into numerical representations.
These representations may be one-dimensional (e.g., %GC) or high-dimensional
(e.g., frequencies of oligonucleotide patterns).

11.5.1.1 Alignment-Based Approaches
Reference-dependent approaches based on sequence alignments have recently
been applied in multiple large-scale studies, such as the Human Microbiome
Project [49,50] and the MetaHIT project [100], for the designation of genomic
sequences to different phylogenetic ranks (e.g., genus, species) in order to resolve
the taxonomic structures of the microbial communities. However, the identifica-
tion of specific groups reflecting distinct taxa is often restricted by limited or
ambiguous homology between the query sequences and reference sequences.
Limited homology may be, among others, due to genuine differences in the
genomic sequences (e.g., mutations, insertions/deletions) or it may originate
from genome plasticity (e.g., recombination events), the latter causing extensive
variations in gene content between closely related strains of the same species
[78,101]. Ambiguous homology will be especially pronounced in evolutionary
strongly conserved genomic regions, such as rRNA genes.
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Figure 11.3 Exemplary workflow for
population-level genomic reconstruction and
population identification. The input (short
reads) is processed according to custom
quality criteria and the processed reads are
then subjected to assembly. Based on the
assembled contigs, genomic signatures (e.g.,
oligonucleotide frequency-based signatures)
are computed and transformed with a
centered log-ratio transformation. These
transformed signatures are then reduced to
lower dimensions (here two dimensions (2D))
and the taxonomic structure is visualized for
discriminative selection by human input.
Based on the selection (bin), the

corresponding contigs provide genomic
information that can be used to refine the
initial assembly or for the analysis of the
extracted contigs. The results of the analysis
step depend on existing information. In the
case of a novel microbial population
represented by a bin, genomic reconstruction
would be attempted. Novel microbial
populations may be characterized by limited
homology to existing references, given the
assembly step has not introduced errors that
may manifest themselves in the identification
step. However, high consensus in the
assembly indicates likely genuine sequences.
COGs, Clusters of Orthologous Groups.
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An advantage of reference-dependent alignment-based approaches is that they
allow comparably short genomic fragments of metagenomic data, around 75 bp,
to be used for analysis. Analysis of the metagenomic data generated as part of
the MetaHIT project included gene prediction via MetaGene [102], thereby
allowing functional characteristics of the GIT microbial communities to be
resolved. MetaGene employs a stochastic approach to annotate metagenomic
fragments based on scoring predicted open reading frames (ORFs; genomic
regions between a start and a stop codon) and the computation of an optimal
(high-scored) combination of ORFs that is then used as the annotated gene set.
Other metagenomic data analysis tools include MG-RAST, which is a Web ser-
vice that provides integrated phylogenetic and functional annotation of metage-
nomic sequence fragments based on the mining of existing protein and
nucleotide databases [103]. In particular, the phylogenetic annotation involves
the SEED “nr” database and a collection of rRNA databases [104].
In the context of the human microbiome, the MG-RAST service was used for

the characterization of the human skin microbiome from metagenomic sequences
of in situ obtained samples [79]. This human skin study revealed various staphy-
lococci that are putatively intrinsically methicillin resistant as many of the reads
aligned to methicillin-resistance genes according to SEED level 3 subsystems.

11.5.1.2 Sequence Composition-Based Approaches
The composition of a sequence is often defined as the count or frequency of
oligonucleotide patterns or k-mers (e.g., %GC or tetranucleotide frequency)
along a given sequence. An overview of commonly used genomic signature defi-
nitions is given in Gori et al. [105]. Sequence compositions are typically con-
served over entire genomes, including strain-variant regions. Hence, specific
genomic signatures can be defined for entire genomes or genomic fragments
based on sequence compositions alone and these signatures can then be used to
compare them to the signatures of known reference genome sequences. A mea-
sure of compositional similarity (e.g., Pearson correlation or Euclidean distance)
is then applied for pairwise comparisons instead of a sequence similarity mea-
sure as it is used in sequence alignments. Sequence composition-based
approaches generally provide superior computational efficiency but may be less
sensitive than direct sequence comparisons via alignments. Nevertheless, a
detailed phylogenetic resolution may be achievable (i.e., down to species-level
resolution) [106–108].
Sommer et al. [80] used Phylopythia [109] for metagenomic data analysis in a

study with the aim of investigating the presence of antibiotic-resistance genes in
the human microbiota of saliva and fecal samples. The selection of the gene-
containing fragments for the analysis was based on functional screening for anti-
biotic resistance of genomic fragments isolated from the individual microbiota.
Phylopythia is a composition-based approach employing support vector
machines to train taxon classifiers from the genomic signatures of existing refer-
ence genomes. New sequences are assigned to specific taxa using these previ-
ously trained classifiers.
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Irrespective of the application of alignment-based or composition-based
approaches, reference-dependent approaches involve searching generated meta-
genomic data against available genome reference sequences. This process is,
however, limiting as current estimates suggest that only about 1% of microbial
taxa are characterized [110]. While the proportion of isolated and fully charac-
terized taxa in the human-oriented setting is probably much greater, it is highly
questionable if all the taxa have been characterized to their full extent.

11.5.2

Reference-Independent Metagenomic Data Analysis

To account for some of the highlighted limitations of reference-based
approaches, alternative methods have been developed that do not require any a
priori information and, thus, should allow for the generation of new knowledge
about microbial community structure and functional relationships. Concretely,
these approaches require as input only (assembled) genomic fragments from
metagenomic sequencing experiments and their objective is to exploit the data-
inherent taxonomic structure so as to reveal clusters of sequences (i.e., bins) that
are likely to originate from the same taxon or a set of closely related taxa. Impor-
tantly, the sequence information within bins may be curated and exploited for
deriving information about the associated functional potential by various down-
stream genomic analyses. Fundamentally, reference-independent binning
approaches are for the most part based on sequence compositional features,
which are inherent to any sequence, and it has been shown that the sequence
composition enables the differentiation between different microbial taxa
[106–108].
Although the bulk of a microbial genome exhibits a highly conserved and spe-

cific genomic signature (e.g., 4-mer-based composition) [108], some regions are
evolutionary strongly conserved between genomes of different phyla (e.g., rRNA
gene sequences), and thereby result in similar and hard-to-differentiate genomic
signatures. In contrast, genomic regions that have been recently acquired (e.g., as
the result of lateral gene transfer) may also exhibit confounding signatures. In
such cases, mate-pair or paired-end information from the metagenomic
sequencing enables retracing of individual genomic linkages for the accurate
reconstruction of population-level genomes. Subsequently, the estimation of the
individual taxon abundance is possible by mapping the original reads back onto
the binned genomic sequence fragments. Especially for diagnostic purposes, the
ability to asses and compare the relative abundances of microbial community
members is important (e.g., to detect overgrowth of indigenous pathobionts)
[13]. However, exact estimations of the relative abundances from read coverage
may be challenging due to uneven coverage of genomic regions/genomes result-
ing from biases associated with current sequencing technologies [111,112]. Fur-
thermore, insufficient population-level genome coverage resulting from small
to very small populations sizes may further confound data analysis efforts. Such
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low abundance organisms may, however, be important to be resolved from a
diagnostics point of view because of the existence of keystone species within
ecosystems that have a disproportionately large effect on community structure
and function relative to their abundance [12,113]. Functional analyses of the
genomic information in individual bins (e.g., via gene annotation by MetaGene
[102]) allows for the formulation of population-level functional hypotheses that
have to be tested using in vitro, in vivo, or ex vivo experiments [114].
Recently, an approach based on the Lander–Waterman model for sequencing

[115] has been proposed for reference-independent binning [116]. The Lander–
Waterman model was originally developed to mathematically characterize the
properties of “islands” (contiguous groups of reads that are connected by over-
laps of a certain minimal length) in genomic mapping projects and provides
mathematical formulae to, among others, estimate the number of reads that are
required to close gaps in genomic sequencing projects, hence, to cover a genome
as comprehensively as possible, ultimately leading to “finished genomes.” In the
binning approach developed by Wu and Ye [116], the abundances of constituent
taxa are estimated based on an expectation–maximization algorithm that fits the
parameters (abundance level λi for the ith bin) for a mixture of Poisson distribu-
tions and bins are formed based on the similarity of the estimated abundances.
The performance of such an approach is inherently linked to the differences in
abundance and the error rate of the binning (i.e., mixing unrelated taxa
into common bins) increases strongly when abundance ratios approach unity.
This can prove to be a serious limitation as abundances in microbial communi-
ties often follow a logarithmic rank-abundance curve and exhibit high
numbers of low-abundance organisms (a long tail in the abundance distribution)
(Figure 11.2a) [89,93].
The predominant approach for reference-independent binning is based on

the exploitation of similarity of short oligonucleotide-based signatures (oligo-
nucleotide patterns are usually between 4 and 6 nucleotides in length). A
popular method relies on the calculation of oligonucleotide frequency-based
genomic signatures and their visualization using a U-Matrix [117] based
on self-organizing maps (SOMs) [98,118–121]. Generally, the visualization
allows leveraging the prominent pattern recognition capabilities of the
human eye–brain system [122]. A major limitation of this binning approach
is that input sequence lengths need to be in the order of 5 kbp in order for
signals to be well resolvable [119,120].
Motivated by the power of SOM-based approaches and use of human-based

augmentation for the binning of metagenomic data, we have recently developed
a sequence composition-based approach for the fast and intuitive visualization of
microbial community structure from metagenomic data at genomic fragment
lengths around 1 kbp (Figure 11.3). More specifically, the method combines the
centered log-ratio transformation of the genomic signatures with Barnes–Hut
stochastic neighbor embedding (BH-SNE) – a recent non-linear dimension
reduction (NLDR) technique from the machine learning literature [123].
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BH-SNE was specifically designed for the low-dimensional (two- or three-
dimensional) visualization of high-dimensional data (e.g., oligonucleotide
frequency-based signatures) by preserving local neighborhood structure. This
preservation is of particular importance for the confident low-dimensional rep-
resentation of clusters from high-dimensional data and, thus, should allow accu-
rate binning of metagenomic data based on genomic signatures. Our approach
improves on the sensitivity, specificity, and speed of existing reference-indepen-
dent binning approaches employing SOMs, and thus allows for intuitive and effi-
cient data exploration by visualizing the metagenomic data-inherent taxonomic
structure [99]. Based on human-augmented input, clusters of interest can be
selected for further analyses and/or population-level genomic reconstructions
[124] (Figure 11.3). Due to currently necessary assembly steps, the clustered
sequences have to be validated with respect to their assembly quality. Such steps
may be omitted in future by the use of long read-based sequencing (e.g., [87]) as
reads resulting from the use of such technologies provide sufficient signal for our
human-augmented binning approach and, thus, the initial assembly step is
not required.

11.6
Need for Comparative Metagenomic Data Analysis Tools

The detailed resolution of microbial community structure through the afore-
mentioned methods enables the analysis of condition-specific microbiota,
such as identification of specific microbial populations associated with either
health or disease states. In particular, condition-specific taxa may be identi-
fied through comparison of representative microbial community composi-
tions, associated with either condition (e.g., disease versus control), resolved
using, for example, NLDR-based visualization of genomic signatures. In par-
ticular, taxa that are exclusive to one condition (e.g., occurring in either case
or control datasets) naturally serve as ideal diagnostic markers. Disease-
relevant information encoded by specific genomic regions (e.g., those encod-
ing antibiotic resistance genes) will in particular support therapeutic decision
making.
As highlighted in Section 11.4, events of genomic transfer are commonplace in

microbial communities and, thus, functional differences can possibly be found in
similar taxa. Hence, if no or only very minor differences in microbial community
structure are to be found, a more in-depth characterization of the functional
potential with respect to the individual conditions may be essential. The detec-
tion and identification of a prophage that encodes Shiga toxin 2, and a distinct
set of additional virulence and antibiotic resistance factors encoded within the
genomes of a particularly lethal E. coli strain [64], illustrate the need for the
identification of specific disease-relevant genomic regions and the importance of
strain-resolved comparative metagenomic data analysis tools for diagnostic
applications.
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11.6.1

Reference-Based Comparative Tools

While a detailed manual comparison of individual taxa between conditions is
possible on small datasets and represents the dominating modus operandi, this
seems prohibitive when considering the comparison of a larger collection of
metagenomic datasets with the aim of identification of condition-specific, that
is, discriminative, features, such as microbial populations or specific genes.
Hence, computational tools have recently been developed to support the detec-
tion of particular differences in microbial composition and/or functional poten-
tial when considering large numbers of metagenomes. The existing tools are
primarily based on the identification of constituent taxa using a priori known
reference sequences thereby allowing the comparison of taxonomic composi-
tions. Furthermore, some tools offer comparisons of functional potential, for the
detection of discriminatory features, mostly via annotation of the respective
genomic sequences by homology-based methods. For example, MEGAN can be
used for the comparison of taxonomic, SEED, or KEGG annotations, and results
in visual and computational comparisons [125]. In the visual comparison, the
abundance of each annotation (number of reads that have been assigned to a
given annotation) is presented. Detailed differences between the datasets can
then be identified by visual inspection. The computational comparison offers a
more coarse-grained view of the differences between datasets. METAREP offers
statistical tests for the comparison of multiple metagenomic samples based on
metagenomic annotation profiles to detect statistically significant differences
[126]. Metastats can be used to detect particular features that characterize the
discovered differences, such as significantly deregulated genes [127], thus provid-
ing means to prioritize further analysis based on the generated hypotheses.
LEFse is based on non-parametric tests for the comparison of input features,
thus making it more robust to potentially non-normally distributed features,
such as organism abundance [128]. Furthermore, it estimates the respective
effect size of statistically significant features. The rationale behind using the
effect size is that features with high effect sizes are thought to explain more of
the observed taxonomic/phenotypic differences and thus are likely to be of
increased biological interest, including for diagnostic purposes. The particular
strengths of these tools are mainly that they enable targeted follow-up analyses
based on identified discriminative features. This is only possible as long as the
references or annotations contain sequences providing reasonable homology.
However, this may not necessarily be the case as we have detailed above.

11.6.2

Reference-Independent Identification of Condition-Specific Microbial Populations
from Human Metagenomic Data

We have shown in Section 11.5.2 that our human-augmented binning approach
is an efficient tool for the resolution of microbial community structure without
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the requirement of a priori information. Here, we introduce an additional func-
tionality of our approach: the identification of condition-specific microbial popu-
lations from human metagenomic data. We first illustrate this using in-house
metagenomic datasets obtained from fecal samples of 10 healthy individuals.
The visual superimposition of individual microbial community structures allows
for the identification of condition-specific clusters derived from specific micro-
bial populations (Figure 11.4a). Discrete unique sequence clusters are apparent
for a single individual who follows a vegetarian diet (P03), whereas all other indi-
viduals follow an omnivorous diet. We are currently performing further analysis
of the identified sequences, in particular as it has been previously shown that a
vegetarian diet influences the human colonic fecal microbiota as characterized
by fecal samples [129]. Preliminary comparisons against existing publicly availa-
ble microbial reference genomes have shown limited homology for the genomic
fragments in the condition-specific cluster structure of our study of 10 healthy
individuals, illustrating the utility of efficient unsupervised binning approaches
in the detection of, potentially previously uncharacterized, condition-specific
microbial populations.
Analogous to our study of 10 healthy individuals, we examined a subsample of

the T2DM dataset from Qin et al. [26] for condition-specific microbial popula-
tions. We compared the microbial communities of five lean males diagnosed
with T2DM to those derived from five lean males not known to have the disease.
Numerous condition-specific groups of microbial sequences (condition-specific
bins) are apparent for the diseased individuals (Figure 11.4b). The majority of
the condition-specific bins are shared by two or more T2DM individuals and
different condition-specific bins are shared by different T2DM individuals. How-
ever, no condition-specific bins appear to be shared by all individuals diagnosed
with T2DM, suggesting that differences may be subtle as already described by
Qin et al. [26].
For similar studies, natural choices for wet-lab validation techniques include

polymerase chain reaction-based approaches to specifically confirm the pres-
ence/higher abundances of target sequences in the samples of one condition and
the lack/lower abundances of these sequences in the other condition(s), such as
found exclusively in fecal samples from the vegetarian individual in one of our
studies.

11.7
Future Perspectives in Microbiome-Enabled Diagnostics

There is growing interest in determining if compositional and associated func-
tional changes in endogenous microbial communities play defining roles in
human health and disease [130]. Actually, there are strong suggestions that
microbial dysbiotic states may be causally related to a range of diseases render-
ing microbiome diagnostics an absolute necessity in the contexts of systems bio-
medicine and personalized medicine [131–133].
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The identification of condition-specific sequences encoded by microbial popu-
lations provides the basis for the targeted identification of the respective microbial
organism(s) or may serve as de novo condition-specific marker sequences when
no taxonomic identification is achieved due to missing reference sequences.

Figure 11.4 Identification of condition-
specific microbial populations from
metagenomic datasets by superimposition BH-
SNE scatter plots. (a) Fecal metagenomic
datasets derived from 10 healthy individuals
are superimposed for the identification of
condition-specific microbial populations.

Selected (red polygon) genomic sequences
are specific to P03, the only vegetarian in the
cohort. (b) Diabetic (n= 5) versus non-diabetic
(n= 5) lean males (DLM and NLM,
respectively). Selections (red) represent a
subset of clusters with genomic signatures
distinctly found in diabetic individuals.
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Specifically, the examples highlighted in this chapter (i.e., the study of 10 healthy
individuals and the T2DM comparative study) demonstrate the applicability and
usefulness of our recently developed approach for the identification of condition-
specific microbial populations from human metagenomic data. Furthermore, we
can imagine that our approach is useful for the comparison of individual patients’
microbiota at different time points (e.g., during a diet or therapy), thereby having
applications for monitoring therapeutic regimes.
Although fecal samples have been shown to be practical proxies for the evalu-

ation of human GIT microbiome-related health, blood samples are more desir-
able because of the established routine sampling procedures at basically any
time, the decreased risk of sample contamination (fecal samples may come into
contact with non-sterile, sanitary surfaces) and constant blood circulation
throughout the entire human body [134]. As such, the blood represents a multi-
purpose body-wide proxy. Wang et al. [135] have recently identified a plethora
of exogenously derived RNAs in human blood plasma samples, including RNAs
from microbial organisms such as bacteria, archaea, and fungi [135]. Microbial
RNAs appear to be mostly derived from the GIT microbiome based on the taxo-
nomic affiliation of detected RNAs (Figure 11.5a) [135]. Furthermore, circulating
RNAs have the potential to allow the determination of whole-body microbial
genomic transcription activity.
Motivated by these recent findings, we are exploring the potential exogenous

small RNA complement of human blood particularly with respect to microbial
small RNAs in order to exploit this for detecting changes in human microbiome
composition and function in particular in the GIT.
By mapping blood-borne small RNAs onto a fecal metagenomic sequence

composition-based taxonomic structure map (Figure 11.5b), it becomes clear
that there appears to be an over-representation of certain GIT taxa in the
exogenous small RNA spectrum in blood and this subset may therefore be
harnessed for diagnostic purposes for these specific populations. Such analy-
ses allow the identification of clusters that show a high level of transcription,
thus supplementing the analysis of functional potential that is enabled by the
use of metagenomics by information on transcriptional activity (metatran-
scriptomics). This is of particular interest for the detection of lower-abun-
dance organisms that might exhibit a relatively high transcriptional activity,
possibly representing keystone species. Similar to approaches that have
focused on circulating microRNAs [136,137], the identified sequences repre-
sent potential blood-borne diagnostic markers that may enable the monitor-
ing of the activity of particular microorganisms. Naturally, follow-up studies
are required to find minimally redundant sets or possibly even single
sequences that may provide suitable diagnostic potential.
It follows from the recent discovery of exogenous circulating RNAs that fur-

ther studies are required to answer open questions such as if, how and why these
RNAs, including small RNAs, enter into circulation or what their functions or
consequences might be on the host, or on host microbiomes, such as found at
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distant body sites. Nevertheless, their presence in circulation would represent an
invaluable opportunity from a diagnostic point of view and it will be very inter-
esting to see which health-related associations will be revealed from the applica-
tion of improved analytical techniques.

Figure 11.5 Use of exogenous small RNA in
samples for microbiome diagnostics.
(a) Taxonomic distribution of potential pro-
karyotic RNA in human blood. The y-axis indi-
cates the numbers of reads (log10 value) and
individual phyla are indicated on the x-axis.
The number of reads represents the average
of all nine plasma samples used in the study.
The solid bars represent the total number of
processed reads mapped to specific phyla
while open bars are the number after
removing rRNA and tRNA reads. (Reproduced
from [135].  2012 Wang et al.) (b) Taxonomic

distribution of the prokaryotic small RNA
(sRNA) in human blood. The two-dimensional
structure (reduced from the original high
dimensions via BH-SNE) is defined by the con-
tigs obtained from fecal sample metagenomic
sequencing and assembly. In the right pane,
the color (see color bar) as well as the size of
individual points indicates abundance levels of
potential small RNAs found in blood that map
to assembled contigs from fecal samples.
A single cluster exhibiting overall high abun-
dance is highlighted.
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12
Genome, Exome, and Gene Panel Sequencing
in a Clinical Setting
Claudia Durand and Saskia Biskup

12.1
Introduction

12.1.1

Genetic Inheritance and Sequencing

In the nineteenth century, Gregor Mendel had the idea that distinct factors were
responsible for the heredity of specific traits of living organisms and that these
factors were passed from one generation to the next. Some decades later,
Thomas Hunt Morgan and Oswald Avery demonstrated that chromosomes are
carriers of genetic information in a cell and that DNA is the molecule that enc-
odes this information. The first genetic maps were created by targeted crossing
of Drosophila flies, but for a very long time it seemed impossible to create simi-
lar maps for human beings or to retrieve any information about the human
genome.
A huge breakthrough was the elucidation of the molecular structure of DNA

and eventually the development of the dideoxy sequencing method by Frederick
Sanger in 1977 [1]. Using the Sanger sequencing method, it was possible to
decode small sections of the human genome step by step and to elucidate the
genetic cause of a reasonable number of hereditary diseases. This technique and
the resulting genetic knowledge formed the basis for the emergence of human
genetic diagnostics. Another milestone for this discipline was the completion of
the Human Genome Project in 2003 that had aimed at the complete sequencing
of the 3.2 billion base pairs of the human nuclear genome by Sanger sequencing
[2]. This project meant a huge effort for the human genetics community and
required the concerted action of several large sequencing centers providing hun-
dreds of Sanger sequencing machines over a timeframe of more than 10 years.
The cost of this project was about US$3 billion; roughly US$1 per sequenced
base. The deciphering of the human genome brought genetic diagnostics to a
new era; however, it remained very time-consuming and expensive to analyze
larger amounts of a patient’s DNA (e.g., several candidate genes for a patient’s
disease).
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Over recent years, novel innovative high-throughput sequencing methods have
been developed that have meant a paradigm shift in human genetics research
and clinics. These new technologies are based on the idea of massively parallel
sequencing of millions of DNA fragments in a single sequencing run and are
traditionally referred to as “next-generation sequencing” (NGS). Several bio-
technological companies now offer NGS platforms that are based on different
technologies, but all enable rapid and cost-efficient sequencing. At costs of sev-
eral thousand dollars, current NGS sequencing machines can generate up to
600Gb per run, which corresponds to the size of 200 human genomes. These
huge sequencing capacities have already changed, and furthermore will funda-
mentally alter, the field of human molecular diagnostics.

12.1.2

Genetic Testing by DNA Sequencing

As technological progress opens up undreamt of possibilities to analyze the
human genome, it is vital to be aware of some basic principles about why and
when to consider genetic testing in a patient.
The goal of genetic testing should always be to provide help for the individual

patient and/or their families. In contrast to other diagnostic procedures, the
results of genetic tests do not only affect the patient, but potentially also the
entire family. Therefore, genetic counseling is essential before and after genetic
testing. As for all diagnostic procedures, a prerequisite for genetic diagnosis is
the informed and voluntary consent of the patient and the relatives. Genetic tests
should not be performed at the request of members of a patient’s family or other
third parties (e.g., insurers, employers) without the expressly written consent of
the patient. In Germany, human genetic testing and the use of genetic material
and data is regulated by a particular genetic diagnostics law – the Gendiagnos-
tikgesetz (GenDG) – that became applicable in 2010.
The most important reason to consider genetic testing would obviously be if

the respective test could detect an inherited disorder ideally even before the
development of disease manifestations, enabling causative or preventive treat-
ment. Unfortunately, this scenario is fairly uncommon, as disease-modifying or
curative treatments are lacking for most genetic diseases. However, genetic test-
ing can and should also be considered for other reasons: patients and their fami-
lies have a right to know about genetic diseases running in their families in order
to have the possibility of taking informed decisions about life and family plan-
ning. Moreover, a genetic diagnosis obviates further diagnostic procedures,
which are often costly and sometimes invasive or even harmful for the patient.
Similarly, futile or unnecessary side-effects of treatment can be avoided.
DNA sequencing has enabled diagnostic testing for a rapidly increasing num-

ber of patients suffering from genetic diseases. However, even today, diagnostic
sequencing approaches are only clinically helpful if a monogenic disease or a
rare monogenic form of an otherwise common disease is suspected. In these
cases, it is possible to correlate a mutation in a single gene with the phenotype
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of a patient. If only one or a few genes are known to cause a suspected disorder,
genetic testing is performed by targeted mutational analysis. Using specific prim-
ers to the genomic region of interest and subsequent amplification by polymer-
ase chain reaction (PCR), a single gene of interest can easily be sequenced by
conventional Sanger sequencing. However, in genetically heterogeneous syn-
dromes where numerous genes are known to be able to cause the phenotype,
such targeted sequencing approaches will very often fail. For these cases, the
recent advances in sequencing technologies (NGS) have meant a great leap for-
ward towards a secure genetic diagnosis, since the increased sequencing capacity
allows the parallel identification of sequence variants in dozens or even hun-
dreds of genes that might be implicated in the disorder. For most medical geno-
mic analyses, sequences of a set of genes of specific interest (panel sequencing)
or all exonic sequences (whole-exome sequencing (WES)) are selectively
enriched or amplified to detect potentially causative mutations in these regions
of interest. For a comprehensive analysis, it is also feasible to examine the whole
genome of a patient (whole-genome sequencing (WGS)), which can be done in
less than 1 week using currently available sequencing methods.
Each of the different approaches described has a preferential scope of applica-

tion in terms of genetic diagnostic testing. The following sections will describe
the different applications of NGS in genetic diagnostics and will illustrate the
approaches with practical examples from the clinic.

12.2
Genetic Diagnostics from a Laboratory Perspective – From Sanger to NGS

12.2.1

Sanger Sequencing

The chain termination sequencing method was developed in 1977 by Frederick
Sanger [1]. It has been the most widely used sequencing method for nearly 30
years and still provides the basis for many modern sequencing techniques.
Together with Walter Gilbert, Sanger was awarded with the Nobel Prize for
Chemistry in 1980. In clinical settings, Sanger sequencing is still the gold stan-
dard for sequencing individual genes and for validation of NGS results. Key to
the method is that a new strand is built on the basis of a single-stranded DNA
template while adding small amounts of dideoxynucleotides that lead to a chain
termination when being incorporated into the nascent strand. Using this tech-
nique, it is possible to sequence up to around 1000 bp of DNA with a very high
accuracy. Sanger sequencing is always preceded by a PCR reaction, in which spe-
cific primers for the region of interest (e.g., the different exons of a candidate
gene) are used to specifically amplify genomic DNA (gDNA). This amplification
product is subsequently used in the Sanger sequencing reaction. Sequencing a
single gene with several exons therefore requires several PCR amplifications fol-
lowed by the respective number of sequencing reactions, rendering the
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sequencing process an elaborate and time-consuming process. Modern Sanger
sequencers are nowadays able to analyze up to 96 PCR products in parallel.

12.2.2
NGS

The high demand for more efficient sequencing methods has driven the develop-
ment of novel sequencing technologies (so-called NGS) that parallelize and
accelerate the sequencing process, and overcome the barriers of Sanger sequenc-
ing. As in Sanger sequencing, currently marketed NGS technologies use the
basic principle that a complementary DNA sequence is synthesized on the basis
of a DNA template and that the assembly of the newly synthesized strand is
monitored by the incorporation of new nucleotides. However, in contrast to San-
ger sequencing, NGS allows the parallel detection of millions to billions of differ-
ent DNA molecules. In clinical diagnostics, NGS therefore enables the fast and
inexpensive sequencing of hundreds of genes in parallel, which has revolution-
ized detection rates for many human genetic diseases.
There exist multiple different NGS technologies, all with advantages and dis-

advantages in clinical use (for technological descriptions of the different plat-
forms, see [3,4]). There are four main factors distinguishing the different
platforms with regard to clinical application:

� Read length. Read lengths of present platforms range from 35 bp (Life Tech-
nologies SOLiD) up to 1000 bp (Roche 454). Longer read lengths are ideal
for retrieving haplotype information over a range of hundreds of base pairs,
which can eliminate the need for segregation analysis for two recessive
mutations. Moreover, long reads facilitate alignment especially in genomic
regions with repetitive sequences. For both applications it is often beneficial
to subsequently sequence both ends of each analyzed DNA molecule within
one NGS run (paired-end sequencing), increasing the overall sequence
length and mappability. The first single-molecule sequencers are already on
the market that are able to generate average sequences of 4.2–8.5 kb and
maximally up to 30 kb (PacBio RSII). This technology and future develop-
ments offering even longer read lengths (e.g., nanopore sequencing) will
allow us to extend the use of NGS to further clinical applications. Novel
long-read techniques (e.g., PacBio RSII, Oxford Nanopores) may further
facilitate the reliable identification of insertions, deletions, or translocations,
and the identification of compound mutations and haplotyping.� Output (and time requirements). The maximum output that is produced by
an NGS platform is currently 600Gb of sequence per run (Illumina
HiSeq2500). While these high-output instruments were primarily intended
to be used for large-scale research projects including WES or WGS, they
have also quickly taken over the field of human genetics diagnostics for tar-
geted sequencing of disease-associated gene panels. Depending on the target
region size of such panels, tens to hundreds of patient samples may be
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sequenced in parallel in one HiSeq2500 run (Table 12.1). However, smaller
benchtop sequencers are also available for the lower throughput of clinical
samples (MiSeq, Ion Torrent PGM/Proton) allowing the generation of up to
10–15Gb of sequencing data in one run. The main advantage of such small-
size sequencers is their fast processing time when time to result is critical for
clinical outcome. Such platforms are able to generate sequencing reports
within 1–2 days upon arrival of fresh samples. In comparison, a HiSeq 2500
run alone (without sample preparation) takes 2–6 days depending on overall
sequencing output.� Accuracy. An important factor for a reliable clinical diagnostics is the
sequencing accuracy, which still is a drawback of most NGS platforms. The
average error rates of the most common platforms are within the range of
0.002–0.008 (corresponding to one error per 125–500 bp) [5]. Generally,
accuracy problems can be overcome by sequencing patient samples with a
high coverage, meaning that each base in the template is covered by tens to
hundreds of sequencing reads. This renders an error in a single sequencing
read comparatively negligible. Nevertheless, for clinical diagnostics, impor-
tant findings that have been obtained by NGS are still validated by highly
accurate Sanger sequencing.� Operating costs. A major advantage for widespread diagnostic use is a low
operating cost. Main cost drivers are investment costs for sequencing
machines, costs for chemistry used in the machines, and the man-hours

Table 12.1 Comparison of the different diagnostic approaches from a technical point of view.

WGS WES Panel
sequencing

Single-gene
sequencing

Sequencing method
used

NGS NGS NGS Sanger

Sequencing length 200–1000 bp
(including
paired ends)

100–500 bp
(including
paired ends)

100–500 bp
(including
paired ends)

100–1000 bp

Sequencer output/
run

up to 600Gb up to 600Gb 10Mb–
600Gb

<0.1Mb

Number of analyzed
genes

all genes plus
all non-coding
DNA

all known and
transcribed
genes
(∼20 000)

3–500 1

Length of target
region

3Gb 60Mb 200 kb–
1.5Mb

2 kb (on
average)

Average coverage 5–50× up to 150× up to 1000× 1×

Required sequencing
output

15–150Gb 9Gb 0.2–1.5Gb 2 kb (on
average)
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needed for sample preparation. There is a trend towards simpler sequencing
technologies that can reduce costs in terms of sequencing machines and
chemistry. For example, Ion Torrent developed a new sequencing technol-
ogy that uses inexpensive unlabeled nucleotides together with technology
from the semiconductor industry instead of expensive fluorescently labeled
nucleotides and a complicated and costly optical system (Illumina, PacBio).
Moreover, detection systems based on semiconductor chips are promising
approaches to easily increase the output with consistent operating costs and
time requirements. Lower run times are also contributing to the cost-effi-
cient use of NGS technologies.

The continuous development of novel NGS technologies and the permanent
improvement of existing systems opens up great opportunities also in the diag-
nostic field. However, it is impossible to recommend one specific platform as
advantages and disadvantages of the various systems also depend on the desired
application.

12.2.3

Practical Workflow: From a Patient’s DNA to NGS Sequencing Analysis

Before being analyzed on a sequencing machine, gDNA has to undergo several
procedures, such as quality checks, shearing, enrichment of regions of interest,
and technology-specific preparation for the respective sequencing method.
A NGS workflow typically consists of distinct parts which will be described

step by step in the following (Figure 12.1).

Prepare gDNA out of blood or tissue

Quality control gDNA (OD260/280)

Shear gDNA (determine size distribution) 

Panel sequencing & Whole exome sequencing Whole genome sequencing

Library construction

Amplicon-based enrichment Enrichment by hybridization

Library construction by multiplex PCR Library construction

Enrichment by bait hybridization

Quality control library (size distribution, concentration determination)

Next-generation sequencing

Figure 12.1 Typical workflow for NGS – from blood to sequencing results. For the disease
panel and exome sequencing, DNA has to be enriched (amplicon-based or hybridization). This
step is omitted in WGS.
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12.2.3.1 Preparation of gDNA
As nuclear DNA is identical in all cells of the body, the most easily accessible
sources of DNA are usually used for genetic testing, most commonly blood leu-
kocytes. However, hair follicles, buccal swabs, and even Guthrie spots can also be
used for the isolation of gDNA for sequencing analyses.

12.2.3.2 Quality Control
For all sequencing applications, DNA samples of high quality and purity are
essential. DNA concentration is typically measured photometrically at 260 nm
(OD260) and for quality assessment then given as a ratio with concentrations of
contaminating proteins (at 280 nm; OD280), and carbohydrates and other
impurities such as phenol (both at 230 nm; OD230).

12.2.3.3 Library Preparation and Evaluation
To obtain the desired length of DNA fragments (usually between 100 and 1000
bp), gDNA has to be sheared with the resulting distribution of fragment lengths
being as uniform as possible. The shearing can be accomplished using different
technologies. The most common shearing method is isothermal sonication. In
addition to sonication, other common methods use either endonucleases or a
transposase for enzymatic fragmentation. The latter tags the DNA fragments at
the same time with library adaptors at both ends.
In all other cases, specific DNA adaptors need to be ligated to both ends of

DNA fragments. The sequence and length of these adaptors are platform specific
and depend on the sequencing method used. In case of pooling several samples
for one sequencing run (which is usually the case in patient diagnostics), the
adaptors need to contain patient-specific barcodes in order to later allocate the
sequence reads to one specific sample.

12.2.3.4 Enrichment
Even though the basic costs of sequencing have dropped significantly with the
emergence of NGS technologies, the cost of sequencing and the effort to clini-
cally evaluate a whole human genome are still prohibitive for most applications.
Especially in clinical diagnostics, only specific regions of interest are sequenced.
In practice, enrichment is crucial for panel sequencing, where only exons of dis-
ease-relevant genes are analyzed, and for exome sequencing, where all exonic
regions of the human genome are examined. To enrich the desired regions, sev-
eral different approaches are commercially available that are either amplicon-
based or based on oligonucleotide hybridization (for review, see [6]).
Amplicon-based enrichment strategies rely on the targeted amplification of

the desired DNA sequence by PCR. If only a small number of gene-specific
amplicons needs to be investigated, it is possible to carry out singleplex PCRs
that are afterwards pooled in an equimolar ratio. For the amplification of a larger
number of specific sequences, several approaches for target enrichment based on
a highly multiplexed, sequence-specific generation of amplicons have been
developed. Important factors for these technologies are special algorithms for
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primer design enabling simultaneous PCR amplification of multiple target
sequences or the combination of PCR with hybridization providing a robust
solution for targeting smaller capture regions. Another technology uses
picoliter-sized microdroplets that serve as reaction compartments for the PCR.
Hundreds to thousands of droplets, each harboring a template molecule, poly-
merase, dNTPs, and one primer pair for a singleplex PCR reaction, are pooled
together in one tube to perform multiple PCR reactions in parallel without direct
competition of multiplex PCR primers in the same reagent pool.
Hybridization-based enrichment strategies rely on the explicit design of so-

called bait oligonucleotides that specifically hybridize to the desired DNA
sequences. Subsequently, hybridized DNA fragments can be separated from the
unwanted unhybridized DNA sequences. Hybridization can either be carried out
with baits that are immobilized on a microarray chip or in solution where suc-
cessfully formed bait–target hybrids are captured using streptavidin-coupled
magnetic beads recognizing the biotin molecules attached to the bait oligonu-
cleotides. Hybridization-based methods result in a fairly even enrichment of the
targeted exons.

12.2.3.5 Quality Control
To evaluate the outcome of the fragmentation steps and to accurately quantify
the DNA concentration, sequencing libraries can be analyzed by different
methods. The most common instruments are based on capillary electrophore-
sis and DNA detection by fluorescent dyes, integrated in a compact cartridge
or microfluidics chip. The resulting fragment distribution not only allows pre-
cise library size and concentration determination, but also detection of small
contaminants, such as adapter and primer dimers. Another useful library
quantification method is based on quantitative real-time PCR and adapter-
specific primers. Here, only library molecules possessing both distinct adap-
tors on either end are amplified and quantified using a standard dilution series
run in parallel. The advantage is that this method only measures such mole-
cules that can subsequently be clonally amplified and sequenced, while frag-
ments with only one adapter or equal adaptors at both ends will not be
sequenced and are not detected by real-time PCR. DNA-intercalating fluores-
cent dyes are also often applied to quantify the concentration of completed
libraries using a fluorometer. This method shows a similar dynamic range but
less sensitivity compared with real-time PCR. However, both methods cannot
discriminate adapter dimer contaminations from library fragments and are
therefore often combined with size distribution analysis using, for example,
the aforementioned microfluidic chips.

12.2.3.6 Sequencing
The next step consists of the actual sequencing on the particular instruments,
with each NGS technology having specific characteristics and caveats
(see Section 12.2.2).
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12.3
NGS Diagnostics in a Clinical Setting – Comparison Between Genome, Exome, and
Panel Diagnostics

12.3.1

Overview

NGS has considerably increased the number of patients who have received a
secure clinical diagnosis based on molecular genomic analyses, even if a patient
presents with a very ambiguous phenotype. Methodologically, there exist four
main approaches for the identification of the molecular cause of rare genetic dis-
eases: WGS, WES, and panel sequencing, all being based on NGS, and single-
gene sequencing, based on Sanger sequencing (Figure 12.2).

12.3.2

Clinical Application of WGS

The development of fast and economical high-throughput sequencing technolo-
gies very early prompted the idea that in future it should be possible to sequence
whole human genomes at a price that should be affordable to all. Years before
the advent of NGS technologies, the catchphrase of the “US$1000 genome” was
claimed at the very beginning of the twenty-first century, when the scientific
community had just witnessed the completion of the first human genome at
costs of nearly US$3 billion [7]. With the invention of different NGS technolo-
gies, the famous US$1000 genome idea suddenly had the chance to become real-
ity, and has become the ambitious goal of many scientists and biotechnological
companies. A little more than a decade later, we are nearly there – raising the
expectation that this will open up a new era of predictive and personalized medi-
cine for all patients. While WGS in the first years was (and still is) seen mainly as
a tool for academic research projects that deal with the genetic basis of disease,
WGS is about to enter clinical diagnostic testing for genetic diseases, slowly but
surely.
WGS has a tremendous potential for clinical genetics as it provides informa-

tion on all 6 billion nucleotides of an individual’s DNA. Thus, it is possible to
analyze a patient’s genome without any bias or prior knowledge of candidate
genes for a certain phenotype, whereas traditional genetic tests mainly look at
the already known “troublemaker genes.” Moreover, it is also possible to include
non-coding DNA regions, which are not targeted in regular genetic analyses,
although it is known that genetic diseases can be elicited by mutations or copy
number variations of regulatory regions situated in intergenic regions. Using
long-read platforms, it will also be possible to detect translocations or the exact
size of deletions and insertions. The detection of all disease-related genetic var-
iants, independently of the genetic variant’s prevalence or frequency, will revolu-
tionize genetic medical diagnostics and will not only permit us to clarify the
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genetic background of an already manifested disease phenotype, but also to
make predictions about present and future health risks.
However, although sequencing costs have decreased tremendously during

recent years, WGS has not yet found its way into daily clinical practice. One of
the main reasons is the high output of generated data as well as their evaluation
and interpretation. So far, it has not been possible to deal with the abundance of
DNA sequence variants in the human genome in a clinical context. The average
human genome contains about 4 million sequence variants that will all need to
be detected in a clinical whole-genome analysis. To complicate the situation fur-
ther, roughly 10 000 of these variants are potentially damaging as they affect the
amino acid sequence in encoded proteins [8–11]. However, only a low percent-
age of these variants is actually pathogenic, which requires a profound and vali-
dated prefiltering process to enable a feasible clinical evaluation of variants. To
date, the main challenge therefore lies in discriminating the great number of
false positives from the true causal allele for a specific phenotype. To transfer
WGS into clinical practice, we therefore will first have to overcome the lack of
understanding of the enormous number of sequence variants.
Moreover, WGS is still comparatively expensive as the sequencing quality of a

US$1000 genome is far from sufficient for diagnostic purposes. In WGS, even
small error rates lead to an extremely high number of variations in the resulting
sequence that are impossible to assess by a clinician in daily routine practice. For
this reason, a whole genome has to be sequenced at a comparatively high cover-
age to minimize technical errors. However, even then, WGS will never com-
pletely cover all regions of a genome. Some difficult-to-sequence areas will
always be underrepresented in a whole-genome approach and subsequently will
escape clinical analysis or will lead to false-positive or false-negative results.
For these reasons, WGS is currently mainly applied for very rare and selected

disease phenotypes that have found their way into genetic research. To accom-
plish the transition of genome sequencing into routine clinical practice, it is
therefore required to set standards for data generation, analysis, interpretation,
and reporting. In order to promote this process, a consortium in Boston has
initiated an international competition, the so-called CLARITY challenge, to ana-
lyze, interpret, and report the results of WES and WGS of selected patients with
genetically unsolved phenotypes [12]. The CLARITY challenge was designed to
find answers to the most pressing questions and issues about WGS in medical
practice:

� What are the best methods to process the massive amounts of data?� Should the results have an influence on patient care?� How can information be presented in an understandable and useful way?� Should unexpected incidental findings be reported?� How can patient privacy be safeguarded?

In total, three families presenting with different unexplained phenotypes had
to be analyzed by the contesting teams. The index patient of Family 1 suffered
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from centronuclear myopathy and bilateral sensoneural hearing loss, in Family 2
multiple members suffered from a variety of right-sided cardiac defects, and the
index patient of Family 3 suffered from nemaline myopathy. For all families, the
phenotype was supposed to have a genetic background; however, no distinct
mutation had been detected by standard genetic analyses. In the context of the
challenge, all contesting teams were provided with genome sequencing data of
the index patients and their participating family members.
It is interesting to note that among the 23 entries of contestants, multiple

genes were listed as possibly causative for all families (25 for Family 1, 42 for
Family 2, and 29 for Family 3), illustrating the complexity of analyzing and eval-
uating WGS data. Nonetheless, a consensus of potentially harmful gene variants
was achieved for skeletal myopathy (TTN; reported as possibly or likely patho-
genic by 8/23 groups) and hearing loss (GJB2; 6/23) in Family 1, and for cardiac
conduction defects in Family 2 (TRPM4; 13/23). For Family 3, no convincing
pathogenic variants could be identified.
In the end, the challenge highlighted that a holistic view on the genome can

help to solve some particular clinical cases. However, it has to be considered
that the participating teams spent up to 200 h analysis time per case, which will
present a considerable barrier for the widespread use of NGS genome diagnos-
tics in the clinic. It also became obvious that there is not yet a set of best prac-
tices that can be applied to the entire “end-to-end” process of genomic
measurement and interpretation, while it is clear that genomic medicine will
require such consensus and standardization in order to achieve widespread, rou-
tine, and reliable clinical use.
In general, one also has to keep in mind that even if WGS will be fully imple-

mented in clinical research, it will not be possible to explain all unclear pheno-
types. In many cases, the manifestation of a disease depends on the interaction of
different gene variants plus additional environmental factors. It will be a great
challenge for the future to get an understanding of these complex traits and to
implement diagnostic processes that also take into account risk variants of low
penetrance or environmental factors.

12.3.3

Clinical Application of WES

As described above, our ability to generate sequencing data by far outweighs our
ability to interpret the data. It is therefore necessary to reasonably constrain the
volume of sequencing data generated for the clinical examination of patients.
Estimates assume that 85% of the mutations that cause Mendelian diseases are
located in the coding sequence of the genome, which in its entirety is called the
“exome” [13]. Thus, it stands to reason to narrow down the search for mutations
to exonic regions and to carry out a so-called WES approach, which still has a
high probability of identifying the underlying genetic cause of a disease.
The advantages of exome sequencing have been deployed recently in numer-

ous studies and have led to the identification of disease-causing gene variants in
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many patients. Some of these variants have been found in genes that had been
described before in the context of a similar phenotype; others were found in
genes that had not previously been connected with the disease. Thus, exome
sequencing not only helps to identify already known gene variants in
undiagnosed patients, but also contributes to the identification of novel disease-
related genes. In order to securely identify a disease causing de novo mutation in
a patient, it is very helpful to also analyze the patient’s parents and then compare
the three exomes. This clinically common analysis method is called trio-exome
sequencing. The first WES study dedicated to identifying the gene responsible
for a rare disease of unknown cause was published in 2010 [14]. Since then,
WES has become a success story and it has contributed to the deciphering of
the role of more than 150 genes associated with a particular disease in a patient
[15]. Today, WES has been successfully implemented in the clinical setting. As it
is still a very challenging approach with respect to interpretation of data, it is
very important to involve a clinical geneticist at the beginning and also during
the analysis process.
Unsolved cases that could neither be diagnosed by a targeted gene by gene

analysis nor by a copy number variant analysis are ideal candidates for WES.
Recent studies indicate that up to 30% of previously unsolved cases can be diag-
nosed by WES, which is a considerably high number [16]. This scenario can be
exemplified by a 3-year-old girl with developmental delay of unknown cause. By
carrying out a trio whole-exome screening, a SATB2 mutation was identified in
the girl who additionally suffered from cleft palate and severely delayed speech
development. Previously, the girl had undergone conventional and molecular
karyotyping (microarray analysis) as well as targeted analysis for different dis-
eases associated with developmental delay, such as Angelman syndrome, Rett
syndrome, or Fragile X syndrome. However, no diagnosis could be established.
In the end, a de novo nonsense mutation in the SATB2 gene of the patient
(c.715C>T; p.R239X) could be revealed by trio-exome sequencing. In view of
the sparse yet available literature, it was concluded that SATB2 seems to be a
key player in craniofacial patterning and cognitive development [17]. This case
nicely illustrates the benefits, but also the drawbacks of exome analyses:
Owing to the restricted analysis of only coding regions, a considerably high

average coverage of 139-fold could be obtained that would not have been possi-
ble in a whole-genome analysis. This successful balancing act between an exten-
sive and unbiased analysis of as many genomic regions as possible and the
rational limitation to analyze all exonic regions led to the identification of the
genetic cause of a disease that had been unexplained before. Nevertheless, the
extensive analysis of a whole exome also required considerable effort in analyz-
ing and evaluating the obtained sequencing data. Even after removing all
intronic regions, untranslated regions, and non-synonymous mutations that did
not change the protein sequence, 3615 potential single-nucleotide variants were
recorded for the index patient. These variants were then further filtered by con-
ducting a trio analysis considering only variants that made sense in the context
of parental inheritance. This procedure resulted in 593 mutations that were
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suspected of being causative. Only after a further thematic filtering and elimina-
tion of false positives, together with use of the available literature, could the par-
ticular variant in SATB2 be pinned down.
Due to the great efforts that are necessary to identify the causative variant out

of the huge number of variants, even in cases with a clear clinical manifestation,
the more reasonable route in clinical diagnostics is to further narrow down the
potential diagnoses by a clinical expert, and by this also to narrow down the
number of potentially relevant genes that need to be analyzed and reported.

12.3.4

Clinical Application of Diagnostic Panels

Today, the most reasonable and cost-efficient method of all high-throughput
sequencing approaches is a so-called diagnostic panel approach. A diagnostic
panel is the targeted and simultaneous analysis of a list of all known genes that
have been described as the cause of a particular disease. Panel sequencing is
especially applied in genetically heterogeneous diseases, where similar well-char-
acterized phenotypes are caused by mutations in more than one candidate gene.
Diagnostic panels are considerably different from the rather scientific and
explorative approaches of genome and exome sequencing as exclusively candi-
date genes are analyzed that have been associated with the relevant disease
before. Using one of the enrichment methods described in Section 12.2.3.4, it is
possible to sequence only a distinct set of candidate genes very specifically. Due
to the parallel sequencing of up to several hundred genes, the genetic cause of a
disease is found significantly more frequently than with former single-gene
sequencing, and mutations in the genes analyzed can be identified or excluded
with a high accuracy. The high accuracy is the most important advantage with
respect to WGS or WES and is achieved by the much smaller sequencing vol-
ume, which in turn leads to a much higher coverage. At the same time, the
method is very time- and cost-efficient. By analyzing only relevant genes, the
amount of data generated can be reduced significantly, allowing us to increase
the number of patients that can be sequenced per run. Of course, the restricted
nature of the analysis has some drawbacks. As only genes that have been known
before to be disease-relevant are part of a specific panel, it is possible that the
disease-causing gene for a particular case may not have been included in the
panel. Therefore, the approach requires regular updates to include all genes cur-
rently known to be connected with the disease to minimize the chance of over-
looking the disease-causing mutation in a patient. However, with the current
state of knowledge and technology, the advantages of the methods clearly out-
weigh the disadvantages, which is why diagnostic panels have become a success
story.
One of the first diagnostic panels that was successfully implemented in clinical

use was a panel for the genetic analysis of retinal dystrophies. Retinal dystrophy
is a chronic and disabling impairment of visual function and, depending on the
subtype and course of disease, may cause blindness. Retinal dystrophy is
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genetically very heterogenic, which is illustrated by the fact that mutations in
more than 100 genes are known to be causative for retinal dystrophies. Due to
this enormous genetic heterogeneity, it is a challenging task to identify causative
mutations, leaving most patients undiagnosed. Approaches to apply Sanger
sequencing analyses to all known retinal dystrophy disease genes led to quite
low detection rates coupled with enormous expenses in terms of time and
money as hundreds of exons had to be sequenced one by one. Sequencing on an
NGS platform allowed the parallel analysis of more than 100 genes (with 1650
exons in total) and yielded an average coverage of more than 750-fold. The
extremely high coverage also reduced significantly the error rate, compensating
for the only minor disadvantage of NGS compared with Sanger sequencing. It is
important to note that a comparative coverage cannot be reached by exome and
genome analyses. See Figure 12.3. In the case of retinal dystrophies, the use of
the diagnostic NGS panel pipeline led to mutation detection rates of 55–80%,
and at the same time was a lot faster and cheaper than Sanger sequencing [18].
This approach has now been adopted by several other groups and diagnostic
laboratories, and has enabled clearly determined diagnoses for many patients.
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Figure 12.3 Comparison of sequencing cov-
erage for the first four exons of AIPL1 – a gene
involved in the etiopathogenesis of hereditary
retinopathies. Exonic regions are depicted at
the bottom of the figure by thick bars. Thin
lines in between symbolize intronic regions.
Coverage is represented by gray curves. In
exonic regions, coverage is highest in the

panel sequencing approach due to the very
targeted enrichment. Coverage is substantially
lower in the WES approach. In the WGS
approach, the exonic coverage is far from suf-
ficient for clinical evaluation of variants. In
contrast, WGS also delivers information about
intronic or intergenic regions that are not
addressed by WES or panel sequencing.
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Another clinical scenario where NGS seems particularly appropriate due to
the highly heterogeneous nature of the genetic background is epileptic disorders.
So far, only 1–2% of all epilepsies have been identified to be monogenetic; the
majority are considered to be polygenic or to have a complex genetic back-
ground. Very often, the combination of several less-severe genetic variants leads
to the development of an epileptic phenotype. Therefore, the establishment of
precise clinical diagnosis is a challenging task leading to slightly lower detection
rates for the complex field of epilepsies. Nevertheless, with an epilepsy panel
containing more than 450 genes, it was possible to securely identify the genetic
cause in more than 21% of all analyzed patients with a further 28% of cases being
possibly solved. Across the cohort of 800 patients, 69 genes were identified as
causative only once, emphasizing the advantage of diagnostic panels for very
rare conditions [19]. Especially in the case of epilepsy, a clinical diagnosis of the
genetic background is very valuable due to its high relevance for therapy and
treatment, and can even guide pharmacotherapy. This is illustrated by the exam-
ple of a male patient suffering from an unclear dysmorphic retardation syn-
drome associated with epileptic seizures. The patient had been analyzed for a
variety of genetic defects by sequencing the SCN1A gene and the SCL2A1 gene,
by carrying out a methylation test for Angelman syndrome, and by array com-
parative genomic hybridization to exclude chromosomal microaberrations. Only
at the age of 22 was the patient analyzed with our diagnostic epilepsy panel in
order to finally uncover the genetic basis of the epilepsy. The panel diagnostic
revealed a de novo hemizygous missense mutation in exon 3 of the SMS gene
that encodes for spermine synthase. A subsequent biochemical analysis con-
firmed the extremely reduced activity of spermine synthase. Hence, after many
years of fruitless attempts to reveal the genetic cause of the disorder, the use of a
diagnostic panel finally led to the diagnosis of Snyder–Robinson syndrome.
Despite the very late diagnosis, the patient benefitted from a diagnosis-related
change in therapy when he was given an AMPA (α-amino-3-hydroxy-5-methyl-
4-isoxazolepropionic acid) receptor antagonist that had previously been proven
effective in Snyder–Robinson patients. Apart from the therapeutic conse-
quences, an earlier confirmed genetic diagnosis also would have helped in the
genetic counseling of the parents about a relatively low recurrence risk in further
children and would have enabled targeted prenatal diagnostics in future preg-
nancies [20].
An early and clearly determined diagnosis is also beneficial for many neuro-

degenerative diseases (NDDs). Particularly in early-onset NDD, a genetic com-
ponent can be found in a considerable number of patients. As several genes
have been implicated in the pathogenesis of different types of neurodegenera-
tion and each of these genes only accounts for a small fraction of cases, it was
crucial to develop an efficient tool for investigating all genes simultaneously.
Using a NDD panel containing 242 genes, it was possible to detect known
NDD-causing mutations in nearly 20% of all patients analyzed. For many dif-
ferent NDDs, early symptoms of a specific syndrome are not very clear and
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commonly show a strong overlap with similar syndromes. This is illustrated
by the case of a 36-year-old woman who was clinically diagnosed for dystonia.
An initial analysis with a dystonia subpanel did not result in any genetic diag-
nosis. However, when the complete NDD panel was applied to analyze the
patient’s DNA, two most likely compound heterozygous mutations in the
PARK2 gene were detected. Mutations in PARK2 lead to Parkinson’s disease 2
– an autosomal recessive disease with a juvenile onset, where dystonia is seen
as an early symptom in about 42% of patients. Thus, this diagnosis helped to
initiate an appropriate treatment for Parkinson’s disease at a very early stage
of the disease when no other characteristic Parkinson’s symptoms were pres-
ent (CeGaT, unpublished data).
As already suggested by the name, symptoms of NDDs are caused by the

degeneration of neurons that are lost irrecoverably. Therefore, with the appear-
ance of the first symptoms in a patient, the brain or the neurons are already
irretrievably damaged, which is why it is desirable to start treatment already
before the onset of the disease. It is still a long way off, but the goal in familial
NDDs should be to identify carriers of a harmful gene variant early to impede
damage to neurons and thus the onset of the disease by initiating a preventive
treatment. A very good example of this approach is DIAN (Dominantly Inher-
ited Alzheimer Network; www.dian-info.org) – an international research part-
nership of leading scientists determined to understand a rare form of
Alzheimer’s disease that is caused by a gene mutation. The program is funded
by a multiple-year research grant from the National Institute on Aging, and cur-
rently involves 13 outstanding research institutions in the United States, United
Kingdom, Germany, and Australia.
In summary, panel sequencing has revolutionized human genetic diagnostics,

as it offers an effective and affordable opportunity to obtain a fast and secure
diagnosis for many so-far undiagnosed patients. Panel sequencing approaches
will be optimized by further increasing quality whilst simultaneously reducing
costs and time. They will also be applied to further disease areas and will be a
major genetic testing method for many hereditary diseases.

12.4
Conclusion and Outlook

The application of NGS methods in the clinical setting provides a huge benefit for
patients and their families, as it becomes possible to identify the molecular cause
of genetic diseases and to provide affected families with a secure clinical diagno-
sis. In many cases, families have been seeking medical advice for several years,
have undergone multiple genetic testing without any success, and are looking
back to a long history of misguided therapy consultations. An early identification
of the genetic cause of a disease with an ambiguous phenotype facilitates an early
therapeutic intervention and provides the basis for new therapeutic strategies in
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the long-term. By knowing the genetic cause of the disease, the most effective
drug can be prescribed and ineffective drugs as well as related side-effects can be
avoided. Moreover, the novel analysis methods will help to reduce the costs for
the healthcare system by avoiding expensive and time-consuming gene-by-gene
testing or other invasive and non-invasive diagnostics.
In recent years, NGS has successfully developed from a research tool to a diag-

nostic platform, and for most applications has replaced traditional and expensive
Sanger sequencing diagnostics. However, although WGS and WES are powerful
unbiased approaches to unravel the underlying cause of genetic diseases, they
have not yet found their way into daily clinical routine practice. With the current
technologies and our sparse knowledge of the clinical relevance of the vast num-
ber of variants that occur in the human genome, panel sequencing is still the
preferred diagnostic method. Prospectively, it may be expected, though, that
panel sequencing will be compensated by the more comprehensive and unbiased
WES and WGS approaches in the future.
However, even advanced large-scale analysis methods such as WGS, WES, or

panel sequencing will have their limitations in identifying the underlying cause
of a substantial number of diseases as most phenotypes are also influenced by
various environmental factors that are not reflected in the patient’s genomic
information. At least today, we are not able to entirely understand the interac-
tion of many different partly causative components of complex multifactorial
diseases.
The vast amount of data that is generated by genomic large-scale analyses also

poses another fundamental problem: even if we are able to deal with the human
genome in a technical way, we are not able to deal with its interpretation. Each
analysis will result in an innumerable number of variants and determining the
potential pathogenic nature of these variants will be very challenging. Therefore,
there is a huge need for better bioinformatic systems that allow a reasonable
classification of all found variants to enable clinicians to provide a clinical report
in a reasonable timeframe.
Additionally, each analysis will produce tremendous amounts of sequencing

data of genomic regions that are not relevant to the analyzed phenotype. It
therefore will be crucial to define how incidental findings not associated with
the initial clinical problem should be handled. Should patients be informed
about their carrier status of recessive disorders or about their predisposition to
develop an incurable late-onset disease? Who will have access to the sequencing
data generated? As long as we have not found satisfactory answers to these
urgent questions, it will be difficult to implement WGS in daily clinical use. By
then, laboratories might want to keep carrying out panel diagnostics or to mask
unrelated data in order to not come into ethical conflict.
Nevertheless, we are heading towards personalized medicine that is based on

the patient’s genome. NGS offers undreamt of possibilities and promises, but
also poses problems that have to be solved. However, it is certain that, in the
end, our society will not be willing to relinquish the insights and knowledge
derived from genetic diagnostics.
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13
Analysis of Nucleic Acids in Single Cells
Stefan Kirsch, Bernhard Polzer, and Christoph A. Klein

13.1
Introduction

In recent years, various technologies that allow detection and even isolation of
single cells have been developed and are now being incorporated in clinical diag-
nostic settings, such as the US Food and Drug Administration (FDA)-approved
CellSearch System (Veridex) for the detection of circulating tumor cells (CTCs)
in the blood of cancer patients. However, for a deeper understanding, reliable
molecular methods for single-cell analysis are paramount to overcome the mere
counting of tumor cells, especially as recent studies indicate the clinical utility of
CTCs to circumvent tissue biopsies of metastatic tumors in patients suffering
from systemic disease. Moreover, characterization of CTCs holds the promise
for companion diagnostics, in particular the genomic TMPRSS2 (transmembrane
serine protease 2)–ETS gene family member rearrangements and the activation
status of the androgen receptor pathway in prostate cancer patients. Both poten-
tial biomarkers might help to select patients most likely to benefit from targeted
agents.

13.2
Isolating Single Cells

In the upcoming era of genome-based diagnostics, reliable technologies for sin-
gle-cell isolation will be the first key factor in a long line of methods to con-
stantly develop our abilities for personalized medicine. Whatever methods will
be used, the ultimate goal is to singularize contamination-free cells into solitary
reaction chambers for lysis and subsequent downstream analyses. The first step
towards isolation of individual cells is the reliable identification of the cells of
interest by morphological characteristics or fluorescence-mediated methods. To
facilitate this, solid tissues have to be disaggregated and separated into a suspen-
sion of individual cells for all single-cell isolation methods with the exception of
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laser-capture microdissection [1–3]. This method has the invaluable advantage
of retaining spatial information, but is currently cumbersome and prone to
errors (e.g., copurification of cellular constituents from neighboring cells or par-
tial nuclei dissection). Therefore, the most widely used single-cell isolation
methods are semiautomated micromanipulation devices [4–8], including the
three-dimensional dynamic dielectrophoretic trap systems associated either with
optical tweezers [9] or complementary metal oxide semiconductor (CMOS)
technology [10] and fluorescence-activated cell sorting (FACS) [11]. The encour-
aging developments in microfluidic technology have recently resulted in new
devices enabling single-cell isolation by controlled liquid flow in nanoliter-sized
reaction chambers [12,13]. Continuous improvement of these microfluidic
devices will lead to miniaturized low-cost, high-throughput platforms capable of
isolating numerous viable cells with high precision.

13.3
Looking at the DNA of a Single Cancer Cell

For molecular analysis of single cells, the small amount of DNA (6–7 pg in a
diploid single human cell [14]) is an obvious obstacle. Although single-cell anal-
ysis is feasible with targeted polymerase chain reaction (PCR) or fluorescence
in situ hybridization (FISH), those assays are only suited for a limited number of
targets. However, in the era of personalized therapy, comprehensive analysis is
important to deliver the complete picture of the mutational single-cell land-
scape. To allow genome-wide studies, the genomic DNA of a single cell has to
be amplified. For this, whole-genome amplification (WGA) has to overcome
three major hurdles: (i) to achieve high genomic coverage, all 3× 109 nucleotides
comprising the human genome have to be amplified; (ii) to allow reliable quanti-
fication of copy number variation, all regions of the genome have to be amplified
homogeneously; and (iii) to assess sequence variation, the artificial loss of one or
even both inherited gene copies (maternal and paternal) has to be avoided.
Researchers have addressed this issue since the early 1990s and several princi-

ples have been utilized for WGA of a few or even single cells (Table 13.1). One
of the first methods applied on single cells uses degenerate oligonucleotide prim-
ers (DOPs) for PCR amplification [15], and relies on a mixture of random core
nucleotides flanked by defined 5´ and 3´ sequences. These primers anneal at
approximately 1 million sites throughout the DNA template at low temperature
and DOP-PCR has been used successfully in preimplantation genetic diagnosis
[16,17]. A second principle, which uses highly degenerated oligonucleotides con-
sisting of 15 random bases, is primer extension pre-amplification (PEP)-PCR
[18–20]. Both methods using degenerate oligonucleotides are limited by the fact
that amplification conditions for the multiple variations of primer combinations
(4096 for DOP-PCR and approximately 109 for PEP-PCR) vary considerably.
Nevertheless, an improved procedure (i-PEP) was successfully used for single-
cell analysis of defined genomic loci [21]. However, genomic coverage and allelic
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representation are considerably reduced in samples with a low input of genomic
DNA (i.e., less than 100 cells) [22].
To minimize the intrinsic sequence amplification error rate of Taq polymer-

ase, other groups utilized the highly processive Phi29 DNA polymerase, which
possesses proofreading activity [32]. In the approach named multiple strand dis-
placement amplification (MDA), random hexamers bind to denatured DNA fol-
lowed by an isothermal amplification [33,34], which generates relatively long
DNA fragments and therefore relatively high genomic coverage in WGA [26].
Unfortunately, this advantage of long DNA fragments requires high-molecular-
weight genomic DNA, and is therefore mainly suitable for analysis of freshly iso-
lated cells and less for clinical samples, for which fixation and transport logistics
may lead to considerable degeneration of DNA. Additionally, when used on
complex genomes, MDA results in a significant rate of allele dropout [35].
To overcome the limitations of the previously described methods, we devel-

oped an adapter-linker PCR (LA-PCR) strategy that homogenously amplifies the
whole genome [36] and enabled for the first time reproducible application of
WGA of single cells isolated from patient samples. The method relies on a highly
specific restriction digest with MseI (restriction site TTAA) of double-stranded
DNA, which leads to an average fragment size of 162 bp and is followed by sub-
sequent ligation of one universal adapter to all fragments. As there is no random
component in the procedure, next to WGA (e.g., by comparative genomic
hybridization (CGH)) it is possible to easily design specific targeted downstream
assays that can easily be utilized for validation of the WGA, and somatic muta-
tions as well as gene amplifications of therapeutic targets can be assessed [31,37].
Recently, two new principles have been introduced to single-cell WGA. A T7-

based linear amplification (TLAD) method has been adopted for WGA [38]. In prin-
ciple, TLAD is resistant to sequence- and length-dependent bias, but as the protocol
is rather time-consuming it has not been widely used so far [39]. A second promis-
ing approach is the multiple-annealing and looping-based amplification cycles
(MALBAC) method [8,40] using a quasilinear amplification approach. Briefly, the
method utilizes random primers that hybridize to single-stranded template DNA. A
polymerase with strand-displacement activity generates 0.5- to 1.5-kb long semiam-
plicons that are melted off and then processed to full amplicons with complemen-
tary ends. These form a loop and are therefore removed from the template pool for
the following cycles, leading to a linear amplification of all such amplicons. Finally,
the method switches to an exponential amplification of full amplicons by PCR
reporting a high genomic coverage of a single-cell genome of 93%. A drawback of
the method, however, is the high allelic dropout indicated by the fact that one third
of the expected single nucleotide polymorphisms in a cell have not been called [8].

13.4
Molecular DNA Analysis in Single Cells

In principle, all types of genomic analyses applicable to millions of cells can also
be used for single-cell analysis. However, one always has to keep in mind the

294 13 Analysis of Nucleic Acids in Single Cells



drawbacks of WGA methods introduced by amplification of a single-cell genome
in general (i.e., allelic dropout, biased genome coverage, and sequence errors). As
described above, different WGA protocols may have disadvantages over one
another and specific intermediate steps frequently have to be introduced to opti-
mize the use of single-cell WGA products to established workflows.
This is especially true for targeted analysis of specific genes of interest, as in

classical Sanger sequencing. As many WGA methods rely on a random fragmen-
tation or even random primers for amplification, the design of specific primers
for the target of interest is turning into a game of pure chance. For these types
of analyses, WGA methods with known fragmentation sites and WGA primers
are best suited, as is the case for LA-PCR. By designing primers that are located
on the same MseI restriction fragment, allele dropout of single diploid cells
could be determined for multiple loci as 5–10% [31]. The same assay was applied
on disseminated cancer cells (DCC) of breast cancer patients, showing loss of
heterozygosity (LOH) in early disseminated DCCs [31,41]. Additionally, somatic
TP53 mutations in DCCs of patients with various cancers were detected, while
46 diploid cells of healthy donors did not show any mutation in seven analyzed
TP53 exons [37].
The same limitations apply to single-cell analysis by quantitative PCR (qPCR).

As WGA methods will show variation between individual samples, quantifica-
tion should not rely on measurements of single target and single reference loci,
but rather use multiple qPCR assays for the target of interest as well as multiple
PCRs on reference genes. Additionally, the resulting target/reference ratios
should be compared with a cohort of normal diploid cells. By applying these
criteria on single WGA products of DCCs obtained by LA-PCR, we could detect
human epidermal growth factor receptor (HER2) gene copy amplifications in
single breast DCCs [31]. In a prospective study on esophageal cancer, we applied
the same assay and found that HER2 gain in a single DCC was the most impor-
tant risk factor for poor outcome, while HER2 amplification at the primary site
was irrelevant [42].
The first genome-wide studies on single cells were performed by metaphase

CGH (mCGH), again mainly with LA-PCR utilized as the WGA method. In a
landmark study, we found that several DCCs isolated from the bone marrow of
one individual with manifest metastases (stage M1) displayed a high degree of
similarity in their chromosomal imbalances. In contrast, when patients were
clinically free of metastases (i.e., in clinical stage M0), we observed unexpected
genomic heterogeneity of tumor cells from the same individual in most patients
[37]. This heterogeneity between individual DCCs and between DCCs and their
corresponding primary tumor could be shown for breast cancer [31,41], esopha-
geal cancer [42], and prostate cancer [43]. One drawback of mCGH is the low
resolution, limiting the detection to chromosomal gains and losses of 10–20Mb,
which can be overcome by applying array CGH (aCGH) technologies. While first
studies using bacterial artificial chromosome (BAC) arrays did not significantly
improve the resolution [23,27,44], application of oligonucleotide arrays raised
expectations. Most patient-derived data is available for single cells amplified by
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GenomePlex (Sigma) and hybridization on Agilent human CGH arrays. This
workflow was used for detection of copy number aberrations in single breast
cancer DCCs [45] and single CTCs of colorectal cancer patients [46]. Recent
application of Agilent CGH arrays after single-cell MDA and LA-PCR reliably
detected chromosomal changes of 1 Mb and below in single cells [25,28,47].
Additionally, compared with GenomePlex, noise could be reduced significantly
[28]. However, the applicability of these aCGH workflows on a large number of
patient samples (e.g., DCCs or CTCs) still needs to be demonstrated.
Over the past few years, whole-genome sequencing (WGS) approaches have

been applied to single-cell WGA products. This type of analysis adds another
dimension to the quality of obtainable data, as nucleotide sequence and copy
number changes can be assessed. However, error rates of polymerases during
the WGA procedure reduce the quality of the data, and, especially in PCR-based
WGA methods, the introduced amplification bias impedes quantification and
reduces genomic coverage (reviewed in [48,49]). The amplification bias is the
most likely reason why recently developed MALBAC, which starts with a linear
amplification step, has so far demonstrated the highest genomic coverage (93%)
[8], compared with MDA-based (77%) [26] and DOP-PCR-based WGA methods
(6–36%) [24,26]. In principle, single-molecule sequencing technologies could
reduce amplification bias as they do not depend on WGA prior to sequencing.
However, these technologies themselves have high error rates and low sequenc-
ing efficiency [50,51].
For diagnostic purposes, analyzing the whole genome is still too expensive and

in the end not essential. Targeting a subset by genomic enrichment for
sequences of interest would enable multiplexing of patient samples, and lead to
cost efficiency and higher sensitivity for the targeted sequences. These subsets
could be composed of the whole exome [51,52] or specific genes of interest (i.e.,
specific disease) [53,54]. This strategy has recently been applied on single CTCs
of colorectal cancer patients after GenomePlex, uncovering mutations in known
oncogenes APC, KRAS, or PIK3CA [46]. Combining such a sequence-enrich-
ment approach with a non-random WGA method with low allelic dropout (e.g.,
LA-PCR) could open the door to single-cell diagnostics.

13.5
Approaches to Analyze RNA of a Single Cell

Although genomic DNA is more stable than RNA, and therefore better suited
for clinical use, especially for sample transport and logistics, important informa-
tion about the phenotype and functional characteristics of cells cannot be
extracted from genomic DNA.
Transcriptome analysis collects information on qualitative and quantitative

gene expression of a tissue sample or cell suspensions under certain conditions at
a certain time point. Normally gene expression-based investigations require RNA
amounts far beyond the RNA content of a single cell. However, comprehensive
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analysis of the transcriptome at the single-cell level has been increasingly per-
ceived as the key step to understanding cell diversity and intercellular communi-
cation driving developmental processes. Yet, technological developments to
analyze a few molecules have only advanced over the last 25 years to the point
that they could provide sufficiently accurate measurements of target mRNA levels
in single cells.
Single-cell transcriptome technologies can be divided in two categories: direct

imaging-based methods, which have the drawback that only a few genes can be
analyzed simultaneously, and indirect cDNA synthesis/preamplification-depen-
dent methods, which provide high-dimensional information of gene expression.
The first group comprises the real-time transcription detection systems [55–

58], single-molecule RNA-FISH [59–63], and in situ padlock probes followed by
rolling-circle amplification [64]. The M2 and the living microarray system enable
gene expression to be traced over time in living cells; however, the M2 system
carries the decisive disadvantage of cloning a bacteriophage M2 stem–loop cas-
sette in each singular gene to be analyzed. The development of the living micro-
array substantially improved real-time transcription visualization by using a
reverse transfection protocol to introduce fluorescent reporter plasmids into
independent clusters of monolayer cells to monitor promoter activity in single
cells. Recently, single-molecule RNA-FISH has become increasingly important
due to its sensitivity in visualizing transcripts in single cells. The possibility to
scale-up this method for high-throughput applications with automated compu-
tational detection allows scanning the transcription levels of a gene of interest in
an unlimited number of cells. The latest techniques [62,63] involve combinato-
rial barcoding of transcripts through specifically labeled oligonucleotide probes
unified with super-resolution imaging. Padlock probes are circularizable oligo-
nucleotide probes that detect short mRNA sequences with single-base resolution
at the site of ligation that can be multiplied by rolling-circle amplification.
Recently, the versatility of this method was shown by its potential to combine
detection of individual mRNA molecules with the detection of protein com-
plexes or post-translational modifications [65]. All these imaging-based tech-
niques represent direct approaches allowing the in situ detection of transcript
levels of genes in hundreds of cells in intact tissues, thereby preserving the spa-
tial information in the cellular and intercellular context.
The second group comprises reverse transcription (RT)-quantitative PCR

[66–68], gene expression profiling [69–76], and RNA-Seq [74,77–80]. The com-
mon basis of all these methods is the simultaneous multiplication of a multitude
of mRNA species with the well-established RT-PCR technology allowing genera-
tion of sufficient starting material for downstream analyses. The fundamental
question that needed to be adequately addressed in quantitative single-cell analy-
ses was the influence of the low mRNA amount present in single cells and the
highly variable mRNA levels between individual cells on experimental variations.
Studies thoroughly investigating experimental noise unraveled the contribution
of biological variance and technical variability in quantitative single-cell studies,
and provided guidelines to successfully conduct quantifications sensitive enough
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to reliably detect single transcripts in one cell [81,82]. Nevertheless, these studies
clearly showed that most technical variability is introduced by sample prepara-
tion and RT, followed by preamplification – the essential steps to generate suffi-
cient starting material for downstream analyses. This might be explained by the
stochastic sampling of small numbers of molecules and stochastic events in the
first few cycles of PCR, which are exponentially amplified leading to large quan-
tification errors. Two major principles are distinguished for the amplification of
low amounts of mRNA: (i) linear amplification, which is achieved by in vitro
transcription with T7 RNA polymerase [83], and (ii) exponential PCR amplifica-
tion, which is part of template switching PCR [84,85], lone-linker PCR [86], and
global PCR amplification [87]. In theory, linear amplification should be less
biased than exponential amplification, but it has the inherent disadvantage of a
stronger 3´ positional bias. As a consequence, two methods were developed
applying both amplification principles in a sequential manner [70,73].
To achieve reproducible and reliable gene expression results in single-cell RT-

qPCR, each experimental step needs to be optimized and validated very thor-
oughly in order to minimize transcript losses. Optimized assays should guaran-
tee high sensitivity and provide target specificity over 50 cycles without the
generation of unspecific products. The lack of transcript detection with a well-
established RT-qPCR assay in a given cell does not necessarily indicate that the
gene of interest is not expressed in this cell. The number of cDNA target mole-
cules might be below the detection level of the assay. Additionally, one must be
aware of the fact that the RNA detection level is unknown as RT efficiency is
strongly dependent on the secondary and tertiary structure of an RNA molecule.
Optimal performance of RT-qPCR assays can only be achieved by parallel analy-
sis of serial dilutions of full-length mRNAs of the transcription unit under
investigation.
Recent progress in microtranscriptomic technologies [68,88–90] has allowed

multiplex RT-qPCR assays in miniaturized volumes for extensive profiling of sin-
gle cells. Such dynamic arrays for microfluidic real-time PCR allow reproducible
and precise handling of liquids on a nanoliter scale, thereby enabling the uni-
form distribution of reaction components into individual reaction chambers. Sig-
nificant technological improvement was recently achieved by the introduction of
a high-throughput platform performing automated cell isolation, cell lysis, RT,
and sequence target preamplification. Direct coupling of the microfluidic single-
cell trapping and processing platform to the qPCR platform enables high-
precision RT-qPCR experiments to be performed on thousands of individual
cells [13].
A semiautomated gene expression system allows amplification-free direct digi-

tal multiplexed target profiling of single mRNA molecules of interest [91].
Each target gene is detected by a combination of capture and reporter probe,
with the latter carrying a unique color code at the 5´ end. Counting the number
of times this color-coded barcode is detected directly correlates with the gene
expression level of the target gene. The recent introduction of a single-cell
gene expression assay has expanded the utilization options of the platform, but
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requires an intermediate RT/cDNA preamplification step, exposing the method
to the same technical variability as all other indirect methods.
Gene expression analysis at the single-cell level on high-density oligo-

nucleotide microarrays has the same underlying constraints with respect to the
amplification of the starting material as RT-qPCR. However, microarray analyses
require relatively large amounts of homogeneously amplified cDNA libraries.
Microarray analyses have demonstrated the reproducible and representative
amplification of original mRNA samples serially diluted to the single-cell level
[70,71,73]. It was concluded that genes expressed at several hundred copies per
cell can be quantified, whereas those genes expressed in fewer than 20 copies are
less accurately amplified. According to the generation of the single-cell cDNA
libraries to be sequenced, RNA-Seq approaches can be divided in three catego-
ries: in vitro transcription (IVT), homopolymer tailing, and template-switching
approaches. CEL-Seq [77] is the only technique based on IVT-generated
sequencing libraries having the advantage of less-biased amplification and
strand-specific information, while being biased towards the 3´ end of genes. A
similar positional bias, albeit less pronounced, is an intrinsic property of the
homopolymer-tailing methods of Tang et al. [80] and Quartz-Seq [74]. Both
methods enable the cDNA strand to be amplified via PCR by addition of a
homopolymer tail to the first-strand cDNA. The template-switching approaches
STRT [78] and SMART-Seq [79] use the ability of Moloney murine leukemia
reverse transcriptases to add a short anchor of cytosines at the 5´ end of the
synthesized first-strand cDNA. The STRT approach thereby preserves
the strand-specific information. As 5´-capped RNA is the preferred target of the
template-switching process, cDNA libraries will be enriched for full-length tran-
scripts with the adverse effect that only those cDNA molecules that were reverse
transcribed until the 5´ end will be amplified.

13.6
Expression Analysis in Single Cells and its Biological Relevance in Cancer

Single-cell gene expression analysis has not yet found its way into routine clini-
cal diagnostics, although its potential in tumor diagnostics has been increasingly
recognized over the last 10 years. The major problem is the uniqueness of each
tumor with respect to cell composition and cell diversity, resulting in highly vari-
able transcript levels for the gene of interest among the different cell subpopula-
tions of a tumor. This makes it currently very difficult to reliably and
reproducibly identify gene expression-based biomarkers predicting treatment
decisions. As analyses of primary tumors, CTCs, and tumor cells at metastatic
sites might suggest that tumor progression could be monitored at all tumor sites
before and after treatment, single-cell analysis could be used to identify tumor
cells with deterministic value in diagnostic and prognostic applications, even if
tumor cells carry seemingly identical genomes. Several single-cell RT-qPCR
studies have already clearly demonstrated the heterogeneity of gene expression

13.6 Expression Analysis in Single Cells and its Biological Relevance in Cancer 299



in individual cells [12,68,92,93]. The validation of the prognostic and predictive
value of, for example, gene expression-based breast cancer prognosis signatures
(MammaPrint, Oncotype DX, and PAM50) in single CTCs of patients affected
by breast cancer in single-cell RT-qPCR assays executed on high-throughput
semiautomated and microtranscriptomic platforms might pave the way to
replace clinical diagnostics based on resected tumor biopsies by CTC-based
tumor diagnostics (“liquid biopsy”) being much more gentle on cancer patients.
Single-cell microarray gene expression profiling has also been proven to identify
biologically relevant differences among seemingly homogeneous cell popula-
tions. Such studies might also help to improve our understanding of what the
hallmarks of a cancer cell are on the gene expression level.

13.7
Thoughts on Bioinformatics Approaches

There are numerous software packages – commercial or freeware – available to
analyze high-dimensional data generated by RT-qPCR, gene expression profiling,
and RNA-Seq. None of them specifically addresses the issue of single-cell analy-
sis. The following considerations summarize briefly the essential effect of single-
cell-derived data sets on the main functions of these software packages.
Typically, single-cell RT-qPCR assays have been analyzed by the comparative

CT method [94], albeit the stochastic variation of transcription resulting in
highly variable transcripts levels was more and more realized as the inherent
challenge in single-cell gene expression profiling. A recent publication takes this
into account, and provides a framework for data exploration, quality control, and
differential expression testing in order to completely use the salient features of a
single-cell RT-qPCR experiment for optimal inference results [95].
To thoroughly analyze the more complex single-cell gene expression profil-

ing data generated by microarray technology, one has additionally to accu-
rately employ the algorithms for three major functions: normalization,
grouping, and feature reduction. In order to identify small differences in tran-
script levels among individual cells, the normalization method for global bias
removal must be carefully selected (e.g., normalization based on preselected
housekeeping genes might prove to be difficult as such genes show biological
expression variances in apparently homogeneous cell populations) [82].
Grouping methods help to identify genes that are coregulated or differentially
regulated in individual cells. Roughly, one can differentiate supervised and
unsupervised sets. Similar to grouping, feature reduction methods can also be
classified in these two sets. Feature reduction is used to remove redundant
information in order to identify characteristic features in high-dimensional
data. The effect of different grouping and feature reduction algorithms in a
single-cell application is nicely illustrated in Raychaudhuri et al. [96]. Never-
theless, the authors concluded that expression levels of key genes might still
be useful as surrogate markers.
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RNA-Seq generates large data sets of great complexity per experiment, requir-
ing even more computational power and sophisticated data analysis pipelines
than for microarray technology. As single-cell RNA-Seq analysis is not as mature
as single-cell gene expression profiling and the positional bias of the existing
methods is quite different, the precise effect of the different algorithms used in
standard RNA-Seq pipelines on single-cell RNA-Seq data sets is still unclear.
The effect of sequence mapping, transcriptome reconstruction, and expression
quantification on single-cell gene expression data therefore needs to be thor-
oughly investigated and adjusted to enable a more profound understanding of
the variations in gene expression among individual cells.

13.8
Future Impact of Single-Cell Analysis in Clinical Diagnosis

As elucidated above, genomic DNA is better suited for diagnostic approaches
than RNA. Importantly, several of the previously described WGA methods have
been adopted for commercially available single-cell WGA kits (Table 13.1), pav-
ing the way for the broad use of single-cell DNA analysis in many research labo-
ratories. In addition to the technical hurdles WGA has to overcome (i.e., allelic
dropout, sequence alteration, and homogeneous genome coverage), two addi-
tional criteria are of high importance for applying single-cell WGA in a clinical
diagnostic setting: (i) sufficient sample volume for test repetitions and (ii) reli-
able long-term storage without quality loss. Here, at the moment, the most reli-
able data was collected for LA-PCR-based WGA as established our group. As all
steps during the WGA protocol are non-random, reamplification of material is
easily feasible [31,97] and stable results after long-term storage of more than 10
years have been demonstrated [37,47].
In the future, an important issue will be to develop assays that meticulously

assess the quality of single-cell WGA products. Here, better-suited methods
beyond mere measurement of DNA concentration after WGA will have to be
developed in order to ensure that the information obtained by single-cell analy-
sis really is reliable and can be used for clinical decision making. As an example,
it has been described that CTCs are frequently apoptotic [98], and thus DNA
fragmentation and degradation have already initiated.
Basically, two major problems currently prevent the transformation of single-

cell-based nucleic acid analysis in routine clinical diagnosis: (i) the
unprecedented number and variability of sequence errors derived by amplifica-
tion from one single cell, and (ii) the need to evaluate RNA reference housekeep-
ing genes in each clinical sample for normalization in gene expression profiling.
In the case of RNA, RNase stability requires additional measures for sample
logistics.
Combining high-dimensional transcriptomic and genomic information of the

same cell [99] would allow us to correct for sequencing errors, and therefore to
directly link phenotype and genotype (Figure 13.1). The error-free sequence
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information generated by this method would be limited only to the gene copies
expressed in a single cell at the time point of analysis. A further improvement
would be the adaptation of the duplex sequencing method [100] to the single-
cell level. This method improves the accuracy in next-generation sequencing by
a magnitude of 10-million-fold under standard experimental settings by using
unique identifiers for each starting molecule. Translating this sequencing accu-
racy to the single-cell level would allow us to transform routine clinical cancer
diagnosis towards single-cell molecular diagnostics.
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14
Detecting Dysregulated Processes and Pathways
Daniel Stöckel and Hans-Peter Lenhof

14.1
Introduction

Differential expression analysis has opened novel avenues to study the mecha-
nisms of pathogenic processes, and to gain deeper insights into the initiation
and progression of complex diseases such as cancer. While differential
expression analysis has the potential to revolutionize the diagnosis, prognosis,
and therapy of diseases, the translation of these approaches into routine clini-
cal practice remains a major challenge. Over the past decade, a large number
of publications have provided strong evidence that comprehensive expression
profiles are excellent biomarkers [1–7] for almost any relevant clinical task;
however, almost none of these approaches has made it into clinical applica-
tion and routine. One reason for this is the noisy, high-dimensional data pro-
duced by biotechnological high-throughput methods. This requires that the
applied statistical methods are especially robust and disregard much of the
intricate interplay of the measured genes in order to battle the “curse of
dimensionality” [8]. A more severe problem, however, is that batch effects
caused, for example, by different experimental environments may dominate
the signal in the data and thus complicate or even prevent the implementa-
tion of standardized routines. Additionally, the rapid development of new bio-
technological high-throughput methods, such as next-generation sequencing
(NGS), leads to a quick switchover of the experimental platforms that all
have their individual technical specifics and problems, and hence require
novel specialized analysis methods and pipelines.
In an ideal situation, the comparison of the biological processes in, for exam-

ple, tumor and normal cells would be based on comprehensive time series data
sets that provide the complete molecular contents of the different cell types,
including the three-dimensional positions of all molecules in the cells (and in
the extracellular matrix) for each time point. However, nowadays such a ideal
starting point for differential analysis must still be considered as a vision or even
a utopian dream. Despite the impressive technological progress that has been
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made in the field of proteomics during the last decade, only a few thousands of
the proteins in a sample can be quantified using state-of-the-art experimental
setups [9]. Instead of quantifying proteins in a sample directly, mRNA expres-
sion can be measured as an approximation. However, this relies on the assump-
tion that the number of mRNA copies in the cell is proportional to the amount
of produced proteins, neglecting the fact that due to post-transcriptional regula-
tion, mRNA and protein expression are often only weakly correlated [10].
For more than 10 years, microarrays have been the state-of-the-art for meas-

uring comprehensive expression profiles of genes, although they are now quickly
being replaced by NGS technologies, called RNA-Seq [11–13]. Both technologies
are relatively cost-efficient, require tolerable experimental effort, and allow for
measuring the expression of all genes simultaneously. However, both methods
also produce rather noisy data sets that have to be normalized using sophisti-
cated statistical approaches. Additionally, microarrays and RNA-Seq approaches
can also be used to measure the expression profiles of non-coding RNAs
(ncRNAs) present in the cells [14,15]. The number of ncRNAs is steadily
increasing and novel insights into the roles of ncRNAs in normal and pathogenic
biological processes underline the relevance and importance of these non-coding
RNAs (e.g., [16–18]). An important class of ncRNAs are so-called microRNAs
(miRNAs) that play a central role in transcriptional and post-transcriptional reg-
ulation of gene expression. Mature miRNAs are short, around 22-nucleotide
long RNAs that, together with a number of proteins, build the so-called RNA-
induced silencing complex (RISC). This complex is able to recognize and bind
to sequences within specific target mRNAs that are at least partially complemen-
tary to the miRNA sequence. This reaction usually leads to a negative regulation
of the corresponding gene products by either degradation of the mRNA or by
translational suppression. However, there are also many instances where the
expression of the target mRNA seems to be positively regulated. As a single type
of miRNA can target various genes, changes of the expression level of such miR-
NAs may have a strong influence on human metabolism and may even control
entire cellular processes. For humans, at the time of writing (May 2014), roughly
1900 precursor and 2600 mature miRNA sequences can be found in the mirBase
repository (release 20) [19], with new miRNAs routinely being discovered. Dys-
regulation of miRNAs has been shown to be linked to various diseases and path-
ological mechanisms [20–22]. Accordingly, miRNAs are of great interest for
diagnostic and therapeutic purposes.
In this chapter, we review bioinformatics approaches for detecting dysregu-

lated genes, biological categories, pathways, and subnetworks that are based on
the differential analyses of mRNA and/or ncRNA expression profiles. We will
further discuss how the resulting information on dysregulated processes can be
used to improve diagnostics, prognostics, as well as therapy stratification. Due to
space constraints, we are not able to present all known methods and algorithms,
let alone their underlying mathematical concepts. Instead, we will sketch a selec-
tion of popular approaches for selected topics. For complementary introductions
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into the fields of probability theory, statistics, and machine learning, we refer the
reader elsewhere [23–25].
In Section 14.2, we familiarize the reader with expression data and the meth-

ods used to prepare and normalize the data. In Section 14.3, we introduce the
biological networks that are used in the presented bioinformatics approaches.
We summarize standard approaches for measuring the degree of dysregulation
of single genes in Section 14.4. Section 14.5 presents an overview of approaches
for Over-Representation Analysis (ORA) and Gene Set Enrichment Analysis
(GSEA). Effective and efficient methods for detecting dysregulated pathways and
subnetworks in biological networks are described in Section 14.6. As the analysis
of miRNAs data requires different tools than mRNA data, we will introduce
these concepts separately in Section 14.7. Finally, with Section 14.8 we venture
in to mostly unexplored territory and provide an outlook on differential network
analysis.

14.2
Measuring and Normalizing Expression Profiles

The bioinformatics approaches presented in this chapter combine and integrate
comprehensive expression profiles and biological networks in order to:

� Elucidate the molecular mechanisms of pathogenic processes.� Identify characteristic expression profiles for certain diseases or even disease
subtypes (biomarkers).� Detect putative target molecules for the therapy of diseases.� Optimize therapies (therapy stratification).

Understanding these methods, however, requires basic knowledge of the dif-
ferent types of expression data, which will be introduced in this section.
We start with a short summary of expression data focusing on microarray

technology. We briefly describe the experimental setup, and list some popular
methods used for preparing and normalizing the raw expression data. For NGS
technologies and the corresponding normalization approaches, we refer the
reader elsewhere (e.g., [26,27]).

14.2.1

Microarray Experiments

Here, we discuss the processing that is necessary to transform the raw readout of
a microarray experiment into usable and comparable expression values. As a
detailed discussion of all available microarray platforms, let alone RNA-Seq tech-
niques, is beyond the scope of this chapter, we limit ourselves to the widely used
Affymetrix GeneChip technology.
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The key idea of RNA microarrays is to capture selected transcripts via comple-
mentary probes that have been immobilized on a substrate (e.g., a glass slide). To
this end, Affymetrix microarrays are designed as a rectangular grid where each
cell or spot of the two-dimensional grid contains many copies of an oligo-
nucleotide probe that is complementary to a part of a specific transcript. The
oligonucleotides are constructed using a photolithographic process and have a
length of 25 bases. Every transcript of interest is covered by approximately 10
probes. Modern chips with millions of probes or spots on a single array cover
the exons of all genes, but may also cover splice junctions and ncRNA tran-
scripts [28].
For analyzing RNA extracted from cells or tissues, the purified RNA is reverse

transcribed. The resulting cDNA is then amplified using polymerase chain
reaction (PCR). During this step fluorescence markers are incorporated into the
cDNA. In the next step, the labeled cDNA is put on the chip and hybridizes with
complementary transcripts on the microarray. After several washing steps that
remove unspecifically hybridized transcripts, the chip is read using a laser scan-
ner. This results in a set of monochrome images. The intensities of the spots are
subsequently transformed into expression measures for the target transcripts.

14.2.2
Normalization

Many factors involved in the process described in the previous section may add
noise to the raw microarray data, including unspecific hybridization. To control
this error, Affymetrix chips contain perfect match (PM) and mismatch (MM)
probes. MM probes target the same sequence as PM probes, but differ in one or
a few nucleotides. The simplest way to account for background noise is to com-
pute the quantity PM – MM. This strategy, in a modified version, is used by the
MAS 5.0 [29] vendor software. However, it has been shown [30,31] that using
MM values can be unreliable as these are often larger than their PM counter-
parts. Irizarry et al. [31,32] propose the RMA (Robust Multiarray Average) pro-
cedure, which only relies on the PM values for background correction. To
ensure comparability across arrays, RMA applies quantile normalization (QN),
which effectively matches the expression value distribution across arrays. QN is
a non-parametric method that maps the quantiles of a source distribution (the
measured data) to a target distribution. For expression data the target distribu-
tion is usually assumed to be a normal or log-normal distribution. Furthermore,
probes targeting the same transcripts, so-called probe sets, must be summarized
in order to obtain a per-transcript expression measure. This is achieved by using
a linear model. RMA has established itself as the de facto standard for the analy-
sis of Affymetrix microarray data.
RMA uses the QN procedure. An alternative normalization approach is vari-

ance stabilizing normalization (VSN) [33]. It is based on the observation that
measurements at high intensities exhibit a larger variance than those at low
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intensities. VSN compensates for this effect by considering additive and multi-
plicative error terms.
In general, the choice of the appropriate normalization technique is strongly

dependent on the platform used. Figure 14.1 visualizes the impact of the normal-
ization methods on the processed data. For a more detailed introduction to low-
level microarray analysis, we refer the reader to Huber et al. [34].

Figure 14.1 MA plots of the sample
GSM368775 from the GSE14767 Gene Expres-
sion Omnibus (GEO) series. MA plots are com-
monly used to examine microarray data for
unwanted dependence between expression
strength and differential expression. The M
axis shows the log difference between sample
and control data, whereas the A axis shows
the mean of the logarithmized sample and
control. IQR denotes the interquartile range. In
panel (a) no processing has been performed

and the variance of the data is dependent on
expression intensities. Background correction
(b) (here, using the RMA method) can signifi-
cantly change the shape of the data leading to
an overall trend towards under expression.
VSN (c) equalizes the variance along the M
axis, the overall distribution of the data is
hardly changed. QN (d) always generates a
well shaped distribution, even in the case of
corrupt chips, which can be problematic for
further analysis.
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14.2.3

Batch Effects

Variations of the expression levels not caused by biological effects but by
changes of experimental conditions are called batch effects. The causes of batch
effect range from spatial and temporal factors leading to, for example, variations
of the temperature or of the atmospheric ozone levels to slight differences in the
“batches” of chemical reagents used, and variations in sample preparation and in
the experimental protocol. The platform employed (e.g., the model of microarray
or sequencer) can also lead to vastly differing results.
Hence, when combining the results from multiple expression experiments, it is

necessary to correct for batch effects that arise from different experimental set-
tings. If not accounted for, batch effects can bias the results of an analysis. For
example, let us assume that in a large cancer study all healthy tissue has been
analyzed on one day and all cancer samples on another day. In this situation, it
is likely that features distinguishing healthy and cancer samples are only classifi-
ers for the day the samples were obtained and not meaningful biomarkers.
Although this problem can be alleviated by employing a sensible experimental
design featuring concurrent measurements of healthy and diseased samples, the
fact that the data was generated in two batches can still pose a problem. In prac-
tice, the clustering of samples from, for example, different laboratories will likely
result in clusters corresponding to the laboratories rather than the actual clinical
condition of the sample.
Methods like DWD [35], SVA [36], ComBat [37], or RUV-2 [38] allow us to

reduce this type of bias from combined data sets. However, all methods except
RUV-2 rely on a good experimental design, where every batch contains at least
one sample of every condition. RUV-2 instead requires a user-defined set of
genes that is expected to show differential expression and a set of genes that is
expected to remain constant. Moreover, it should be noted that a reasonable
sample count is needed to allow all methods to operate reliably. Batch correction
may also remove real biological variations and correlations. For more details we
refer the reader to the survey by Lazar et al. [39], which gives an overview over
available strategies for the removal of batch effects.

14.3
Biological Networks

Human metabolism is a enormously complex biochemical process involving
hundreds of thousands or even millions of different molecules that interact in a
highly interwoven way. The endeavor to understand at least tiny parts of the
human metabolism required the artificial decomposition of the metabolism into
smaller manageable parts that we now call biological processes, categories, or
pathways, which have been classified and structured in ontologies and that are
collected and stored in a variety of databases. One of the best known projects
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here is the Gene Ontology (GO) [40] project that provides a hierarchy of terms
that both categorize and annotate known genes and proteins across species. In
Section 14.5, we will present methods which operate on categories that can
directly be extracted from GO. Other databases like KEGG [41], Reactome [42],
or BIND [43] contain pathways – sets of reactions and binding events in which
genes, proteins, RNA, and metabolites take part, and that together define a bio-
logical function. This leads us to the concept of biological networks. In general, a
biological network is a graph G � �V ;E�, where the set V of nodes represents
biological entities such as genes, proteins, or metabolites and the set E⊆V � V
of edges their molecular interactions. A protein–protein interaction (PPI) net-
work, for example, is a graph G � �V ;E� where the node set V consists of pro-
teins. If two proteins v1; v2 ∈ V are believed to interact in some way, the two
nodes are connected by an edge (v1; v2). Other types of biological networks are
metabolic and signaling or regulatory networks. Metabolic networks encode how
metabolites are converted by enzymes, gene regulatory networks describe
how genes regulate each other, and signaling networks encode the information
flow in the cell. Network databases often incorporate multiple interaction types
such that the interactions contained need to be filtered for the information of
interest. Another important aspect when working with network data is of course
the quality of the data. Projects like KEGG, Reactome, or DIP [41,42,44] carefully
examine published studies in order to create a manually curated compilation of
reliable interaction data. This modus operandi guarantees high-quality databases,
but tends to be labor-intensive and may lead to a lack of many true interactions.
Text-mining-based approaches that automatically scan a corpus of publications
for interactions have also been developed (e.g., [45–47]). While these methods
require significantly less manpower, they also lead to more false-positive entries.
Prediction methods can be used to infer biological networks from data, and are
used to build interaction databases like OPHID [48] and PIPs [49]. However, it
should be noted that the high dimensionality of the network inference task
requires a huge amount of data for producing reliable predictions. Even then
these networks contain a high amount of errors. Nevertheless, if no network
data for a given set of genes or an entire organism is available, these methods
can provide valuable insights [50,51]. We will revisit the idea of network infer-
ence in the context of cancer therapy (see Section 14.8). Finally, meta databases
like STRING [52] or information systems like BN++ [53] or ONDEX [54] inte-
grate existing databases and several data sources into large data warehouses.
Besides resulting in a larger dataset, this approach has the advantage that, a con-
fidence value can be assigned to each entry based on the frequency of its occur-
rence in the source databases.

14.4
Measuring the Degree of Deregulation of Individual Genes

We now assume that we are given the normalized expression data sets from a
sample group S (e.g., expression data of cancer tissues) and of a control group C
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(e.g., expression data of healthy tissues). The first step of any analysis is the
determination of the degree of deregulation for each individual gene and, if pos-
sible, the calculation of a significance value or P-value for each gene. To this end,
various established statistical methods are available for microarray and RNA-Seq
data.

14.4.1

Microarray Data

As mentioned in Section 14.2.2, we assume that the expression values for each
gene and both groups are normally distributed. However, if the control and sam-
ple groups consist of only a few data points, a reliable estimation of the standard
deviation is not possible. In this case, where the standard approaches are not
applicable, one has to resort to simple measures such as the log-fold quotient:

di ≔ log
bμsibμci
� �

where bμsi and bμci are the estimated mean expression values of gene i in the sam-
ple and the control group. It should be noted that no significance information is
available in this case and thus no statistical reliability can be assigned to the
obtained scores. When comparing a single sample j (e.g., obtained from one of
the cancer patients) against a larger background distribution, the z-score is the
measure of choice:

zij ≔
xij � bμcibσci

where xij denotes the expression value of gene i in sample j and bσci denotes the
sample standard deviation of gene i in the control group. In a research scenario
where larger cohorts are available, the use of Student’s t-statistic is often recom-
mended (for the sake of readability, we drop the subscript i):

t≔
bμs � bμcffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffibσ2c=jC j � bσ2s=jSjq

In Figure 14.2 we applied the t-statistics to simulated data and computed a P-
value for the value obtained.
More advanced methods, like the shrinkage t-statistics by Opgen-Rhein and

Strimmer [55], improve upon Student’s t-statistic. The key idea of the shrinkage
t-statistics is not to directly use the usual estimator for the variance:

bσ2i � 1
m � 1

Xm
j�1

xij � bμi� �2
where m is the number of samples, xij ∈ R is the expression value of gene i in
sample j, and bμi �Pm

j�1 xij=m the respective sample mean. Instead, the estimates
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for the standard deviation bσi are “shrunk” towards the median standard deviation
across all genes bσmedian:

bσ*i � λ*bσmedian � �1 � λ*�bσi
The optimal mixing proportion λ* is given by:

λ* � min 1;

Pn
k�1dVar�bσk�Pn

i�1 �bσi � bσmedian�2
 !

The term dVar�bσi� denotes an estimate of the variance of the computed stan-
dard deviations and can easily be derived from the data. For an overview of other
suitable test statistics, see [55], for example.

14.4.2

RNA-Seq Data

RNA-Seq uses short-read sequencing technology for quantifying the expression
of a transcript. The reads are aligned to the transcriptome or genome and often
the (normalized) read count per gene directly serves as a measure for expression
(see Section 14.2). This is a substantial difference to the microarray case, where
transcription is measured indirectly via fluorescence intensities.
As we are dealing with count data though, assuming a continuous distribution

such as the normal distribution for analysis is not appropriate. Instead, most
methods for differential expression estimation either assume an underlying Pois-
son or negative binomial distribution. Examples for this are the method
by Marioni et al. [13] and the DEGseq [56] package (Poisson) as well as edgeR
[57] and DESeq [58] (Negative Binomial). More recent methods such as
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Figure 14.2 The estimated density of two
groups drawn from randomly generated,
normally distributed random variables
(μc � 1; μs � 3; σc � 2; σs � 1:5). Each group

consists of 20 samples. The t-test reports a sig-
nificant shift of the two random groups at
confidence level α � 0:05. Dashed lines repre-
sent the estimated sample means.
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MMSEQ [59], RSEM [60], Cufflinks [61], and BitSeq [62] incorporate both:
methods for the computation of per transcript expression values and differential
expression estimation. Thus, they are capable of estimating expression for haplo-
types or splicing isoforms individually.
The detection of differentially expressed genes in RNA-Seq data is a very

active research area and thus choosing or recommending specific methods is dif-
ficult. However, we would like to note that the set of detected differential genes
can vastly differ between two approaches, as outlined by various studies [63–65].
Thus, in order to control the false-positive rate, we recommend being conserva-
tive with respect to choosing significance levels.

14.5
Over-Representation Analysis and Gene Set Enrichment Analysis

Using one of the standard methods discussed in the previous section, the degree
of dysregulation for every gene can be calculated and stored in a list
L � �d1; . . . ; dn� sorted in a descending order such that the most upregulated
gene g1 has the value d1 and the most downregulated gene gn has the value dn.
A standard problem in computational biology is the following: given the vector L
and a biological category or process represented by a set S of genes, we would
like to know if the category is dysregulated (i.e., if the process is up- or
downregulated).
The most popular approaches for the analysis of gene sets are ORA [66] and

GSEA [67]. Both methods test if a predefined category of genes S is enriched
with differentially expressed genes. ORA requires the user to select a threshold c
for determining the set L´ � L of differentially expressed genes. Here, gene i is
considered differentially expressed if jdij � c (or di � c or di � �c, respectively).
Assume that t dysregulated genes out of L´ are part of S. A P-value can be
assigned to S by calculating the probability that t or more genes of L´ are mem-
bers of S using the hypergeometric distribution:

p�T � t� � 1 �Xt
i�0

jL´j
i

� � jLj � jL´ j
jSj � i

� �
jLj
jSj

� � (14.1)

The choice of a threshold c for determining the set of differentially
expressed genes is of course problematic. While setting the value too high
may result in significant categories not being detected, setting the value too
low may lead to many false-positive discoveries. GSEA overcomes this prob-
lem by considering all genes. The fundamental idea is that a category is sig-
nificantly enriched with upregulated (downregulated) genes if its genes are
accumulated at the top (bottom) of the sorted list L. This can be formalized
using the Kolmogorov–Smirnov running-sum statistics [68]: when traversing
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the list from top to bottom, every time a gene from the category is encoun-
tered, the so-called running sum RS�i� is increased (RS�i� � RS�i � 1� � w�

i )
and decreased otherwise (RS�i� � RS�i � 1� � w�

i ). See Figure 14.3.
The maximal deviation Dmax of the running sum from zero is used as a test

statistic. Here, Dmax is the largest occurring absolute value of the running sum
while iterating over the list L:

Dmax � max
i

kRS�i� k (14.2)

If the elements of a category are equally distributed throughout the list, the
running sum will oscillate around the “zero line” and the resulting Dmax value
will be small. If, however, there is an enrichment of genes from the considered
category at the top (bottom), Dmax will take larger values. GSEA approaches dif-
fer in the way the magnitudes of the increments and decrements of the running
sum are chosen. They can be roughly classified in weighted and unweighted
methods (e.g., [67,69]). The significance of the test values Dmax are usually com-
puted using permutation tests. In the case of unweighted GSEA, an exact algo-
rithm [69] for the calculation of P-values is available.
Ackermann and Strimmer [70] have conducted an extensive survey of gene set

analysis and they have carried out comprehensive tests of the different
approaches. Their results indicated, among others, that simple statistics like the
sum, mean, or median of the single gene statistics, the max-mean statistics, or
the Wilcoxon rank-sum test may show a similar or even better performance
than GESA approaches dependent on the test conditions. The authors also
describe a sophisticated modular framework for gene set enrichment analysis.
Nevertheless GSEA and ORA are standard tools for the analysis of expression
data, and are routinely applied in a multitude of scenarios. For reviews on
GSEA, see Nam et al. [71] or Song et al. [72], for example.
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Figure 14.3 Kolmogorov–Smirnov running-sum statistics computed from simulated data.
Three situations are depicted that commonly arise: the genes belonging to the query category
are enriched at the beginning (a), the end (b), or uniformly distributed across the list (c).
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14.5.1

Multiple Hypothesis Testing

When discussing gene set enrichment approaches it is important to alert the
reader to the issue of multiple hypothesis testing. Statistical tests such as ORA
and GSEA require a user-defined threshold α that defines the risk of making a
type I error: rejecting the H0 hypothesis although it was true. This significance
level separates the data points that the user believes to be significant from those
he/she believes to be insignificant. As enrichment methods usually assess multi-
ple categories, it becomes likely that some categories are reported as significant
due to pure chance. If we assume that 100 (random) categories will be tested at a
significance level of α � 0:05, we can expect α ? 100 � 5 categories for which the
H0 hypothesis is wrongly rejected. In order to counteract this error, P-value
adjustments such as the Bonferroni [73] and Benjamini–Hochberg [74] proce-
dures must be performed. Roback et al. [75] give a detailed overview on the mul-
tiple hypothesis testing problem and discuss cases in which adjustment is or is
not appropriate.

14.5.2

Network-based GSEA Approaches

A common problem of the classical gene set approaches is that, although they
consider groups of genes that are usually part of the same biological process,
they treat every gene as independent from the others. However, genes that inter-
act in a biological process have strong interdependencies that may bias the
results of these classical set-based statistical approaches. Hence, novel GSEA
approaches make great efforts to consider and model the interdependencies
between the genes involved, which usually requires the availability of an interac-
tion or regulatory network that describes the interactions between the genes or
the corresponding proteins.
An example of a gene set approach that uses knowledge about gene or protein

interactions is the Gene Graph Enrichment Analysis (GGEA) procedure by
Geistlinger et al. [76]. GGEA scores pathways according to the consistency of
the measured expression patterns and known regulatory interactions. The con-
sistency of the regulations is determined via a Petri Net [77] model and scored
for significance using permutation tests. Glaab et al. published EnrichNet [78],
which incorporates network data in a different fashion. Starting from a set of
differentially expressed genes, so-called seed genes, the authors apply a random
walk with restarts (RWR) method to calculate distance scores for the remaining
nodes that measure the distance to the seed nodes. In order to select signifi-
cantly enriched pathways the node scores are discretized into m equally sized
bins Bj. The score of a pathway P is then given by:

d�P� �Xm
j�1

f p� j� � f a� j�
j ?m
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where f p� j� is the percentage of gene scores of target genes that are found in P
and are placed in bin j:

f p� j� � 100 ?
jBj∩PjPm

j�1
jBj∩Pj

The quantity f a� j� represents the expected percentage of genes in each bin
across all pathways and thus encodes the background distribution.
In contrast to models taking only known interactions into account, it is possi-

ble to learn putative interactions from the data. An example for such an
approach is SAM-GS proposed by Dinu et al. [79]. SAM-GS models the expres-
sion data as samples from a multivariate normal distribution and applies Demp-
ster’s test statistics [80] for scoring the distance between the means of the two
groups.

14.6
Detecting Deregulated Networks and Pathways

The tremendous progress in information technology has facilitated the collec-
tion of enormous sets of molecular interactions and reactions in single data-
bases. Consequently, modeling and analysis of these interactions using, for
example, graph structures and networks is now a common task. Also, modern
biotechnological high-throughput methods allow for measuring vast amounts of
expression data. This data – combined with molecular networks – opens novel
avenues for the analysis of complex biological and pathological processes.
A problem that has received major attention in the last 10 years is the detec-

tion of pathways and subnetworks that are dysregulated in pathogenic processes.
Here, the input of the problem consists of:

� A PPI network or a regulatory network G � �V ;E� where the node set V
represents genes or proteins and the edge set E the known interactions
between the genes or proteins.� A list L � �d1; . . . ; dn� of real numbers di mirroring the degree of
deregulation of gene/protein i, represented by the node vi of the network G.
In the following we will refer to di as the gene score.

The goal is to find the pathways or connected subnetworks in the network G
that are maximally dysregulated. Here, the degree of deregulation of a pathway
or subnetwork P is usually measured as a function of the degrees of the involved
nodes (e.g., the sum of the degrees of the nodes contained in P):

d�P� � X
vi ∈ P

di
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As we will see later, some approaches map weights mirroring the differential
expression to the edges of the graph or they map suitable weights to both nodes
and edges.
In 2002, Ideker et al. [81] presented the first approach for detecting “active

subnetworks, i.e., connected sets of genes with unexpectedly high levels of differ-
ential expression.” They considered networks that combined PPIs and protein–
DNA (regulatory) interactions of yeast, and they formulated the computational
challenge as follows: “What are the signaling and regulatory interactions in con-
trol of the observed gene expression changes? How is this control exerted?”
Ideker et al. calculate for each gene i a P-value pi using the program VERA [82]
and convert this P-value into a z-score zi � Φ�1�1 � pi�, where Φ�1 is the inverse
normal cumulative distribution function. Given a connected subnetwork G´ ⊆G
of size k, an aggregate z-score zG´ for the subnetwork is calculated as:

zG´ � 1ffiffiffi
k

p X
vi ∈ G´

zi

The significance of such a z-score zG´ is determined by a calibration against a
background distribution of randomly sampled sets of genes of size k whose
nodes need not induce a connected subgraph of G. Ideker et al. generated such
background distributions using a Monte Carlo approach. If μk is the mean score
of a sufficiently large collection of random gene sets and σk its standard devia-
tion, then:

sG´ � zG´ � μk
σk

can be used as a corrected subnet score. Based on this scoring scheme, Ideker
et al. have developed a heuristic optimization approach for finding the maximal-
scoring connected subgraph. Since this problem is NP-hard, they implemented a
simulated annealing approach. The implementation was tested on a yeast knock-
out study dataset and was able to recover well known regulatory paths from the
employed PPI network. This approach is freely available in the jActiveModules
Cytoscape [83] plug-in.
In 2005, Rajagopalan and Agarwal [84] proposed a modified scoring function

and an effective heuristic based on the above work. These modifications avoid
very large, uninterpretable solutions and lead to tremendous improvements of
the algorithm’s running time.
Ulitsky et al. [85] developed DEGAS – an algorithm that searches for minimal

connected subnetworks in which the number of dysregulated genes in almost all
diseased samples exceeds a given threshold. More precisely, the goal is to detect
a minimal connected subnetwork with at least k nodes differentially expressed in
all but l analyzed samples. Hence, the approach has two parameters that are easy
to interpret: (i) k, the number of differentially expressed genes, and (ii) l the
number of allowed outliers. Let G � �V ;E� be an undirected graph that repre-
sents, for example, a PPI network. Ulitsky et al. name a subset V ´ ⊆V a
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connected (k; l)-cover if the subgraph induced by the node set V ´ is connected
and fulfills the property defined above (i.e., the induced subgraph contains at
least k nodes differentially expressed in all but l samples). For a given parameter
pair (k; l), the goal is to find the smallest connected (k; l)-cover. The authors
show that the problem can be formulated as a Connected Set Cover Problem
[86] and present some practical heuristics for this NP-hard problem that have
provable performance guarantees. Their evaluations on various disease datasets
(including Parkinson’s disease and tongue cancer) report the consistently higher
ability of DEGAS to retrieve known, disease-associated KEGG pathways than
their competitors.
Most approaches for detecting deregulated subnetworks search for a maxi-

mum weight connected subgraph of a given size k (i.e., the goal is to find the
connected subgraph G´ ⊆G of size k where the sum of the weights of the nodes
(or edges) is maximal). Dittrich et al. [87] provided the first algorithm able to
solve the problem of finding a maximum weight connected subgraph to optimal-
ity if the considered problem instances are not too large. They transform the
problem into an equivalent prize-collection Steiner Tree problem and apply an
existing, efficient ILP (integer linear programming) solution [88]. An implemen-
tation of the algorithm is available in the BioNet package [89] for the R environ-
ment [90]. Another ILP approach has been proposed by Backes et al. [91]. In
contrast to the BioNet approach, it considers a directed graph representing, for
example, a regulatory network. The approach aims at finding maximum weight
connected subgraphs G´ where all nodes v´ ∈ G´ are reachable from a designated
root node vR that also belongs to G´(cf. Figure 14.4). This root node could be a
molecular key player that might be “responsible” for the observed differential
deregulation of the detected subgraph. Moreover, the corresponding gene or
protein may represent an ideal target molecule for a therapy that aims at revers-
ing and normalizing the malignant dysregulated processes.
Let L � �d1; . . . ; dn� ∈ R

n be the vector of gene scores, X � �x1; . . . ; xn� ∈ B
n

a vector with binary variables indicating the choice of subgraph vertices (xi � 1 if
vi is selected and 0 otherwise), and Y � �y1; . . . ; yn� ∈ B

n a vector with binary
variables indicating the choice of the root node (yi � 1 if vi is the selected root
node and 0 otherwise). The complete ILP of Backes et al. [91] with the objective
function and all constraints is given below:

max
X;Y ∈ Bn

X
i

dixi s:t: (14.3)X
i

xi � k (14.4)X
i

yi � 1 (14.5)

xi � yi �
X

j ∈ In�fig�
xj � 0;∀i (14.6)
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X
i ∈ C

�xi � yi� �
X

j ∈ In�C�
xj � jCj � 1;∀C (14.7)

yi � xi;∀i (14.8)

Equations (14.4)–(14.5) ensure that exactly k vertices are part of the solution
and that exactly one root node is chosen. By the inequalities (Equation 14.6)
we ensure for each selected vertex that it is either the root node or that at
least one of its parent nodes (parents are given by the set In(.)) has been
selected. As, for example, subgraphs consisting of two disconnected cycles ful-
fill these equations, the inequalities (Equation 14.7) have to be added to dis-
allow these cases explicitly. These constraints ensure that selected cycles C
either contain the root node or that a selected vertex outside of C with an
edge to a node in C exists. Inequalities (Equation 14.8) ensure that the root
node has to be one of the selected nodes. Based on the above ILP formulation,
Backes et al. [91] have developed and implemented a Branch&Cut algorithm
using CPLEX 12 [92]. This Branch&Cut algorithm is available as a stand-alone
executable or through a web interface [93].
The HotNet algorithm [94] searches for deregulated subgraphs in a graph

derived from the input network. Every edge (s; v) in the so-called influence
graph, reflects the influence of a vertex s on a vertex v. This influence is com-
puted by simulating how information, which is being pumped into s at a

Figure 14.4 The resulting subgraphs computed by the ILP approach of Backes et al. [91]
applied to the GDS2161 and GDS2162 GEO data sets. The subgraph size ranges from 3 to 20.
Red denotes overexpression and green denotes underexpression.

324 14 Detecting Dysregulated Processes and Pathways



constant rate, diffuses across the graph. Let f s�t� � �f sv1 �t�; :::; f svN �t�� be the
amount of information available in the nodes vi at time t, and bs be a vector
with 1 on the sth position and 0 otherwise. The diffusion process is given by:

df s�t�
dt

� ��L � γI�f s�t� � bsu�t� (14.9)

where γ is some positive constant and u�t� is the Heaviside step function. The
graph Laplacian L is defined as L≔D � A, where D is the diagonal matrix of
vertex degrees and A is the adjacency matrix of the graph. The steady-state solu-
tion of Equation (14.9) is only dependent on bs and given by:

f *s � �L � γI��1bs:
Solving this for every vertex, the final adjacency matrix of the influence graph

w is then defined as w�i; j� � min�jf *ij j; jf *jij�. The authors propose two heuristics
for finding maximal subnetworks in the influence graph. The first heuristics
approximates the (connected) maximum coverage problem, whilst the second
heuristics uses a simple thresholding strategy. Note that the detected subnet-
works need not be connected in the original graph. HotNet was originally
designed to work with single nucleotide polymorphism data; however, a general-
ized version taking arbitrary node scores as input is also available.
Dao et al. [95] propose a randomized algorithm that features a polynomial

worst-case running time. They use color-coding to obtain a subnetwork that is
“optimally discriminative” between two states with high probability. Color-cod-
ing is an algorithmic technique that was first applied for the detection of paths
and cycles of predefined length k [96]. The basic idea behind color-coding is to
randomly assign one of k colors to every vertex. Then, starting from every ver-
tex, colorful paths (paths that contain every color exactly once) are searched.
Finding a colorful path is easy, as, in contrast to standard path search algorithms,
not the visited vertices, but only the found colors need to be tracked. This ran-
dom search is repeated until the probability of having missed a path falls below a
predefined threshold. Dao et al. employ the color-coding scheme not for finding
paths, but for detecting the maximum colorful subgraph using a dynamic pro-
gramming algorithm. The colorful subgraph with the highest score is reported
as the final result of the algorithm. Let δ be the probability of not discovering
maximum scoring subgraph. The required number of iterations ni for achieving
δ is bound by:

ni � ln�1=δ�ek
In contrast to the above algorithms that detects maximally dysregulated sub-

graphs, the FiDePa algorithm [97] searches for paths of a given length k that
maximize the running sum score of the unweighted GSEA procedure (see Equa-
tion 14.2). The algorithm assigns a rank to every node according to its differen-
tial expression and considers all paths of length k as competing categories. Using
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an efficient dynamic programming approach, it calculates the most significant
paths of length k. If the considered graph G is a directed acyclic graph, the algo-
rithm guarantees optimality. Otherwise, if the graph contains cycles, they will be
disregarded by the dynamic programming approach and hence in this case the
algorithm may provide suboptimal solutions. Moreover, multiple suboptimal
solutions can be computed if desired. Being based on unweighted GSEA it is
possible to compute exact P-values for the discovered paths [69]. Cabusora et al.
[98] presented a related approach that is also based on the identification of opti-
mal paths that are subsequently unified to subnetworks. Starting from a set of
seed nodes, the authors identify the shortest paths between them using Dijkstra’s
algorithm. Additional paths are added according to the k-shortest paths defini-
tion. Excessively long paths are excluded by an additional constraint. The result-
ing subnetwork is then given by the union of all identified paths and is
subsequently scored for significance following the concepts of Ideker et al. [81].

14.7
miRNA Expression Data

The development of RNA-Seq and specific miRNA microarrays allows us to
measure the expression of all known miRNAs simultaneously. Analyzing and
interpreting this data is, however, even more challenging than mRNA expression
profiles. First, only few miRNAs are functionally annotated, making it difficult to
interpret the effect of the deregulation of most differentially expressed miRNAs.
Second, miRNA genes have yet to find their way into regulatory network data-
bases. The main reason for this, besides the relative youth of the field, is how
miRNAs bind to their targets. The recognition of target mRNAs via their 3´
untranslated region allows for mismatches and imperfections, usually only rely-
ing on perfect complementarity of bases 2–7, the so-called seed region [99]. This
introduces a significant amount of fuzziness into the target recognition of
miRNA, which often manifests as off-target effects due to “random” seed region
matching [100]. Hence, the reliable detection of miRNA targets is an important
challenge in computational biology. Commonly used methods for this task are
based on RNA–RNA interaction prediction [101,102] or machine learning [103].
In this context, paired miRNA–mRNA expression profiling has proved to have
great potential for the identification of novel interactions [104–106].
More important for the purpose of diagnostics is the question of functional

annotation of miRNAs. For this purpose, target prediction methods can be used.
The basic idea here follows the guilt-by-association principle: assigning the func-
tion the target is annotated with to the query miRNA solely based on their
interaction.
Similarly, it is possible to use (predicted) miRNA targets as a proxy for detect-

ing enriched annotations. By mapping differentially expressed miRNAs into the
pathways and categories of their targets, methods like ORA and GSEA (see Sec-
tion 14.5) can easily be carried over to the miRNA scenario. This method,

326 14 Detecting Dysregulated Processes and Pathways



besides other resources, is provided in the miRGator database [107]. Laczny
et al. expand on this idea by requiring that the miRNA and mRNA expression
pattern in a given dataset is consistent. Here consistent means that the
deregulation of the mRNA and miRNA are dependent as determined using the
χ2-test [108]. The resulting miRTrail procedure is available as a Web server.

14.8
Differential Network Analysis

So far we have covered methods that implicitly assume that the topology of the
underlying interaction networks remain unchanged between control and sample.
For cancer datasets this is not true. Mutations in cancer cells can cause genes to
lose or gain the ability to bind targets. In terms of networks, such mutations
result in a rewiring or reprogramming of the cellular interaction network. Tradi-
tional expression profile analysis cannot capture these rewiring events, as the
expression of a gene alone is not indicative of its interactions with other genes.
Also, RNA-Seq profiles only partially solve this problem as the function of a
gene may be affected by mutations in non-coding regions that are difficult to
interpret.
If, however, for both states – control and diseased – an interaction network

were to be determined, we could easily identify novel or missing interactions by
comparing the edges of both networks. The analysis not of the expression
changes of a single gene, but rather the study of the changing interactions of
nodes in a network is called differential network analysis. Ideker and Krogan
[109] discuss differential network analysis approaches based on specialized inter-
action screens. While specialized assays are, no doubt, more powerful than
generic expression studies, we restrict ourselves to using data from the latter,
which are more commonly performed in diagnostic settings. Probably the sim-
plest approach to differential network analysis is differential coexpression analy-
sis as discussed by de la Fuente [110]. For both groups, Pearson’s correlation is
computed for every pair of genes. These correlations are compared across the
groups and significant differences are reported. However, plain correlations can
be difficult to interpret in the presence of confounding factors. Let us assume
that genes A and B are regulated by C. We would observe a high correlation
between A and B, although no interaction between the two exists.
For this reason, recent methods based on Gaussian graphical models [111] and

especially the graphical lasso algorithm [112] have become popular. Oversimpli-
fying the idea of the graphical lasso is to construct networks based on penalized
partial correlations. This means that when computing the correlation between
two variables the influences of all other variables are accounted for and small
correlation values are likely to be set to zero. Oyen et al. [113] present a version
of the graphical lasso that allows the estimation of two networks, one for each
group, simultaneously. The key idea behind this approach is that, in general,
most interactions remain intact and only a few, prominent differences manifest
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in the predicted interaction networks. Parikh et al. have proposed a similar pro-
cedure called TreeGL [114], which is capable of estimating a whole hierarchy of
networks.
As only sparse resources concerning miRNA interaction and regulatory net-

works are available, the idea of network inference is especially useful for the
analysis of miRNA datasets. Volinia et al. extract Bayesian networks from
miRNA expression data for reference and cancer patients, and demonstrate that
regulatory reprogramming also affects regulations mediated by miRNA [115].
Finally, we would like to remind the reader that reliable network inference is

only possible for small gene sets and large datasets. This of course makes an
application in a diagnostic setting, where only one or few samples per patient
are available, difficult.

14.9
Conclusion

We have presented methods for detecting dysregulated processes and pathways.
Building upon the success of simple statistical methods like ORA and GSEA, a
large variety of powerful methods has been developed that are tailored towards
different types of data and use cases. In particular, network-based approaches
show promise for incorporation into diagnostics, as they give concrete hints
towards the cause of a disease. However, despite the availability of many high-
quality methods, deployment in a diagnostics workflow is a non-trivial task due
to, on the one hand, technical hurdles such as experimental protocols and soft-
ware usability and, on the other hand, acceptance problems of predictions from
a “black box” method. In order to overcome these difficulties and enable the
creation of a modern, efficient system for diagnosis, continued coordination and
collaboration between medicine and computational biology is mandatory.
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15
Companion Diagnostics and Beyond – An Essential Element
in the Puzzle of Transforming Healthcare
Jan Kirsten

15.1
Introduction

Nucleic acid-based diagnostics testing is a strongly emerging field and has shown
very promising results. With these new inventions, the possibility that therapeu-
tic problems (e.g., low efficacy and side-effects) can be solved by genomics and
related biomarker testing is becoming a reality. The use of nucleic acid-based
diagnostic tests as guiding elements for a specific drug has become the essential
element of companion diagnostics (CDx). An example would be the selection of
the best-responding patient population by a genetic marker for a specific thera-
peutic agent. This scientific revolution has become day-to-day medical reality
and a promising solution for financially stretched healthcare systems. As this
chapter will show, the benefit of nucleic acid-based CDx tests is twofold – it
results in improved medical outcome and at the same time in lower healthcare
costs due to personalized targeted treatment.

15.2
The Healthcare Environment

A series of fundamental, interlinked changes dominate the global healthcare
agenda. The needs and costs of global healthcare will continue to grow over the
next few decades. On the demand side, the population is aging in developed
countries, emerging markets are increasingly establishing access to healthcare,
and the convergence of lifestyles around the globe will continue to shift disease
profiles toward chronic diseases. On the cost side, a substantial share of the
growth in spending in developed countries is attributable to incremental techno-
logical innovation and health system inefficiencies. In emerging countries, pri-
marily macroeconomic factors (GDP and population increases) are driving
spending upwards.
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Governments around the world are trying to counter these developments by
reviewing their roles in the healthcare market. Specifically, they are empowering
national regulators to verify cost-benefits of new products. Mechanisms are being
implemented to review the cost-opportunity of products such as health technol-
ogy assessments, formulary reviews, budget neutrality thresholds, and so on.
To succeed in this new cost and quality control environment, healthcare

companies need to understand how to leverage technological breakthroughs
that promise to address previously unmet medical needs while creating value
propositions. This strategy should be structured on holistic integrated solu-
tions that improve effective utilization of medical technologies and services
by leveraging existing and new diagnostic tests. CDx is an essential element
in this context.

15.3
What is Companion Diagnostics?

In general, diagnostics have been suggested as a way to reduce overall healthcare
costs (e.g., through earlier detection of disease or risk proposition). The tradi-
tional application for in vitro diagnostic (IVD) testing has been clinical diagnosis.
In fact, it is estimated that such testing comprises 70% or more of the data used
to diagnose diseases and medical conditions. However, IVDs are increasingly
being utilized for screening, where test results provide physicians with objective
feedback that can be incorporated into clinical decision making for the purpose
of improving outcomes. In this context, CDx has to be seen has an evolutionary
continuance of IVD tests with the goal to ensure the optimal use of a drug as
part of therapy.
Today, there is no uniform definition for CDx. A variety of well-known insti-

tutions have defined it differently:

An IVD companion diagnostic device is an in vitro diagnostic device that
provides information that is essential for the safe and effective use of a
corresponding therapeutic product. (US Food and Drug Administration

(FDA): In Vitro Companion Diagnostics Draft Guidance, 2011, http://
www.fda.gov/MedicalDevices/DeviceRegulationandGuidance/Guidance-

Documents/ucm262292.htm (accessed August 7, 2013).)

Companion diagnostics are tests that provide predictive data as to the
suitability of a therapeutic approach and an estimation of the progress of
treatment. (Kalorama Information: Companion Diagnostics Market, 2008)

Companion diagnostics are tests that provide information about a
patient’s genetic and genomic characteristics that is then used to make
therapeutic treatment decisions. (In Vitro Diagnostics: The Complete

Regulatory Guide, 2010)
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Companion diagnostics are [diagnostics] geared by definition towards a
therapy decisions for a particular drug. (PWC: Diagnostics 2009: Moving
Towards Personalized Medicine, http://www.pwc.com/us/en/healthcare/
publications/diagnostics-2009-moving-towards-personalized-medicine.

jhtml (accessed August 7, 2013).)

Simplified, CDx can be defined as a diagnostic approved in conjunction with a
specific drug for select patients who are eligible for the medication. The drug can
only be sold in conjunction with the CDx. In this context, CDx is part of the
labeling for the drug.

15.4
What are the Drivers for Companion Diagnostics?

All drivers for the increase of use of CDx have their basis in the challenges
Pharma is facing. In summary, there are two key drivers.
The first driver is based on increased hurdles by regulators for new drugs to

make it to market. This has resulted in the request to Pharma to show better
cost-effectiveness compared with an existing class of drugs while demonstrating
equal or fewer side-effects. Such proof has already been linked to pricing in some
countries and formulary inclusion by a majority of payers. In this context, CDx is
used for selecting patients most eligible for a new drug, showing higher effective-
ness in this selected patient population and allowing Pharma to combat these
new market proof demands.
The second driver is that Pharma companies are becoming financially strained.

Over the next few years, an unprecedented volume of sales will be at risk
because of patent expirations (e.g., 2012 blockbusters with around US$67 billion
in sales will lose exclusivity) [1].
Moreover, the number of new molecular entities dropped from 49 to 27

between 1997 and 2007. Attrition [1] has been worsening, and the majority of
new compounds are not delivering returns that justify research and development
(R&D) costs. At the same time, R&D spend is rising. As an example, average cost
per product has reached more than US$1.3 billion with a success rate from pre-
clinical at around 8% [1].
CDx allows for more targeted drug development, helping Pharma companies

to select early the most promising drug candidates. Overall benefits include:

� Avoiding unnecessary R&D costs (faster and safer trials; higher efficacy of
drugs in stratified populations).� Increased chance of successful market launch and pricing.

It is important to note that with the use of CDx, the potential market for drugs
will always be limited to the patient population that, by diagnostic proof, is 100%
eligible for the drug. In addition, the Pharma company depends on the diagnos-
tic players with respect to the parallel approval of the CDx with drug. If the CDx
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test faces approval challenges and is delayed, the drug also cannot be launched
subject to the direct dependency of the drug on the CDx. This aspect has worr-
ied Pharma for a long time. Table 15.1 lists the benefits and concerns of CDx for
Pharma companies.
Due to the pressures described above, Pharma companies are increasingly

embracing CDx despite worries of lower sales. This is reflected in:

� More than 70% of Pharma companies have dedicated 22 out of 100 full-time
equivalents to work on CDx projects [2].� A few Pharma companies have build their own CDx units in-house (e.g.,
Novartis).1)� Almost all major Pharma players have engaged in CDx partnerships [3].� Significant numbers of drugs in development are already accompanied by
CDx (e.g., up to 60% for Hoffmann-La Roche) in clinical trials.2)

15.5
Companion Diagnostics Market

The CDx market starts off from a small basis. CDx is a small but fast-growing,
promising subsegment of molecular diagnostics (MDx). This is because of the
dominance of molecular tests found in CDx. However, CDx also includes a
smaller degree of immunohistochemistry (IHC) and fluorescence in situ hybrid-
ization (FISH). Most CDx applications to date have been focused on tandem
cancer products (e.g., Herceptin/HercepTest and Gleevec/Ventana Anti-c-KIT)
and viruses (e.g., tests and drugs for HIV and hepatitis C). Today, around 1% of

Table 15.1 Overview of the benefits and concerns of Pharma with respect to CDx.

Benefits Concerns

Targeted R&D projects with higher success
rates
Demonstrable higher efficacy
Reduction of side-effects
Potentially smaller trial groups
Resulting faster approval of drug
Resulting easier market access negotiations

Reduced target population resulting in less prod-
uct sold
Uncertainty about price compensation for vol-
ume reduction
Dependence on diagnostic player: timely devel-
opment of test and continuous availability of test
Complexity of parallel approval for drug and test

1) Our own research.
2) “More than 60% of our pharmaceutical pipeline projects are coupled with the development of CDx

in order to make treatments more effective. The recent launches (. . .) are examples of the concept
of personalized healthcare becoming reality” (S. Schwan, CEO Roche, September 5, 2012); Roche
Investor Presentation.
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marketed drugs have a CDx and approximately 10% of marketed drugs have
pharmacogenomics information as part of their labeling.3)

There is significant growth potential reflected in the increasing importance of
biomarkers in drug development:

� 35% of late development pipelines (phase IIb–IV) rely on biomarkers [4].� 58% of preclinical trials rely on biomarker data [5].

Today, the market for CDx is estimated at around $1.3 billion and reflects
1.7% of the total IVD market; more than 85% of all CDx tests are molecular tests
or IHC/FISH.4) See Figure 15.1.
All market figures are estimated because in many cases financial terms of part-

nerships are not disclosed. Interestingly, it is known that the fee-for-service deal
structure is usually preferred, which shows the dominance of Pharma in the
business model today.
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Figure 15.1 IVD and CDx market 2011 (in US
$ billion). 1Including equipment, kits, reagents
and lab test services, split regarding technolo-
gies (histopathology, molecular biology
methods) based on sales of respective kits.
(Sources: The Market for Companion Diagnos-
tics (Kalorama, 2008); The Worldwide Market

for IVD (Kalorama, 2012); In Vitro & Companion
Diagnostics Industry – Yearbook 2010 (GBI
Research, 2011); Medical Imaging Market:
X-Ray, Digital X-Ray and CT (Kalorama, 2011);
Medical Imaging Market: MRI and Ultrasound
(Kalorama, 2012); Roche; BCG Analysis.)

3) Our own research and Boston Consulting Group (BCG) analysis (2012).
4) The Market for Companion Diagnostics (Kalorama, 2008); The Worldwide Market for IVD

(Kalorama, 2012); In vitro & Companion Diagnostics Industry – Yearbook 2010 (GBI Research,
2011); Medical Imaging Market: X-Ray, Digital X-Ray and CT (Kalorama, 2011); Medical Imaging
Market: MRI and Ultrasound (Kalorama, 2012); Own research, Boston Consulting Group (BCG)
analysis (2012); Roche investor presentation (2011).
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In 2011, the FDA required CDx testing for around 17 drugs. The most mar-
keted CDx tests are associated with oncology. The secondary focus is on HIV,
myelodysplastic syndrome, and cystic fibrosis. See Figure 15.2.
It is expected that the CDx market will grow 14% until 2020, to US$4.2 billion.

The number of CDx partnerships between Pharma and diagnostic companies
has increased in recent years, reaching 30 in 2011.
The current dominant CDx test providers with the most CDx deals are Roche;

Abbott, Siemens, Qiagen, Dako, and Life Technologies. These CDx providers can
be separated into two groups: (i) the large IVD players Roche, Abbott, and Sie-
mens Healthcare, and (ii) the specialized MDx players such as Qiagen, Life Tech-
nologies, Dako and many other small companies (e.g., Foundation Medicine or
MDx Health). After the acquisitions of Clarient and SeqWright, GE is also posi-
tioned in the market for CDx with relevant molecular capabilities for oncology.
In addition, Pharma companies like Novartis have started to build up their

own CDx capabilities, for internal use only, in order to decrease their depen-
dency on diagnostic companies and to ensure a better alignment of the develop-
ment of drugs with CDx. Table 15.2 gives a general overview of the different
company types competing in the CDx market.
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Figure 15.2 CDx market 2011–2020 by therapeutic area (in US$ billion).
5)
Driven by pipeline

projects in additional therapeutic areas: central nervous system, musculoskeletal, metabolic/
hormonal disorders. (Sources: See Figure 15.1.)

5) The market for companion diagnostics (Kalorama 2008); The worldwide market for IVD (Kalor-
ama 2012); In vitro & companion diagnostics industry – yearbook 2010 (GBI research 2011); Med-
ical imaging market: X-Ray, digital x-ray and CT (Kalorama 2011); Medical imaging market: MRI
and ultrasound (Kalorama 2012); Own research, Boston Consulting Group (BCG) analysis (2012);
Roche investor presentation (2011); FDA webpage: http://www.fda.gov/MedicalDevices/
ProductsandMedicalProcedures/InVitroDiagnostics/ucm301431.htm (accessed 07. Aug 2013).
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15.6
Partnerships and Business Models for Companion Diagnostics

CDx partnerships are, in most cases, non-exclusive. In general, Pharma compa-
nies create partnerships with several diagnostic companies that develop and pro-
vide the CDx test at a later date. With few exceptions, diagnostic companies
have developed and launched a CDx test on their own. Classical partnership
examples are listed in Table 15.3.
To better understand the business models, including revenue mechanics of

CDx partnerships, it is important to put Pharma challenges in the context of the
their value chain – from R&D to Life Cycle Management (LCM).
Figure 15.3 gives an overview of the different starting points for CDx partner-

ships along the Pharma value chain. Figure 15.3 also shows the current Pharma
challenges as drivers for CDx collaborations. The first three models at the top of
Figure 15.3 are common today. However, an increasing number of Pharma com-
panies also see the value of diagnostics improving the value of existing drugs (see
also Section 15.8).
In the context of the different partnering concepts, the potential revenue mod-

els have to be seen as part of the overall business model configuration. Table 15.4
gives an overview of different revenue models, standalones or in combination,
depending on the business model envisaged.
The combination of different partnering and revenue models results in three

major business models for diagnostic companies. In theory, more models are

Table 15.2 Overview of the types of companyies involved in the CDx market.a)

Pharma companies Diagnostic companies

IVD and Pharma
division in the
same company

Diagnostics unit
for in-house use
in Pharma
company

Pure molec-
ular diag-
nostic
players

Imaging
diagnostic
player
with some
MDx

Full in vitro
imaging diag-
nostic player
including IT

Company
example

Roche; Johnson
& Johnson

Novartis Qiagen; Life
Technology;
MDx Health

GE Siemens
Healthcare

Description Stand-alone diag-
nostics business.
Several known
internal collabo-
rations between
Pharma and
diagnostics.

Capability to
develop own
IVD/CDx tests.
Diagnostics units
focus mainly on
development of
CDx for own
drugs.

Focus on
molecular
technology/
expertise.

Focus on
imaging.
First steps
in IVD.
GE enters
into CDx
mainly in
oncology.

Balanced in
vitro and imag-
ing diagnostic
portfolio.
Several CDx
partnerships
with Pharma in
different
indications.

a) Source: own research 2012.
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possible, but the three given in Table 15.5 reflect the majority of currently exist-
ing business types.

15.7
Regulatory Environment for Companion Diagnostics Tests [6]

Diagnostics have different regulatory requirements and timelines compared with
Pharma. This is a key challenge in the parallel development of a CDx and drug,
which must be carefully coordinated. In general, the requirements for CDx tests
are similar to IVD tests. They need to show:

� Analytical and clinical performance.� Safety requirements depending on risk classification.

The approval procedure takes an average 12–18 months.
An exception is Laboratory Developed Tests (LTDs), they do not require FDA

approval but are governed under oversight mechanisms such as CLIA (Clinical
Laboratory Improvements Amendments). However, the FDA mandates that new
technologies need FDA approval for use of clinical diagnostics [7]. Furthermore,
LDTs have limits with respect to their geographical expansion.

Table 15.3 Examples of CDx partnerships.

Approved
drug

Pharma
company

Diagnostic
company

Indication Description

Gleevec Novartis Multiple (e.g.,
Ventana)

Gastrointestinal
stroma tumor

Conventional FDA approval
2001 for chronic myeloid
leukemia.
2002, approval of theranostic
(c-kita) test) only suitable for
10% of patients.

Herceptin Roche Dako Breast cancer Herceptin proved ineffective
in phase 3 trial in overall
population.
Received FDA approval for
HER26-positive tumors
together with companion
diagnostic in 1998.

Vectibix Amgen Qiagen Colorectal
cancer

Conventional FDA approval
in 2006.
EU approval requiring KRAS
testing in 2007.
US label update in 2009:
KRAS testing mandatory.

a) Cytokine receptor CD117.
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Today, the United State is far advanced in terms of CDx awareness and guid-
ance compared with the European Union. The FDA, which is the US regulatory
body, released guidance on IVD CDx in July 2011. In this context, a uniform
CDx pathway is being developed by the FDA. While the FDA is in charge of the
CDx approval process, manufacturers are expected to coordinate with the
respective institutions, such as the CDRH (Center for Devices and Radiological
Health) and the CDER/CBER (Center for Drug Evaluation and Research/Center
for Biologics Evaluation and Research). In the United States, it is also possible to
have a joint evaluation of the pharmaceutical and diagnostic test (i.e., an investi-
gation in the same clinical study).
In the European Union, the European Medicines Agency (EMA) is the Euro-

pean regulatory body in charge of the approval of CDx tests. The EU medical
device directive for CDx is currently under revision but presently no uniform
EU approach exists. Therefore, the regulatory landscape in Europe is very heter-
ogeneous with different national approval procedures. This means that all CDx
test are treated as normal IVD tests in Europe requiring a CE mark for Euro-
pean-wide market access under the common EU directive [8]. However, for spe-
cific CDx approval, the decisions are made at the national level. Different to the
United States, in Europe the drug and test are evaluated separately.
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Figure 15.3 Overview of different CDx collaboration models.
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In summary, the regulatory environment continues to be challenging for CDx,
especially in Europe. However, both the FDA and EMA are working on better
regulations.

15.8
Outlook – Beyond Companion Diagnostics Towards Holistic Solutions

In the future, healthcare systems will favor more technologies and solutions that
maximize the output of healthcare supply for their spend. CDx is the first step
towards a more efficient and better care provision. The question is what will be
the next wave after CDx? Which technologies will generate breakthroughs, and
how will holistic approaches to diseases and their management change the
patient path and the industry value chain?
On the one hand, only technologies that fulfill future healthcare system-

demanded efficiencies will be successful on the market and be real break-
throughs. These include non-diagnostic technologies, such as devices and infor-
mation technology (IT)/mHealth (mobile health).

Table 15.4 Overview of major revenue models in CDx.

Revenue model Description

R&D revenue models
Upfront payment Diagnostic company requests upfront payments when entering into

a CDx partnership, before R&D starts. This helps to ensure covering
a part of the development costs and reduces the risk for the diagnos-
tic company.

Fee-for-service/con-
tract research

Diagnostic company is paid for CDx development services done for
Pharma R&D. End-product to be owned by Pharma. Payment is
based on per used full-time equivalents or annual lump sum.

R&D cost sharing Sharing of R&D cost for CDx development between Pharma and
diagnostic company. This model is often linked to royalty payments
when product is marketed.

Milestones Diagnostic company development progress is based on reaching
defined milestones in development of CDx. Payments only are trig-
gered when agreed upon milestone is reached. Payment for each
milestone can differ and is pre-agreed.

Market revenue models

Royalties For the developed CDx and related intellectual property the Pharma
company grants a percentage of drug sales to the diagnostic com-
pany. The Pharma company can also guarantee minimum revenue
from CDx and reduce the risk exposure for the diagnostic company.

Reimbursement The diagnostic company gets reimbursed for the CDx from payors.
The reimbursement differs depending on the complexity of the test.
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Table 15.5 Overview of major business models along the Pharma value chain.

Launch LCM Sales 

Approval
Research Intensive Model1

Fully Integrated Discovery & Development Model2

New drug 3a LCM 3c
Failed
drugs

3b

No Research, Development Only Model 3

Research Pre-clinical Clinical  Phase I-III 

No. Business model Description

1 Research-intensive model (RIM) Diagnostic platform, tool-based, and service model
seeking to commercialize services, marker, and
technology for Pharma companies.
In general three submodels within RIM can be
identified:

� Platform provider, offering the use of their plat-
form (e.g., Hologic)

� Proprietary content provider, offering proprietary
asset content (e.g., Qiagen)

� Service
� Service provider, only offering services (e.g.,
Clarient)

Target: contracting with one or more alliance
partner(s) who needs support in drug and target
research.
Revenue model focused mostly on fee-for-service
and milestone payments.

2 Fully integrated discovery and
development model (FIDDM)

Diagnostic platform companies extend existing
capabilities to take innovation further along the
product development process, including launch and
commercialization of CDx.

Target: alliance on more favorable terms than RIM,
due to longer involvement in value chain.

Revenue model can cover any payment from fee-
for-service, milestone and upfront payment, royal-
ties on drug, and respective reimbursement for
CDx.

3 No research, development only
(NRDO)

Focus is on different development models but no
research work considered. Three major different
business models can be differentiated.

3a Diagnostic company only supports drug develop-
ment activities along clinical phases 1–3. Thus, any
diagnostic can be leveraged. Revenue models are
mostly fee-for-service, milestone, and upfront
payment.

(continued)
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One example with high potential is an evolving new group of diagnostic tests –
specialized molecular tests – providing higher efficiency for the treatment and
system by going beyond simply screening, stratifying patients, or confirming the
presence of a disease – called “complementing diagnostics.” Complementing
diagnostics predict risks, diagnose different disease stages, and allow monitoring
of therapeutic response. A complementing diagnostic refers to any diagnostic
test that optimizes the treatment as described above, but is not part of a drug
label. This means the treatment (e.g., the drug) can be sold without the comple-
menting diagnostic test.
With this paradigm change, the role and importance of point of care (POC)

and imaging will change.
Future POC testing will offer rapid turnaround results (usually minutes). In

some cases, test results will be obtained without the use of sophisticated ana-
lyzers. Typically, speed and convenience is achieved at the expense of quantity
of information. As such, POC tests typically provide simple yes/no or posi-
tive/negative results. This allows for higher flexibility in the use of “any”
molecular IVD tests with respect of the location where the test is done and
also with respect of the user (also medical-technical assistants can use future
POC systems easily). Major obstacles to fully realize this potential include the
fact that the majority of tests are manual and thus prone to operator error, a
lack of connectivity with information systems, and narrow menus that require
separate devices for different tests. Once these issues are addressed by advan-
ces in automation, wireless technology, and miniaturization, and the number
and scope of tests increases, the importance and increase utilization of POC
testing will accelerate.
The relevance of imaging within healthcare is expected to increase because

physiological information that an IVD cannot provide is an important element

3b Diagnostic company supports diagnostic test devel-
opment to allow for higher efficacy or better risk
control after drug failure in approval process. Goal
is to re-launch drug together with CDx. Revenue
models are mostly milestone and upfront payment.
Royalties on drug and respective reimbursement for
CDx are possible.

3c Diagnostic company supports diagnostic test devel-
opment for existing drug. To be relaunched as new
bundle with improved outcome (including clinical
trial) to extend life cycle. Revenue model not proven
yet. Most likely based on royalties on stabilized or
increased drug sales and bundle reimbursement
revenues.

Table 15.5 (Continued)

No. Business model Description
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for early detection and understanding of certain diseases and their progression,
such as cancer, cardiovascular disease, respiratory disease, orthopedic and spinal
conditions, and neurological disorders. As such, there is tremendous pressure to
develop more effective screening technologies to assist with the prevention and
treatment of major diseases. Diagnostic imaging is included in this effort, with
the emphasis on improving the accuracy, efficiency, functionality, yield, and
speed of the instrumentation, while lowering their cost, increasing accessibility,
and reducing radiation exposure.
In this context, the emerging role of devices has to be understood. Devices can

be intelligent injection devices, such as RebiSmart, or sensor devices that moni-
tor movements. Such devices support the increasing role of monitoring. For
example, patient adherence has been identified as a major lever, with non-com-
pliant patients costing almost twice as much as compliant ones. Therefore,
devices and monitoring technologies that increase adherence, either by facilitat-
ing delivery or by monitoring and reporting compliance, will gain importance.
Therefore, drug–device combinations that increase adherence, and therefore
increase the health outcome of the treatment, will increasingly be supportive to
healthcare systems.
On the other hand, combination of different diagnostics, devices, IT, and ther-

apeutics (drug and surgery) to “one holistic solution” that improves medical out-
comes will emerge. In simple terms, “leveraging the existing and new” by using
diagnostics (IVD and/or imaging), IT, and drugs in a more efficient combination
along the treatment pathway will become a new trend.
Holistic solutions have to be seen as the final stadium. Such solutions would

not only be restricted to certain aspects of care, but would also take into account
the entire life-long treatment for any condition of the patient.
Future solutions will most likely consist of five basic elements combined in a

holistic solution:

� An optimized care pathway for a specific medical condition involving the
most adequate diagnostic procedures.� Decision support tools (e.g., to help classify patients into risk groups).� An IT platform to enable management of the solution and exchange
between stakeholders� The therapeutic (drug and/or surgery).� Program management to provide control, support, quality assurance, and
monitoring of outcomes.

In addition to improving quality of care, such holistic solutions aim to
decrease costs of care for the healthcare system, not just for the provider. To
realize both of these aims, more complex collaborations between diagnostic
companies, therapeutic companies, healthcare providers, and payors will be key.
This will ensure such holistic solutions can target all aspects of the healthcare
delivery system, including inpatient and outpatient care.
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With the transformation of healthcare systems, new incentives for healthcare
player’s new revenue models will emerge:

� Result/outcome-based payments.� Complex bundle payments for solutions (e.g., diagnostic, drug, service, and IT).

Nevertheless, several challenges are expected to slow the adoption of such
solutions. These include:

� The disruptive nature of the approach, which runs contrary to current medi-
cal industry business models and clinical practice.� Patient privacy concerns, especially regarding the potential misuse of patient
information (e.g., genetic information).� The laborious nature of biomarker discovery, even with advances in geno-
mics and proteomics.� Overall costs of advanced testing, especially as reimbursement generally lags
behind technological development.� Lack of predicate devices for regulatory approval.� The need for strategic alliances between diagnostics Pharma companies,
providers, and payors.

In addition, there is a significant scientific complexity behind holistic solutions
as molecular understanding of disease is still insufficient for development in
some areas. Furthermore, it is difficult to obtain a clinical evidence base because
it often takes thousands of patients to develop, leading to more than a decade of
downtime. Additionally, it will be hard to guarantee intellectual property protec-
tion for a new biomarker and IT solution.
In light of these challenges, the changing value pools in healthcare have to be

evaluated diligently to identify new profit pools companies can tap into. This will
help open up opportunities to create synergies and additional benefits through
integration of products and technologies.

References

1 Our own research and BCG analysis (2012)
– internal project.

2 Tufts Center for the Study of Drug
Development, Impact Reports November
2010 FDA, Cutting Edge Information.

3 Tufts Center for the Study of Drug
Development, Impact Reports July 2011,
FDA, Cutting Edge Information.

4 Tufts Center for the Study of Drug
Development, Impact Reports November
2010 and July 2011, FDA, Cutting Edge
Information.

5 Tufts Center for the Study of Drug
Development, Impact Reports November
2010 and July 2011, FDA, Cutting Edge
Information.

6 Miller, I. et al. (2012) Market access
challenges in the EU for high medical value
diagnostic tests. Personalized Medicine, 8
(2), 137–148.

7 McKinsey (2013) Personalized Medicine –
The Path Forward, http://www.mckinsey.
com/~/media/mckinsey/dotcom/
client_service/Pharma%20and%20Medical%
20Products/PMP%20NEW/PDFs/McKinsey
%20on%20Personalized%20Medicine%
20March%202013.ashx (accessed August 7,
2013).

8 European Directive on In Vitro Diagnostic
Medical Devices (98/79/EC), 2013.

348 15 Companion Diagnostics and Beyond – An Essential Element in the Puzzle of Transforming Healthcare

http://www.mckinsey.com/~/media/mckinsey/dotcom/client_service/Pharma%20and%20Medical%20Products/PMP%20NEW/PDFs/McKinsey%20on%20Personalized%20Medicine%20March%202013.ashx
http://www.mckinsey.com/~/media/mckinsey/dotcom/client_service/Pharma%20and%20Medical%20Products/PMP%20NEW/PDFs/McKinsey%20on%20Personalized%20Medicine%20March%202013.ashx
http://www.mckinsey.com/~/media/mckinsey/dotcom/client_service/Pharma%20and%20Medical%20Products/PMP%20NEW/PDFs/McKinsey%20on%20Personalized%20Medicine%20March%202013.ashx
http://www.mckinsey.com/~/media/mckinsey/dotcom/client_service/Pharma%20and%20Medical%20Products/PMP%20NEW/PDFs/McKinsey%20on%20Personalized%20Medicine%20March%202013.ashx
http://www.mckinsey.com/~/media/mckinsey/dotcom/client_service/Pharma%20and%20Medical%20Products/PMP%20NEW/PDFs/McKinsey%20on%20Personalized%20Medicine%20March%202013.ashx
http://www.mckinsey.com/~/media/mckinsey/dotcom/client_service/Pharma%20and%20Medical%20Products/PMP%20NEW/PDFs/McKinsey%20on%20Personalized%20Medicine%20March%202013.ashx


16
Ethical, Legal, and Psychosocial Aspects of Molecular
Genetic Diagnosis
Wolfram Henn

16.1
General Peculiarities of Genetic Diagnoses

Modern medicine has long become unthinkable without laboratory analyses for
disease-related parameters. Consequently, laboratory diagnoses and their results
are generally subject to the same ethical and legal categories of clinical indica-
tion, patient autonomy, and data protection as all other medical measures and
the information related to them.
Over the last 35 years, DNA sequence analysis has rapidly evolved from a

highly sophisticated research technology to a cornerstone of everyday laboratory
routine, be it in virology, pathology, forensic medicine, or clinical genetics. Labo-
ratory findings about constitutional genetic traits are not fundamentally unlike
any other medical information, as highly sensitive data can also be produced in,
say, infectiology or psychiatry [1].
However, there are a few respects in which genetic data actually differ from

other kinds of medical information, thus requiring adapted (and mostly elevated)
standards of pre-test counseling, patient consent, process quality, evaluation, dis-
closure, and data protection.

� Dissociation of genetic traits from somatic pathogenesis. Most laboratory
parameters reflect morphologic, metabolic, or functional aspects of an
ongoing pathological process, thus being able to detect only diseases that
are physically present in the organism. Genetic traits predisposing to disease,
however, are usually present already in the fertilized egg, often years or dec-
ades before the beginning of the organic malfunction itself. This fact may
open windows of time for predictive or prenatal diagnosis [2].� Discrepancy between diagnostic and therapeutic options. In hardly any other
field of medicine is there as wide a gap between knowledge of a diagnosis
and a promising therapy. In fact, only very few genetic diagnoses immedi-
ately lead to a promising treatment, let alone to a cure. This is why, in public
understanding, genetic disease is often perceived as a “fateful” disease, in
some cultures even as a curse [3].
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� Trans-individual meaning of genetic diagnoses. Genetic diagnoses usually
have a double meaning: they identify a patient and create persons at risk. A
person freshly diagnosed with a genetic disease therefore faces a double chal-
lenge: coping with his/her own illness and dealing with the task of informing
other family members about their, mostly unanticipated, at-risk status [4].� Possible misuse of genetic data. Any kind of information that may give hints
about a person’s future health can be of interest for third parties, in particu-
lar employers and private insurers. As they might misuse genetic test results
for illegitimate purposes (e.g., denial of disability insurance), data protection
is of the utmost importance in medical genetics [5].

16.2
Informed Consent and Genetic Counseling

Any kind of diagnostic or therapeutic medical intervention, even simple blood
sampling or gathering of medical data in a laboratory, interferes with the investi-
gated person’s (who not in all cases is a patient affected with clinical disease)
physical, emotional, and social well-being, and thus has to be legally justified.
Therefore, genetic testing in a clinical diagnostic context is illegal without both a
medical indication and the investigated person’s informed consent [6].
The medical indication for a genetic test means a promising, or at least rea-

sonable, methodological approach to a relevant genetic feature, which it is in the
patient’s interest to identify. The scope of possible indications for genetic testing
is somewhat wider than in other fields of medicine, as not only a sick patient’s
own health may be at stake, but also other important issues like life planning in
the wake of future neurodegenerative disease, reproductive choices for carriers
of recessive traits, or even other persons’ health interests in the context of segre-
gation analyses. A reasonable methodological approach in a clinical diagnostic
context comprises technical feasibility (i.e., the choice of techniques validated
for the given diagnostic question) plus an acceptable cost/benefit ratio. As an
example, application of a large mutation panel or even complete sequencing of
the CFTR gene is not indicated for siblings of a cystic fibrosis patient with ascer-
tained homozygous mutation ΔF508, but rather mutation-specific polymerase
chain reaction (PCR) for that single mutation. Conversely, in a patient with clini-
cal symptoms fitting with cystic fibrosis, but only a proven heterozygous ΔF508,
it may well make sense to analyze the CFTR gene in further detail in order to
identify the assumed second mutation [7].
However clear the medical indication may be, the final decision whether or

not to perform a genetic test lies with the person to be investigated. Throughout
all developed healthcare systems, informed consent is the legal prerequisite for
any legal diagnostic or therapeutic measure.
A valid consent can only be given if the patient is generally able to give consent

in terms of age and/or mental ability, and moreover has obtained – or at least
had free access to – understandable, comprehensive, and neutral information
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about the procedure and its possible consequences. As a rule, as the quality and
intensity requirements for patient information become the more demanding, the
more severe the possible consequences may be. Although written consent to
genetic testing is not mandatory in all countries, it is very advisable for a genetics
laboratory to require, along with the sample, a consent form signed by the physi-
cian and patient documenting which test should be done and why, and to whom
the results should be disclosed.
As to genetic diagnosis, there are several levels of pre-test information.
The most simple way may be printed information leaflets that are handed or

sent to the patient without any personal contact with a physician or other expert.
However, such paper-only information provides no clue for the laboratory
whether the purpose of the test was actually understood; therefore, this approach
to consent is legally doubtful and, in most countries, forbidden in the context of
clinical genetic diagnosis.
The standard procedure to obtain informed consent in the context of differen-

tial diagnosis (i.e., testing for a gene defect underlying a physically present dis-
ease) is pre-testing discussion in personal contact between the patient and the
physician referring to the test. In a rather simple clinical constellation, like test-
ing for the factor V Leiden mutation in a patient with recurrent thrombosis, a
rather short talk may be sufficient. However, more complex issues, such as
BRCA1/2 mutation testing in a patient with bilateral breast cancer, will require
at least more time for the talk and more genetics-related experience of the physi-
cian. Although not mandatory in cases of differential diagnosis, genetic counsel-
ing is very advisable in these more complex issues. Even the shortest pre-test
discussion must include the notion that any genetic test may yield results of
importance for other family members and the offer of post-test genetic counsel-
ing in the case of a pathologic result.
The highest level of pre-test patient education is genetic counseling, compris-

ing a detailed talk not only about the planned laboratory test, but also the indi-
vidual health history and the family pedigree. In some countries (e.g., Germany),
genetic counseling is done only by specialized physicians, whereas in other coun-
tries (e.g., the United Kingdom), standard issues of genetic counseling are cov-
ered by specialized “genetic nurses” [8].
From the genetic laboratory’s perspective, all types of pre-test patient educa-

tion must end up in a written and thus legally ascertained informed consent. It
has become established practice for them to make customized referral forms for
referral and consent available on the Internet, and to require them to be sent in
along with the sample. The physician’s referral and the patient’s consent may
also be placed on two separate forms. Although there is wide variation as to the
length of text and the amount of details on the forms, the following minimum
items should be included:

� Patient’s name and date of birth.� Name and address of referring physician.� Clinical diagnosis/suspicion.
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� Diagnostic context (differential diagnosis/predictive/prenatal diagnosis).� Pre-existing genetic data, especially family-specific mutations for predictive
diagnosis.� Gene(s) to be analyzed.� Diagnostic approach to the gene(s) (complete analysis or testing for specific
mutations).� Bearer of expenses for the analysis (patient/hospital/insurer).� Physicians other than the referring one to whom the result should be
disclosed.� Patient’s signature confirming understanding of explanations and consent.� Referring physician’s signature.

There may be additional items legally requested in the given country, such as
confirmation that genetic counseling has been offered, confirmation that the
given consent may be revoked until disclosure of the results, and so on.
The patient’s written decision how to proceed with the sample and the data

once the analysis is completed is helpful and in some countries mandatory:

� Should the sample be discarded immediately or stored for further diagnostic
analyses?� Does the patient agree to use of sample material for technical validation and
quality control purposes?� Does the patient agree to anonymized/pseudonymized use of sample mate-
rial for scientific purposes?� Should the results be stored permanently or discarded after a certain period
of time?� May the results be used as a resource of genetic counseling or testing of
blood relatives?

These requirements for consent and documentation are meant for genetic
testing within a medical framework. The upcoming direct-to-consumer or
“over-the-counter” genetic tests outside medical diagnosis are currently located
in a legal and ethical gray area with wide variability between different countries.
However, for legal tests of that kind, similar standards of not only laboratory
practice but also proband information and consent are desirable, although – par-
ticularly as to with regard individual pre-test counseling – hard to achieve [9].

16.2.1

Testing of Persons with Reduced Ability to Consent

A general prerequisite for valid informed consent to genetic testing is not only
factual understanding of the purpose of the test, but also an appropriate legal
status of the person giving consent. Some persons, however, are factually (e.g.,
adults with dementia) or formally (e.g., children) unable to give valid consent to
a medical procedure.
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As it is impossible for a laboratory to check whether the person whose sample
has been sent in is factually able to understand the meaning of the test, this
responsibility lies with the referring physician. If he/she has signed the referral
form, there should be no reason for the laboratory to doubt the validity of the
consent.
However, the most important formal criterion for a legally valid consent is the

patient’s age. Although, in terms of ethics, a person of less than 18 years of age
may well be able to understand the meaning of a genetic test and to be factually
able to consent, it is important for the laboratory processing a sample to strictly
require the signature of a custodian. In most cases this will be a parent (the sig-
nature of one parent is sufficient), but it may also be a custodian denominated by
a legal authority.
The custodian is responsible and entitled to decide which intervention is in

the best interest of the child or ward, provided of course that it is medically indi-
cated. Consequently, he/she is the one with whom the pre-test discussion has to
be performed.
However, there are some restrictions with respect to the custodian’s right to

decide. Genetic testing in a differential diagnostic context can, as a rule, be
regarded as being justified, because it serves for therapy planning and may dis-
burden the child or the mentally disabled patient from other, perhaps more inva-
sive, diagnostic measures. For predictive diagnosis on underage persons without
immediate therapeutic consequences, however, the future “right not to know”
must be taken into consideration, which ends up in the simple rule that no pre-
dictive diagnosis should be performed in childhood or adolescence unless its
result requires therapeutic or preventive action before adulthood. As an exam-
ple, predictive testing of a child for an oncogenic RET mutation known from a
parent makes sense, because a preventive thyroidectomy must be done before
age 6 if the mutation is present, whereas predictive testing for a BRCA1/2 muta-
tion should be postponed until adulthood, as BRCA-related breast or ovarian
cancer is exceedingly rare before age 25. It may happen that a parent (e.g., a
mother with a BRCA mutation) urges the physician to test her child predictively
at an unduly young age. If so, the genetic counselor as well as the laboratory
physician are well advised to refuse the test, as it is not medically indicated
although not legally forbidden [10].
Prenatal diagnosis in underage or mentally disabled women is an ethical and

legal minefield, as any prenatal test may end up in a decision about a termina-
tion. The regulations with respect to that differ strongly between different coun-
tries and in some, not even the parents but only a guardianship court may give
consent. Whenever a laboratory is confronted with a request of that kind, legal
advice is necessary.
If an unannounced sample with an unclear status of consent arrives at the

laboratory (e.g., amniotic fluid from an underage woman), the best procedure is
to start with the immediately necessary steps of processing, such as establishing
the cell culture or DNA extraction, but to postpone the evaluation until legal
certainty is achieved.
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16.3
Medical Secrecy and Data Protection

All medical data are subject to the patient’s informational self-determination,
and among these, genetic data are particularly sensitive and many countries
have specific laws regulating the use of genetic data in a restrictive manner.
As a general rule, results of genetic tests must be disclosed to no other party

than the referring physician and – usually through that physician – the patient
or the patient’s custodian. Other persons may be granted access to the results
only if they have been nominated in advance on the referral form and after the
test only with separate written consent of the patient.
In particular, release forms from medical secrecy obligations, as widely

used by health or life insurers, should be looked upon with caution even if
signed by the patient, as they may be legally invalid for genetic data. If a
genetic laboratory receives such a form, it is wise to re-contact the patient
and to discuss the issue, and perhaps to ask him/her to personally send the
requested copy of the report to the insurer rather than authorizing the labo-
ratory to do so.
Another delicate issue is the use of International Classification of Diseases

(ICD) codes, which often are routinely requested by the cost bearers with the
bill. If it is unavoidable, the ICD code should be as non-disclosing as possible,
such as G60.9 “hereditary and idiopathic neuropathy, unspecified,” rather than
G60.1 “hereditary motor and sensory neuropathy.” If possible, within the
national ICD version, subcodes classifying a diagnosis as unascertained should
be used.
A problem specific to genetic reports is their possible connection to other

family members’ findings. In particular, mentioning the name of the index per-
son for a predictive diagnosis on the report about another family member must
be avoided. However, as it is important for the laboratory to be able to trace back
a report to the index patient, he/she should be mentioned on the report through
the laboratory’s internal case numbering, but not more.
It is self-evident but, in practice, often demanding to make sure that all printed

reports are safeguarded throughout in locked containers and are never accessible
for non-authorized persons on the laboratory workers’ desks or on their open
bookshelves. An often underestimated problem is the technical protection of
electronically stored patient data. In the era of computer viruses and data theft,
a password-protected registry on a computer with an Internet connection may
be not enough and a data safety failure might be a catastrophic event. Therefore,
storing all patient data and the backups on separate computers not connected
with the Internet should be considered.
Although they cannot be as easily misused as processed data, the patient’s

blood or DNA samples are undoubtedly sensitive carriers of genetic information
that must be protected with the same caution as genetic reports. Unlike in
research, pseudonymization or anonymization are not appropriate measures of
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data protection in clinical genetic diagnosis, as the samples must remain re-
traceable for control purposes or for future diagnostic tests on the stored mate-
rial. In order to make sure that the patient’s sample will remain accessible, it is
important to ask the patient for consent to permanent storage of the sample
already on the referral form. This notion is of particular value with respect to
differential diagnosis of patients with life-limiting diseases: a sample from a
patient affected from, say, metastasizing breast cancer should not be discarded
after a negative BRCA1 and BRCA2 test, as it may well happen that the
sample will be badly needed after her death for testing of as yet unknown other
genes [11].

16.4
Predictive Diagnosis

Diagnosis for a certain disease-predisposing mutation known from the given
family is a particularly sensitive issue from both the patient’s and the physi-
cian’s perspective, as it is performed on a clinically healthy person, but has
lasting consequences on his/her future life. Proof of an APC mutation dispos-
ing to familial adenomatous polyposis coli in a young adult, as an example,
sets the indication for preventive colectomy, while a negative finding releases
him/her from the prospective bowel cancer or preventive surgery as well as
from the psychological burden of possibly passing on the deleterious trait to
offspring. Even more challenging is predictive diagnosis for neuro-
degenerative diseases such as Huntington’s, as a positive diagnosis does not
open any paths for prevention, but may only serve for non-medical consider-
ations of life planning. Conversely, an often underestimated yet common
effect of a negative diagnosis is paradoxical emotional distress in spite of the
good news.
Therefore, persons at risk for high-penetrance traits are in need of thorough

genetic and psychosocial counseling, usually in several sessions, and a reflection
period of at least 1 month prior to undergoing predictive diagnosis. This proce-
dure has been outlined in several guidelines and in some countries is even pre-
scribed by law. The result of the test – even if negative – must never be
disclosed in written form or on the telephone, but exclusively in a personal con-
versation with the referring genetic counselor.
This rather complicated way of dealing with patient information after the anal-

ysis, together with the patient’s right to abstain from information even after
completion of the test, calls for cautious handling of the report. The best proce-
dure, nor only for the patient but also for the genetic counselor as the possible
bringer of bad news, is to put the written report of the predictive diagnosis into a
sealed envelope, which is placed into a larger outer envelope addressed to the
counselor with a attached notice: “This envelope contains the genetic testing
result of Mrs/Mr. . . .”
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At the laboratory level, even the most remote sources of error or mis-
interpretation must be avoided. The first thing is to offer predictive diagnosis
only with respect to high-penetrance traits for which the respective gene muta-
tion confers a high predictive value – this is why “predictive” APOE4 testing that
only modifies a person’s future Alzheimer risk is of little practical value. The
familial mutation tested for must be ascertained as disease-causing, either based
on reliable literature or database information, or on its molecular nature. A
familial BRCA1 mutation, for instance, may serve as a reliable template for pre-
dictive testing of relatives if it is noted as recurrent and disease-causing in the
BIC (Breast Cancer Information Core) database and/or if its mechanism, such as
a stop mutation or a large intragenic deletion, excludes a functional product. All
other types of familial mutation, especially those that are not known from the
literature but only assigned as likely pathogenic through in silico analysis, must
be used and interpreted with great caution; in case of relevant doubt they must
be regarded as inappropriate for predictive diagnosis.
Technical practice itself should encompass completely separate testing of two

independent samples from the at-risk person; some laboratories even insist on
two samples taken on different days in order to avoid erroneous labeling of the
sample by the referrer.
Predictive diagnosis without a living index patient is another problematic

issue, although rather often requested with respect to familial cancer or neuro-
degenerative disorders. Here, it is a matter of correct pre-test counseling to
check how clear the affected patients’ clinical diagnoses actually were and which
margins of clinical error may reside. As an example, a three-generation family
history of Huntington’s disease, plus a psychiatrist’s report confirming the clini-
cal diagnosis in a deceased parent of the at-risk person make it very probable,
but not absolutely sure, that CAG-repeat testing in the Huntingtin gene is the
right predictive approach. Still, the rare dominant “Huntington-like diseases”
like spinocerebellar ataxia type 17 (SCA17) must be taken into consideration in
the counseling process as well as in the laboratory report.
Intrafamilial communication of genetic information, in this context of a pre-

dictively testable hereditary disease, is solely the task of the patient or predic-
tively identified mutation carrier; however, this is often experienced as a heavy
emotional burden. It is the genetic counselor’s task to assist the client in that
process, but it can be of great help from the laboratory’s side if the affected index
patient has already agreed to use of his/her test result for genetic counseling and
testing of blood relatives. If necessary, this may even be done without mention-
ing the name of the index patient to them, provided that the blood relationship
is certain enough.

16.5
Prenatal Diagnosis

In terms of ethics, prenatal diagnosis affects the possibly conflicting interests of a
born and an unborn person – in terms of law the fetus cannot be a bearer of
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rights at the same level as the mother. This inherent peculiarity of the feto-
maternal unit can cause unsolvable conflicts of interest, which are addressed by
laws and guidelines that differ between countries more strongly than in any
other field of medicine [12]. Therefore, we will only deal with general considera-
tions here.
The person to give informed consent to prenatal diagnosis is the mother alone

and not the father, as already stated in Roman law “Mater semper certa est, pater
semper incertus [the mother is always certain, the father always uncertain].”
Accordingly, she must be comprehensively informed before the prenatal diagno-
sis not only about the diagnostic procedure and its possible outcome, but also
about the ethical and legal aspects of a pregnancy termination in the case of a
pathologic result. Due to the complexity of the issue, in some countries personal
genetic counseling of the mother is mandatory by law before a prenatal
diagnosis.
Beyond the variable legislation, there is widespread consensus that only

genetic traits of considerable relevance for the child’s health may be tested
for prenatally. In particular, prenatal diagnosis for the fetus’ gender and pre-
natal paternity testing are unacceptable and prohibited by law, respectively.
As to diseases that do not manifest before adulthood, like Huntington’s or
familial breast/ovarian cancer, there are contradictory rules and views
between different countries; the same holds true for preimplantation diagno-
sis, although any discussion on this topic is beyond the scope of this chapter.
Anyway, as no physician is obliged to perform measures that are contradic-
tory to his/her own ethical convictions, any laboratory has the right not to
offer prenatal diagnosis for certain parameters individually considered as
unacceptable, regardless of the legal situation. For example, prenatal diagnosis
for familial adenomatous polyposis coli is offered by some laboratories, but
not by others [13].
Similarly to predictive diagnosis, an incorrect result of prenatal genetic testing

can have catastrophic consequences, be it false positive or false negative. There-
fore, sources of error specific to prenatal diagnosis must be considered carefully
and, as far as possible, excluded. Among these are maternal contamination of the
sample (especially in the context of chorionic villus sampling), fetal mosaicism,
and sample cross-contamination between non-identical twins. Any remaining
uncertainty must be scrutinized in the report, in which the given legal restric-
tions to prenatal disclosure of gender must also be respected. If appropriate
within the given national legal framework, the report must point out mandatory
and/or recommended disclosure of the results to the patient through personal
genetic counseling.
In the rare but delicate case that during the technical process of prenatal

diagnosis – or in any other medically motivated genetic diagnosis – non-
paternity is encountered, this fact should be considered by the laboratory
physicians as an unwanted “side-effect” of the diagnostic procedure and not be
disclosed to the patient, let alone her partner. This reluctance is clearly justified
by the fact that the laboratory’s task is to solve the medical problem and nothing
more.
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16.6
Multiparameter Testing

Novel technologies of DNA analysis – array comparative genomic hybridization
(CGH) at the chromosomal level and next-generation sequencing (NGS) at the
single-gene level – provide not only unprecedented opportunities as to the mul-
titude of genetic target aberrations for a single analytic approach, but also a par-
adigm shift for pre-test patient information and post-test interpretation of
results [14].
Unlike conventional approaches aimed at one single or a few chromosomal

loci or genes, both CGH and NGS provide information about a much larger
number of potential genetic variants than can be addressed in detail in a pre-test
discussion or counseling session with the patient. The usual approach to
informed consent through pre-test information about one single, more or less
exhaustively explainable locus or gene does not work anymore and the patient’s
consent to an array CGH or an NGS panel analysis inevitably encompasses
sequencing of genes not explicitly mentioned before the test.
This notion increases the probability of unexpected or unclear results, such as

incidental proof of deletion of the neurofibromatosis 1 gene on chromosome 17
through array CGH aimed at a child’s developmental delay or of a hemophilia A
mutation through X exome sequencing in search of X-linked mental retardation.
It is the task of both test design and pre-test information to minimize the

probability of such events, according to the “less is more” rule – the best diag-
nostic strategy is the one that promises a good chance of finding the clinically
sought-after diagnosis without generating too much unnecessary genetic data.
This will typically result in a stepwise diagnostic approach to a given clinical
suspicion. For example, genetic evaluation of a boy with mental retardation
should begin with fragile X CGG-repeat analysis addressing the most common
reason and only in the case of a inconspicuous result for that single gene may
move on to a multigene NGS panel or X exome analysis.
Even the most cautious diagnostic approach will, more often than ever before,

generate results of unclear clinical meaning – an issue that must already be
addressed in the pre-test discussion with the patient or the custodian. Array
CGH has taught us the somewhat humbling lesson that not every initially
detected microdeletion or microduplication eventually explains a child’s pheno-
type, but that some of these turn out to be rare familial copy number variants. A
premature “Eureka!” that has to be revoked later on is painful for the family and
embarrassing for the doctor.
What is more, whole-genome sequencing (WGS) as a routine procedure is

within reach, which will further multiply the problems of multiparameter testing
outlined above. At the current state of discussion, there are no clear rules of
good practice, neither for the indication to perform WGS nor for processing,
storage, and disclosure of the data generated through it. Therefore, it can only
be recommended to recur to common sense as often a possible, trying to find
the balance between disclosing truly necessary information, even if unexpected,
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and safeguarding the patient from drowning in a flood of useless data. In other
words, the right to know as well as the right not to know must be exercised at
their due places [15].
In a future not too far ahead, we will also be confronted with non-invasive

complete sequencing of the fetal genome, which will even require protecting an
unborn child’s right not to know through non-disclosure of genetic information
to the prospective parents. Then, the geneticists in the laboratory as well as at
the counseling desk will more often than ever find themselves in the role of ref-
eree between different persons’ conflicting interests of informational self-deter-
mination [16].
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