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 Knowledge about the pathways of human evolution has expanded dramatically as a result of 
advances in genetic, paleontological, and archaeological studies in the twentieth century. One 
excellent example is the resolution of the issue of the origin of modern humans, long a source 
of great controversy; namely, the idea that modern  Homo sapiens  are direct related genealogi-
cally to Eurasian archaic humans was rejected, and the “Out of Africa” theory, which is now 
the accepted evolutionary model, was vindicated. However, this new theory only gave rise to a 
fl urry of new questions, one of which centers on the drama of the replacement of the archaic 
Neanderthals by modern  Homo sapiens . 

 Modern humans appeared in Africa about 200,000 years ago; as they subsequently spread 
across Eurasia, they encountered the indigenous Neanderthals. The two populations coexisted 
until 30,000 years ago or perhaps even later, but the Neanderthals eventually went extinct. 
What governed the fates of the two groups? A number of current hypotheses have been pro-
posed to explore the possible mechanics of the replacement of Neanderthals by modern 
humans, and there has been extensive debate as to whether or not the presence of the modern 
humans accelerated the extinction of the Neanderthals. This question is being hotly debated 
among archaeologists, anthropologists, and geneticists around the world. 

 We are actively engaged in a 5-year (2010–2014) major research project entitled 
“Replacement of Neanderthals by Modern Humans: Testing Evolutionary Models of Learning” 
(RNMH). In launching RNMH we have adopted a large scale innovative assault on this 
research question. The RNMH project implements a pioneering framework structured around 
the contrast between the success of modern human societies in solving strategic survival prob-
lems, and the failure of Neanderthal societies to do so. In that context, we attribute the contrast-
ing fates of the two societies to a difference in learning abilities between the two populations. 
This is the basis of our working hypothesis (“learning hypothesis”). 

 The specifi c goal of this project is to verify the learning hypothesis within an interdisciplin-
ary research framework incorporating new perspectives and methods in the fi elds of archaeol-
ogy, paleoanthropology, cultural anthropology, population biology, earth sciences, 
developmental psychology, biomechanics, and neuroscience. The two present volumes are the 
proceedings of the fi rst international RNMH conference held in Tokyo in November 2012. 
Some results have already been published separately in various scholarly journals, but these 
two volumes constitute the fi rst full attempt to disseminate the fi ndings of our RNMH project 
to the international research communities. A major purpose in doing so at this halfway point 
of our project is to solicit scholarly evaluation of these fi ndings. 

 The 43 submitted manuscripts have been classifi ed into seven sections based on content, 
and then divided into two groups to be published as two volumes in the Replacement of 
Neanderthals by Modern Humans series. The fi rst volume is devoted to discussion of cultural 
perspectives, the second to cognitive and physical perspectives. We hope that these two vol-
umes may contribute signifi cant new insights on the process of replacement and on interac-
tions between Neanderthals and modern humans, and hence on the origins of prehistoric 
modern cultures. 

 The editors of this volume are greatly indebted to all our colleagues who supported the 
publication with their reviews and comments: Juko Ando (Keio University), Emiliano Bruner 
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(Centro National de Investigación Sobre la Evolución Humana), Nicole Creanza (Stanford 
University), Laurel Fogarty (Stanford University), Kaoru Imamura (Nagoya Gakuin 
University), Hiroaki Kawamichi (National Institute for Physiological Sciences), Ryosuke 
Kimura (University of the Ryukyus), Tasuku Kimura (University of Tokyo), Yasushi Kobayashi 
(National Defense Medical College ), Takanori Kochiyama (Kyoto University), Osamu Kondo 
(University of Tokyo), Tadashi Koyama (Kobe Gakuin University), Naoko Matsumoto 
(Okayama University), Alex Mesoudi (Durham University), Takashi Michikawa (University 
of Tokyo), Naoki Miura (Tohoku Institute of Technology ), Masaaki Mochimaru (National 
Institute of Advanced Industrial Science and Technology), Masaki Moriguchi (Chuo 
University), Yoshihiro Nishiaki (University of Tokyo), Ryutaro Ohtsuka (Japan Wildlife 
Research Center), Hiroki Oota (Kitazato University), Herman Pontzer (Hunter College), 
Makoto Shimada (Fujita Health University), Dietrich Stout (Emory University), Nobuyuki 
Takahashi (Hokkaido University), Kyoko Yamaguchi (University of the Ryukyus), Eiko 
Yamagami (Kobe Gakuin University), Taro Yamauchi (Hokkaido University), Kazufumi 
Yoshihara (Kyushu University). These colleagues read the manuscripts and made critical but 
constructive comments on the early drafts; this valuable input greatly improved the quality of 
the volumes. Many thanks to all of them. 

 We are pleased to acknowledge the Japanese Ministry of Education, Culture, Science, and 
Technology for their interest in our project and for their fi nancial support, which has made 
possible our RNMH Project, the conference, and the preparation of this volume. 

 We would like to thank Ken Kimlicka and Taeko Sato of Springer Japan for heir most valu-
able guidance and support, and for their tireless encouragement during the preparation of this 
volume. 
 
May 2013  

            Takeru     Akazawa   
           Naomichi     Ogihara   
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        The “Replacement of Neanderthals by Modern Humans” 
(RNMH) project aims to validate the working hypothesis, or 
“learning hypothesis,” that seeks to explain the replacement of 
Neanderthals ( Homo neanderthalensis ) by early modern 
humans ( H. sapiens ). The RNMH project focuses on 
 evidence—such as innate differences in learning capacity 
between the two populations—within an interdisciplinary 
research framework that incorporates new perspectives and 
methods from the humanities and biological sciences, includ-
ing neuroscience and engineering. This volume, the second of 
a two-volume book, is the result of papers presented at the fi rst 
international conference of the RNMH project, held in Tokyo 
in November 2012. The fi rst volume covers cultural perspec-
tives addressing the process of the replacement of Neanderthals 
and learning strategies based on changing patterns in archaeo-
logical evidence and theoretical interpretation using mathe-
matical models. The second volume deals with cognitive and 

physical perspectives on the replacement process, exploring 
the innate differences in learning and cognitive abilities that 
may have existed between Neanderthals and early modern 
humans. The editors of the second volume have selected a 
total of 26 contributed papers, divided into four parts accord-
ing to research topic. 

 The fi rst part is devoted to cognitive and psychological 
perspectives on the learning hypothesis. Here, the authors 
work to clarify which cognitive and psychological functions 
helped shape the fate of the two species. Mithen (Chap.   2    ) 
reviews the similarities and differences in cognition of 
Neanderthals and early modern humans and discusses the 
possible differences in cognitive ability between them, offer-
ing examples such as the use of pigment. The next two chap-
ters deal with learning style and ability in modern humans. 
Ando (Chap.   3    ) introduces three learning types, individual, 
imitative and instructed, and discusses the differences in 
their characteristics based on original experiments. Omura 
(Chap.   4    ) considers the evolutionary basis for theories on 
learning ability in modern humans, modifying the cumula-
tive cultural evolution hypothesis proposed by Tomasello, 
and proposes that the most important ability for cumulative 
cultural learning is the ability to objectify and manipulate the 
relationships between culture and the environment. The sub-
sequent two chapters report fi eld research conducted with 
children. It is important to understand the basic learning 
characteristics required for modern humans to survive as 
innovative hunter-gatherers. In particular, it is critical to 
focus on the learning behaviors seen in children and chil-
dren’s play groups, since childhood is the most active period 
for learning, and because play groups served as the primary 
learning place for children until the introduction of modern 
school education. Koyama (Chap.   5    ) and Yamagami (Chap.   6    ) 
joined Baka society in Cameroon and performed experiments 
with Baka children. They found evidence of cognitive fl exibil-
ity as demonstrated by object-making and drawings, which 
might be important in the construction of a fl exible learning 
attitude in modern humans. The last two chapters of the fi rst 
part of this volume offer experimental psychological evidence. 

      Introduction 

              Naomichi     Ogihara     ,     Hiroki     C.     Tanabe     ,     Hideaki     Terashima     , 
and     Takeru     Akazawa    
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Evolutional mathematical models assume that there are two 
types of learning process: individual learning (i.e., learning 
by oneself, by trial-and-error) and social learning (i.e., learn-
ing from others, by imitation). However, from a cognitive 
psychology viewpoint, this dichotomy might be misleading 
or inadequate, because there are more cognitive factors oper-
ating in the learning situation. Takahashi et al. (Chap.   7    ) 
claim that individual learning has two different components: 
trial-and-error and creativity. They clarify the relationship 
between the abilities of imitation, trial-and- error, and cre-
ativity from an experimental psychology point of view. 
Mesoudi (Chap.   8    ) investigates social and individual learn-
ing behavior in an archaeological context, examining how 
contemporary humans behaved when faced with a relatively 
complex and novel technology design task and elucidating 
their adaptive performance under constraint. 

 The second part of this volume deals with biology and 
genetics as related to the replacement of Neanderthals by 
modern humans. Hoshino et al. (Chap.   9    ) present a prelimi-
nary analysis of the three-dimensional kinematics of knap-
ping motion in stone tool-making. Such replication studies 
are important for identifying the motor skills required for 
recurrent Levallois techniques, as well as possible differences 
in learning ability between Neanderthals and early modern 
humans. Hagino and Yamauchi (Chap.   10    ) and Yamauchi and 
Hagino (Chap.   11    ) report the results of fi eld studies on Baka 
hunter-gatherers. In Chap.   10     the authors quantify the daily 
physical activities and time-space of hunter-gatherers’ chil-
dren, and in Chap.   11     they compare the growth patterns of 
hunter-gatherer children with those of populations in other 
parts of the world. These studies provide a solid biological 
basis for understanding and characterizing learning behavior 
in hunter-gatherer societies, allowing extrapolation to poten-
tial differences in learning ability between Neanderthals and 
early modern humans. In the last paper in the second part of 
this volume, Kimura (Chap.   12    ) discusses statistical analyses 
of population genomics. Reconstructing modern human 
population dispersal is crucial for understanding the replace-
ment of Neanderthals by early modern humans, and Kimura’s 
computer simulation study represents a step towards better 
interpretation of results obtained by genetic analyses for the 
reconstruction of the complex demographic history of modern 
human populations. 

 The third part of this volume contains studies on the com-
puterized reconstruction of fossil crania and brain morphol-
ogy, which is expected to facilitate empirical validation of 
the learning hypothesis by providing anatomical proof of dif-
ferences in learning ability between Neanderthals and early 
modern humans. Bruner (Chap.   13    ) reviews recent advances 
in functional craniology in Neanderthals and demonstrates 
that Neanderthals generally display a plesiomorphic organi-
zation of the braincase. Bruner hypothesizes that a morpho-
genetic limit (caused by geometric and structural constraints 
between the endocranial soft and hard tissues) and a thermal 

limit (rooted in the plesiomorphic vascular system) led to 
differences in cranial morphology between Neanderthals and 
early modern humans. Kobayashi et al. (Chaps.   14     and   15    ) 
present their attempts to establish a connection between cra-
nial and brain morphology in extant macaques. In Chap.   14    , 
they report that endocasts of macaque skulls show marked 
impressions of the cerebral sulci and gyri through the entire 
surface, indicating that the extent of major subdivisions of 
the macaque cerebral cortex can be determined from endo-
casts. In Chap.   15    , the authors present their results on the 
morphological correspondence between the location of 
sutures and the location of major sulci. These studies provide 
important data for the estimation of brain morphology based 
on fossil crania. 

 The next four papers in the third part of the volume focus on 
geometric morphometrics for the digital reconstruction of fos-
sil crania. Geometric morphometrics is a quantitative approach 
used to analyze shape variations based on landmark coordi-
nates. However, the human cranial vault has few defi nable 
landmarks, and semi-landmarks must be introduced for quanti-
fi cation of the overall shape of the cranial vault. Using the mod-
ern Japanese population as an example, Ogihara et al. (Chap. 
  16    ) evaluate how two types of semi- landmark confi gurations 
affect the analysis of morphological variability in neurocranial 
shape, concluding that the results do not seem to be signifi -
cantly affected by the choice of landmark confi guration, pro-
vided that a suffi cient number of semi-landmarks are evenly 
distributed across the neurocranial surface. Morita et al. (Chap. 
  17    ) also focus on the modern Japanese population, analyzing 
the detailed morphological variability of cranial shape using 
geometric morphometrics. The results presented by Morita 
et al. serve as a reference database of human cranial morphol-
ogy for computerized reconstruction of fossil crania, such as 
the assembly of fossil cranial fragments and the interpolation 
of missing parts in fossil crania. Using this cranial database, 
Amano et al. (Chap.   18    ) propose a method for mathematically 
interpolating missing parts of crania, and discuss the usefulness 
and limitations of the proposed interpolation method for the 
reconstruction of fossil crania. In the above three studies, semi-
landmarks were placed by sliding a “template” landmark con-
fi guration along the cranium in order to minimize spatial 
bending energy. However, Moriguchi et al. (Chap.   19    ) proposes 
a new approach to the transfer of semi-landmarks based on the 
minimization of bending energy on the surface. 

 The fi nal three chapters in the third part of this volume 
deal with the reconstruction of fossil crania and brain mor-
phology. Suzuki et al. (Chap.   20    ) propose an automatic CT 
segmentation method using structural analysis for the disas-
sembly of fragments of an assembled fossil cranium in order 
to permit reassembly of the fragments. The proposed method 
would be a valuable tool for the digital reassembly of fossil 
materials. Kondo et al. (Chap.   21    ) present a semi-virtual 
method for the reconstruction of the endocast of Qafzeh 9, a 
representative early modern human fossil, using CT images, 
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and discuss possible asymmetries found in the cranial 
 morphology. Lastly, Kochiyama et al. (Chap.   22    ) propose a 
framework for a computerized method of digitally recon-
structing Neanderthal brain morphology. Specifi cally, map-
ping from a human cranium to a fossil cranium was defi ned 
by means of a spatial deformation function using computa-
tional anatomy methodology, and this function was then 
applied to the estimation of the shape of the brain inside the 
fossil cranium. Although this method has methodological 
limitations that have yet to be resolved, the proposed frame-
work is promising for application to the mathematical recon-
struction of fossil brain morphology. 

 The fourth and fi nal part of this volume is devoted to neu-
roscience. The authors adopt cognitive neuroscientifi c and 
computational neuroanatomical approaches to search for 
weaknesses in the learning hypothesis. By assuming that 
morphological changes in fossil skulls refl ect functional dif-
ferences between the brains of modern humans and those of 
Neanderthals, the authors seek out possible gaps in learning 
abilities based on differences in brain morphology and 
region-specifi c activities. Tanabe et al. (Chap.   23    ) introduce 
a scheme for comparing the Neanderthal brain to the modern 
human brain using computational neuroanatomy and func-
tional neuroimaging techniques, and illustrate their attempt 
to elucidate the difference between the two species. As an 
example of this approach, Kubo et al. (Chap.   24    ) show the 
correlation between the cerebellar and posterior cranial fossa 
volumes using structural magnetic resonance imaging data, 
and attempt to develop a method for estimating the cerebellar 
volume of fossil hominins. 

 Tanabe et al. (Chap.   23    ) also clarify which brain functions 
relate to learning ability under focus. The authors assume 
that the formation of innovative activities is strongly corre-
lated with two components of cognitive ability: the intrinsic 
drive (internal motivation and perspective) to produce cre-
ative activity, and the social cognitive ability to make predic-
tions about the actions and intentions of others on the basis 
of their mental states. Early modern humans might have been 
superior to Neanderthals in these abilities and this difference 
may have determined the fates of both species. Based on this 
hypothesis, Tanabe et al. attempt to identify functional brain 
maps related to social cognition and motivation, and clarify 
the neural mechanisms of eye contact and joint attention, 
which are both markers of social cognitive ability during 
early development in humans. Kawamichi et al. (Chap.   25    ) 
examine the neural correlates of sense of acceptance, which 
is thought to be one of the key factors for maintaining an 
innovative society. Miura et al. (Chap.   26    ) identify the neural 
substrates of imitative learning of stone tool-making actions, 
and Mizuno (Chap.   27    ) examines the neural substrates asso-
ciated with motivation to learn. These studies contribute to 
the creation of maps of specifi c brain functions. Using this 
input, it is possible to examine the differences in learning 
abilities between Neanderthals and early modern humans by 
integrating morphological analyses of fossilized brains with 
functional mapping of the modern human brain. 

 We hope this edited volume will promote further integra-
tion of different disciplines and enrich ongoing discussions 
to promote better understanding of the dynamics of learning 
in the replacement of Neanderthals by early modern humans.   

1 Introduction
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    Abstract  

  Zilhão and his colleagues have argued that the discovery of pigment use in Middle 
Palaeolithic contexts in Cuevas de los Aviones and Antón, Spain, provides “secure evidence 
that, approximately 50 ka cal B.P., 10 millennia before modern humans are fi rst recorded in 
Europe, the behaviour of Neanderthals was symbolically organised and continues to be so 
until the very end of their evolutionary trajectory   ”. This derived from some outstanding 
archaeological research but is it a valid interpretation? To address this question I will ini-
tially review the evidence for similarities and differences in the cognition of  H. neandertha-
lensis  and  H. sapiens , and then consider the impact on existing theories of the recently 
discovered and/or published evidence for Neanderthal pigment use. My conclusion is that 
while such evidence supports proposals for a socially complex, emotionally driven 
Neanderthal lifestyle, it does not provide  prima facie  evidence for symbolic thought and 
behaviour. Neither does the evidence for pigment use by  H. sapiens  when found without 
any additional evidence for symbolic thought, such as that from Pinnacle Point at c. 164 kya 
in the Middle Stone Age of South Africa.  

  Keywords  
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2.1         Introduction 

 The nature of  H. neanderthalensis  cognition is of enduring 
interest for two reasons. First, the close evolutionary relation-
ship between  H. neanderthalensis  and  H. sapiens  means that 
the cognitive similarities and differences (if any) between these 
species enables us to better understand the modern human 
mind—our own mind. In this regard, the study of  H. neander-
thalensis  cognition plays the same role as that of chimpanzees 
and other non-human primates: it contributes towards a com-
parative framework for exploring which characteristics of the 

modern human mind are unique to our species and which are 
shared with other primates. Second,  H. neanderthalensis  
cognition is of inherent interest itself, irrespective of what it 
may tell us about ourselves: archaeologists have an obliga-
tion to explain the observed character of the  H. neanderthal-
ensis  archaeological record and cannot do so without 
reference to the  H. neanderthalensis  mind, just as they also 
need to understand the minds of all other hominin species. 

 Our views of  H. neanderthalensis  and  H. sapiens  cogni-
tion continue to evolve with the discovery of new fossil and 
archaeological evidence and by developments in associated 
disciplines such as the cognitive sciences and evolutionary 
genetics. Elsewhere I have considered how the latter requires 
us to place greater emphasis on neural plasticity; indeed we 
must view the brain as much as a cultural artefact as a bio-
logical entity (Mithen and Parsons  2008 ). Here I will address 
the recently published evidence for the use pigments by 
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 H. neanderthalensis , interpreting this within the context 
of recent research within the cognitive anthropology of 
religion. 

2.1.1     Different, but Neither Better nor Worse 

 There has been a series of well-documented swings of aca-
demic opinion regarding  H. neanderthalensis  cognition that 
can only be fully understood by being placed into their his-
torical context, whether of the late nineteenth century or rela-
tively recent twentieth century (   Trinkaus and Shipman  1994 ; 
Mellars  1996 ). Ultimately, of course, our own theories and 
models of the  H. neanderthalensis  mind are just as much a 
product of our time, unconsciously infl uenced by the culture 
and politics of our day as were those of Marcellin Boule and 
Carlton Coon. 

 One difference, however, is that we are now explicit that 
reference to potential differences in cognitive characteristics 
between  H. neanderthalensis and H. sapiens  is entirely unre-
lated to making value judgements between these species. 
At least that should be the case: persisting use of phrases such 
as “cognitive inferiority” (Zilhão et al.  2010 ) is unfortunate. 

 The starting point for any consideration of the similarities 
and differences between  H. neanderthalensis  and  H. sapiens  
cognition is the close evolutionary relationship between 
these species, sharing a common ancestor c. 500,000 years 
ago. This, together with shared anatomical features, would 
appear to diminish the extent of any cognitive difference 
between the two species. Their brain sizes are equivalent and 
the evolved vocal tract of  H. neanderthalensis  appears no 
different, in essence, to that of  H. sapiens . Why would these 
costly adaptations exist if they were not delivering the same 
type of cognition and language? We should also note that 
many of the stone tools used by  H. neanderthalensis  were 
extraordinarily complex to manufacture, no less so than 
many of those of the Late Stone Age and Upper Palaeolithic. 
Moreover,  H. neanderthalensis  endured for an extensive 
period of time throughout a wide variety of challenging envi-
ronmental conditions. Could members of this species have 
possibly done so without the type planning and decision 
making regarding both the natural and social worlds as found 
among  H. sapiens ?   

2.2     Archaeological Evidence for Cognitive 
Differences Between  H. neanderthalensis  
and  H. sapiens  

 Despite these considerable anatomical and behavioural 
similarities between  H. neanderthalensis  and  H. sapiens  
further lines of evidence makes it not unreasonable to posit 

a  signifi cant difference in the nature of their cognition. 
Specifi cally, the archaeological record has three  characteristics 
that lead us in this direction: the relative homogeneity of the 
 H. neanderthalensis  archaeological record in space and time 
when compared to that of  H. sapiens ; the absence/rarity of 
evidence for visual symbolism by  H. neanderthalensis ; and 
the swift replacement of  H. neanderthalensis  by  H. sapiens . 

2.2.1     Cultural Homogeneity 

 Despite more than 350,000 years of existence, the extent of 
cultural and behavioural innovation by the  H. neanderthalen-
sis  appears to have been limited (for reviews see Stringer and 
Gamble  1993 ; Mellars  1999 ; Mithen  2005 ; Stringer  2011 ). 
Throughout their existence the  H. neanderthalensis  remained 
as stone-age hunter-gatherers with a narrow cultural reper-
toire when compared to that of  H. sapiens . Similarly the 
extent of geographical variation is strikingly limited. There 
are few, if any, technological innovations in  H. neanderthal-
ensis  stone tool technology throughout this period, with a 
considerable amount of the existing technological variability 
being attributable to the impact of raw material availability 
and environmental conditions effecting mobility patterns 
(Rolland and Dibble  1990 ; Dibble and Rolland  1992 ). 
Similarly, variability in Neanderthal subsistence behaviour 
appears to be adaptive responses to environmental conditions 
of the type we would expect for any large brained, bipedal, 
tool-using primate—as illustrated by the changing hunting 
patterns throughout the Combe Grenal sequence (Chase 
 1986 ). The records of other activities, such as burial and 
hearth constructions are so slight that identifying chronologi-
cal or spatial patterns is hugely problematic. One might point 
to a possible increase in such types of activity after 
60,000 years ago, such as in pigment use (Soressi and d’Errico 
 2007 ) and burial (Wynn and Coolidge  2012 ), but this may be 
a consequence of preservation and discovery. 

 In all of these regards, the contrast with  H. sapiens  is 
striking: having been in existence for approximately half of 
the temporal span of  H. neanderthalensis ,  H. sapiens  has 
undertaken continual cultural innovation, whether of new 
hunting and gathering technology during the Pleistocene or 
the invention of agriculture, towns, civilisations, science and 
so forth during the Holocene. While the latter developments 
are restricted to the last 11,600 years—during the relatively 
warm, wet and stable Holocene period—the Neanderthals 
also lived through similar environmental conditions (isotope 
stage 5e, c. 130   –115,000 years ago) without making any fun-
damental changes in their behaviour. 

 Contrasts in demography are most likely to have played 
a key role in this dramatic contrast between  H. neandertha-
lensis  and  H. sapiens —although there is no evidence to 

S. Mithen
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suggest that  H. sapiens  were forced into farming lifestyles 
by population pressure, whether in the Levant, Mesoamerica 
or other areas of independent invention (Barker  2006 ; 
Mithen  2003 ). Nevertheless, the transmission of new ideas 
requires a demographic threshold to be passed if they are to 
be sustained. The apparent absence or at least interrupted 
nature of cultural innovation by  H. sapiens  prior to c. 
50,000 years is likely to derive from low population densi-
ties (Powell et al.  2009 ). Similarly, step changes in local-
ised population densities arising from the development of 
sedentary farming communities after 10,000 years ago and 
then from towns/cities after 5,000 years ago are likely to be 
integral to step changes in the rate of cultural innovation. If 
the  H. neanderthalensis  never passed the fi rst of these 
demographic thresholds because of their life history param-
eters (Zubrow  1989 ;    Trinkaus  1995 ), the lack of cultural 
change in the  H. neanderthalensis  archaeological record 
might be argued as being entirely unrelated to their cogni-
tive capacities. This appears to be the position favoured by 
Zilhão et al. ( 2010 ). 

 The problem with this argument is that if the  H. neander-
thalensis  had the same cognitive capacity as  H. sapiens  we 
ought to see the traces of un-sustained innovations, as we 
appear to see in the archaeological record of the earliest 
 H. sapiens  when at low population densities (Powell et al. 
 2009 ; e.g., the Howiesons Poort industry). This is especially 
the case because  H. neanderthalensis  appears to have been 
under considerable adaptive stress such that their communi-
ties teetered on survival (Trinkaus 1995): if ever there were 
human communities which needed to enhance their hunting 
technology, such as by inventing spear throwers or bows and 
arrows, or their protection from the cold, such as by sewn 
clothing and substantial dwellings, it was those of the 
 H. neanderthalensis . The absence of any such evidence sug-
gests a cognitive constraint on innovation irrespective of 
whether population densities were such that new ideas and 
technologies could then be sustained. 

 The contrast in the  H. neanderthalensis  and  H. sapiens  
response to post/interglacial conditions is especially striking 
and, I would argue, cognitively informative. When commu-
nities of  H. sapiens  fi rst encountered postglacial conditions 
at c. 11,600 years ago following their dispersal from Africa 
c. 50,000 years, they responded by inventing multiple forms 
of sedentism and agriculture in several different locations 
around the world without seeming to have been under pres-
sure from food shortages (Mithen  2003 ; Barker  2006 ). This 
was a creative response to post/inter-glacial conditions. 
When  H. neanderthalensis  encountered inter-glacial condi-
tions at 115,000 years ago, we have no trace of a similar 
response. Why didn’t the  H. neanderthalensis  invent agricul-
ture or at least engage in the creative manipulation of the 
natural world?  

2.2.2     The Absence or Rarity 
of Visual Symbols 

 There is no unambiguous evidence for the creation of visual 
symbols by  H. neanderthalensis —although numerous highly 
contentious artefacts have been put forward for such evi-
dence. This absence is the case whether we use the term 
symbol in its precise sense of an image with a meaning 
entirely arbitrary to its appearance, or in its more general 
sense to include icons and indexes, the former having a 
visual similarity to their meaning (my photographs stands 
for me) and the latter having a functional association (smoke 
means fi re). The fi rst sense is the more important and syn-
onymous with metaphor, widely regarded as not only being 
fundamental to the religious thought and art of modern 
humans but also to science. 

 We must, of course, be enormously cautious. Among 
modern- day H. sapiens  anything and everything might be a 
symbol, including the most apparently mundane artefacts, 
entirely unmodifi ed natural objects, such shells, and fea-
tures of the landscape, such as hills and rivers. It might have 
been the same for the  H. neanderthalensis . Moreover, in 
light of their hunting and gathering activity it would be most 
unlikely that  H. neanderthalensis  did not use icons and 
indexes of the natural world, notably the tracks and trails of 
the animals they were hunting. Interestingly, images of 
these are frequently found in hunter-gatherer rock art 
(McDonald and Veth  2012 ), including that of the Upper 
Palaeolithic (Mithen  1988 ), and play a role in plausible the-
ories for the evolution of scientifi c thought (for which meta-
phor is essential) (Carruthers  2002 ). But we have no 
unambiguous evidence that the  H. neanderthalensis  were 
creating such images even if they were using those uninten-
tionally present in the natural world. 

 Might the absence of visual symbols be a consequence of 
preservation (as argued by Bednarik  1994 )? Maybe  H. nean-
derthalensis  symbols were entirely made in transient materi-
als, such as ice sculptures, or organic materials that have 
since decayed. Restricting their symbolic behaviour to such 
materials seems intuitively unlikely. Moreover, as noted 
above, the  H. neanderthalensis  archaeological record is 
extensive in scope; it contains numerous sites with excellent 
bone preservation and a signifi cant portion of this record has 
been analysed in meticulous detail. If the  H. neanderthalen-
sis  were creating symbols surely some direct and unambigu-
ous evidence would have been recovered, such as carved 
fi gurines, body ornaments or rock paintings? 

 Such evidence might exist in the form of the much disputed 
Châtelperronian “personal ornaments” recovered from Grotte 
du Renne at Arcy-sur-Cure—a series of pierced teeth and 
ivory pendants for which symbolic interpretation is not unrea-
sonable. There has been a substantial debate as to whether or 
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not these artefacts had been made by  H. neanderthalensis , and 
if so whether they were manufactured before  H. sapiens  had 
arrived in Europe, and hence represent an entirely innovative 
behaviour, or afterwards such that they may be a form imita-
tion (d’Errico et al.  1998 ; Mellars  1999 ,  2004 ; Conard and 
Bolus  2003 ; Bar-Yosef and Bordes  2010 ). 

 This debate has primarily informed us about the enor-
mous challenge of interpreting cave deposits excavated prior 
to modern methods of record keeping and analysis rather 
than throwing any conclusive light on these intriguing arte-
facts. Recently derived AMS dates suggest that the Grotte du 
Renne deposits are so heavily disturbed that the species affi l-
iation of the pierced teeth and pendants is impossible to 
ascertain unless they can be directly dated themselves 
(HighamT et al.  2010 ; Mellars  2010 )—although even this 
may be unable to resolve the issue. As such, the most reason-
able interpretation is that the Châtelperronian ornaments 
were made by  H. sapiens  in light of the entire absence of 
similar material manufactured by  H. neanderthalensis  from 
elsewhere (with exception of the even more disputed evi-
dence from Quinçay). Nevertheless, François Caron and his 
colleagues challenge the reliability of the dates and continue 
to argue that the site stratigraphy is suffi ciently intact to attri-
bute the ornaments to the  H. neanderthalensis  (Caron et al. 
 2011 ). Personally, I fi nd their arguments unpersuasive. 

 Further examples of possible  H. neanderthalensis  personal 
ornaments have been described by Zilhão et al. ( 2010 ) in the 
form of three pierced marine shells from Cueva de los Aviones, 
Spain. By making a comparative study with modern day shell 
collections the authors argue that rather than having been 
drilled these shells had natural perforations. Nevertheless, they 
suggest that the  H. neanderthalensis  had selected them from 
the range of shells with natural perforations, choosing those 
with holes of an appropriate dimension for threading to create 
a pendant. I remain cautious that any selection had occurred in 
light of the small number of samples and further work required 
on the rates of hole weathering. It remains unclear whether the 
natural perforations occurred prior to or post-deposition, and 
even if the former what further expansions of the hole occurred 
following discard within the heavily disturbed cave deposit. 
Moreover, the excavation provides no evidence that the perfo-
rated shells had been used as pendants or indeed in any man-
ner at all—perhaps they had been collected as collected a 
curios, as we know that  N.neanderthalensis  was occasionally 
prone to do. Although certainly intriguing, there is insuffi cient 
evidence at presence to be confi dent that the  H. neanderthal-
ensis  at Cueva de los Aviones wore shell pendants.  

2.2.3     Scratched Bones, Burials and Pigments 

 I have been careful to refer to “unambiguous” evidence for 
 H. neanderthalensis  symbolism because three much dis-
puted categories of archaeological materials are regularly 

forwarded as evidence for symbolic behaviour. There are a 
number of stone and bone artefacts dating to the Lower and 
Middle Palaeolithic that have surface scratches claimed to 
have been made intentionally (e.g., Mania and Mania  1988 ; 
Bednarik  1995 ; Marshack  1997 ). These are unlikely to be 
visual symbols for two reasons. First, there are no recurrent 
images to suggest a symbolic code; indeed an extensive 
degree of over-interpretation is often required to infer any 
geometric pattern at all (Mithen  1996a ). Second, if such 
marks derive from hominin activity, it is more reasonable to 
conclude that they are the unintentional by-products of tasks 
such as chopping plant material or cutting meat. This is also 
the most plausible interpretation of the cut marks on the 
talon of a golden eagle from Combe Grenal (c. 90 kya) and 
on two talons of white-tailed eagle from Les Fieux 
(c. 50–40 kya) as described by Morin and Laroulandie 
( 2012 ). Their interpretation of these as derivative of sym-
bolic behaviour, suggesting “complex cognitive abilities 
similar to those of coeval EMH” (early modern humans) 
(Morin and Laroulandie  2012 ) is unwarranted unless utilitar-
ian explanations can be confi dently dismissed. 

 Neanderthal burials have also been cited as evidence for 
symbolic behaviour (Chase and Dibble  1987 ). To do so 
requires that two challenges are overcome. First that deliber-
ate burial does indeed exist, this having been disputed by 
Gargett ( 1989 ,  1999 ). The weight of evidence suggests that 
some  H. neanderthalensis  bodies were most likely posi-
tioned within shallow depressions or in crevices in a manner 
that can be reasonably described as burial. The second chal-
lenge is to precisely identify what is symbolic about making 
such burials. Evidence for graveside ritual is absent, and—as 
I will further argue below—burial itself does not necessarily 
imply symbolic thought. With the type of close social bonds 
attributable to  H. neanderthalensis  and evidence for care of 
the sick and old such as from Shanidar Cave (Trinkaus  1983 ), 
we should expect that the dead would be mourned and 
corpses treated with respect. Indeed, it is surprising that the 
evidence for  H. neanderthalensis  burial is not considerably 
more extensive. But there is nothing unambiguously sym-
bolic in that which exists. 

 The potential use of pigments by  H. neanderthalensis  is a 
third body of evidence that has been used to argue for sym-
bolic thought and behaviour. Because this is relatively more 
recent and less discussed type of evidence than the scratched 
artefacts and burials, I will address pigment use below. 

 Finally, we should note that symbolic communication 
plays a key role in the adaptation of  H. sapiens  to challeng-
ing environments. This is exemplifi ed in the abundance of art 
objects and implied ritual behaviour at the last glacial maxi-
mum in Europe (Jochim  1983 ). As such, and in light of the 
environmental stress that the  H. neanderthalensis  appear to 
have experienced, it is again surprising that they did not use 
symbolic communication more prolifi cally than would 
appear to have been the case even if all of the ambiguous 
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evidence for symbolism was found acceptable. The only 
 reasonable conclusion is that  H. neanderthalensis  lacked the 
capacity for symbolic thought.  

2.2.4     Rapid Replacement 

 A third reason to argue for signifi cant cognitive differences 
between  H. sapiens  and  H. neanderthalensis  is simply the 
fact that  H. sapiens  is extant while  H. neanderthalensis  are 
extinct—not only the Neanderthals but all other members of 
the  Homo  genus that ever existed. The dispersal of  H. sapi-
ens  from Africa at c. 50,000 years ago and their rapid coloni-
sation of the Old and New Worlds is such a remarkable event 
that some overriding explanation is required: what could be 
so fundamentally different about this particular member of 
 Homo  that led to such a radically different pattern of behav-
iour to that of all its relatives and ancestors? 

 With regard to the replacement of  H. neanderthalensis  in 
Europe there may have been around 5,000 years of overlap. 
As several authors have remarked,  H. neanderthalensis  had 
evolved in Europe with physiological adaptations to northern 
hemisphere environments (Stringer and Gamble  1993 ). To 
have been so quickly replaced by an African-adapted 
 H.  sapiens  population suggests the latter must have had some 
competitive advantage that over-rode that which the physiol-
ogy of the  H. neanderthalensis  would have provided. Few, if 
any, suggestions have been forthcoming other than an 
enhanced cognitive capability, perhaps situated in language. 

 In light of the extensive mobility patterns of hunter- 
gatherers, both the  H. neanderthalensis  and  H. sapiens  must 
have been aware of each other’s presence in Europe. Indeed, 
recent genetic evidence suggests some degree of interbreed-
ing (Stringer  2011 ). When the possibility remained that the 
Châtelperronian pierced teeth and pendants may have been 
manufactured by  H. neanderthalensis , imitation of those 
being made and worn by  H. sapiens  was a feasible interpreta-
tion. Even if that had remained viable, the lack of imitation or 
adoption of  H. sapiens  material culture by  H. neanderthalensis  
during this period of overlap is striking. The strong techno-
logical traditions of the Neanderthals suggest that various 
forms of social learning were employed, including imitation 
and emulation (as with earlier hominins, e.g., Mithen  1994 ). 
Intuitively we might have expected such social learning to 
have led to a substantial adoption of the technology and 
material culture of  H. sapiens  by the  H. neanderthalensis  
during the period of overlap, just as we have seen through-
out human prehistory and history when indigenous people 
have been colonised, and ultimately replaced, by immigrant 
people. Even if the Châtelperronian artefacts were the 
result of such imitation, the extent of this is surprisingly 
low suggesting there was a cognitive constraint in the appli-
cation of social learning processes to novel circumstances. 
More generally, there appears to have been limited response, 

if any, by the  H. neanderthalensis  to the arrival of  H. sapiens  
in Europe. This is strikingly different to the response of the 
indigenous Mesolithic hunter-gatherers when Neolithic farm-
ers spread into Europe (Mithen  2003 ).   

2.3     Models for  H. neanderthalensis  
Mind and Language 

2.3.1     Domain-Specifi c and Cognitive 
Fluid Mentalities 

 It was an attempt to resolve the apparent contradictions 
between the fossil record with its evidence for large brains 
and evolved vocal tracts and the archaeological record with 
its ambiguous evidence for symbolism, cultural homogene-
ity and rapid replacement that I introduced notions of mental 
modularity into the 1990s discussions about  H. neanderthal-
ensis  and  H. sapiens  cognition. This also sought to bring dis-
cussions of cognitive evolution by archaeologists into line 
with those currently underway in related disciplines such as 
evolutionary psychology and neuroscience, with those disci-
plines themselves suffering from the absence of an archaeo-
logical perspective. In my 1996 book  The Prehistory of the 
Mind , I argued that Neanderthals had a domain-specifi c 
mentality while  H. sapiens  possessed the capability for cog-
nitive fl uidity, the latter largely deriving from the use of spo-
ken compositional language and providing the capacity for 
metaphorical thought, and hence science as well as art and 
religion (Mithen  1996b ). 

 By domain-specifi c mentality I meant that the 
Neanderthals had bodies of knowledge and types of thought 
processes equivalent to those of modern humans in the 
domains of social, technical and natural history intelligence, 
but lacked the capability to integrate these to come up novel 
ideas. This was heavily infl uenced by arguments within evo-
lutionary psychology that stressed mental modularity (e.g., 
Fodor  1983 ; Hirschfeld and Gelman  1994 ) and/or multiple 
intelligences (e.g., Gardner  1993 ), although these did not 
appear to appreciate the extent of cross-modal thinking by 
modern humans. 

 Cognitive capabilities within each domain explain the 
complexity of  H. neanderthalensis  technology, the sophisti-
cation of their hunting and gathering behaviour and the 
inferred intricacy of their social lives (Mithen  1996b ). As 
Dunbar ( 1993 ,  1996 ) has argued, social life with its attendant 
cognitive challenges may be the primary explanation for the 
relatively large brains of both  H. neanderthalensis  and 
 H. sapiens . 

 Cognitively fl uidity lay at the essence of those behaviours 
at which  H. sapiens  excelled—and still do—but which appear 
rare or entirely absent among the  H. neanderthalensis  (Mithen 
 1996b ). Symbolic thought, for instance, involves creating 
arbitrary associations between entities that reside in different 
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cognitive domains, although the use of icons and indexes 
could be domain specifi c and within the  H. neanderthalensis  
capability. Complex hunting technology—manufacturing 
tools dedicated to hunting particular types of animals in par-
ticular circumstances—requires combining knowledge about 
animals and technology into a single thought. Similarly, devel-
oping the types of relationships with animals and plants that 
led to domestication and agriculture had required a “social” 
interaction with the natural world, caring for seedlings or 
 juvenile animals as one does for children (Mithen  1996b , 
 2007 ). Without such cognitive fl uidity, the  H. neanderthalensis  
could never develop such relationships and initiate a process 
of domestication. 

  H. neanderthalensis  did, of course, achieve some degree 
of cognitive integration between its domains—tools had to 
be used for hunting and food sharing was used to mediate 
social relations.  The Prehistory of the Mind  suggested that 
the  H. neanderthalensis  degree of integration was achieved 
by generalised intelligence, this being insuffi ciently power-
ful, however to create cognitive fl uidity. This reminds us that 
superfi cially similar mental processes can be achieved by 
quire different cognitive/neural mechanisms. For instance 
my own second language speaking ability, acquired as an 
adult, is most likely undertaken by quite different neural net-
works in my brain than is the second language speaking of 
someone who grew up to be bi-lingual. Similarly, those who 
suffer from autism may learn to interact socially by using 
cognitive processes other than those of empathy (theory of 
mind) on which the majority of us rely. 

  The Prehistory of the Mind  provided no suggestion for 
how either domain-specifi c thought or cognitive fl uidity 
were actually constituted within the brain, other than propos-
ing that compositional language might play a role. There was 
no suggestion that a particular cognitive domain would map 
onto a particular part of the brain. 

 Wynn and Coolidge ( 2004 ) argued that the Neanderthals 
had a limited degree of working memory that constrained 
their ability at maintaining multiple ideas in their mind at the 
same time—which is in effect another description of an 
absence of cognitive fl uidity. In their later work they 
acknowledged that their limited working memory model for 
the  H. neanderthalensis  provided the mechanism for the 
domain-specifi c thought that I had proposed, and that an 
extension of working memory enables cognitive fl uidity 
(Wynn and Coolidge  2012 ). 

 While I am sympathetic to their extended working mem-
ory hypothesis as a means to achieve cognitive fl uidity, I sus-
pect that multiple processes are in play with regard to the 
modern human mind. One of these is the use of material cul-
ture itself to provide a scaffold for articulating and discuss-
ing complex, cross-domain ideas such as notions about 
supernatural beings. As I have suggested elsewhere (Mithen 
 1998 ), while cognitive fl uidity enables ideas about such 

beings to be entertained, they remain intuitively diffi cult to 
sustain and to communicate to others. One means of resolv-
ing this problem is by the use of visual images—fi gurines 
and paintings—as a support to cognitive fl uidity. The fact 
that  H. neanderthalensis  did not do so, suggests to me that 
this species lacked the ability to come up with such ideas.  

2.3.2     Hmmmmm and Compositional 
Language 

    Wynn and Coolidge ( 2012 ) remained unspecifi c about 
Neanderthal language. My own view in  The Prehistory of the 
Mind  was that  H. neanderthalensis  lacked compositional 
language—this involving a large lexicon and set of gram-
matical rules from which an infi nite set of novel utterances 
could be made. How could it be otherwise when spoken lan-
guage is the motor for cultural innovation by easing cogni-
tive fl uidity? That left unresolved, however, how Neanderthals 
communicated especially in light of their effectively modern 
vocal tracts and large brains. Those anatomical features sug-
gest that the rather minimalist “proto-language” capabilities 
as proposed by Bickerton ( 1990 ,  1995 ) must be a serious 
under-estimation of the  H. neanderthalensis  vocal capabili-
ties. To address this my 2005 book,  The Singing Neanderthals , 
proposed that a sophisticated communication system had 
been present, one with a greater reliance in variations in tone, 
rhythm and pitch and a less reliance on words and grammar 
than does compositional language as used by  Homo sapiens  
today (and presumably in the past; Mithen  2005 ). 

  The Singing Neanderthals  proposed that  H. neanderthal-
ensis  language holistic, multi-modal, mimetic and musical 
(the Hmmmm model). This model also sought to bring 
archaeological studies into greater alignment with those in 
the cognitive sciences by drawing on recent studies in neuro-
science, psychology and linguistics (e.g., Wray  1998 ; Wallin 
et al.  2000 ; Cross  2001 ). It also served to place greater 
emphasis on the socially complex and emotionally driven 
character of Neanderthal life than had been present in previ-
ous studies. Communal dancing and singing were placed at 
the centre of  H. neanderthalensis  social life, these acting to 
build trust between individuals who would engage in danger-
ous pursuits (e.g., big mammal hunting) and to negotiate 
social relationships, partly via the expression and manipula-
tion of emotional states.   

2.4     The Use of Pigments 

 The domain-specifi c model for the  H. neanderthalensis  
mind can be easily falsifi ed such as by the discovery of an 
unambiguous fi gurine in a secure context such that it could 
have only been manufactured by an  H. neanderthalensis . 
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Does the increasing evidence for the use of pigments by 
 H. neanderthalensis,  all of which has been published since 
the domain- specifi c model was proposed, provide an equiv-
alent degree of falsifi cation? 

 This evidence is of considerable interest, although 
requires further analysis before its full implications can be 
confi dently understood. Soressi and d’Errico ( 2007 ) 
describe more than 70 horizons dating to the Lower and 
Middle Palaeolithic in Europe from which blocks of pig-
ment or objects that had served to grind colorants have been 
recovered. They describe 250 nodules of soft stone from 
Middle Palaeolithic levels at Pech I and 20 from Pech IV 
showing signs of pigment use. The pigment was predomi-
nantly black, deriving from manganese oxide. Although the 
species affi liation is more diffi cult to assess, several concave 
fragments of stalagmite from Middle Palaeolithic contexts 
of Cioarei- Borosteni Cave, Romania, appear to contain resi-
dues from ochre (Carciumaru et al.  2002 ). Most recently, 
Zilhão et al. ( 2010 ) have described blocks of pigment, pig-
ment-stained marine shells and a horse metatarsal coming 
from Middle Palaeolithic contexts at Cueva de los Aviones 
and Cueva Antón, Spain, which they confi dently attribute to 
 H. neanderthalensis . 

 Does this evidence indicate symbolic thought? I suspect 
not, although it certainly adds to the view that  H. neander-
thalensis  engaged in complex, emotionally driven social 
behaviour. Precisely the same applies to the use of pigment 
by  H. sapiens  when there is no additional evidence for sym-
bolism, such as at Pinnacle Point, South Africa at c. 164 
thousand years ago. As such, entirely equal standards of 
interpretation are being applied to the  H. neanderthalensis  
and  H. sapiens  archaeological records: rather than attributing 
symbolic behaviour to the former we should become more 
restrictive about its attribution to the latter. 

 The most striking example of over-interpretation of 
 H. neanderthalensis  pigment use comes from the 2010 paper 
by Zilhão and his colleagues entitled “Symbolic use of 
marine shells and marine pigments by Iberian Neanderthals.” 
Here they describe evidence for pigments having been 
applied to a bone and shells at Cueva de los Aviones and 
Cueva Antón , or possibly the use of these artefacts as a tool 
and palette for mixing pigments. The scientifi c analysis 
remains contentious in some aspects, such as the inability to 
detect the chemical nature of the observed orange pigment 
on the tip of the horse metatarsal and hence validate that 
observation as deliberately applied pigment rather than the 
consequence of a post-depositional process. But let us 
assume that the identifi cation of pigment use at both sites has 
been adequately established. 

 There is no evidence for how the pigments were then fur-
ther used but the authors appear to favour body painting 
which appears quite reasonable. Zilhão and his colleagues 
argue that the pigment use from Cuevas de los Aviones and 

Antón provide “secure evidence that, approximately 
50 ka cal B.P., 10 millennia before modern humans are fi rst 
recorded in Europe, the behaviour of Neanderthals was 
symbolically organised and continues to be so until the very 
end of their evolutionary trajectory” (Zilhão et al.  2010 ). 
There is not one but three non-sequiteurs in this statement. 
The fi rst is that one can generalise from the evidence from 
two cave sites in Iberia to  H. neanderthalensis  as a whole; 
the second is that pigment use necessarily implies symbolic 
thought; the third is that if symbolic thought is granted 
then symbolism had been used to “organise” behaviour— 
whatever that might mean. 

 It is the second of these three unwarranted inferences that 
is most serious and one which regrettably pervades so much 
literature about the  H. neanderthalensis . Why should the use 
of pigment imply symbolism? Modern humans, today and in 
the past, use pigment in all manner of ways which is non- 
symbolic. For instance, we use colour to attract attention, 
and to express and arouse emotions in others. In this regard 
we are no different to a great many other species in the ani-
mal world. 

 Here we can do no better than refer to the seminal 1976 
essay by Nicholas Humphrey entitled “the colour currency 
of nature” (Humphrey  1984 ). As he explains, the ability to 
see colour can only have evolved because it contributes 
towards biological survival. Humphrey uses the term 
“organic colours,” to refer to those carried by the tissues of 
plants and animals and explains that these have only evolved 
to be seen because of the messages they send—“come here” 
as in a fl ower attracting a pollinating insect or “keep away” 
as in the colour of a poisonous toadstool to deter a potential 
consumer. As Humphrey describes, the message may some-
times be more complex as when the colour is used in a social 
context such as courtship or an aggressive encounter—a pea-
cock displaying his fan or a monkey fl ashing his genitals. 
In summary:

  whatever the level of the message, signal colours commonly 
have three functions: they catch attention, they transmit informa-
tion, and they directly affect the emotions of the viewer – an 
orange arouses appetite in a monkey, a yellow wasp fear in a 
fl y-catcher, the red lips of a young woman passion in a man 
(Humphrey  1984 ). 

2.4.1       Non-Symbolic Colour Use and Ritual 

 Even though wasps, peacocks, monkeys and fl y-catchers 
make extensive use of colour we do not describe their behav-
iour as being organised in a symbolic manner. Why should it 
be necessarily any different for  Homo— whether  sapiens, 
neanderthalensis  or otherwise? With regard to modern-day 
humans, our use of cosmetics need not be symbolic: red lip-
stick draws attention to the lips as does mascara to the eyes. 
These pigments are used to exaggerate what are thought to 
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be visually attractive parts of the anatomy and can be 
 characterised as a sexual display. But they need not have any 
symbolic meaning at all in the sense of standing for some-
thing entirely different. This is not to deny that symbolic 
meanings can be attached to cosmetics or other forms of pig-
ment use—but there is no necessity for these to be present. 

 Colour in a great deal of “art” plays exactly the same non- 
symbolic but emotionally-stimulating role. At the extreme we 
have the paintings of Mark Rothko. These are held in high 
regard as “works of art” but they lack any symbolic meaning: 
Rothko painted them to express the big emotions—tragedy, 
ecstasy, and doom—and appears to have been highly success-
ful in doing so. This art is non-symbolic but emotionally potent. 
In this regard I would not be surprised if  H. neanderthalensis  
did indeed paint on their bodies or even the walls of caves in 
which they may have been undertaken social activities as a 
means to manipulate the emotional responses of those involved. 
The Neanderthals may even have worn shell beads or other 
natural objects to draw attention to themselves. I envisage this 
as certainly being within the cognitive capacity of their gener-
alised intelligence but having no implications for symbolic 
thought. 

 We have no evidence for cave painting by  H. neandertha-
lensis . It is most unfortunate that the public headlines of 
what appears to be an outstanding piece of archaeological 
science, the uranium-series dating of calcite deposits under-
lying or overlying painting in 11 Spanish caves (Pike et al. 
 2012 ) became fi xated on the possibility that the earliest of 
these paintings could have been made by  H. neanderthalen-
sis . By producing a minimum date of 40.8 Ka for a red disk 
on the wall of El Castillo this is indeed by a possibility—but 
one which is highly remote. The immense stylistic continuity 
of the art throughout the Upper Palaeolithic and the match of 
this date with the arrival of  H. sapiens  in the region at 4.15Ka 
suggest that the El Castillo disk and all cave art was the prod-
uct of  H. sapiens . 

 We should acknowledge that much of Upper Palaeolithic 
art and its associated rituals may have lacked explicit sym-
bolic intent, having been produced to manipulate the emo-
tions of the artists themselves and whoever watched them 
work and looked at the outcomes. Such rituals would fall 
within what the cognitive social anthropologist Harvey 
Whitehouse has described as the “imagistic mode of religi-
osity,” in contrast to the “doctrinal” mode (Whitehouse 
 2004 ). The latter refers to rituals within societies with cen-
tralised institutions, religious leaders and—by defi nition—
fi xed doctrines of religious belief. Such rituals are frequently 
and meticulously performed according to set rules, having 
explicit symbolic meanings relating to the religious ideology 
of the group. 

 The imagistic mode of religiosity is typical of hunter- 
gatherer and small scale farming communities. While ritual 
activities of the imagistic mode can have symbolic meaning 

these are not essential to their performance. According to 
Whitehouse:

  rituals that are only rarely performed are also typically felt to be 
personally consequential, extraordinary, and emotionally arous-
ing occasions. These features result in long-lasting episodic 
memories. But the memories are problematic. They specify at 
least some of the details of what happened in a particular ritual 
performance, but they do not specify the meanings of those hap-
penings. Rituals are capable of being accorded a wide range of 
symbolic motivations, but people do not refl ect extensively on 
matters of symbolism in the absence of very special induce-
ments. Theologians and art critics (for example) engage in that 
kind of activity but only because they have undergone, routin-
ized education into that particular mode of intellectual activity, 
backed up by complex systems of rewards and incentives. Where 
no such educational framework exists to support exegetical 
refl ection, why should it happen at all? (Whitehouse  2004 ). 

   Whitehouse goes on to describe why the search for mean-
ing might often occur, but the case is made that this is not 
essential for the ritual activities to be potent for both the 
individual and group: they function to mediate social rela-
tions, express and induce emotions and to instigate long-
lasting episodic memories. This is the type of non-symbolic 
ritual behaviour that the socially complex “singing and 
dancing” Neanderthals could have undertaken, using artifi -
cially applied pigment to enhance their emotional impact. 
Likely occasions would be at various rites of passage—birth 
of a child, “marriage/formation of a pair-bond,” death and 
burial—or signifi cant events such as the kill of an especially 
large beast or the long waited thaw. Such colourful rituals 
may have involved icons and indexes but have been symbol- 
free. As such the discovery of pigment use or even shell 
pendants by either  H. neanderthalensis  or  H. sapiens  need 
not imply symbolic thought. This is especially the case for 
the former because of so many other elements of the 
 H. neanderthalensis  archaeological record that suggests the 
absence of symbolic thought and the presence of a domain-
specifi c mentality.   

2.5     Conclusion 

 Discussion and debate will continue around the nature of 
 H. neanderthalensis  cognition and its similarities and differ-
ences to that of  H. sapiens . This will continue to be driven by 
new archaeological discoveries, novel analyses of existing 
materials and developments in the cognitive sciences as a 
whole. At the present time, the character of the archaeologi-
cal record suggests there were profound difference between 
 H. neanderthalensis  and  H. sapiens  cognition. The domain- 
specifi c/cognitive fl uid model remains as a feasible interpre-
tation of this difference, while recent discoveries of pigment 
use have reinforced the views that the  H. neanderthalensis  
engaged in emotionally-rich but non-symbolic social activi-
ties similar to those found in many  H. sapiens  communities.     
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3.1         Background and Purpose 

 One of the most important research questions on the differences 
of learning abilities between the Neanderthals and modern 
humans is how to clarify the differences between social learning 
and individual learning psychologically. It is evident that the 
Neanderthals transmitted their stone axe- making skills by 
means of social learning, probably via learning by imitation. 
The modern humans could perform creative individual learning 

as well as imitation. This creative individual learning found in 
the modern human is obviously different from the individual 
learning universally conducted by non- social animals. 

 An additional learning characteristic in the modern human 
is that they can perform instructed learning as a special style 
of learning specifi c to  modern humans  (   Strauss  2005 ; Strauss 
and Ziv  2011 ;    Csibra and Gergely  2009 ; Ando  2009 ,  2012 ). 
Although the Neanderthals might have had the ability to 
learn by teaching, it must have been quite primitive. On the 
other hand, the modern humans apparently use learning by 
teaching as a unique and universal method for transmitting 
skills and knowledge to others. 

 Imitative learning is a kind of social learning in the sense 
that learning occurs in a social situation in which models to be 
imitated exist. However, imitative learning is also a kind of 
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individual learning in contrast with instructed learning. This is 
because imitative learning occurs individually without anoth-
er’s social support during the learning process, but rather 
depends the learner’s subjective understanding of how to 
reproduce the model’s skills and regulate his or her own learn-
ing processes. On the other hand, instructed learning occurs in 
socially interactive situation in which there exists a person 
who controls their behavior in a costly and altruistic manner in 
order to facilitate the learning of other people (the learners). 

 Instructed learning is an evolutionarily unique way of 
learning. According to the operational defi nition of animal 
teaching (Caro and Hauser  1992 ). instructed learning can be 
defi ned as follows:
    a.    An individual, “A,” modifi es its behaviour only in the 

presence of a naïve observer, “B.”   
   b.    “A” incurs some cost, or derives no immediate benefi t.   
   c.    As a result of “A”’s behaviour, “B” acquires knowledge or 

skills more rapidly or effi ciently than it would otherwise, 
or that it would not have learned at all.    
  That is, teachers change their behavior, without any 

immediate benefi ts for teachers, to let novices acquire novel 
survival skills and knowledge. 

 Additionally, in the modern human, both teachers and 
learners usually use the “Theory of Mind (ToM)” to infer 
mental states such as the intentions and knowledge of others. 
This kind of instructed learning must not have occurred in 
the Neanderthals, even if they could have had a kind of “nat-
ural pedagogy” (Csibra and Gergely  2009 ). 

 Instructed learning could take an important role in evolu-
tion in two ways: accurate transfer and reifi cation of invisible 
knowledge. In imitative learning, a learner has to infer relevant 
knowledge while observing a model’s behavior, and some-
times acquires irrelevant knowledge or ineffi cient skills. 
However, in instructive learning, a teacher explicitly verbally 
explains or visually illustrates the knowledge and procedures 
to be transmitted to naïve learners, which (usually) leads to 
accurate transmission of knowledge. Furthermore, verbal 
explanation and visual illustration facilitate reifi cation of 
invisible knowledge (i.e., making invisible knowledge visible 
and understandable) to be transferred intentionally and objec-
tively. This “reifi cation” has the function of the “ratchet” effect 
(Tomasello  1999 ) which urges innovation of knowledge. 

 If instructed learning is so adaptive, it raises of the question 
of why the Neanderthals or other species did not acquire this 
type of learning.    Thornton and Raihani ( 2008 ) report that there 
are only three species (meerkats, tandem running ants, and 
pied babblers) verifi ed up to now that meet the operational 
defi nitions of teaching by Caro and Hauser ( 1992 ). 

 All these ways of teaching are limited to a single specifi c 
domain; eating (foraging or feeding). Even chimpanzees, the 
genetically closest species to modern humans, cannot con-
duct teaching (Matsuzawa  2011 ). Unlike the chimpanzee 
and maybe even the Neanderthal, the teaching of the modern 
human can be applied to a wide range of knowledge domains 

by means of cultural innovation and heritage. One of the 
 possible answers for the absence of a “general instructive 
learning strategy” in other species is that imitative learning is 
suffi cient or effective enough for them to survive in their 
niches. So then, one might ask what the advantage of imita-
tive learning over instructed learning is. Another important 
question to investigate is the advantage of individual learn-
ing versus imitative and instructed learning. 

 In our current preliminary study, therefore, we compared 
three different styles of learning—individual, imitative and 
instructed—to clarify the nature of learning in the modern 
human. We compared how effi cient each style was, and how 
motivations to imitate or to be imitated and to teach or to be 
taught were regulated. The effi ciency and psychological atti-
tudes of different learning styles vary depending on characteris-
tics and diffi culties of tasks. Individual learning might be most 
effective and preferred if a task is easy enough, whereas imita-
tive learning might be better if a task is complex and visible. It 
is important to choose an appropriate task to be compared for 
the current research question. In this study, disentangled puzzles 
with a medium level of diffi culty were chosen as an experimen-
tal task, because they were not so easy to solve for most partici-
pants while appropriately complex enough to perform with 
visual demonstration and verbal explanations.  

3.2     Methods 

3.2.1     Participants 

 Twenty university students (12 females, 8 males); mean 
age = 20.8 years (SD = 0.77) participated in the current 
experiment.  

3.2.2     Materials 

 Three sets of disentangled puzzles were asked to be solved: 
Puzzle 1 (Key), 2 (Horse), and 3 (Disk) (Fig.  3.1 ).

3.2.3        Procedure 

 There were three phases: individual, imitative, and instructed 
learning.
    i.    Individual learning: participants solved the fi rst puzzle (a 

target puzzle) alone without any assistance from others.   
   ii.    Imitative learning: participants solved the second puzzle. 

When solving the second puzzle, the learner was permit-
ted to observe and imitate a model (who had learned the 
target puzzle in Phase (i)) solving the target puzzle.   

   iii.    Instructed learning: participants solved the third puzzle. 
When solving the third puzzle, a teacher (who had 
learned the target puzzle in Phase (i)) was permitted to 
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teach and a learner was permitted to ask the teacher to 
teach how to solve a puzzle   .     

 The participants made teams of three people and each par-
ticipant in the teams solved a different puzzle in each phase 
(Fig.  3.2 ). The trial was deemed successful when participants 
could disentangle two pieces of the puzzle and put them together 
again. The number of successful trials completed in 10 min was 
a measure of learning effi ciency (a behavioral measure).

   After each phase, participants were asked to answer psy-
chological questions about their attitudes and feelings while 
they completed each task phase. The question items (psycho-
logical measures) and their factored analytic results are given 
in the left column of Table  3.1 .

3.3         Results 

3.3.1     Behavioral Measure 

 The frequency of success in each phase for the three puzzle 
tasks is shown in Fig.  3.3 . Although no signifi cant differ-
ences were found for these frequencies of each material, 
individual learning tended to be the most effi cient of the 
three learning styles.

3.3.2        Psychological Measurements 

 Table  3.1  shows factor loading patterns of psychological 
items in three experimental phases. In Phase (i), three factors 
were extracted. They were learners’ feelings of the task’s 
easiness ( easiness ), learners’ sense of  involvement  and chal-
lenge when completing the task ( challenge ). In Phase (ii), 

two factors were extracted. They were feelings of  attention  
to one’s partner and  competition  as a model and learner (imi-
tator). In Phase (iii), only one factor— teaching  motivation—
was extracted as an instructor, and two factors were extracted 
as a learner; the learners’ feelings of  direct  and  indirect rela-
tions  with an instructor. 

 Table  3.2  shows the correlation matrix among the fac-
tored scores shown above and the bolded, asterisked fi gures 
indicate signifi cant relationships between factors. Participants 
who felt confi dent tended to pay more attention to imitators 
(r = 0.55). Participants who felt more competitive while imi-
tating tended to feel more competitive while being imitated 
(r = 0.76) and less competitive when being directly taught. 
(r = −0.72). Those who were competitive as a model reported 
less relating feeling feelings when they were taught directly 
(r = −0.70).

   Path analysis where motivation to teach is put as the fi nal 
dependent variable was conducted to depict the causal rela-
tionship among these psychological attitudes and feelings. 
Figure  3.4  indicates only statistically signifi cant (p < 0.05) 
paths and correlation. Direct predictors of the dependent 
variable were an attentive attitude while teaching as an 
instructor, and direct and indirect attitudes while being taught 
as a student. Feeling that a task was challenging and feeling 
competitive as an imitator were both negatively related to 
attention toward an imitator as a model which lead to (lesser) 
motivation to teach. Feeling confi dent while solving a task in 
the individual learning phase lead to an attentive attitude 
towards an imitator while being observed, which in turn lead 
to motivation to teach.

3.4         Discussion 

 According to the behavioral results, imitative and instructed 
learning conditions were more time consuming than indi-
vidual learning to solve these tasks. Individual learning 
tended to be the most effi cient among three learning styles. 
Instructed learning is not an effi cient way for this kind of 
task as far as effi ciency is evaluated by time for the fi rst trial, 
although it would be possible that imitative and instructed 
learning have some benefi cial effects on learning over a 
long-term period or for other types of tasks. 

 In the fi rst phase of learning, it took time for the learners 
to observe the models’ behavior and to understand the 
instructors’ explanation and demonstration. If the instruc-
tors’ demonstration and explanation are poor, diffi cult, or 
inappropriate for learners, imitative and instructed learning 
might not be selected as a good strategy. Also, competitive 
people were not motivated to be taught. The task chosen in 
the current study (solving disentangled puzzles) might be 
more appropriate for individual learning than imitative and 
instructed learning because its fi nal goal is easy to under-
stand and some participants could enjoy trying out different 

  Fig. 3.1    Disentangled puzzles as experimental tasks       
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solutions for a single task by themselves to fi nd the most 
effective way to solve rather than imitating and being taught 
by another person’s behavior. Therefore, in future studies, 
measurement methodology (e.g., measuring not only the 
time it takes to solve the task but also the retention or appli-
cation of solving strategies) and task choice (e.g., using more 
diffi cult tasks) should be considered carefully when testing 
the effi ciency of these learning styles. 

 The participants showed individual differences in the 
process of becoming interested in teaching. According to 
the psychological analysis of attitude and feeling during 
each type of learning, attention towards a model, and feel-
ings of direct and indirect relationship to a teacher are rel-
evant predispositions to motivate a person to teach others. 
One’s feeling of the task’s diffi culty (high or low), and 
having a challenging/competitive attitude are indirect pre-

dispositions. To return to the question of teaching in the 
Neanderthals and modern humans, it could be imagined 
that not all individuals taught others how to make hand 
axes. Presumably, those who had high ability and interest 
in others’ behavior and who were not competitive would 
be in charge of teaching. It does not mean that a person 
who is motivated to teach is a “good” teacher. Even the 
modern humans who probably possess a potential ability 
to teach universally show a wide variety of individual dif-
ference in teaching ability. The current study indicates 
possible psychological conditions in which teaching 
behavior emerges; having high ability to perform a task, 
high interest in others and being uncompetitive (probably 
altruistic). In order to verify this kind of hypothesis, it 
will be informative to conduct observational studies of 
modern hunter-gatherers in traditional African villages.     
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  Fig. 3.2    Procedures of the experiment (10 min). Phase (i): each par-
ticipant solves the fi rst disentangle puzzle as a target task for him/
herself individually. Phase (ii): each participant (a learner) solves 
the second puzzle while his/her partner as a model is individually 
solving the target puzzle. A learner is permitted to observe a mod-
el’s behavior, but a model is not permitted to teach (not only ver-

bally but also even with eye contact) a learner how to solve the 
target puzzle (10 min for each participant). Phase (iii): each partici-
pant solves the third puzzle while his/her partner as a teacher (dif-
ferent from the person paired in Phase ii) is individually solving the 
target puzzle. A teacher can teach the way of solving a target task 
and a learner can ask any assistance from a teacher       
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    Table 3.1    Items of psychological measurement (attitudes and feelings during learning) and their factor loadings by 
factor analysis    (The bolded fi gures are loadings over 0.30)   

  Individual learning   Easiness  Involvement  Challenge 

  Felt easy     0.925    0.034  −0.042 
 Felt diffi cult   −0.814   −0.149    0.316  
 Wanted to challenge more diffi cult tasks    0.692   −0.057    0.339  
 Felt joy   0.241    0.764    0.121 
 Wanted to quit   −0.357    −0.738    0.172 
 Got involved  −0.217    0.680    0.180 
 Thought about other things    0.332    −0.651    −0.438  
 Wanted to solve puzzles more smoothly   0.019   0.172    0.851  

  Imitative learning   Attention  Compete 
 As a model 

 Felt involved   −0.881    0.190 
 Looked carefully at imitator    0.856    0.185 
 Felt uneasy about imitator’s behavior    0.848    0.165 
 Tried to imitate imitator’s method    0.532     0.492  
 Tried to compete with imitator  −0.159    0.849  
 Worried about imitator watching    0.444     0.548  
 As an imitator 

 Tried to imitate model’s method    0.950    0.162 
 Looked carefully at model    0.930    0.052 
 Felt uneasy about model’s behavior    0.879    0.109 
 Involved myself   −0.814     0.346  
 Tried to compete with model  −0.205    0.805  
 Worried about model watching    0.370     0.715  

  Instructed learning   Teaching 
 As an instructor 

 Had strong motivation to teach    0.888  
 Could understand how partner felt being taught    0.828  
 Wanted to let a partner do his/herself   −0.655  
 Felt it was interesting to teach    0.567  
 Teaching was annoying   −0.492  

  As a student   Direct relation  Indirect relation 
 Thought instructor was good at teaching    0.822    0.156 
 Wanted to get a hint from instructor    0.772    0.021 
 Could understand instructor’s motivation to teach  −0.297    0.880  
 Being taught was annoying   −0.367    −0.665  
 Wanted to be taught step by step    0.329     0.497  
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  Fig. 3.3    The number of 
successes in the fi rst 10-min 
trial       
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4.1         Introduction 

    When studying the learning process of modern humans, it is 
necessary to consider social learning as the basis of their 
varied kinds of learning because they have culture. All mod-
ern human individuals are born into society and begin their 
lifelong learning processes with socially learning each 
 culture. However, this doesn’t mean that they never learn 
individually. As noted in anthropological studies on creativ-
ity in human societies (e.g., Boas  1928 ; Lavie et al.  1993 ), 
new customs and styles are frequently innovated by indi-
viduals learning independently of others, with the result that 

their existing culture is changed. Such individual learning is 
 nevertheless based on the cultural knowledge and tech-
niques learned through social learning. In modern human 
societies, any kind of innovation could not be possible with-
out the pool of knowledge and techniques—the so-called 
cultural  traditions—which have been accumulated through 
historical processes. In this sense, the social learning of cul-
ture can be said to be the basis for any kind of learning done 
by modern humans. 

 Above all, as pointed out by Tomasello ( 1999 ), ‘cultural 
learning,’ (including ‘imitative learning,’ ‘instructed learning’ 
and ‘collaborative learning’) which is one of the forms of 
social learning but is unique to modern humans, plays the 
most important role in the learning process of modern humans. 
This is because cultural learning is essential to modern 
humans’ species-unique modes of cultural transmission, that 
is, ‘cumulative cultural evolution.’ This unique mode enables 
them to develop the cognitive skills necessary to invent 
and maintain complex tool-use industries and technologies, 
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 complex forms of symbolic communication and representation, 
and complex social organizations and institutions. All of these 
developments only occurred in the last 250,000 years, which 
is a very short time evolutionarily speaking. 

 Tomasello’s hypothetical model of ‘cumulative cultural 
evolution’ can be considered to provide a convincing expla-
nation for the way modern humans developed their species- 
unique cognitive skills in only 250,000 years. However, 
Tomasello’s hypothesis tells us nothing about the difference 
in learning ability between modern humans and Neanderthals, 
because his hypothesis only considers the evolutionary pro-
cess of learning ability between modern humans and other 
animal species. If it were certain that the difference between 
modern humans and other animal species is the ability to 
learn culturally, what is the difference in the learning ability 
of modern humans and Neanderthals? 

 In this paper, based on the Bateson’s model regarding the 
evolution of learning (Bateson  1972 ), I will examine and 
modify the hypothesis of ‘cumulative cultural evolution’ 
proposed by Tomasello ( 1999 ) in order to consider the evo-
lutionary basis of the learning ability of modern humans and 
thus construct a hypothesis about the difference in learning 
ability between Neanderthals and modern humans. First, 
I will briefl y review Tomasello’s hypothesis about differ-
ences in learning ability between modern humans and other 
primate species. Then, based on Bateson’s model regarding 
the evolution of learning (Bateson  1972 ), I will examine the 
hypothesis of ‘cumulative cultural evolution’ proposed by 
Tomasello ( 1999 ) in order to modify it to include the evolu-
tionary process of learning ability from Neanderthals to 
modern humans. Then, I will propose the hypothesis that the 
most important ability required for full achievement of 
‘cumulative cultural learning’ is the modern humans’ ability 
to objectify and manipulate the relationships between their 

artifi cial culture and natural environment, which might 
 distinguish them from Neanderthals.  

4.2     Tomasello’s Hypothesis of ‘Cumulative 
Cultural Learning’ 

 According to Tomasello ( 1999 ), only modern humans 
acquired their species-unique modes of cultural transmis-
sion, that is, ‘cumulative cultural evolution.’ This process 
“requires not only creative invention but also, and just as 
importantly, faithful social transmission that can work as a 
ratchet to prevent slippage backward—so that the newly 
invented artifact or practice preserves its new and improved 
form at least somewhat faithfully until a further modifi ca-
tion or improvement comes along” (Tomasello  1999 , p. 5). 
It is this mechanism of ‘cumulative cultural evolution,’ 
which works on time scales many orders of magnitude 
faster than those of biological evolution, that enables 
modern humans, in only 250,000 years, to develop the 
cognitive skills and products that other animal species 
never achieved. As mentioned before, 250,000 years is not 
enough time for normal processes of biological evolution 
involving genetic variation and natural selection to have 
created them. 

 This ‘cumulative cultural evolution’ consists of the 
 following two stages (see Fig.  4.1 ).

      (1) Child Cultural Learning: The Ratchet 
of Cumulative Cultural Evolution 

 This is the process in which children or novices learn exist-
ing cognitive skills through cultural learning. It is through 
this process that the pool of cognitive skills and products that 

Artifact

Artifact

Modified artifact

Modified artifact

Modification 1

Modification 2

Child cultural learning

Individual or collaborative creation

A simplified depiction of the ratchet effect working 
to produce an artifact with accumulating 
modifications Tomasello 1999: 38 .

Child cultural learning

Individual or collaborative creation

Child cultural learning

  Fig. 4.1    The ratchet effect 
of cultural learning (Tomasello 
 1999 , p. 38)       
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have been created or invented in the past are faithfully trans-
mitted over generations and preserved as the resources for 
innovations in the future. This process functions as 
Tomasello’s ‘ratchet.’  

    (2) Individual or Collaborative Creation: 
The Driving Force of Cumulative Cultural Evolution 

 In this process, individuals or groups of individuals modify 
existing cognitive skills and products or invent new ones 
based on the accumulated pool of cognitive resources, such 
as tools, technical processes, the devices for symbolic com-
munication, social institutions, and so on. This process 
advances the gears of cumulative cultural evolution and thus 
can be considered its driving force. 

 Tomasello points out that the ability of cultural learning 
functioning as the ratchet of cumulative cultural evolution, 
which enables modern humans to accumulate modifi cations 
through historical time, is restricted to modern humans. 
However, the ability to create new inventions is commonly 
shared among modern humans and other animal species. For 
example, “many nonhuman primate individuals regularly 
produce intelligent behavioral innovations and novelties, but 
then their groupmates do not engage in the kinds of social 
learning that would enable, over time, the cultural ratchet to 
do its work” (Tomasello  1999 , p. 5). Thus, it is diffi cult for 
other animal species to preserve and accumulate over gen-
erations the modifi cations their predecessors have achieved. 
As the result, they always have to create and invent new 
skills by themselves without any help from an accumulated 
pool of skills and knowledge. 

 According to Tomasello, this mode of learning essential 
to cumulative cultural evolution, that is, cultural learning, is 
based on “the ability of individual organisms to understand 
conspecifi cs as beings like themselves who have intentional 
and mental lives like their own,” (Tomasello  1999 , p. 5) and 
is composed of three types of learning: ‘imitative learning,’ 
‘instructed learning,’ and ‘collaborative learning’ (see 
Fig.  4.2 ). ‘Imitative learning’ is the learning in which 
“youngsters actually reproduce the behavior or behavioral 
strategy of the demonstrator, for the same goal as the demon-
strator” (Tomasello  1999 , p. 26). ‘Instructive learning’ is the 
learning process, which “comes from the ‘top down,’ as 
knowledgeable or skilled individuals seek to impart knowl-
edge or skills to others” (Tomasello  1999 , p. 33). 
‘Collaborative learning’ is the form of learning in which 
novices learn through the experience of collaboration with 
knowledgeable and skilled individuals. These types of cul-
tural learning would be impossible without the ability of 
learners to understand the intentions behind the behaviors of 
others. Thus, Tomasello concludes that the difference in 
learning ability between modern humans and other animal 

species can be seen in their ability to learn culturally, which 
is based on the ability of learners to understand conspecifi cs 
as beings that have intentional and mental lives like their own.

   Tomasello’s hypothetical model of ‘cumulative cultural 
evolution’ can be considered as providing a convincing expla-
nation for the way modern humans developed their species-
unique cognitive skills in only 250,000 years, which is too 
short for biological evolutionary mechanisms to have created 
them. It seems reasonable to consider 250,000 years as 
enough time for modern humans to develop their cognitive 
skills required for their complex products—such as technolo-
gies, communication devices, and social institutions—
through their species-unique mechanism of cumulative 
cultural evolution, which requires only one biological basis of 
cultural learning: the ability to understand the intentions of 
others behind their behaviors. 

 However, as mentioned previously, Tomasello’s hypothe-
sis tells us nothing about the difference in learning ability 
between modern humans and Neanderthals. His hypothesis 
only concerns the differences in the evolutionary processes 
between modern humans and other species. If it were certain 
that the difference between modern humans and other animal 
species can be seen in the ability of cultural learning, it begs 
the question of where we can see the differences in learning 
ability between modern humans and Neanderthals.   

4.3     Hints from Batson’s Evolutionary 
Model of Learning 

 Bateson’s evolutionary model of learning (Bateson  1972 ) is 
instructive in considering this question, because his model 
provides a clue to modifying Tomasello’s model to include 
the evolutionary process from Neanderthals to modern 
humans. 

 Bateson classifi ed and arranged the types of learning pro-
cesses into the following hierarchical series according to the 
level of logical types: 

• Imitative learning

• Instructed learning

• Collaborative learning

• Emulative learning

• Mimicking

• Ritualization

• Stimulus enhancement

• Exposure
Social learning

Cultural learning

  Fig. 4.2    Social learning and cultural learning       
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    (1) Zero Learning 
 This level of learning “is characterized by  specifi city of 
response , which—right or wrong—is not subject to correc-
tion” (Bateson  1972 , p. 293). This learning process is “the 
case in which an entity shows minimal change in its response 
to a repeated item of sensory input” (Bateson  1972 , p. 283).  

    (2) Learning I 
 This level of learning “is  change in specifi city of response  
by correction of errors of choice within a set of alterna-
tives” (Bateson  1972 , p. 293). This learning process 
includes “the cases in which an entity gives at Time 2 a 
different response from what it gave at Time 1, and again 
we encounter a variety of cases variously related to experi-
ence, physiology, genetics, and mechanical process” 
(Bateson  1972 , p. 287). 

 In this level of learning, learners learn specifi c ways of 
 problem-solving one at a time and through trial and error to suit 
specifi c situations, but do not learn generalized styles of prob-
lem-solving proper to contexts abstracted from these situations. 
The result of this style of learning is that the learners always 
have to examine which way of problem-solving is commensu-
rate to each situation and cannot fl exibly alter it according to 
changing contexts. In this sense, the learners at this level are still 
bound by specifi c situations and cannot abstract generalized 
contexts from situations through objectifi cation.  

    (3) Learning II 
 This level of learning is the meta-learning of Learning I, that 
is, “ change in the process of Learning I , e.g., a corrective 
change in the set of alternatives from which choice is made, 
or it is a change in how the sequence of experience is punctu-
ated” (Bateson  1972 , p. 293). This level of learning entails 
“changes in the manner in which the stream of action and 
experience is segmented or punctuated into contexts” 
(Bateson  1972 , p. 293). 

 At this level of learning, learners learn the styles of 
problem- solving proper to contexts abstracted from situations 
so that they can fl exibly and properly adjust their styles of 
problem-solving according to given contexts without the need 
for laborious case-by-case examination. In this sense, 
“Learning II is an economy of the thought processes (or neural 
pathways) which are used for problem-solving or Learning I” 
(Bateson  1972 , p. 303). However, at this level of learning, the 
ability to abstract generalized contexts from specifi c situations 
is fi xed as a template for how to understand the situations. 
Therefore, the specifi c styles of problem- solving are bound to 
the specifi c contexts, with the result that the learners are con-
servative in their habits and resist any innovation. 

 Thus, all kinds of habits are learned on this level, including 
conventional technical processes, socially proper manners, 

conventional ways of understanding the world etc., which can 
be called ‘character’ (Bateson  1972 , p. 303), style, or culture. 
In the case of modern humans, this level of learning is 
acquired in infancy and is likely to persist through life as the 
refl ectively unexamined premise of learning, which often 
functions as cultural bias. In this sense, the learners of this 
level are still bound by conventional styles of problem- 
solving, which is in turn bound to specifi c contexts.  

    (4) Learning III 
 This level of learning is the meta-learning of Learning II and 
is “ change in the process of Learning II , e.g., a corrective 
change in the system of sets of alternatives from which 
choice is made” (Bateson  1972 , p. 293). Learners at this level 
acquire the ability to objectify the unexamined premises 
learned in Learning II and the relationships between them-
selves and the circumstances so that they can creatively and 
fl exibly change the unexamined and fi xed premises or 
make creative modifi cations to them according to the 
circumstances. 

 In this sense, “Learning III will throw these unexamined 
premises open to question and change,” (Bateson  1972 , p. 
303) and brings to the learners “freedom from the bondage 
of habit” (Bateson  1972 , p. 30). The learners learn to objec-
tify the relationships between contexts and styles of problem- 
solving as well as the how to abstract generalized contexts 
from situations. Thus, they can freely change their styles of 
problem-solving as well as their ways of understanding the 
world according to changing circumstances. 

 This level of learning is acquired as the result of resolving 
what Bateson ( 1972 , p. 303) called ‘double binds,’ that is, 
paradoxes among the unexamined premises learned in 
Learning II or between the premises and the circumstances. 
Thus, this level of learning is “likely to be diffi cult and rare 
even in human beings,” (Bateson  1972 , p. 30) and requires 
the patience not to give up hope of resolving paradoxes. 
This tenacity and ability to hold two equally viable ideas in 
mind are illustrated beautifully in the example of “the Zen 
candidate   ” who has been assigned a  koan  (paradox) and 
must labor at his task “like a mosquito biting on an iron bar” 
(1972, p. 303). 

 In this arrangement of learning processes by Bateson, the 
higher the level of learning, the more freedom, economy and 
fl exibility the learners acquire. The learners, who are bound 
to specifi c ways of problem-solving for specifi c situations at 
the level of Learning I, will acquire the ability to abstract the 
contexts from situations and economically select the proper 
styles of problem-solving suited to a specifi c context at the 
level of Learning II. At Learning Level III the learners who 
are bound by conventional styles of problem-solving and 
understanding only from specifi c contexts will acquire the 
ability to objectify the sets of their conventional styles of 
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problem-solving and the contexts, and are then able to fl exi-
bly change them according to circumstances. It is important, 
however, to note that the higher levels of learning are always 
based on the lower levels. Learning III could not be possible 
without acquiring Learning II, which is also impossible 
without Learning I. In this sense, Bateson’s arrangement of 
learning processes can be considered as the evolutionary 
model of learning processes.   

4.4     An Attempt to Modify Tomasello’s 
Model 

 When comparing Bateson’s evolutionary model of learning 
with Tomasello’s model of cumulative cultural evolution, it 
should be noted that cultural learning as the ratchet of cul-
tural evolution in Tomasello’s model corresponds to Learning 
II in Bateson’s model, because what is learned in Learning II 
is culture. It is through Learning II that children learn exist-
ing cognitive skills as conventional styles of problem- solving 
and thus the pool of knowledge and skills are transmitted 
over generations as the resources for innovations in the 
future. How, then, does one move onto Learning III? If 
Learning II corresponds to cultural learning, Learning III 
could be nothing else but the acquirement of the ability to 
partake in ‘individual or collaborative creations.’ These indi-
vidual or collaborative creations function as the driving force 
of cumulative cultural evolution, because it is through 
Learning III that the learners acquire the ability to objectify 
the conventionally fi xed styles of problem-solving and 
thereby fl exibly change or make modifi cations to them. 

 It is important, however, to point out that what is learned 
in Learning III is different from the ability of innovations or 
inventions, which is commonly shared among other animal 

species and modern humans. Learning III is possible only 
after acquiring Learning II—that is, cultural learning—the 
ability of which other animal species do not acquire. Rather, 
the ability of innovations and inventions, which is also shared 
among other animal species, corresponds to Learning I, in 
which the specifi c ways of problem-solving proper to given 
situations are learned one by one without help of accumu-
lated skills and knowledge. Therefore, it is reasonable to 
consider the following correspondence between Tomasello’s 
model and Batson’s model (see Fig.  4.3 ).
     1.    Learning I: individual learning and social learning, which 

are commonly shared among all animal species.   
   2.    Learning II: the cultural learning unique to modern 

humans, which functions as the ratchet of cumulative cul-
tural evolution.   

   3.    Learning III: the learning necessary for innovation and 
invention, which is also unique to modern humans and 
functions as the driving force of the gear of cumulative 
cultural evolution.    
  If it is accepted that cumulative cultural evolution is com-

posed of two stages respectively based on two types of learning: 
(1) cultural learning acquired by Learning II, and (2) creative 
innovations and inventions, the ability of which is acquired by 
Learning III, and if there are supposed to be differences in learn-
ing ability between modern humans and Neanderthals, there is 
logically no other choice but to infer that Neanderthals lack the 
ability of Learning III even if they share the ability of cultural 
learning enabled by Learning II with modern humans. This is 
because Learning III without Learning II is logically impossible 
even if Learning II without Learning III is possible. Thus, it is 
reasonable to set up the hypothesis that the difference in learn-
ing ability between modern humans and Neanderthals can be 
seen in the ability of Learning III, which Neanderthals lack but 
modern humans acquire. 

• Learning III :  Individual learning II
Individual or collaborative creation (driving force of evolution)

• Learning II :  Cultural learning
Child cultural learning (ratchet of evolution)

–Imitation learning

–Instructive learning

–Collaborative learning

• Learning I
–Individual learning

–Social learning

• Emulation learning, Mimicking, Ritualization, Stimulus 
enhancement, Exposure

• Zero learning

Homo sapiens

rising level of 
logical type

Neanderthal

• Learning III
– “Learning III will throw these unexamined premises open to 

question and change” (Bateson 1972: 303).

– creatively and intentionally changing the unexamined premises
and making creative modification to them. 

• Learning II
– “changes in the manner in which the stream of action and 

experience is segmented or punctuated into contexts together” 
(Bateson 1972: 293).

– learning technical processes and socially proper manners as
unexamined promises, that is, ‘culture.’

• Learning I
– “change in specificity of response by correction of errors of 

choice within a set of alternatives” (Bateson 1972: 293).

• Zero learning
– ‘specificity of response,’ “the case in which an entity shows 

minimal change in its response to a repeated item of sensory
input” (Bateson 1972: 283).

  Fig. 4.3    A hypothesis about the evolutionary process from Neanderthals to Modern Humans       
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 This hypothesis seems to be further supported by the 
archaeological fact that stone-crafting techniques believed to 
originate with the Neanderthals (such as the Levallois tech-
nique) were preserved for several hundred thousand years 
without any innovations (cf. Mithen  1996 ). This fact can be 
reasonably explained by the hypothesis that the Neanderthals 
acquired the ability of Learning II but lacked the ability of 
Learning III such that they were able to preserve their con-
ventional techniques as a culture but unable to make modifi -
cations to them. 

 Thus, based on Bateson’s model regarding the evolution 
of learning, Tomasello’s model can be modifi ed to include 
the evolutionary process from Neanderthals to modern 
humans as in the following fi gure: (see Fig.  4.4 ). This is the 
hypothesis that Neanderthals might have acquired the ability 
for Learning II, which functions as the ratchet of cumulative 
cultural evolution, but did not acquire the ability for Learning 
III, which is required for individual or collaborative creations 
(the driving force of cumulative cultural evolution). 
Ultimately, the result of this non-learning was that 
Neanderthals might not have been able to make creative 
modifi cations to their original artifacts and practices. In con-
trast to the case of Neanderthals, modern humans acquired 
the ability for both Learning II and Learning III, and fully 
realized cumulative cultural evolution. In short, it can be 
concluded that it is the ability for Learning III that distin-
guishes modern humans from Neanderthals.

4.5        A Tentative Conclusion to and Future 
Perspective on the RNMH Project 

 In this paper, I have examined and modifi ed Tomasello’s 
hypothetical model of ‘cumulative cultural evolution’ to 
include the evolutionary process from Neanderthals to mod-

ern humans on the basis of Bateson’s evolutionary model of 
 learning processes. I concluded that if there is any one differ-
ence in learning ability between Neanderthals and modern 
humans, it is the ability of Learning III in Bateson’s model, 
which is the foundation of ‘individual or collaborative cre-
ation’; that is, the driving force of cumulative cultural evolu-
tion. Thus, Neanderthals most likely acquired the ability of 
Learning II, which enabled them to preserve their styles of 
problem-solving. On the other hand, it might be supposed 
that they lacked the ability of Learning III, that is, the ability 
to make creative modifi cations to preserved styles of 
problem- solving, with the result that they might not be able 
to fully operate cumulative cultural evolution and thus were 
conservative in their techniques of stone-crafting. In this 
sense, Neanderthals might have acquired but perhaps were 
strictly bound by their cultures. 

 If this hypothesis is accepted, it might be safely inferred 
from Tomasello’s model that Neanderthals acquired the abil-
ity to understand conspecifi cs as beings that have intentional 
and mental lives like their own, because Tomasello pointed 
out that the ability of cultural learning is based on the ability 
to understand the intentions behind the behaviors of others. 
In this sense, Neanderthals might be considered to share the 
ability of ‘theory of mind’ with modern humans. 

 So, what kind of ability is required for Learning III, on 
which creative innovations and inventions are based? It could 
be inferred from Bateson’s model that Learning III is based on 
the ability to objectify the existing styles of problem- solving, 
which are learned as unexamined premises through cultural 
learning enabled by Learning II. This is because Bateson 
pointed out that what is learned by Learning III is how to open 
these unexamined premises to question and change them. It is 
essential to objectify what are already learned as unexamined 
premises in order to do so. In this sense, it is the ability to 
objectify what is already learned via cultural learning on the 

a common feature of modern humans and Neanderthals
Cultural Learning (Learning II)
the ratchet of cumulative cultural evolution

The difference 
between 
modern 
humans and 
Neanderthals

Learning III
the driving
force of 
cumulative
cultural 
evolution

  Fig. 4.4    A hypothesis about the 
evolution of learning       
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basis of a ‘theory of mind’ that is required for Learning III. 
Modern humans acquired this ability so that they could fully 
operate cumulative cultural evolution and thus develop their 
species-unique cognitive skills and products. 

 Moreover, it follows from this hypothesis that modern 
humans might be considered to have developed the ability to 
objectify not only the existing styles of problem-solving but 
also the relationships between self and the environment as 
that ability is indispensable for objectifying and changing 
what has already been learned. In order to fl exibly and effec-
tively change the existing styles of problem-solving accord-
ing to changing circumstances, it is essential not only to 
objectify one’s styles of problem-solving but also to objec-
tify the relationship between self and the environment on 
each occasion and then place one’s styles of problem-solving 
in the relationship to evaluate and change said styles. 

 In this sense, the most important ability required for 
cumulative cultural evolution may be the ability to objectify 
the relationships between self and the environment to atten-
tively observe the circumstances and thereupon properly 
evaluate and fl exibly change one’s existing styles of problem- 
solving according to the circumstances. This must be done 
while conducting daily life on the basis of what is learned 
through cultural learning. Thus, it can be concluded that the 
most important species-unique ability of modern humans is 
the ability to objectify the relationships between their own 
culture as unexamined styles of problem-solving and their 
surrounding environments. 

 These are, of course, only the hypotheses deductively 
lead to by examining Tomasello’s and Bateson’s models, 
and therefore should be examined and proved on the basis 
of positive evidence. Moreover, tentative conclusions of 
this paper should raise more questions about the learning 
ability of modern humans. For example, what kind of abil-
ity enabled modern humans to acquire the ability to objec-
tify the  relationships between their cultures and 
environments? Is it biologically acquired or is socially fos-
tered? If it is socially fostered, then how is it fostered in 
social interactions? There are a number of questions about 
the learning ability of modern humans that remain unsolved. 
Based on my ethnographic research on the learning pro-
cesses of Inuit (an indigenous people living in Canadian 
Arctic), I shall address these questions on the basis of eth-
nographic evidence in the future.     
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    Abstract  

  Cognitive fl exibility, especially representational fl exibility is a crucial element of human 
creativity. This paper provides some insight on the cognitive fl exibility of the Baka Pygmy 
children of southeastern Cameroon based on observations of their play and object-making 
activities. It seems that children until about 2 years of age engage in sensorimotor interac-
tions with the materials around them, and those around 3 years of age begin to make objects. 
However, while we often observed sensorimotor activities, object-making was observed 
almost exclusively in solitary play. The development of Baka Pygmy children’s cognitive 
fl exibility appears in their daily creation of objects, substitution of objects, and when using 
broken parts of entities. Those activities in their play enhance the development of symbolic 
functions.  

  Keywords  

  Baka Pygmy children   •   Cognitive fl exibility   •   Object-making   •   Representational fl exibility   
•   Symbolic function  

      Cognitive Flexibility and Making 
Objects in Baka Pygmy Children 
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5.1         Introduction 

 Drawing from Piaget’s theory, Anthony D. Pellegrini ( 2009 ) 
pointed out that children’s cognitive development could be 
rooted in their sensorimotor interactions with objects. 
Through repeated interactions with objects, children con-
struct mental representations of those objects (Pellegrini 
 2009 ). These representations come to be expressed in their 
own object-making. Some aspects of children’s cognitive 
development such as causal cognition and their ongoing 
interests to the real life are refl ected in their object-making. 
Furthermore, participation in these activities may develop 
their creativity. Children’s behavior with objects has been 
studied from the viewpoints of exploration, play, construction, 

and tool use (Bock  2005 ). I observed that children were 
often absorbed in object-making such as making a basket of 
leaves for primarily play. I think these activities may have a 
relation with their creativity and cognitive fl exibility in their 
later lives. 

 In recent research in developmental psychology, cogni-
tive fl exibility is defi ned as a child’s ability to switch his or 
her strategy to suit new task he or she must accomplish. For 
example, the Dimensional Change Card Sorting (DCCS) 
(Zelazo  2006 ), a cognitive-fl exibility test, assesses the capac-
ity of examinees to fl exibly shift between two sorting rules 
based on color and shape. Kloo et al. ( 2010 ) suggested that 
we have to distinguish between two different kinds of 
 fl exibility: response fl exibility and representational fl exibil-
ity. Object-making also requires children’s cognitive fl exibil-
ity, especially when using representation. In this study, 
I hope to demonstrate the creativity of the children who are 
raised and nurtured in hunter-gathering societies. I observed 
the Baka Pygmy children creating objects in their daily life 
and speculated on their cognitive fl exibility demonstrated by 
this object-making.  
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5.2     Method 

 I conducted my research on Baka children’s object-making 
and object-play in Baka villages in southeastern Cameroon 
from the 13th through the 18th of August, 2012. I observed 
the children in their camp site for about 2 h in the morning 
and 2 h in the afternoon every day in that period, recording 
the children’s object-making activities for their play with a 
Sony Handy Cam.  

5.3     Results 

 Baka Pygmy children were very often observed making 
objects for play (Fig.  5.1 ). However, Baka Pygmy children 
under 2 years of age engaged in sensorimotor interactions 
with the materials around them. From about 3 years of age 
object-making was observed often in children’s solitary play. 
Object-making and constructing objects were also infre-
quently observed in collaborative symbolic play such as pre-
tending and substituting one object for another as shown in 
Fig.  5.1 . This type of play was particularly observed in the 
girls. For example, I once observed this type of play in four 
girls ranging from the age of 3–5. They fi rst selected the 
location for play in their camp site. Then they used object- 
substitution to simulate scenes of food-gathering, real cook-
ing, having meals, and going to bed. This one period of play 
lasted for 37 min.

   Some children incorporated “new” materials such as cans 
from their camp sites for making play-objects (Figs.  5.2  and 
 5.3 ). The products in Figs.  5.2  and  5.3  were made by a 
5-year-old boy. He used cans, strings, and food scraps. Those 
products then were used and further elaborated upon by the 
other children at the same site. Figure  5.3  shows that the boy 
used a concave space on the ground as a representation of a 

river and made a little bridge over it with a piece of wood. 
It seemed to represent a real-life scene with a loaded car 
passing across the bridge.

    Figure  5.4  shows a 4-year-old boy making an object by 
himself. The boy in Fig.  5.4  was concentrating on attaching 
some pieces of wood to a wheel. Object-making as shown in 
Fig.  5.4  was not observed often, but boys were more likely to 
engage in it. In fact, children often incorporated broken odds 
and ends from the camp into object-making activities. One 
thing I noticed was that children played with peers at fi rst 
and later began to play solitarily. Figure  5.5  shows that a boy 
was making a steering wheel out of the broken parts of a 
motorcycle. Those kinds of play refl ected children’s aware-
ness of the real world around them.

5.4         Discussion 

 Children up to 3 years of age engaged in sensorimotor inter-
actions with materials around them. At around 3 years of 
age, children would begin to make objects. But these 
 observations reported here were not observed frequently and 
object-making was often observed in solitary play. 

 Sex differences were also noted. In their collaborative 
symbolic play, girls were observed constructing objects that 
were similar to those that adult women used to cook and pre-
pare meals. Those kinds of activities were interpreted as the 
playful uses of objects as simulations of real-world subsis-
tence activities. They used leaves, woods, food scraps, and 
cloths for substitutions of utensils which adults used daily. 
The object substitution enacted during that type of play 
might refl ect a child’s cognitive fl exibility. 

 On the other hand, boys preferred making objects used to 
play pretend, such as cars, trucks and motorcycle. When 
making these objects, boys tended to bring together new 
materials such as cans with leaves, stones, wood, and string 

  Fig. 5.1    Girls making objects in 
collaborative symbolic play       
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based on their representation. It seems that Baka Pygmy 
children construct objects fl exibly, for example using a can 
for a toy car, or a piece of wood for food. It refl ects their 
cognitive fl exibility and their representational faculties by 
forcing them to use the various cognitive abilities mentioned 
above. 

 Kamei ( 2009 ) reported on the materials that the Baka 
Pygmy children used for their play and he particularly empha-
sized the richness and creativity shown in their use of those 
materials. Kloo et al. ( 2010 ) demonstrated that fl exibility is a 
key competency in daily life. We can see the Baka Pygmy 
children’s cognitive fl exibility in their daily object- making, 

  Fig. 5.2    Making an object with 
a can       

  Fig. 5.3    Making a river and its 
bridge with wood       

  Fig. 5.4    Making an object from 
wood and a wheel       
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object substitutions for play and their creative use of broken 
parts to build new toys. In child development object substitu-
tion could be achieved by their symbolic function (McCune 
 2008 ). It is thought that those activities in Baka Pygmy chil-
dren’s play further enhanced their symbolic functioning in 
which one thing (signifi ed) was represented by another thing 
(signifi er). In Fig.  5.6  I summarize these cognitive develop-
ments from the view point of symbolic function. Tomasello 
and Call ( 1977 ) pointed out the importance of self-manipu-
lating in representing means for achieving goal behavior. 
Self-manipulating with old and new materials in solitary sit-
uations enriches children’s cognitive fl exibility. Then new 
products are shared in their collaborative play. It leads to the 
development of Baka Pygmy children’s symbolic function.

   In this research I noticed that the use of new materials, for 
example, the can in Figs.  5.1  and  5.2 , might affect their 

object-making and object-relations development. Koyama 
( 2012 ) pointed out that younger when Baka Pygmy children 
showed their intuitional and representational abilities in 
responding to visual reception signals which was required to 
gain meaning from visual symbols. This intuition and the 
ability to create representations might be related to the devel-
opment of their object-making. This research also impressed 
on me that Baka Pygmy children’s development of cognitive 
fl exibility is based on their awareness of the real world 
around them.     

  Acknowledgments   This research was supported by the “Grant-in-aid- 
for Scientifi c Research on Innovative Areas 2010–2014, 1201.” The 
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  Fig. 5.5    Using broken parts of a 
motorcycle       
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Using new materials based on their representation  Æ  Relating objects development
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  Fig. 5.6    Cognitive fl exibility in 
object-making, Sharing 
representations, and development 
of symbolic function       
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6.1         Introduction 

 “Resilience” is a key word in understanding how humans cope 
with extreme stress such as the traumas of child abuse, war, or 
natural disaster. Although some childhood trauma victims suf-
fer from Posttraumatic Stress Disorder (PTSD) and develop a 
personality disorder after growing up, some survive without 
developing any problems. The group that encounters the least 
diffi culties after a trauma may fi nd strength in their fl exibility 
and ability to learn from their diffi cult situation. The most 
important aspect of this fl exible attitude is “resilience,” the 
ability to “bounce back” from a diffi cult situation. This psy-
chological concept “resilience” could be said to characterize 
humanity as a whole, because of our ability to succeed in a 

harsh environment that has included extreme temperatures, 
food shortages and varied threats over our long history. Having 
examined the drawings of hunter-gatherer Pygmy children in 
Cameroon—who are not greatly infl uenced by a systematic 
school education or technology, but rather by tradition—I 
would like to posit that their drawings are a clear example of 
humanity’s intrinsic resilience.  

6.2     Literature Review on “Resilience” 

 The word “resilience” originally comes from physics, and is 
usually paired with the word “stress.” Spring-back, or resil-
ience, occurs when stress is applied to something. It has 
come to be used as a term of psychological strength for 
recovery after traumatic events, such as child abuse or disas-
ter. Connor and Davidson ( 2003 ) give the defi nition of 
“resilience” as “the personal qualities that enable one to 
thrive in the face of adversity.” They developed the 
Resilience Scale (CD-RISC) which is comprised of 25 items 
important to having a sense of overall resilience that were 
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drawn from a variety of sources. For example, the qualities 
“Views change or stresses as a challenge/opportunity,” 
“Commitment” and “Recognition of limits to control” were 
drawn from Kobasa ( 1979 ). “Close secure attachment to 
others,” “Strong self esteem,” “Sense of humor” 
“Adaptability to change” and so on were drawn from Rutter 
( 1985 ). “Patience” and “Tolerance of negative affect” were 
drawn from    Lyons ( 1991 ). Klohnen ( 1996 ) also suggested 
possible factors of “resilience” such as “Productive activ-
ity,” “Insight and warmth,” “Confi dent optimism” and 
“Skilled expressiveness.” 

 Although the concept of “resilience” has been accepted 
in some fi elds, some researchers are critical. Luthar et al. 
( 2000 ) produced an article which critically appraised the 
construct of resilience. They insisted that “this construct 
falls into four broad categories: (1) ambiguities in defi ni-
tions and terminology, (2) variations in interdomain func-
tioning and risk experiences among ostensibly resilient 
children, (3) instability in the phenomenon of resilience, 
and (4) theoretical concerns, including questions about the 
utility of resilience as a scientifi c construct.” Nevertheless, 
the authors concluded that “the continuation of scientifi c 
work in this “resilience” area is of  substantial value” and 
that “there is clearly a need for resilience researchers to 
enhance the scientifi c rigor of their work.” 

 Therefore, I am examining the drawings of the Pygmy 
children in as scientifi c a manner as possible, (such as refer-
ring to the CD-RISC and other resilience factors) to ulti-
mately suggest the overall resilience of human beings.  

6.3     Baka Pygmy Children 

 The Baka people inhabit the central or west area of Africa, 
and I had an opportunity to see and communicate with the 
Baka people in Cameroon. In the summer of 2011, I 
stayed at Lomie, a small village located 6 hours drive 
from the capitol of Yaunde. There were several small 
Baka settlements around the village, and I visited them to 
collect data through observation and psychological tech-
niques. The Baka Pygmies are hunter-gatherers, which is 
the longest and most enduring typical lifestyle of human 
beings with few industrialized products. I would posit that 
they maintain the resourcefulness innate to human begins, 
perhaps more than people in industrialized societies who 
undergo organized education. In fact, the children there 
had few opportunities to go and learn in school due to 
poverty and tradition. This means that they responded to 
my stimuli without any systematic educational infl uence 
tempering their answers, rather replying traditionally. 
However, it should be noted that as some of them had 
received a little education in school, their learning situa-
tion might be considered to be in a transitional stage.  

6.4     Method 

6.4.1     Participants 

 Thirty-one Baka Pygmy children (25 boys and 6 girls, rang-
ing from 5 to 15 years old).  

6.4.2     Procedure 

 I asked the children to draw their favorite things on paper 
with tools such as pencils, colored pens and pastel crayons, 
which they could choose from. They mostly drew in small 
groups of their friends. After observing what they were 
drawing, I examined the data in terms of the style and con-
tent of their pictures. As drawing is an image expression with 
tools, it should refl ect their intellectual and emotional capac-
ities, interests, attitude and behaviors involving resilience.   

6.5     Results 

6.5.1     Drawing Process and Attitude 

 They chose from the tools that were set up in front of them. 
Then, according to my instruction, they started to draw spon-
taneously without hesitation or help from others. After mak-
ing images they pointed to and named their favorite things on 
the paper. Finally, they told me that they had enjoyed draw-
ing very much.  

6.5.2     Drawing Style and Content 

 I am describing each drawing of the children in terms of the 
drawing content and styles (forms). The characteristics of 
their drawings are summarized below. 

6.5.2.1     Drawing Style 
 Their drawing styles were examined based on iconic devel-
opment. As Eng ( 1954 ) noted, most children’s sensorimotor 
functions begin with collaboration between the eyes and 
hands in terms the drawing development, and they are even-
tually able to represent something in their drawings. Even 
though they are in their representational drawing stage, the 
styles (forms) of early childhood are still simple such as 
scribbles of lines and circles. As children enter the formative 
drawing stage (around 4 years old), they become able to 
draw X-ray paintings, head-feet person drawings and other 
incomplete gestalt drawings. 

 The realistic drawing stage usually starts for children at 
around 6 years of age, when art education in school might 
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have an effect on their style. In fact, art education appeared 
to make the children draw realistically and from a single- 
viewpoint perspective. 

 One constructed painting (Fig.  6.1 ), 12 imaginary X-ray 
paintings    (Figs.  6.2 ,  6.3 ,  6.4 ,  6.5 ,  6.7 ,  6.8 ,  6.9 ,  6.11 ,  6.12 , 
 6.19 ,  6.21 ,  6.25 ), 17 incomplete gestalt paintings including 
two head-feet representations (Figs.  6.5 ,  6.7 ,  6.9 ,  6.10 ,  6.11 , 
 6.12 ,  6.13 ,  6.14 ,  6.16 ,  6.17 ,  6.19 ,  6.20 ,  6.22 ,  6.25 ,  6.26 ,  6.27 , 
 6.28 ), 16 multiple viewpoint paintings (Figs.  6.4 ,  6.5 ,  6.7 , 
 6.9 ,  6.11 ,  6.14 ,  6.15 ,  6.17 ,  6.18 ,  6.21 ,  6.22 ,  6.26 ,  6.27 ,  6.28 , 
 6.29 ,  6.30 ), fi ve kinetic paintings (Figs.  6.1 ,  6.2 ,  6.8 ,  6.9 , 
 6.19 ), and two skillful and artistic paintings (Figs.  6.29 ,  6.30 ).

6.5.2.2                                    Drawing Content (Rate of Drawing) 
 Vehicles and airplanes 80.6 %, human beings 74.1 %, food 
(edible animals and fruit) 64.5 %, plants 61.2 %, houses 
including a traditional  mongle  38.7 %, tools (pump, rifl e, tra-
ditional knife, drum, pan, umbrella, spectacles, wooden boat 
and table) 38.7 %, animals 32.2 %, fi sh 32.2 %, a soccer ball 

29.0 %, electrical appliances (T.V., DVD, mobile phone, 
antenna etc.) 19.3 %, the sun, moon and stars 19.3 %, letters 
and numbers 16.1 %, cloth 6.4 %, the national fl ag 6.4 %.    

6.6     Discussion 

6.6.1     The Drawings of Children in Traditional 
Societies 

 Although there are not many articles about forager children’s 
drawings, Iwata ( 1985 ) showed that the children in a small, 
tradition Laotian village did not draw landscapes but rather 

  Fig. 6.1    Nine-year-old boy   : “a car with an antenna, house, person, liz-
ard, dog, mouse, trees, rifl e and birds” drawn with an orange pen. 
Constructed painting. Kinetic painting       

  Fig. 6.2    Ten-year-old boy: “car, boy, ball” drawn with a black pen. 
X-ray painting. Kinetic painting       

  Fig. 6.3    Ten-year-old boy: “person, corn, caterpillar, T.V.” drawn with 
a blue pen. X-ray painting       

  Fig. 6.4    Eight-year-old boy: “car, house, snake, person, cook, fi sh, 
T.V., cook, fi sh, ball, leaf, sun, helicopter, papaya” drawn with a red 
pen. X-ray painting. Multiple viewpoints       
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familiar things like tools and instruments from everyday life. 
None of their drawings were from a bird’s-eye view, but rather 
a worm’s-eye view. One Pygmy boy out of 31 members drew 
a short distance landscape, and the others drew tools, animals 
and industrialized products like T.V.s and motorbikes from a 
worm’s-eye view as they did in Laos. It might be speculated 
that children in traditional societies depict the objects sur-
rounding them from a worm’s-eye view due to the lack of 
knowledge of how to draw from a bird’s- eye view. 

 In a recent study involving children’s drawings and resil-
ience, Huss and Alhaiga-Taz ( 2013 ) tried to understand stress 
and resilience in Bedouin children’s drawings in Israel. Bedouin 
children there have been living in either townships under gov-
ernment control or illegal villages. Although both groups have 
settled under great stress due to their poverty, political confl icts 
and exposure to unfamiliar cultures, they still showed their resil-
ience in their drawings. In particular, the children in townships 
showed resilience by integrating cultural traditions and western-
ized cultural traditions, while the children in the illegal villages 
are making an effort to maintain cultural traditions. The draw-
ings showed that “the children utilize their communities to 
enhance resilience” through refl ecting their reality and their 
mind. I have found this same resilience in my research which I 
will show in the next paragraph.  

6.6.2     The Resilience of Pygmy Children 

 The Pygmy children’s drawings of their favorite things seem 
to reveal the resilience through their drawing process and 
drawing itself. For example, one of the CD-RISC resilience 
factors listed by Connor and Davidson ( 2003 ) is to “View 
change or stress as a challenge/opportunity” and might be 
revealed by their drawing style and attitude. That is, more 
than half of them drew from multiple viewpoints, not decid-

  Fig. 6.5    Eleven-year-old boy: “the car and caterpillar” are bigger than 
the “house.” “People, dog, fi sh, ball” drawn with a blue pen. X-ray 
painting. Incomplete gestalt painting. “Stick people.” Multiple 
viewpoints       

  Fig. 6.6    Eleven-year-old boy: “a person without eyes, a nose or a 
mouth,” “helicopter, radio, fi sh and pump” drawn with a green pen       

  Fig. 6.7    Seven-year-old girl: “cars, houses, people, drum, leaf, sun, snake 
and the letter B” drawn with “red, blue and brown pens.” “Stick people.” 
Incomplete gestalt painting. Multiple viewpoints. X-ray painting       

  Fig. 6.8    Ten-year-old boy: “car, house, person, ball, pump, hand, fi sh, 
cook, tomato and fl ower” drawn with a blue pen. Kinetic painting. 
X-ray painting       
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ing on a fi xed position and changing it freely. Other traits of 
resilience listed on the CD-RISC such as “Commitment,” 
“Adaptability to change” and “Can deal with whatever situa-
tion comes up” were shown by their acceptance of the unfa-
miliar situation in which they were asked to draw by a 
stranger (the author). “Not easily discouraged by failure” 
was shown by the overall completion of their drawings even 
though their drawings were at an early stage of iconic devel-
opment. In fact, 15 children drew imaginary X-ray paintings, 

and 10 of them incomplete gestalt paintings including two 
head-feet representations. 

 Klohnen ( 1996 ) also suggested some resilience factors. 
One of them, “Productive activity,” might be shown by their 
active attitude for an unfamiliar situation and kinetic and 
energetic drawing style. The drawing content also indicates 
“Productive activity.” Namely, “shooting a rifl e” and “kicking 
a soccer ball” are important activities in their life. Moreover, 
some children drew a “hand” which might be a symbol of 
power, labor, will, protection and so on, and a lot of them 
drew “food” which might be a symbol of desire or greediness 
to live. All these fi gures might reveal “Productive activity.” 

 In addition, some content might show other component 
factors of resilience. For example, the high rate of “human 
beings” that were drawn might mean friendship with others, 

  Fig. 6.9    Nine-year-old boy: 
“cars, person jump roping, 
houses, T.V., tree, tomato, mobile 
phone, ball” drawn with yellow 
and red pens. Incomplete gestalt 
painting. Multiple viewpoints. 
Kinetic painting. X-ray painting       

  Fig. 6.10    Six-year-old girl: “house, people, the numbers 5, 7, and 8” 
drawn with red and yellow pens. Incomplete gestalt painting       

  Fig. 6.11    Eleven-year-old boy: “person, radio, and a ball in a house,” “car, 
porcupine, cook, glasses, snake and tomato” drawn with purple and red 
pens. Incomplete gestalt painting. Multiple viewpoints. X-ray painting       
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perhaps indicating the resilience factor, “Insight and 
warmth.” “Vehicles, airplanes, and electrical appliances,” 
which belong to a different culture, are far removed from the 
daily life of Pygmy children, but they are fond of such unfa-
miliar things and expect to obtain them in future. The chil-
dren are likely able to imagine how the new and strange 
things are desirable. Likewise, they expressed in their draw-
ings that they are in favor of both their own culture and things 
from foreign cultures. This openness in their transitional 
stage from tradition to innovation might lead the resilience 
factor, “Confi dent optimism.”  

6.6.3     Innovators and Followers 

 The last resilience factor listed by Klohnen, “Skilled expres-
siveness” was especially shown by two ingenious boys 

  Fig. 6.12    Ten-year-old boy:“car with a person, person, ball, leaf” 
drawn with a yellow pen. X-ray painting. Incomplete gestalt painting       

  Fig. 6.13    Five-year-old boy: “people, trees, leaf” drawn with a black 
pen. Incomplete gestalt painting       

  Fig. 6.14    Ten-year-old boy: “cars, person, fi sh, tree, leaf” drawn with 
a red pen. Incomplete gestalt painting. Multiple viewpoints       

  Fig. 6.15    Fourteen-year-old boy: “fi sh, tree, corn, umbrella” drawn 
with a brown pen. Meticulous painting. Multiple viewpoints       

  Fig. 6.16    Eleven-year-old boy: “car, animal, lizard, person, fi sh, leaf, 
hand” drawn with a blue pen. Incomplete gestalt painting       
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(Figs.     6.29  and  6.30 ) who exhibited skillful and artistic 
expression through their drawings. Although they had not 
had any opportunity to learn drawing skills, they drew accu-
rate shapes and colored them originally. They drew some 
familiar things such as a banana, a traditional knife and the 
moon realistically; on the other hand, unfamiliar things like 
helicopters and audio-decks were colored fantastically. The 
key point is that they were able to depict their favorite things 
without any models but rather by using their memories of 
their everyday life or magazines.

    This ability refl ects that their perceptional, intellectual 
and emotional capacities are extremely high. The two boys 
became innovators as they challenged new ways to paint 
beautifully. On the other hand, limited opportunities to learn 
drawing skills tended to make most of the children stay at the 
early stage of iconic development, typifi ed by the X-ray 
painting style, in which they drew what they knew instead of 
what they saw (intellectual realism). Therefore, most of the 
children looked like followers. The two innovative boys and 
the other boys who followed them usually played together. 

  Fig. 6.17    Nine-year-old girl: “person, fi sh, car” drawn with a pencil. 
Incomplete gestalt painting. Weak. Multiple viewpoints       

  Fig. 6.18    Eleven-year-old boy: “car, person, dog” drawn with a purple 
pen. Strong. Multiple viewpoints       

  Fig. 6.19    Seven-year-old boy: “man with rifl e, persons, cook, car, 
cacao, hand” Incomplete gestalt painting. Kinetic painting. X-ray 
painting       

  Fig. 6.20    Seven-year-old boy: “leaves, circle, line” drawn with a pen-
cil. Incomplete gestalt painting. Weak       
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If drawings were introduced into their everyday life, the 
followers would learn how to paint from the gifted boys, 
 perhaps raising the group level of iconic development. As I 
mentioned before, their learning situation should be consid-
ered to be at a transitional stage in terms of the school educa-
tion system. The two innovative boys had little formal 
education; nevertheless, they showed a high level of percep-
tion, memory and artistic emergence. That is why I called 

  Fig. 6.21    Five-year-old boy: “car, person, palm, pineapple, fi sh, leaf” 
with an orange pen. Multiple viewpoints. X-ray painting       

  Fig. 6.22    Thirteen-year-old boy: “car with antenna, tree, fl ag” drawn 
with a blue pen. Incomplete gestalt painting. Multiple viewpoints       

  Fig. 6.23    Five-year-old boy: “1, 5 (numbers)” drawn with a blue 
pastel       

  Fig. 6.24    Fourteen-year-old boy: “house, airplane, peanut, star, moon” 
drawn with a red pen       

  Fig. 6.25    Six-year-old girl: “people, car with a person, fi sh, leaf, cloth, 
cacao” drawn with a red pen. Incomplete gestalt painting. X-ray 
painting       
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them innovators and speculated that there is not a serious 
relation between innovation and school education. 

 Moreover, Drucker ( 2000 ) noted that, “innovation 
essentially starts as a tiny, provisional and fussy thing” 
and “the occasion of innovation is usually found around 
the fi eld.” In fact, the two boys in my research disclosed 
their new method through small drawings at their sites. 
Although their new discoveries did not affect other Baka 
members at that time, in the future they might expand 
their innovation with the “continu[ed] learning and self-
enlightenment which are essential for social innovation” 
(Drucker  2000 ).   

6.7     Conclusion 

 In conclusion, the Baka Pygmy children can be considered to 
be resilient. Through the psychologically involved task of 
drawing, “resilience, i.e., an acceptable and fl exible attitude to 
a transitional and critical situation” was observed. If art 
instruction was introduced, the skillful, expressive, innovative 
boys especially should raise the iconic development in the 
group. Likewise, human beings might be speculated to have 
been thriving in the face of adversity in much the same manner 
as the Pygmy children developed their own learning skills.     

  Fig. 6.26    Twelve-year-old boy: “people, cars, tree, house, soccer ball, 
tomato, moon, turtle, butterfl y. Person with a traditional knife” drawn 
with blue, black and orange pens. Incomplete gestalt painting. Multiple 
viewpoints       

  Fig. 6.27    Eleven-year-old girl: “house, people, car, cook, table, tree” 
drawn with orange and purple pens. Incomplete gestalt painting. 
Multiple viewpoints       

  Fig. 6.28    Eleven-year-old girl: “car, people, me, house, fl ower, leaf” 
drawn with purple, orange, green pens. Incomplete gestalt painting. 
Multiple viewpoints       

  Fig. 6.29    Twelve-year-old boy: “helicopter, motorbike, radio, DVD, 
ball, boat, mobile phone and moon”    with pastel crayons. Artistic paint-
ing. Multiple viewpoints       
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    Abstract  

   Homo sapiens  is a species whose behaviors are determined heavily by learning. Typically, 
research on learning has assumed implicitly a dichotomy between individual learning and 
social learning, and examined under what conditions each type of learning ability can be adap-
tive. These previous studies have two problems, however. First, there is little empirical data on 
the relationship between individual learning and social learning among humans. Second, they 
assume that social learning is usually represented by the single ability of  imitation, while 
individual learning is represented by either trial-and- error or creativity, although these two 
abilities are quite different from each other. The current study investigated the relationships 
between these three major human learning abilities for the fi rst time. The results of the two 
experiments showed that there is a positive relationship between creativity and imitation, and 
no relationship between trial-and-error and imitation. The relationship between creativity and 
trial-and-error remains ambiguous. These results suggest that there is no trade-off between 
individual learning and social learning. Thus, it partly supports a new theoretical argument 
that a social learner-explorer, who combines accurate social learning with exploratory indi-
vidual learning, is most adaptive under certain fl uctuating environments.  
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7.1         Introduction 

 Learning is a means to collect information, which enables indi-
viduals to acquire appropriate behaviors. Although many spe-
cies have the ability to learn, learning is one of the key 
characteristics uniquely developed in humans.  Homo sapiens  is 

the species whose behavioral plasticity is most likely the high-
est. People have to acquire a considerable number of behaviors 
after they are born into the world. Another characteristic which 
is equally important to note is that only  Homo sapiens  has 
cumulative culture (e.g., Dean et al.  2012 ; Tennie et al.  2009 ). 1  A 
piece of new knowledge which is discovered by a single indi-
vidual is transmitted to others if it is useful. This process pre-
vents new knowledge from being lost, which produces 
cumulative culture. These two characteristics clearly show that 
learning behaviors among humans are extraordinary. In order 
to explain this fact, various research has been conducted. 

 Previous research on learning has typically assumed a 
dichotomy between individual learning and social learning 

1   There are, however, a counter argument that other primates are capable 
of cumulative culture (e.g., Horner et al.  2006 ; Yamamoto et al.  2013 ). 
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(e.g., Aoki et al.  2005 ; Cavalli-Sforza and Feldman  1981 ; 
Boyd and Richerson  1985 ; Rogers  1988 ). The key difference 
between these two is whether the source of information orig-
inates in oneself or others. We call learning from ones’ own 
behavior individual learning, and learning from others’ 
behavior social learning. Usually individual learning is con-
sidered a more basic ability since species who have very lim-
ited cognitive abilities, such as  Paramecium caudatum , have 
it, whereas social learning is a more advanced ability since it 
requires sophisticated cognitive and mental abilities. 

 One of the key insights in previous research is that cost 
and benefi t of individual and social learning abilities are dif-
ferent. For an individual to learn by himself, he has to invest 
his resources. However, other individuals can imitate the 
fruit of his labor at no extra cost to themselves. This presents 
us with a free-rider problem. For each individual, it is better 
to engage in social learning. However, if everyone engages in 
social learning, no new knowledge would be acquired. 
Therefore, many previous studies assumed that individual 
learning and social learning are alternative ways to acquire 
information, and examined under what conditions social 
learning can be adaptive (e.g., Borenstein et al.  2008 ; 
Kameda and Nakanishi  2002 ; Wakano et al.  2004 ). 

 One of the most ambitious arguments is the one adopted 
as a working hypothesis by the Replacement of Neanderthals 
by Modern Humans (RNMH) project which was launched 
in 2010 by the grant from the Ministry of Education, Culture, 
Sports, Science and Technology of Japan. In this project, 
theoretical studies on learning are applied to explain why 
 Homo neanderthalensis  went extinct and left  Homo sapiens  
the only hominin still existing on earth. The working 
hypothesis, which is called the learning hypothesis, states 
that there is a genetic difference in the learning strategies 
employed by Neanderthals and  Homo sapiens . Archeological 
evidence suggests that Neanderthals had produced virtually 
unchanged stone tools during the Middle Paleolithic period 
(about 300,000 years ago until 30,000 years ago). These 
Mousterian tools, as they are called, are characterized by 
Levallois points. Since making Levallois points is extremely 
diffi cult and probably requires years of training, it is specu-
lated that the continuation of Mousterian industry was pos-
sible thanks to the Neanderthals’ social learning ability. At 
the same time, since Neanderthals had not developed a new 
industry for at least about 270,000 years (Diamond  1991 ), it 
also suggests that they had a low level of individual learning 
ability. The story of  Homo sapiens  is quite different.  Homo 
sapiens  is characterized by cumulative yet rapidly changing 
culture. During the Upper Paleolithic (about 50,000–
10,000 years ago), there have been number of industries 
(e.g., Chatelperronian, Aurignacian) for stone tools exhibit-
ing varying techniques and characteristics. For that to have 
come about, both social learning ability and individual 
learning ability (innovation) should be high among  Homo 
sapiens . 

 Whether or not this conceptualization is a good one is 
 questionable, however. First, we believe that the dichotomy of 
social versus individual learning does not refl ect the true nature 
of learning. Although social learning is usually represented by 
the single ability of imitation in the previous literature, 
two  abilities represent individual learning—trial-and-error 
and creativity. Although trial-and-error and creativity have 
been used interchangeably in the previous literature, 
we believe that these two should be distinguished. Thus, we 
need to think about the relationships among the three learn-
ing abilities. However, there have been few studies that 
empirically examined the relationships among different 
learning abilities. 

 Since these three learning concepts have been defi ned in 
various ways in each discipline, here we describe a working 
defi nition for each ability. First, we consider imitation to be 
the acquisition of new behavior through the observation of 
others engaging in it. Examples include learning craftsman-
ship, farmwork, and how to play musical instruments. It has 
been found that there are other species, such as chimpan-
zees, marmosets, capuchin monkeys, dolphins, rats, and 
pigeons, which have the ability of imitation (e.g., Bouchard 
et al.  2007 ; Bugnyar and Huber  1997 ; Custance et al.  1995 ; 
Custance et al.  1999 ; Heyes et al.  1992 ; Krützen et al.  2005 ; 
Voelkl and Huber  2000 ,  2007 ). Compared to the other two 
learning abilities suggested here, there is a relatively clear 
consensus on what imitation means. 

 Second, we consider trial-and-error to be a method of 
problem solving, repair, tuning, or obtaining new knowl-
edge. In trial-and-error, individuals learn by making a fi rst 
attempt, analyzing the failure, making a change, and trying a 
new behavior. It is a solution-oriented, problem-specifi c, 
non-optimal method that needs little prior knowledge. It is a 
method which requires little insight and theory. It is usually 
not the most desirable option but a last resort for a problem 
when all other means turn out to be futile. It is tedious and 
time-consuming. By trial-and-error animals engage in oper-
ant conditioning. Examples include evolution by natural 
selection in biology, fi nding new drugs, and deciphering 
cryptographs by a computer. We know that many species 
(pigeons, mice, and even  Paramecium caudatum ) have the 
trial-and-error ability. In this sense, there is a relatively clear 
consensus on what trial-and-error means. 

 The last learning ability we investigate here is creativity, 
which is also the most controversial one. There is a long his-
tory of research in psychology and other related disciplines 
since Galton in the nineteenth century. Initially researchers 
who focused on intelligence assumed that creativity is a sub-
category of intelligence, but in the middle of the twentieth 
century some researchers began to consider creativity a sepa-
rate concept from intelligence (Guilford  1950 ). Since then, 
many theories, experiments, and perspectives have proposed. 
The concepts that have been considered synonymous with 
creativity include fl uid intelligence (Dunker  1945 ), divergent 
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thinking (Guilford  1967 ), conceptual blending (Koestler 
 1964 ), counterfactual thinking (Markman et al.  2009 ), and so 
on. Thus, there is no consensus on what creativity means. 
Typical examples include innovation, new behavior based on 
insight, various types of art, giving a new meaning to a famil-
iar object, and application of an already acquired knowledge 
to unknown situations. Thus, there is a huge variety. 2  From 
an evolutionary perspective, creativity has its signifi cance 
because it enables humans to acquire a completely new and 
complex behavioral pattern very fast. Also, a new behavioral 
pattern adopted by creativity can be generalizable to other 
situations since humans understand why it is adaptive. Based 
on these observations, we decided our working defi nition of 
creativity as the ability to re-imagine an observed state of 
affairs as something other than what it strictly is, or transfer 
it into another context. 

 Based on the working defi nitions shown above, the current 
study investigated the relationships between these three major 
human learning abilities for the fi rst time. There have been 
empirical studies that focused on a particular learning ability. 
A few empirical studies have examined the relationship 
between two learning abilities—individual learning and 
social learning—in species other than  Homo sapiens  (e.g., 
Bouchard et al.  2007 ; Giraldeau and Caraco  2000 ; Reader 
and Laland  2002 ). In humans, a few studies have empirically 
examined the relationship between individual learning and 
social learning (e.g., Kameda and Nakanishi  2002 ,  2003 ; 
McElreath et al.  2005 ,  2008 ;    Morgan et al.  2012 ; Toelch et al. 
 2010 ; Mesoudi and O’Brien  2008 ; Mesoudi  2008 ,  2011 ). 
However, none of them distinguished creativity from trial-
and-error ability. If we use the working defi nitions discussed 
above, what these studies measured as individual learning 
may correspond to either trial-and-error or creativity, while 
what they measured as social learning may correspond to imi-
tation. The second problem in the previous literature is that 
often it is not clear whether they examined strategies or abili-
ties. According to the learning hypothesis in RNMH, what we 
should focus on is learning ability. However, in the previous 
empirical studies it is often not clear whether individuals who 
engaged in social learning could engage in individual learn-
ing if they wished or they were not capable of individual 
learning (and vice versa). Therefore, the current study is the 
fi rst attempt to examine the relationships among three types 
of learning abilities in humans. 

 Although the current study was intended as an explor-
atory examination of the three learning abilities, we could 
expect different patterns of relationships based on each 
 theoretical perspective. First, regarding the relationship 
between trial-and-error and creativity both of which have 
been considered individual learning, from the majority of 

2   Since the amount of psychological literature on creativity is huge, we 
do not discuss them further. See, for example, Hocevar ( 1981 ) for a 
review. 

mathematical modeling studies we would expect that these 
two abilities are positively correlated. From their perspec-
tive, as long as people learn from their own experience, the 
difference between a trial-and-error method and creativity 
does not matter. However, our common sense tells us that 
these two abilities are quite different. It is often said that 
trial-and-error is the last resort for those who are not creative. 
Also, although computer is the best tool to solve a problem 
by trial-and- error, we would never consider the computer to 
be creative. Based on these intuitions, we would expect that 
between trial-and-error and creativity there is no relationship 
or a negative one. 

 Second, regarding the relationship between imitation and 
the two individual learning abilities (trial-and-error and imita-
tion), if there is a trade-off between social learning and indi-
vidual learning as most of the theoretical studies suggest, we 
would expect that both individual learning abilities are nega-
tively correlated with imitation. However, we could also 
expect the opposite. Aoki ( 2010 ) suggested that a combination 
of social learning and individual learning is most adaptive 
under certain fl uctuating environments. In addition, Reader 
and Laland ( 2002 ) argued that social learning is positively 
related to individual learning, although their unit of analysis is 
a species. Furthermore, Mesoudi ( 2011 ) found a positive cor-
relation between individual learning and social learning, but it 
is not clear whether this relationship exists in learning abilities 
rather than learning strategies. Based on these opposite argu-
ment, we might expect that both individual learning abilities 
are positively correlated with imitation. 

 While there could be other possibilities as well, we con-
ducted two laboratory experiments to test what the actual 
connection between different learning abilities is with these 
most plausible relationships in mind.  

7.2     Method 

 We have conducted two experiments. Both experiments were 
conducted in the Group Experiment Lab at Center for 
Experimental Research in Social Sciences (CERSS), 
Hokkaido University. Participants were asked to perform 
tasks designed to measure trial-and-error, creativity, imita-
tion, and certain other abilities. 

7.2.1     Experiment 1 

7.2.1.1     Method of Experiment 1 
 Fifty-eight undergraduate students participated in 
Experiment 1. 3  The total length of an experimental session 
was about 90 min. 

3   In the analysis, we excluded fi ve participants who had known at least 
one of the tasks described below. 
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 The fi rst experiment consisted of three types of tasks. The 
fi rst one measured trial-and-error. We used the Lonpos game 

in which participants were asked to fi ll in empty spaces on a 
board with different-shaped pieces within a ten-minute time 
limit (see Fig.  7.1a, b ). We measured how long it took to 
solve the problem.

   The second task measured creativity. For this purpose, we 
used the two-string problem (Maier  1933 ) and the candle 
holder problem (Dunker  1945 ), both of which are known to 
measure functional fi xedness (a mental block against using 
an object in a new way that is required to solve a problem, 
Dunker  1945 ) in cognitive psychology. In the two-string 
problem, participants were given a photo of a person who 
was trying to tie together two strings that hung down from 
the ceiling (see Fig.  7.2 ). There was a chair, a vase, pliers, 
and several sheets of paper on the fl oor. Participants were 
presented with the following problem: “You want to tie 
together two strings that are hanging down from the ceiling 
too far apart for you to grab them both at the same time. 
What would you do?” Then they wrote down up to three 
answers. Later, fi ve undergraduate students rated whether 
the answers qualifi ed as feasible. We used the average of fi ve 
feasibility evaluations as our variable.

   In the candle holder problem, participants were given a 
matchbox, a candle, and tacks, and asked to attach the candle 
to a corkboard, which represented a wall (see Fig.  7.3a, b ) 
within a ten-minute time limit. We measured whether or not, 
and how long it took participants to attach the candle to 
the wall.

   The third task measured imitation. For that we used a 
wire puzzle. First, participants were handed a wire puzzle 
and tried to solve it within 3 min. After examining various 
wire puzzles, we chose the one that most of the people 
could not solve it within 3 min. 4  Then, they watched a 

4   Only three participants could solve it without watching the video 
(see Table     7.1   ). 

  Fig. 7.1    Lonpos task. Initial setting ( a ) and solved setting ( b ). Participants were asked to fi ll in empty spaces on a board with different-shaped 
pieces. This task was intended to measure trial-and-error ability       

  Fig. 7.2    Photo for the two-string problem. Participants were given the 
above photo in which they saw a chair, a vase, pliers, and several sheets 
of paper on the fl oor. They were presented with the following problem: 
“You want to tie together two strings that are hanging down from the 
ceiling too far apart for you to grab them both at the same time. What 
would you do?” This task was intended to measure creativity       
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video of a  demonstrator solving it. We measured whether 
or not, and how long it took participants to solve the puz-
zle within a three- minute time limit for the second time 
(see Fig.  7.4 ).

   In addition to the three learning abilities, we measured 
working memory capacity. Although there is no theoretical rea-
son to predict that trial-and-error and imitation abilities in gen-
eral are infl uenced by memory capacity, the specifi c tasks that 
we used for this experiment might be infl uenced. If this is the 
case, we could use the score of the memory task as a  control 
variable to measure the true trial-and-error and imitation abili-
ties. For this purpose, we used the fi nd-the-pair task, which is a 
single player PC game in which the objective is to match all the 

cards with identical pictures on them in the least number of 
moves. We measured how long it took participants to fi nish it 
within a fi ve-minute time limit as well as how many times par-
ticipants turned the cards. 5   

5   We agree with the reviewer that controlling for memory capacity is not 
the best option. Nevertheless, we measured memory capacity because it 
is a feasible option. Fortunately, it turned out that memory had no rela-
tionship with either trial-and-error or imitation abilities in Experiment 1. 

  Fig. 7.3    Photo for the candle holder problem. Initial setting ( a ) and model answer ( b ). Participants were given a matchbox, a candle, and tacks, 
and asked to attach the candle to a corkboard, which represented a wall. This task was intended to measure creativity       

  Fig. 7.4    Wire puzzle. Participants were asked to solve the puzzle after 
watching a video of a demonstrator solving it. This task was intended to 
measure imitation       

   Table 7.1    Descriptive statistics of variables in Experiment 1   

 N  Mean  Standard deviation 

 Trial-and-error 
 Lonpos (time-remaining)  40  420.01  102.91 
 Lonpos-alt (time-remaining)  53  360.25  147.17 

 Creativity 
 String (feasibility)  52  4.76  0.74 
 Candle (solved)  53  0.49  0.50 
 Candle (time-remaining)  26  182.01  130.16 
 Candle-alt (time-remaining)  53  89.43  128.88 

 Imitation 
 Wire (solved)  50  0.72  0.45 
 Wire (time-remaining)  36  119.64  48.05 
 Wire-alt (time-remaining)  50  86.14  67.78 

  N of wire (solved) is 50 because three participants solved the wire task 
before watching the demonstration video  
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7.2.1.2     Results of Experiment 1 
 We were primarily interested in correlations among vari-
ables. We used two types of variables: (1) whether partici-
pants could solve the problem (coded as 1) or not (coded 
as 0), 6   and (2) how long it took to solve the problem. For 
ease of understanding and for convenience, we reversed the 
score of the second type of variables so that they represent 
time- remaining. Therefore, the smaller the number, the 
lower the ability. 

 Descriptive statistics are shown in Table  7.1 . Both the 
standard variables and the alternative variables that mea-
sured timing are shown. In Lonpos (time-remaining), Candle 
(time-remaining), and Wire (time-remaining), the value for 
those who could not solve the task was treated as missing, 

6   When we needed to have evaluations as objective as possible, we 
asked undergraduate students who had not themselves participated in 
the experiment or the preparation of the experiment to evaluate whether 
or not each participant solved a problem. In this case, we took the aver-
age of the evaluations. For this type of variables, the larger number also 
means that a participant’s answer was evaluated as correct. 

while in Lonpos-alt, Candle-alt, and Wire-alt, the value was 
set to zero. Often it did not matter whether we used the stan-
dard variables or the alternative variables, but below we 
report the difference when existed.

   The main results are shown in Tables  7.2  and  7.3 . Since 
distributions of most of the variables were not normal, in 
addition to Pearson’s correlation coeffi cients, we report 
Spearman’s rank-order correlation. 7  In most cases, these two 
correlation coeffi cients gave us qualitatively identical results. 
First, there is a signifi cant positive correlation between the 
two-string problem and the candle holder problem. Those 
who could solve the two-string problem were more likely to 
solve the candle holder problem. This result suggests that 
there is a certain level of validity in the two tasks to measure 
creativity.

7   For one dichotomous and one continuous variables, point-biserial cor-
relation coeffi cient is identical with Pearson’s correlation coeffi cient. 
For the correlations between two dichotomous variables, Person, 
Spearman, and Phi are all identical. 

    Table 7.2       Correlation coeffi cients among three learning abilities in Experiment 1   

 Lonpos (time-remaining)  String (feasibility)  Candle (solved)  Candle (time-remaining) 

 String (feasibility)  −0.049  –  –  – 
 −0.116 

 Candle (solved)  0.177  0.345*  –  – 
 0.052  0.329* 

 Candle (time-remaining)  −0.437+  −0.100  –  – 
 −0.333  −0.046 

 Wire (solved)  0.143  0.276+   0.218   0.033 
 0.136  0.307*   0.218   0.052 

 Wire (time-remaining)  0.247  0.118  −0.010  −0.093 
 0.232  0.127  −0.056   0.069 

     In each cell, Pearson correlation coeffi cients are shown above, and Spearman correlation coeffi cients are shown below 
 The value of the time-remaining variable of those who could not solve the task was treated as missing 
 Measures for creativity are shown in red, measures for imitation are shown in blue, and measures for trial-and-error are shown in yellow 
 + p  < 0.10, * p  < 0.05  

    Table 7.3    Correlation coeffi cients among three learning abilities in Experiment 1   

 Lonpos-alt (time-remaining)  String (feasibility)  Candle (solved)  Candle-alt (time-remaining) 

 String (feasibility)  −0.021  –  –  – 
 −0.002 

 Candle (solved)  0.162  0.345*  –  – 
 0.110  0.329* 

 Candle-alt (time-remaining)  0.041  0.195  –  – 
 0.012  0.291* 

 Wire (solved)  0.366**  0.276+  0.218  0.166 
 0.363**  0.307*  0.218  0.218 

 Wire-alt (time-remaining)  0.347*  0.276+  0.170  0.106 
 0.334*  0.292*  0.142  0.168 

     In each cell, Pearson correlation coeffi cients are shown above, and Spearman correlation coeffi cients are shown below 
 The value of the time-remaining variable of those who could not solve the task was set to 0 
 Measures for creativity are shown in red, measures for imitation are shown in blue, and measures for trial-and-error are shown in yellow 
 + p  < 0.10, * p  < 0.05, ** p  < 0.01  
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    Next, we turn to the relationship between creativity and 
imitation. We found a weak but positive correlation between 
the two abilities. Those who could solve the two-string prob-
lem were more likely to solve the wire puzzle after watching 
a video of a demonstrator solving it. However, the correla-
tion coeffi cient between the candle holder problem and the 
wire puzzle did not reach signifi cance. 

 Next, we turn to the relationship between trial-and-error 
and imitation. We found no signifi cant correlation between 
the remaining time of Lonpos task and whether participants 
could solve the wire puzzle or the remaining time of it when 
we used the standard variables (Table  7.2 ). However, when 
we used the alternative variables, we found positive relation-
ship between the performance of Lonpos task and that of the 
wire puzzle (Table  7.3 ). The implication of this fi nding is 
discussed later. 

 Finally, we turn to the relationship between trial-and- 
error and creativity. The correlation coeffi cients between the 
performance of Lonpos task and any of the creativity tasks 
did not reach signifi cance. We could see, however, a weak 
negative relationship between the Lonpos task and the candle 
holder problem when we used the standard variables. This 
non-signifi cance may be due to a small number of observa-
tions. However, in either case, since this is not strong evi-
dence, we need to be cautious when we interpret the results.  

7.2.1.3    Discussion of Experiment 1 
 Results of Experiment 1 suggested that, fi rst, there is a posi-
tive relationship between creativity and imitation. 
Participants who could solve the two-string problem were 
more likely to solve the wire puzzle after they watched the 
experimenter’s demonstration. Second, there seems to be no 
relationship between trial-and-error and imitation among 
those who could solve the tasks. However, the results sug-
gested that those who could solve the wire puzzle are more 
likely to solve the Lonpos task. One interpretation is that 
both tasks seem to involve space perception ability. If this is 
the case, in the next experiment we should include a mea-
sure of imitation or trial-and-error that is not infl uenced by 
space perception ability. Third, there was no positive rela-
tionship between trial-and-error and creativity. Rather, the 
relationship, if there is any, would be negative, even though 
both abilities are considered individual learning in previous 
studies. These results were confi rmed both when we used 
Pearson correlation coeffi cients and when we partialled out 
performance in the memory task. 8  Therefore, we could sug-
gest that there was no trade-off between individual learning 
ability and social learning ability since no ability was negatively 

8   Since how long it took participants to fi nish the memory task as well 
as how many times participants turned the cards did not show any cor-
relation with either of trial-and-error or imitation, we omit presenting 
the results regarding memory capacity. 

related to imitation. Also, only creativity was positively 
related to imitation, which partly supports a new theoretical 
argument that a combination of social learning and individ-
ual learning is most adaptive under certain fl uctuating envi-
ronments (e.g., Aoki  2010 ).   

7.2.2     Experiment 2 

7.2.2.1    Method of Experiment 2 
 Although the results of Experiment 1 are informative, since it 
was the fi rst attempt, it was merely a prototype and as such 
had many issues. First, we needed to refi ne our measure-
ments. The problem we had is how to treat the remaining time 
for those who could not solve the task. We tried two methods 
to minimize the problem. First, we used the standard vari-
ables in which we treated them as missing. Obviously, how-
ever, such a method decreased the number of observations 
signifi cantly. Second, we used the alternative variables in 
which we treated them as zero. By using them, we did not 
lose observations, but obviously the values were biased. 
Therefore, we needed to increase the number of observations 
without involving an artifi cial method. Second, we needed to 
use more objective evaluations of the participants’ perfor-
mance. Third, we needed to include more tasks to measure 
each learning ability, especially creativity. In order to resolve 
these issues as much as possible, and to replicate Experiment 
1 conceptually, we conducted Experiment 2. 

 In Experiment 2, participants were 60 undergraduate stu-
dents. The total length of an experimental session was about 
150 min. As in Experiment 1, in each session, several partici-
pants were recruited and performed various tasks to measure 
trial-and-error, creativity, and imitation. Since memory had 
little infl uence on any of the learning abilities in Experiment 
1, we dropped it from Experiment 2. However, since we sus-
pected that the performance of the Lonpos puzzle and the 
wire puzzle may have been infl uenced by space perception 
ability in Experiment 1, in Experiment 2 we included a space 
perception task in order to control the infl uence of that factor 
statistically when necessary. 

 In order to measure trial-and-error, as our new original 
task, we developed the coin task. On the participants’ com-
puter screens, three buttons, a circle, triangle and a star, were 
displayed (Fig.  7.5 ). If the participants clicked the buttons in 
a certain way, they would be rewarded with coins on the 
computer. Their objective was to fi gure out what pattern of 
clicking the buttons would get the coins. This is conceptually 
equivalent to the Skinner box used in psychology of learn-
ing, except that participants were not compensated in reality. 
The time limit was 7 min, and participants wrote down what 
they believed to be the correct answer. We measured whether 
their answers were correct and how many coins they had col-
lected. Participants took part in two problems, each of which 
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had a unique pattern as a correct answer. This new task does 
not involve space perception ability. Therefore, spurious cor-
relation due to space perception ability should not be 
observed.

   We used numerous tasks to measure creativity in 
Experiment 2. First, we used Cattell CFIT Scale 3 Form A, 
which is one of the established tests developed to measure 
fl uid intelligence. Cattell ( 1971 ) classifi ed intelligence into 
two categories: crystallized intelligence and fl uid intelli-
gence. Crystallized intelligence includes the ability to use 
skills, knowledge, and experience. It refl ects one’s lifetime 
or intellectual achievement, such as vocabulary, depth and 
breadth of general knowledge, and ability to reason using 
words and numbers. Thus, it is a product of educational and 
cultural experience. On the contrary, fl uid intelligence 
includes ability to think logically and solve problems in 
novel situations, independent of acquired knowledge. Thus, 
fl uid intelligence is a closer concept to what we consider cre-

ativity. CFIT is one of the most popular non-verbal multiple 
choice IQ tests that measure fl uid intelligence. 

 In addition to Cattell CFIT, to measure creativity we had 
two tasks that participants had to perform and two paper-
and- pencil tasks. One of the performing tasks is the candle 
holder problem used in Experiment 1, and the other is the 
ring task (McCaffrey  2012 ). The ring task originally devel-
oped in McCaffrey ( 2012 ) was a paper-and-pencil task, but 
we modifi ed it into a live performance task. Participants 
were handed two rings, a match box, and a candle, and asked 
to securely fasten the rings so that they would not fall apart 
when lifted up (see Fig.  7.6a, b ). The time limit was 10 min. 
The answer was to remove the wick from the candle and use 
it to tie the rings together. 9  Using the candle for an unusual 
purpose is the key to solving this problem. We measured 

9   In addition to the original answer in McCaffrey ( 2012 ), we also 
accepted binding the rings with the matchbox paper as an answer. 

  Fig. 7.5    Coin task. On the participants’ computer screens, three 
 buttons: a circle, triangle and a star, were displayed. If the participants 
clicked the buttons in a certain way, they would be rewarded with coins 
on the computer. Their objective was to fi gure out what pattern of 

clicking the buttons would get the coins. The time limit was 7 min, and 
participants wrote down what they believed to be the correct answer. 
This task was intended to measure trial-and-error       
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whether or not the participants securely fastened the rings 
together, and how long it took them to do so within a 
 ten- minute time limit.

   The two paper-and-pencil tasks were also adopted from 
McCaffrey ( 2012 ). One was the truck task. Participants read 
a scenario describing a truck stuck under an overpass. The 
height of the overpass was just barely as high as the truck. 
The truck top had become wedged so tightly beneath it that 
the driver could not go forward or backward. Participants 
had to write down a solution for the driver so that he could 
get his truck unstuck all by himself without damaging either 
the top of the truck or the overpass. The time limit was 4 min. 
There are two model answers; either to defl ate all the tires, or 
to add new weight so the truck would go down. We used the 
average of evaluations by six undergraduate students as the 
performance indicator. We also measured how long it took to 
fi nish the task. 10   The other paper-and-pencil measure of cre-
ative thinking was the light task. Participants read a scenario 
describing three light bulbs in a room. Outside the room 
were three switches, all in the off position. In the scenario, 
the participants themselves were placed outside of the room 
where they could not see the light bulbs. Participants had to 
write down a solution to determine which switch turns on 
which light bulb. They could only open the door once and 
once they opened the door they could not change the position 
of any of the switches. The solution is to turn on two of the 
switches for several minutes and then turn one of them off 
before entering the room. The light bulb which is warm (but 
off) matches the fi rst switch that had been turned on and off. 

10   This variable and similar others are not the best indicator of how long 
it took to solve the problem, since sometimes participants wrote down 
more than one answer, and the correct answer was not necessarily the 
last one, and sometimes there was no correct answer. 

The light bulb which is currently on matches the second 
switch that had been turned on (and left on). The light bulb 
which is off and cold matches the switch that had not been 
touched. We used the average of evaluations by ten under-
graduate students as the performance indicator. We also 
measured how long it took to fi nish the task. 

 In order to measure imitation ability, we used the wire 
puzzle that was used in Experiment 1. Of course, using mul-
tiple measures of the imitation ability would be ideal, how-
ever, due to practical constraints such as participants’ fatigue 
and the length of an experimental session, we placed our pri-
ority to the measures of creativity. 

 Finally, we included two tasks meant to measure space 
perception. One was the dice task. Participants needed to 
reach the goal by rolling a dice so that the spots on the top of 
it correspond to the red spots on the ground. Participants 
were instructed to draw the correct path on the answer sheet 
(see Fig.  7.7a, b ). The second one was the cube task. 
Participants were presented with a three-dimensional fi gure 
composed of many cubes. They could also see several holes 
which go through it. They had to count how many smaller 
cubes there were (see Fig.  7.8 ). Please note that they only 
saw the image: they did not see the actual cubic. The correct 
answer was 47 cubes. The time limit was 4 min for each task.

7.2.2.2        Result of Experiment 2 
 Descriptive statistics are shown in Table  7.4 . As in 
Experiment 1, both the standard variables and the alternative 
variables that measured timing are shown.

   Since creativity was the one we judged most critical, we 
increased the number of tasks to measure creativity in 
Experiment 2. Thus, we fi rst examined if there were any 
positive correlations among the measurements of creativity. 
As in Experiment 1, both Pearson and Spearman correlation 

  Fig. 7.6    Ring problem. Initial setting ( a ) and model answer ( b ). Participants were handed two rings, a match box, and a candle, and asked to 
securely fasten the rings so that they would not fall apart when they lift them up. This task was intended to measure creativity       
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coeffi cients are shown in Tables  7.5  and  7.6 . We found a 
positive correlation between whether participants solved the 
ring task and whether they solved the candle task, indicating 
that there is a positive relationship between two performing 
creativity tasks. In Table  7.6 , we could also see that there is a 

positive correlation between the other variables of the ring 
task and the candle task. However, we believe that this is an 
artifact of the positive correlation between the two dichoto-
mous variables. Virtually no other correlations reached sig-
nifi cance, suggesting that the other paper-and-pencil tasks as 
well as Cattell CFIT might measure something different 
from the performing creativity tasks. As we explained ear-
lier, creativity may mean various things, and each task might 
measure a different ability. Among them, however, we 
believe that performing tasks are most relevant to our study 
because participants actually engaged in behaviors.

    Next, we turn to the main results. First, we examined the 
relationship between creativity and imitation. The results are 
shown in Tables  7.7  and  7.8 . We observe a positive relation-
ship between the candle task and the wire task. Qualitatively 
these results replicate Experiment 1. In Table  7.7 , we could 
also observe that there is a strong positive correlation 
between the performance of the light task and the remaining 
time of the wire puzzle. Since the number of observations is 
only 26, we may not be able to rely on this result.

    Next, we turn to the relationship between trial-and-error 
and imitation (Tables  7.9  and  7.10 ). We found no signifi cant 
correlation between them. Thus, it is more likely that the 
positive correlation found in Experiment 1 was due to space 
perception ability.

  Fig. 7.8    Cube problem. Participants were presented with a three- 
dimensional fi gure composed of many cubes. They could also see sev-
eral holes which go through it. They had to count how many smaller 
cubes there were. This task was intended to measure space perception       

   Table 7.4    Descriptive statistics of variables in Experiment 2   

 N  Mean 
 Standard 
deviation 

 Trial-and-error 
 Coin 1 (solved)  59  0.46  0.50 
 Coin 1 (# of coins collected)  60  26.30  29.54 
 Coin 2 (solved)  60  0.43  0.50 
 Coin 2 (# of coins collected)  60  18.15  16.82 

 Creativity 
 Cattell  60  32.93  3.72 
 Ring (solved)  60  0.42  0.50 
 Ring (time-remaining)  25  287.08  149.86 
 Ring-alt (time-remaining)  60  119.62  171.77 
 Candle (solved)  60  0.40  0.49 
 Candle (time-remaining)  24  320.42  166.36 

 Candle-alt (time-remaining)  60  128.17  189.33 
 Truck (solved)  57  0.55  0.24 
 Truck (time-remaining)  57  42.35  50.00 
 Truck-alt (time-remaining)  60  40.23  49.59 
 Light (solved)  39  0.56  0.41 
 Light (time-remaining)  39  23.67  40.99 
 Light-alt (time-remaining)  60  15.38  34.81 

 Imitation 
 Wire (solved)  58  0.60  0.49 
 Wire (time-remaining)  35  132.26  47.66 
 Wire-alt (time-remaining)  58  79.81  74.93 

  N of wire (solved) is 58 because 2 participants solved the wire task 
before watching the demonstration video  

  Fig. 7.7    Dice problem. Answer sheet ( a ) and correct answer ( b ). 
Participants needed to reach the goal by rolling a dice so that the spots 
on the top of it corresponds to the red spots on the ground. Participants 
wrote down the correct path on the sheet. This task was intended to 
measure space perception       
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    Finally, we turn to the relationship between trial-and- 
error and creativity (Tables  7.11  and  7.12 ). The pattern is 
ambiguous, but there seems to be a positive relationship 
between trial-and-error and creativity. Although the correla-
tion coeffi cients are only marginally signifi cant, the higher 
the performance in the coin task #1, the higher the score of 
Cattell CFIT. The performance of the coin task #1 seems to 

be positively related to the performance of the candle task, 
while the performance of the coin task #2 seems to be 
 positively related to the performance of the ring task. 11  

11   A weak negative relationship was found between the speed of solving 
the candle task and the coin task 1 in Table  7.11 . Currently we do not 
have an explanation for this result, however. 

   Table 7.5    Correlation coeffi cients among the measures of creativity in Experiment 2   

 Cattell 
 Ring 
(solved) 

 Ring 
(time-remaining) 

 Candle 
(solved) 

 Candle 
(time-remaining) 

 Truck 
(solved) 

 Truck 
(time-remaining) 

 Light 
(solved) 

 Ring (solved)  0.061  –  –  –  –  –  –  – 
 0.088 

 Ring 
(time-remaining) 

 −0.148  –  –  –  –  –  –  – 
 −0.156 

 Candle (solved)  0.107  0.345**  0.063  –  –  –  –  – 
 0.072  0.345**  0.000 

 Candle 
(time-remaining) 

 0.129  0.120  −0.088  –  –  –  –  – 
 0.180  0.118  −0.150 

 Truck (solved)  −0.064  −0.163  −0.136  0.003  −0.151  –  –  – 
 −0.073  −0.170  −0.120  0.043  −0.124 

 Truck 
(time-remaining) 

 0.054  −0.035  0.126  0.188  −0.006  0.191  –  – 
 0.068  −0.048  0.163  0.183  −0.075  0.190 

 Light (solved)  0.226  0.084  −0.195  0.133  −0.051  0.005  −0.004  – 
 0.228  0.021  −0.170  0.116  −0.018  −0.017  0.050 

 Light 
(time-remaining) 

 0.162  −0.137  −0.126  −0.040  0.221  −0.028  0.156  0.247 
 0.283+  −0.102  −0.096  −0.052  0.213  0.012  0.108  0.290+ 

  In each cell, Pearson correlation coeffi cients are shown above, and Spearman correlation coeffi cients are shown below
The value of the time-remaining variable of those who could not solve the task was treated as missing
+p < 0.10, **p < 0.01  

    Table 7.6    Correlation coeffi cients among the measures of creativity in Experiment 2   

 Cattell 
 Ring 
(solved) 

 Ring-alt 
(time-remaining) 

 Candle 
(solved) 

 Candle-alt 
(time-remaining) 

 Truck 
(solved) 

 Truck-alt 
(time-remaining) 

 Light 
(solved) 

 Ring (solved)  0.061  –  –  –  –  –  –  – 
 0.088 

 Ring-alt 
(time-remaining) 

 −0.014  –  –  –  –  –  –  – 
 0.071 

 Candle (solved)  0.107  0.345**  0.309*  –  –  –  –  – 
 0.072  0.345**  0.343** 

 Candle-alt 
(time-remaining) 

 0.134  0.329*  0.279*  –  –  –  –  – 
 0.100  0.352**  0.341** 

 Truck (solved)  −0.064  −0.163  −0.184  0.003  −0.054  –  –  – 
 −0.073  −0.170  −0.194  0.043  0.020 

 Truck-alt 
(time-remaining) 

 0.069  −0.084  −0.009  0.186  0.146  0.191  –  – 
 0.077  −0.105  −0.041  0.180  0.150  0.190 

 Light (solved)  0.226  0.084  0.027  0.133  0.099  0.005  0.004  – 
 0.228  0.021  −0.011  0.112  0.111  −0.017  0.052 

 Light-alt 
(time-remaining) 

 0.131  −0.132  −0.106  −0.067  0.003  0.015  0.161  0.247 
 0.203  −0.107  −0.080  −0.083  −0.060  0.052  0.130  0.290+ 

  In each cell, Pearson correlation coeffi cients are shown above, and Spearman correlation coeffi cients are shown below
The value of the time-remaining variable of those who could not solve the task was set to 0
+p < 0.10, *p < 0.05, **p < 0.01  
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This result is different from Experiment 1 where there was 
none or a weak negative relationship between them.

7.2.2.3        Discussion of Experiment 2 
 Results of experiment 2 suggested that, fi rst, there is a posi-
tive relationship between creativity and imitation, although 
the correlation coeffi cients were not large. In this sense, 
Experiment 2 replicated the results of Experiment 1. Second, 
there was no relationship between trial-and-error and imita-
tion, as in Experiment 1. Third, trial-and-error was posi-
tively related with creativity, although the correlation 
coeffi cients were not large. In general, these results were 
confi rmed both when we used Pearson correlation coeffi -
cients and when we partialled out space perception ability. 12  
In conclusion, the results of Experiment 2 replicated most of 
the ones from the fi rst experiment, except for the relation-
ship between creativity and trial-and-error. The candle 
holder problem was used in both experiments, yet there was 

12   Since the scores of the dice task and the cube task did not show any 
correlation with imitation, we omit presenting the results regarding 
space perception. 

    Table 7.7    Correlation coeffi cients between creativity and imitation   

 Creativity    

 Imitation 

 Wire (solved) 
 Wire-alt 
(time-remaining) 

 Cattell  0.087  0.216 
 0.041  0.297+ 

 Ring (solved)  −0.006  0.299+ 
 −0.006  0.215 

 Ring-alt (time-remaining)  0.140  −0.239 
 0.057  −0.295 

 Candle (solved)  0.225+  0.021 
 0.225+  0.187 

 Candle-alt (time-remaining)  0.498*  0.156 
 0.493*  0.233 

 Truck (solved)  −0.194  0.141 
 −0.173  0.162 

 Truck-alt (time-remaining)  −0.043  0.013 
 −0.052  −0.028 

 Light (solved)  −0.199  0.452* 
 −0.201  0.707** 

 Light-alt (time-remaining)  0.143  0.238 
 0.113  0.214 

  In each cell, Pearson correlation coeffi cients are shown above, and 
Spearman correlation coeffi cients are shown below 
 The value of the time-remaining variable of those who could not solve 
the task was treated as missing 
 + p  < 0.10, * p  < 0.05, ** p  < 0.001  

   Table 7.8    Correlation coeffi cients between creativity and imitation   

 Creativity 

 Imitation 

 Wire (solved) 
 Wire-alt 
(time-remaining) 

 Cattell  0.087  0.155 
 0.041  0.159 

 Ring (solved)  −0.006  0.109 
 −0.006  0.109 

 Ring-alt (time-remaining)  0.047  0.130 
 0.029  0.115 

 Candle (solved)  0.225+  0.204 
 0.225+  0.242+ 

 Candle-alt (time-remaining)  0.342**  0.330* 
 0.294*  0.325* 

 Truck (solved)  −0.194  −0.117 
 −0.173  −0.079 

 Truck-alt (time-remaining)  −0.078  −0.066 
 −0.091  −0.066 

 Light (solved)  −0.199  −0.018 
 −0.201  0.155 

 Light-alt (time-remaining)  0.166  0.230+ 
 0.157  0.190 

  In each cell, Pearson correlation coeffi cients are shown above, and 
Spearman correlation coeffi cients are shown below 
 The value of the time-remaining variable of those who could not solve 
the task was set to 0
+ p  < 0.10, * p  < 0.05, ** p  < 0.01  

   Table 7.9    Correlation coeffi cients between trial-and-error and imitation   

 Trial-and-error 

 Imitation 

 Wire (solved) 
 Wire-alt 
(time-remaining) 

 Coin 1 (solved)  0.064  0.209 
 0.064  0.171 

 Coin 1 (# of coins collected)  0.160  0.161 
 0.085  0.215 

 Coin 2 (solved)  0.065  0.177 
 0.065  0.102 

 Coin 2 (# of coins collected)  −0.154  0.099 
 −0.120  −0.080 

  In each cell, Pearson correlation coeffi cients are shown above, and 
Spearman correlation coeffi cients are shown below 
 The value of the time-remaining variable of those who could not solve 
the task was treated as missing  

   Table 7.10    Correlation coeffi cients between trial-and-error and 
imitation   

 Trial-and-error 

 Imitation 

 Wire (solved) 
 Wire-alt 
(time-remaining) 

 Coin 1 (solved)  0.064  0.135 
 0.064  0.129 

 Coin 1 (# of coins collected)  0.160  0.209 
 0.085  0.166 

 Coin 2 (solved)  0.065  0.125 
 0.065  0.101 

 Coin 2 (# of coins collected)  −0.154  −0.102 
 −0.120  −0.094 

  In each cell, Pearson correlation coeffi cients are shown above, and 
Spearman correlation coeffi cients are shown below 
 The value of the time-remaining variable of those who could not solve 
the task was set to 0  

N. Takahashi et al.



61

   Table 7.11    Correlation coeffi cients between creativity and trial-and-error   

 Creativity 

 Trial-and-error 

 Coin 1 (solved)  Coin 1 (# of coins collected)  Coin 2 (solved)  Coin 2 (# of coins collected) 

 Cattell  0.200  0.232+  0.198  −0.082 
 0.198  0.218+  0.215+  −0.093 

 Ring (solved)  0.140  0.176  0.216+  0.153 
 0.140  0.155  0.216+  0.173 

 Ring-alt (time-remaining)  0.244  0.114  0.302  0.454* 
 0.242  0.010  0.330  0.518** 

 Candle (solved)  0.209  0.254+  0.179  −0.007 
 0.209  0.270*  0.179  −0.030 

 Candle-alt (time-remaining)  −0.334  −0.305  0.205  0.198 
 −0.342  −0.396+  0.223  0.196 

 Truck (solved)  −0.221  −0.175  −0.206  −0.147 
 −0.226+  −0.144  −0.178  −0.121 

 Truck-alt (time-remaining)  0.060  0.016  0.068  −0.003 
 0.094  0.134  0.010  −0.032 

 Light (solved)  0.043  0.149  0.075  −0.127 
 0.015  0.133  0.078  −0.192 

 Light-alt (time-remaining)  0.115  0.119  −0.090  −0.133 
 0.196  0.162  −0.053  −0.190 

  In each cell, Pearson correlation coeffi cients are shown above, and Spearman correlation coeffi cients are shown below 
 The value of the time-remaining variable of those who could not solve the task was treated as missing 
 + p  < 0.10, * p  < 0.05, ** p  < 0.01  

   Table 7.12    Correlation coeffi cients between creativity and trial-and-error   

 Creativity 

 Trial-and-error 

 Coin 1 (solved)  Coin 1 (# of coins collected)  Coin 2 (solved)  Coin 2 (# of coins collected) 

 Cattell  0.200  0.232+  0.198  −0.082 
 0.198  0.218+  0.215+  −0.093 

 Ring (solved)  0.140  0.176  0.216+  0.153 
 0.140  0.155  0.216+  0.173 

 Ring-alt (time-remaining)  0.203  0.189  0.288*  0.291* 
 0.197  0.174  0.286*  0.284* 

 Candle (solved)  0.209  0.254+  0.179  −0.007 
 0.209  0.270*  0.179  −0.030 

 Candle-alt (time-remaining)  0.058  0.101  0.221+  0.062 
 0.137  0.192  0.212  0.010 

 Truck (solved)  −0.221  −0.175  −0.206  −0.147 
 −0.226+  −0.144  −0.178  −0.121 

 Truck-alt (time-remaining)  0.069  0.021  0.074  −0.002 
 0.104  0.137  0.016  −0.040 

 Light (solved)  0.043  0.149  0.075  −0.127 
 0.015  0.133  0.078  −0.192 

 Light-alt (time-remaining)  0.149  0.158  −0.089  −0.095 
 0.231+  0.198  −0.056  −0.162 

  In each cell, Pearson correlation coeffi cients are shown above, and Spearman correlation coeffi cients are shown below 
 The value of the time-remaining variable of those who could not solve the task was set to 0 
 + p  < 0.10, * p  < 0.05  
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none or a negative relationship with the Lonpos task in 
Experiment 1 and there was a positive relationship with the 
coin game in Experiment 2.    

7.3     General Discussion 

 Combining the results of two experiments, we are relatively 
confi dent that there is a positive relationship between 
 creativity and imitation, and there is no relationship between 
trial-and-error and imitation. The relationship between cre-
ativity and trial-and-error still remains ambiguous. These 
results suggest that there is no trade-off between individual 
learning ability and social learning ability since no variable 
was negatively related to imitation. The level of individual 
learning ability of an individual does not depend on the level 
of social learning ability. Thus, we could conclude that cre-
ative people can be better imitators. 13  This fi nding partly sup-
ports a new theoretical argument that a social learner-explorer, 
who combines accurate social learning with exploratory 
individual learning, is most adaptive when the environment 
is assumed to vary spatially and the migration rate is rela-
tively high (Aoki  2010 ).  Homo sapiens  may have been more 
adaptive than Neanderthals because they had a higher level 
of creativity as well as a high level of imitation ability. 

 However, it is premature to conclude this since caution is 
necessary when interpreting the results of two experiments. 
There are several important problems that need to be resolved 
in the current study. First, because of various practical con-
straints, participants were not a representative sample of the 
whole population of  Homo sapiens  but were undergraduate 
students at Hokkaido University only. Undergraduate stu-
dents at a particular university are obviously very homoge-
neous in various aspects. Therefore, it is very possible that 
correlations we found could underestimate the true correla-
tions which exist in a population. We are relatively confi dent 
that correlations we found would exist in the general popula-
tion as well. At the same time, testing a larger and more 
diverse sample might reveal correlations that we did not 
uncover in the two experiments reported in this paper. 
Therefore, in the next step, we plan to collect data from a 
larger, more heterogeneous sample. 

 Second, the above results were obtained from only a few 
specifi c tasks. Reliability of multiple measures of each abil-
ity is still low. Also, the fact that we could only use the wire 
puzzle as the measure of imitation ability is a critical prob-
lem. Therefore, a new study which uses refi ned measures of 

13   Here what we focus on is not learning strategy but learning ability. An 
individual who has a high level of individual learning ability and social 
learning ability may experience a tradeoff when he decides how to allo-
cate his resources to each learning activity. 

each learning ability, especially the imitation ability, should 
be conducted. 

 Third, since the current study is an exploratory one, we 
examined if there are any signifi cant correlations among a 
large number of variables. It means that the possibility of 
Type 1 errors is high. We tried to minimize this problem by 
conducting two experiments and examining if there are any 
common patterns in the data. However, such a method is far 
from the true solution. There is therefore a long way to go. 
We need to continue collecting data from various samples by 
using various measures of each learning ability.     
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8.1         Introduction 

 In a relatively brief period of evolutionary time, our species 
has successfully colonised and inhabited virtually every ter-
restrial environment on the planet, from the driest deserts to 
frozen tundra, from high-altitude mountain ranges to remote 
island chains, such that we now account for about eight times 
the biomass of all other wild terrestrial vertebrates combined 
(Hill et al.  2009 ). Other hominin species such as the 
Neanderthals have gone extinct, possibly due in part to the 
success of  Homo sapiens , while our closest living relative 

species, chimpanzees, are limited to a few small, scattered 
populations across Africa. What accounts for the extraordi-
nary evolutionary success of our species? 

 One possibility, proposed by the Replacement of 
Neanderthals by Modern Humans (RNMH) Project (Akazawa 
 2012 ), is that anatomically modern  Homo sapiens  possessed 
superior learning abilities compared to their  fellow hominins 
and other primates. This hypothesis has its roots in theoretical 
modelling work in the fi eld of cultural evolution going back 
several decades, which has linked evolutionary rates of change 
and phenotypic adaptation to learning strategies (Aoki et al. 
 2005 ,  2011 ; Boyd and Richerson  1985 ; Cavalli-Sforza and 
Feldman  1981 ; Rogers  1988 ). A primary focus of these models 
has been the interplay between individual (or asocial) learning, 
in which novel solutions to problems are invented by a single 
individual, and social learning (or cultural transmission), in 
which solutions are copied from one or more other individuals 
in the population. The  latter can take on different modes, 
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such as vertical transmission from one’s biological parents 
(Cavalli-Sforza and Feldman  1981 ), conformist transmission 
of the most popular solution in one’s group (Henrich and Boyd 
 1998 ), or payoff/prestige biased transmission in which the 
most successful/prestigious individual in one’s group is prefer-
entially copied (Boyd and Richerson  1985 ; Henrich and 
 Gil-White  2001 ). 

 Although the results of these models are varied, a gen-
eral fi nding seems to be that some mix of individual and 
social learning is adaptive in fl uctuating environments that 
change too rapidly for innate, genetic responses to evolve, 
yet not so rapid that previous generations’ solutions to 
problems are out-of-date (Aoki et al.  2005 ; Boyd and 
Richerson  1988 ). Moreover, if individual learning is suffi -
ciently accurate, and social learning is of suffi ciently high 
fi delity and is payoff- biased such that adaptive solutions 
are preferentially copied, then this mix of social and indi-
vidual learning can result in cumulative cultural evolution 
(Aoki et al.  2012 ; Ehn and Laland  2012 ; Enquist et al. 
 2008 ; Mesoudi  2011b ; Powell et al.  2009 ). Just as cumula-
tive genetic evolution can result in complex genetic adapta-
tions such as eyes or wings, cumulative cultural evolution 
can similarly generate complex cultural adaptations that 
most likely underlie our species’ success, from bow-and-
arrows, kayaks and celestial navigation to agriculture, air-
planes and quantum physics (Richerson and Boyd  2005 ). 

 Did anatomically modern humans uniquely possess an 
optimal mix of suffi ciently accurate individual learning plus 
suffi ciently high fi delity, payoff-biased social learning? Was 
one of these ingredients missing in other hominin, or other 
primate, species? It is, of course, extremely diffi cult to infer 
the learning abilities of extinct hominin species from the 
incomplete and often ambiguous artifactual record. We can, 
however, test these predictions in contemporary humans. If 
groups of people solve problems in the way predicted by the 
aforementioned theoretical models, then we can be more 
confi dent in the validity of those models, and more confi dent 
in asserting that our species’ learning capacities are evolu-
tionarily adaptive. Just as importantly, if people do  not  
behave as predicted (e.g., if they eschew payoff-biased social 
learning in favour of, say, conformist or random copying), 
then this requires modifi cation of the assumptions of the 
models and/or modifi cation of the original hypothesis that 
modern humans possess adaptive learning capacities. 

 With this aim in mind, in this paper I will review the 
results of a series of experimental studies conducted by 
myself and collaborators that have probed the learning abili-
ties of contemporary humans when faced with a novel and 
complex task—what we have dubbed the  Virtual Arrowhead 
Task —that is designed to resemble technology found in the 
material record. Hopefully, the fi ndings of these experiments 
can inform both theoretical models of the evolution of human 
learning capacities, and interpretation of the often ambiguous 

archaeological record. This is not to say that experimental 
simulations are a perfect tool: far from it. While they offer 
many advantages, such as the ability to control extraneous 
conditions, manipulate variables, replicate fi ndings and gen-
erate complete behavioural datasets, they are limited by their 
lack of external validity, such as their short time spans, lower 
incentives, restricted social interaction and the assumption 
that the behaviour of contemporary humans can be extrapo-
lated to that of past people. I therefore conclude with an 
extended discussion of the limitations and real-life applica-
tions of experimental methods in this context.  

8.2     The Virtual Arrowhead Task 

 The Virtual Arrowhead Task was originally designed by 
myself and archaeologist Michael O’Brien to capture the 
key aspects of North American projectile points (Mesoudi 
and O’Brien  2008a ,  b ), although we have since used it to 
explore the learning of complex technology in general 
(Atkisson et al.  2012 ; Mesoudi  2008 ,  2011a ). One limitation 
of many of the theoretical models of cultural evolution dis-
cussed above, as well as some experimental tests of such 
models (e.g., McElreath et al.  2005 ), is that the ‘task’ or 
‘problem’ that must be solved is unrealistically simple: 
often it is assumed that individuals can exhibit just one of 
two possible discrete traits, with one of those traits giving a 
higher payoff than the other trait as specifi ed by the state of 
the environment. Even the simplest of human technology, 
however, comprises multiple component traits, some of 
which might be continuous (e.g., the length or width of a 
handaxe: Lycett and von Cramon-Taubadel  2008 ), others 
discrete but with more than two states (e.g., arc-shaped vs. 
curved vs. triangular base shapes of projectile points: 
O’Brien et al.  2001 ); some might be functional (e.g., the 
thickness or length of arrowheads: Cheshier and Kelly  2006 ) 
and some might be functionless (e.g., decorative patterns on 
canoes: Rogers and Ehrlich  2008 ). The overall ‘cultural fi t-
ness’ of an artifact will be a combination of these compo-
nent trait values, each of which interacts with one another, 
as well as with the skill of the manufacturer/user, and sto-
chastic factors such as weather conditions. 

 We therefore sought to design a task that was simultane-
ously complex enough to give us insights about how people 
solve real-life technology-based problems, and simple enough 
to be able to inform the theoretical models described above 
and yield tractable fi ndings. In our task (see Mesoudi and 
O’Brien  2008a  for a full description), participants in small 
groups of 5–6 each design an arrowhead via a computer pro-
gram (Fig.  8.1 ). This virtual arrowhead is composed of three 
continuous traits (Height, Width and Thickness), which can 
each take any value from 1–100 arbitrary units, and two dis-
crete traits (Shape and Colour), which can each take one of 
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four categorical values. Over a series of trials (or ‘hunts’), 
participants can improve their arrowhead by either individual 
trial-and-error learning, by directly altering the values of one 
or more of the traits, or social learning, by copying the design 
of another group member. The form of this social learning 
(e.g., payoff bias, conformity) can be manipulated.

   On each hunt the participant tests their arrowhead in a 
virtual hunting environment, receiving a score in calories out 
of 1,000. The closer their design is to one or more hidden 
optimal designs pre-specifi ed by us using fi tness functions, 
the higher the score (‘fi tness’ is used here to refer to cultural 
fi tness of an artifact, which may, or may not, correspond to 
the biological fi tness of the individual using that artifact). 
The overall fi tness of the arrowhead is given by the sum of 
the separate fi tness functions for the constituent traits 
(Fig.  8.2 ). The discrete trait Shape has a step fi tness function, 
with the four shapes randomly assigned either 100 %, 90 %, 
66 % or 33 % of the maximum possible fi tness from that 
trait. Colour is neutral and does not contribute to fi tness in 
any way. The continuous traits (Height, Width and Thickness) 
each have bimodal fi tness functions. For each, one randomly 
chosen value gives 100 % of the fi tness contribution (the 
global optimum), and another random value gives 66 % of 
that maximum (the local optimum).

   When added together, these bimodal functions generate a 
multimodal adaptive landscape (Wright  1932 ), where each 
coordinate represents a different arrowhead design and the 
height of the landscape represents the fi tness of that design. 
With three bimodal traits there are 2 3  = 8 peaks in our adap-
tive landscape, with each peak varying in its maximum pay-
off. For example, an arrowhead with Height, Width and 
Thickness all at their globally optimal values gives the full 
1,000 calories; an arrowhead with Height and Width at their 
global optima and Thickness at its local optimum gives a 
slightly lower maximum payoff; an arrowhead with Height, 
Width and Thickness all at their local optima gives the  lowest 
maximum payoff. Given that most real-life problems can 
typically be solved in multiple ways, with some solutions 
better than others, this is likely to be representative of real- 
life technological fi tness (Boyd and Richerson  1992 ). Note, 
however, that participants were told nothing about these fi t-
ness functions (just as, presumably, real-life hunter-gathers 
have no a priori knowledge of the effectiveness of most of 
the technology they use). Finally, there is always a small ran-
dom error in the score, simulating stochastic conditions such 
as weather or prey availability. 

 After each hunt, participants are informed of their score 
out of 1,000 calories. Participants go through three seasons 

  Fig. 8.1    A screenshot of the Virtual Arrowhead Task. Participants 
can choose to directly change the traits in the box at the  top  (indi-
vidual learning) or copy the design of another participant in the 

box on the  left  (social learning). Feedback is given in calories 
depending on how close the design is to one or more hidden opti-
mal designs       

 

8 Experimental Studies of Modern Human Social and Individual Learning…



68

of hunting, with each season comprising 30 hunts. Optimal 
values change between seasons, but not during seasons, and 
participants are informed about both of these facts. During 
each season the participant can see their cumulative score 
(the sum of the scores on every hunt up to that point), and in 
group conditions their relative rank compared to other group 
members’ cumulative scores. Motivational reward has varied 
across the studies described below: in some studies partici-
pants were rewarded monetarily based on their absolute 
score, in others based on their relative rank, and in others no 
monetary reward is given at all (interestingly, no obvious dif-
ferences have been observed across these different motiva-
tional regimes). 

 This task is intended to capture the key aspects of most 
complex technology, including that used by both modern 
humans and Neanderthals around the time of their coexis-
tence: a technology composed of multiple constituent traits 
(some continuous and some discrete, some functional and 
some neutral), that is cognitively opaque (there is no obvi-
ous, intuitive relation between an artifact and its effective-
ness: Gergely and Csibra  2006 ) and which has multiple 
locally optimal alternative designs (i.e., a multimodal adap-
tive landscape). In a series of studies we have explored how 
contemporary humans engage with this task, with the fol-
lowing key fi ndings.  

8.3     Key Findings 

8.3.1     People Are Effective Individual 
Learners, But Can Get Stuck on Local 
Optima 

 While much theoretical modelling work has looked at a 
diverse range of social learning strategies (Laland  2004 ), 
individual learning is often under-theorised in models, where 
it is often assumed that individuals come up with the correct 
solution to a problem with some fi xed probability. We were 
interested in opening this ‘black box’ and exploring the strat-
egies that people use when engaging in individual learning. 

 When playing alone, participants on average show effective 
individual learning. Figure  8.3  shows that mean score increases 
over successive hunts, plateauing to a level signifi cantly higher 
than that of the starting (random) design. Analyses of these 
data revealed that participants appear to engage in a simple but 
effective reinforcement learning, or ‘win-stay-lose-shift’, strat-
egy (Mesoudi and O’Brien  2008a ,  b ): pick a trait at random 
(e.g., Width), modify the trait (e.g., increase Width), if the 
payoff increases then keep modifying the trait in that way 
(e.g., increase Width further); if the payoff decreases then do 
the opposite (e.g., decrease Width). This is repeated until the 
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payoff no longer changes, at which point the whole process 
is repeated for the next trait. In terms of the multimodal 
adaptive landscape, this simple hill- climbing algorithm 
results in the participant converging on the nearest peak in 
the landscape.

   Formally, we can defi ne two parameters in this strategy: 
 d , which we defi ned as the number of traits that a participant 
changed on a single hunt (0 ≤  d  ≤ 5), and  c , the amount by 
which a continuous trait is modifi ed during one hunt 
(0 ≤  c  ≤ 99). If more than one continuous trait was changed in 
a hunt then  c  represents the mean of these traits, and we 
focus on the continuous traits because these are responsible 
for most of the improvement and variation in payoffs. 
Empirically, our participants typically had a  d  of 1 
(mean = 1.43, median = 1, mode = 1) and a  c  of 5 (mean = 9.50, 
median = 5, mode = 5), meaning that on each hunt they 
changed one trait by 5 units. To test our hypothesised indi-
vidual learning strategy, an agent-based model was con-
structed that followed the rules specifi ed above with  d  = 1 
and  c  = 5 (Mesoudi and O’Brien  2008b ). As shown in 
Fig.  8.3 , the simulated values match well with the actual data 
from participants, reaching virtually identical end points and 
showing a similar gradual increase then plateau. 

 Interestingly, the participants do best relative to the simu-
lation during early hunts (see hunts 4, 5 and 6 in Fig.  8.3 ). 
Further analyses showed that this is because  c  was not, in 
fact, constant across all hunts, as suggested by the slightly 
higher mean of 9.50. During earlier hunts, when participants 
generally had low scores, they responded by increasing  c , 
i.e., making larger modifi cations to their arrowheads. 

Consequently, score was negatively and signifi cantly corre-
lated with  c  (r s  = −0.368, p < 0.01). In a multimodal adaptive 
landscape this is an adaptive individual learning strategy: if 
your score is low, you are most likely to be in a low-fi tness 
valley, and large modifi cations may well transport you to a 
higher-fi tness part of the landscape. If your score is high, 
then modifi cations should be small, otherwise you may move 
off your peak and into a valley. 

 Note also from Fig.  8.3  that the maximum mean score at 
hunt 30 of around 750–800 calories, which appears to have 
levelled off at a kind of equilibrium, falls quite short of the 
maximum possible 1,000 calories. This, again, is because of 
the multimodal adaptive landscape. The individual learning 
strategy followed by our participants, and simulated in the 
model, leads participants uphill from a random starting point 
to the top of the nearest peak. This might be the globally 
optimal peak, but equally might be one of the seven other 
locally optimal but globally suboptimal peaks. So even 
though participants saw that their score was less than the 
maximum of 1,000, the majority chose to stick with their 
pretty-good-but-not-perfect design, what Simon ( 1956 ) 
called ‘satisfi cing’. This represents a disadvantage of pure 
individual learning in a multimodal adaptive landscape: 
independent individual learners can get stuck on locally opti-
mal, but globally suboptimal peaks. 

 Note also that this individual learning strategy was 
employed for a range of randomly generated optimal arrow-
head designs, with these random optima changing between 
seasons and across studies. Participants did not exhibit any 
intuitive notion of what an effective arrowhead design looked 
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like, or if they did, it was (1) different for each participant 
given that they each started at different points in the land-
scape (see Mesoudi and O’Brien  2008b ), and (2) quickly 
overridden when the a priori intuitively good arrowhead 
design was found to perform poorly in the experiment. In 
this case, then, general-purpose learning rules override any 
pre-existing intuitive content biases or cultural attractors 
(Sperber  1996 ) regarding projectile point characteristics (at 
least in our non-expert participants; we explicitly excluded 
archaeology students and amateur replica-arrowhead-makers 
from the studies to avoid too specialised knowledge).  

8.3.2      People Use Payoff-Biased Social 
Learning to Jump to Higher-Fitness 
Designs 

 We can now ask how social learning, and in particular payoff- 
biased social learning, changes participants’ performance on 
the task. Payoff-biased social learning was implemented by 
allowing participants to view the arrowhead design of another 
member of their group, given information about those group 
members’ cumulative scores up to that point. When this is 
allowed, either after a long period of individual learning 
(Mesoudi and O’Brien  2008a ) or concurrently with individual 
learning (Mesoudi  2008 ), participants readily engage in pay-
off-biased social learning, copying the design of the most suc-
cessful person in their group rather than copying a random 
group member or continuing with individual learning. The 
result of payoff-biased social learning is a signifi cant jump in 
the mean score relative to individual learners (Fig.  8.4 ).

   Payoff-biased social learning is adaptive here because it 
allows participants to abandon their locally optimal designs 

and jump, almost instantaneously, to the globally optimal 
peak, or at least the highest peak found by anyone in the 
group. Payoff-biased social learning has this effect almost by 
defi nition, because participants who have found higher peaks 
will have higher scores, and they are preferentially copied. 
To confi rm that the multimodal shape of the adaptive land-
scape was responsible for the advantage of social learning, it 
was shown that (1) there were signifi cantly more participants 
with designs at or near a locally optimal peak immediately 
before social learning is allowed than after, and conversely, 
signifi cantly more participants at globally optimal peaks 
after social learning than before (Mesoudi and O’Brien 
 2008a ), and (2) when the adaptive landscape was made uni-
modal (by removing the local optima from the fi tness func-
tions for Height, Width and Thickness shown in Fig.  8.2 , to 
create a single globally optimal design/peak), the advantage 
of social learning disappeared, and individual learners 
achieved mean scores identical to multimodal social learners 
(Mesoudi  2008 ). 

 Moreover, just as a participant’s individual learning 
strategy changed in response to the participant’s score, so 
too did their social learning. The lower a participant’s 
score, the more use they made of social information 
(Mesoudi  2008 ). This was indicated by a signifi cant and 
negative correlation (r = −0.29, p < 0.001) between partici-
pants’ scores and a measure of social infl uence, defi ned as 
the amount by which a participant changed their existing 
arrowhead to make it more similar to the arrowhead of the 
participant who they had chosen to view. 

 This performance-dependent payoff-biased social learn-
ing, or “copy-successful-individuals-when-behaviour-is-
unproductive” (Laland  2004 ), is again adaptive. Boyd and 
Richerson ( 1995 ) showed that this fl exible and selective 
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learning strategy of engaging in social learning only when 
individual learning is particularly costly or diffi cult is one 
way of solving ‘Rogers’ paradox’ (Rogers  1988 ). Rogers 
suggested that social learners can be seen as ‘information 
scroungers’ free-riding on the costly efforts of individual 
learners (or ‘information producers’), with a net result that a 
mixed population of social and individual learners will never 
have a higher mean fi tness than a population solely com-
prised of individual learners. Boyd and Richerson ( 1995 ) 
showed that making learners selective, engaging in social 
learning only when individual learning is costly or diffi cult, 
removes this problem, allowing social learning to evolve and 
mean fi tness to increase. That our participants behave in this 
way, only engaging in social learning when their scores are 
low (which we can infer is because they are fi nding individ-
ual learning diffi cult), is encouraging. It is also encouraging 
that other studies using different tasks have found similar 
effects, such as Morgan et al.’s ( 2012 ) fi nding that the lower 
a participant’s confi dence in their performance, the more 
they rely on social learning.  

8.3.3      Payoff-Biased Social Learning Is 
Preferred to Other Forms of Social 
Learning 

 The Virtual Arrowhead studies discussed so far compared 
individual learning with payoff-biased social learning, with 
alternative social learning strategies diffi cult or impractical 
for participants to use. In one study (Mesoudi  2011a ), par-
ticipants were given the option to engage in three additional 
strategies: random copying (copying the arrowhead of a 
randomly-chosen fellow group member), conformity (in 
which continuous traits were divided into 10-unit intervals, 
i.e., 1–10, 11–20, 21–30…, and the conforming participant 
is assigned the mid-value of the most popular interval in 
their group) and averaging (in which participants were 
assigned the arithmetic mean of everyone in the groups’ 
values for each trait, similar to Boyd and Richerson’s 
( 1985 ) blending inheritance), along with payoff bias (copy-
ing the arrowhead of the highest-scoring group member) 
and individual learning (directly changing the traits with no 
social infl uence) as before. 

 Payoff-biased social learning was the clear favourite com-
pared to the other social learning strategies. Across all hunts 
played by all participants, 78 % involved individual learning, 
19 % payoff-biased social learning, and only around 1 % 
each of conformity, random copying and averaging (Mesoudi 
 2011a ). Again, this choice of social learning strategy is adap-
tive in the multimodal adaptive landscape implemented here. 
As shown using agent-based models simulating each of these 
strategies (Mesoudi and O’Brien  2008b ), only payoff-biased 
social learning outperforms individual learning, due to the 

aforementioned reason that individual learners stuck on 
locally optimal peaks can jump to higher-fi tness peaks found 
by more successful group members. Random copying also 
allows participants to jump peaks, but to a random, not nec-
essarily high, peak. Conformity allows participants to jump 
to the most popular peak, but again there is no reason that 
this most-popular peak is the highest (unless payoff-bias has 
already acted). Averaging is particularly bad, as the mean 
trait value of several peaks is likely to be mid-way between 
all of them, i.e., in a valley.  

8.3.4     Payoff Biased Social Learning Leads 
to “Cultural Hitchhiking” 

 In Sects.  3.2  and  3.3  we saw how payoff-biased social learn-
ing is adaptive, allowing participants to jump to high-fi tness 
peaks in the multimodal adaptive landscape. Yet this social 
learning strategy also comes with disadvantages. As noted 
above, the Colour trait was neutral and had no effect on the 
score shown to participants. Despite this, Colour was copied 
by our participants just as faithfully as the other functional 
traits during payoff-biased social learning (Mesoudi and 
O’Brien  2008a ). 

 This was measured by calculating pair-wise inter-trait 
correlations across all participants in a group, i.e., the corre-
lation between all participants’ Height and Width, the corre-
lation between all participants’ Height and Thickness, and so 
on. Following periods of individual learning, these inter-trait 
correlations were found to be quite low, around r = 0.1–0.3. 
This is to be expected, as different individual learners would 
diverge to different peaks in the adaptive landscape, thus 
reducing between-participant similarity. Once payoff-biased 
social learning was permitted, however, the inter-trait corre-
lations increased signifi cantly to around r = 0.3–0.9. This is 
because all participants in the group copied the single most- 
successful group member (apart from that most-successful 
participant him or herself, of course, who could not copy 
themselves), thus all participants ended up with extremely 
similar arrowheads. Colour showed the same pattern of inter- 
trait correlations as the other traits, indicating that Colour 
was copied along with the other functional traits in a com-
plete package. 

 This is an example of a neutral trait hitchhiking on func-
tional traits, and represents the downside of payoff-biased 
social learning: while copying a successful individual will on 
average lead to the acquisition of adaptive behaviour, occa-
sional neutral or even maladaptive traits might also be cop-
ied. This hitchhiking was explored formally by Boyd and 
Richerson ( 1985 ) as ‘indirect’ bias, which encompasses 
payoff-biased social learning, in which successful people are 
preferentially copied, and prestige bias, in which people with 
high social status are preferentially copied (which may, or 
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may not, correspond to objective measures of success in 
tasks such as hunting). If this ‘cultural hitchhiking’ is an 
intrinsic side-effect of payoff- or prestige-biased social 
learning then we might expect neutral traits to be common in 
the archaeological record, and not necessarily seek func-
tional explanations for all observed traits (see also Bentley 
et al.  2004 ; Dunnell  1978 ; Neiman  1995 ). 

 A more recent study illustrates further the power of pres-
tige bias. Henrich and Gil-White ( 2001 ) suggested that peo-
ple often identify from whom to copy based on quite minimal 
and subtle cues of prestige, such as looking times. Highly 
prestigious individuals should be looked at more by others 
than less prestigious individuals because they are good 
sources of information, and so looking times might consti-
tute a cheap and quick cue regarding who to copy. Atkisson 
et al. ( 2012 ) tested this prediction in the Virtual Arrowhead 
Task, presenting participants with objective success informa-
tion—the scores of other group members—as before, but 
also fi ctional looking time information concerning how long 
each group member had chosen to view every other group 
members’ arrowheads. Even though the looking times were 
fi ctional and therefore useless, this marker of prestige was 
used at least as much as the objective success information 
when participants were choosing from whom to copy. So 
again, while this prestige-biased social learning may be 
broadly adaptive, it can easily misfi re. 

 Further studies might look more systematically at the 
conditions under which we would expect neutral or maladap-
tive to hitchhike via generally prestigious models. We might 
predict hitchhiking to be particularly prevalent when it is dif-
fi cult to directly assess the effi cacy of different traits. In the 
arrowhead task, the constant random error in feedback likely 
obscured the fact that Colour had no systematic effect on 
payoffs; future studies might vary the size of this feedback 
error to determine whether hitchhiking disappears below 
some error threshold. Whether maladaptive traits hitchhike, 
meanwhile, is likely dependent on their cost relative to the 
fi tness benefi ts of the adaptive traits exhibited by prestigious 
demonstrators. One might predict that highly maladaptive 
traits would not spread beyond an initial accidental copying 
event after which their negative effects are detected (although 
cases such as kuru [Durham  1991 ] or celebrity-driven copy-
cat suicides [Mesoudi  2009 ] might suggest otherwise).  

8.3.5     Informational Access Costs Block Social 
Learning 

 In the Virtual Arrowhead experiments discussed so far, par-
ticipants could freely view other participants’ arrowhead 
designs. This is unlikely to hold true for all real-life situa-
tions, however. Henrich and Gil-White ( 2001 ) suggested that 
even though many hunter-gatherer societies are relatively 

egalitarian, highly skilled individuals will often receive 
material benefi ts (e.g., food) or non-material benefi ts (e.g., 
status) from letting others watch them engage in their skilled 
activity. Stout ( 2002 ) found that knowledge of stone tool 
production in adze makers of Indonesian Irian Jaya was care-
fully protected through the use of highly selective appren-
ticeships. Similarly, in industrialised societies, it is 
commonplace for highly skilled or knowledgeable people, 
from car mechanics to lawyers, to set prices for access to 
their skills or knowledge. Moreover, the level of skill and 
knowledge often covaries with their price: more knowledge-
able lawyers set higher fees than less knowledgeable law-
yers, for example. These prices can be seen as ‘informational 
access costs’, which potential social learners must pay in 
order to access social information. 

 In one study, I therefore added informational access 
costs to the Virtual Arrowhead Task (Mesoudi  2008 ). Each 
participant could set their own access cost, in terms of calo-
ries, that other group members had to pay in order to view 
their arrowhead design. These costs were added and sub-
tracted to the participants’ actual cumulative scores. For 
example, if Participant 1 set an access cost of 450 calories 
and Participant 2 chose to copy Participant 1, then 450 cal-
ories would be deducted from the cumulative score of 
Participant 2 and 450 calories would be added to the cumu-
lative score of Participant 1. 

 As expected, participants with higher scores set higher 
informational access costs than participants with lower 
scores. Participants were clearly aware, then, that their fellow 
participants will engage in payoff-biased social learning and 
preferentially copy the highest-scoring participant, such that 
their information would be in the highest demand and there-
fore be most valuable. But unexpectedly, rather than seeking 
to profi t from the access costs of potential copiers, the high-
est-scoring participants in the group typically set excessively 
high access costs (mean = 2,500 calories, although ranging 
up to 23,000 calories) which no other group member was 
willing to pay. Consequently, the frequency of social learn-
ing dropped, and the frequency of payoff-biased social 
learning dropped to almost zero. At the group level, the over-
all increase in mean score illustrated in Fig.  8.4  disappeared, 
and groups of social learners with informational access costs 
performed no better than groups of individual learners. 

 In a sense, this use of informational access costs to block 
social learning is a product of the competitive nature of the 
task as it was set up in that study. Participants were informed 
not only of their absolute score but also their relative rank in 
their group (although participants in this particular study 
were unpaid, they seemed to be motivated primarily by rank 
rather than absolute performance). It was therefore in the 
interest of high-scoring participants to maintain their advan-
tage by protecting their high quality information. If the 
incentives were to be changed such that participants are only 
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shown or rewarded for their absolute performance and not 
provided with information about relative performance, then 
access costs might be lower and copying more frequent 
(although there would still be no positive incentive to sharing 
one’s information, just no negative consequence). 
Alternatively, if groups rather than individuals are rewarded 
for their overall relative group score, then we might expect 
more information sharing to occur between group members 
(but not with members of other groups, if permitted). Adding 
environmental change might also encourage information 
sharing even in the most individually competitive situation, 
as participants might seek to profi t from their high-quality 
information before it becomes out-of-date. 

 Nevertheless, this study is valuable in demonstrating that 
people (at least Western people) are not indiscriminately 
egalitarian with their information. Indeed, the apprentice-
ships observed by Stout ( 2002 ), as well as other institutions 
such as guilds, might be seen as following the same princi-
ples, with high-quality skills and knowledge protected from 
outsiders.   

8.4      Limitations and Applications 

 There are, of course, many limitations of laboratory experi-
ments. Generally, experiments lack ‘external validity’, the 
degree to which the experimental situation resembles the 
real-life situation of interest. This is true of all experiments, 
but particularly so when seeking to simulate past techno-
logical change in traditional societies, as we are here. The 
computer- based task described above is obviously a highly 
abstracted and simplifi ed version of real-life artifact design 
practiced by past hunter-gatherers. The task lacks any kind 
of motor activity and physical object affordances. The 
incentive (a few pounds or dollars) is very different to the 
incentive to feed oneself and one’s family. The partici-
pants—typically Western college students—are different in 
many ways to the long-dead hunter-gatherers responsible 
for manufacturing artifacts found in the archaeological 
record. The time-frame is very different: an hour or so in the 
experiment versus years or decades acquiring the skills 
needed to manufacture complex artifacts such as arrow-
heads or handaxes. So too is the social structure: a closed 
and small group of unrelated strangers in the experiments 
versus a much larger kin-based society with overlapping 
generations, migration from other groups, and so on. 

 All of these limitations should be recognised. Yet experi-
ments make up for their obvious lack of external validity by 
having high ‘internal validity’, the degree to which they 
afford experimental control (Mesoudi  2007 ). In experiments 
we can isolate and manipulate specifi c variables in order to 
test their causal effect; we can randomly assign participants 
into different conditions in order to test hypotheses; we can 

re-run situations in multiple groups to determine whether 
observed effects are robust or historically contingent; and we 
can obtain complete and unbiased data regarding our partici-
pants’ behaviour. None of these are possible with historical 
or ethnographic methods for both practical and ethical rea-
sons. Archaeologists cannot ‘re-run’ history or manipulate 
key variables to see how history would have changed in 
response to that variable, and seldom have uninterrupted or 
unbiased historical data sets. Ethnographers cannot ran-
domly assign contemporary hunter-gatherers into different 
control and experimental societies to see how a key variable 
affects behaviour. Essentially, historical and observational 
methods are limited in being correlational, whereas experi-
ments can test causal hypotheses. 

 Experiments can therefore be seen as a useful bridge 
between theoretical models and historical/ethnographic 
methods. The key point is that these methods should be used 
in combination. Theoretical models and experiments that are 
not informed by real-life historical and observational data 
will simply refl ect the uninformed and probably incorrect 
intuitions of the modeller/experimenter. Conversely, histori-
cal and observational data alone cannot be used to test causal 
hypotheses due to their non-interventionist and correlational 
nature. 

 This interplay is hopefully illustrated in our previous 
application of the Virtual Arrowhead Task to a specifi c 
archaeological case study. Bettinger and Eerkens ( 1999 ) 
documented how projectile points from the Great Basin 
region of the south-western United States from around 300–
600  ad  exhibited systematic differences between two sites. 
In one site, in central Nevada, the inter-trait correlations 
were very high, indicative of a small number of uniform 
types. In eastern California, in contrast, inter-trait correla-
tions were signifi cantly lower, such that there were no sys-
tematic links between the dimensions of different arrowheads. 
Having ruled out any differences in prey or material type 
between the two sites, Bettinger and Eerkens ( 1999 ) sug-
gested that the difference lay in learning strategies: prehis-
toric Nevada featured strong payoff- or prestige-biased social 
learning, such that hunters copied a small number of designs 
exhibited by a few high-status individuals, whereas prehis-
toric California featured much more individual learning, 
which increased variation as different hunters experimented 
in different ways. 

 As noted above, our experimental simulation supported 
this hypothesised scenario (Mesoudi and O’Brien  2008a ): 
when our participants were allowed to engage in payoff- 
biased social learning then inter-trait correlations increased 
(like in Nevada), and when our participants had to rely on 
individual learning then inter-trait correlations were low 
(like in California). This supports Bettinger and Eerkens 
( 1999 ) hypothesis, and shows that it is consistent with actual 
human behaviour. 
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 Yet we also showed that this hypothesis only works under 
certain assumptions that were not specifi ed by Bettinger and 
Eerkens ( 1999 ). For example, the hypothesis only works 
under the assumption of a multimodal adaptive landscape. If 
there is a single optimal point design, then individual learn-
ers will converge on this design, and inter-trait correlations 
will remain high. Indeed, independent work testing the func-
tional characteristics of projectile points suggests that mul-
tiple locally optimal designs are a reasonable assumption. 
Cheshier and Kelly ( 2006 ) found that long, thin points were 
easier to aim and hit prey with but less likely to result in a kill 
due to the small wounds they create, whereas thick, wide 
points were harder to fi re but more likely to result in a kill 
because they created a larger wound. Here we have at least 
two optima: one maximising fi ring power, the other maxi-
mising the likelihood of a kill. 

 Moreover, our experimental programme suggests possi-
ble reasons why prehistoric Nevada might have featured 
more social learning than prehistoric California. Perhaps 
individual learning was more costly in Nevada due to its 
harsher environment making social learning more adaptive, 
or perhaps informational access costs were higher in 
California therefore blocking social learning. These hypoth-
eses, suggested by our experiments, can hopefully guide fur-
ther archaeological research. In sum, the interplay of 
theoretical models, archaeological data and lab experiments 
provides a richer understanding of the past than any one of 
these methods alone.  

8.5     Conclusions 

 The aim of this series of studies (Atkisson et al.  2012 ; 
Mesoudi  2008 ,  2011a ; Mesoudi and O’Brien  2008a ,  b ) was 
to test the predictions of theoretical models concerning the 
adaptiveness of contemporary humans’ learning strategies, 
using a complex task designed to be representative of real- 
life human technology. Participants in small groups designed 
virtual arrowheads via individual and social learning, while 
we manipulated key variables such as the form of the under-
lying fi tness functions, the possible social learning strategies 
permitted, the cost of individual learning, and whether social 
information was free or costly to access. 

 Our fi ndings demonstrated that people approached this 
task in a broadly adaptive manner. They used a simple but 
effective reinforcement-based individual learning strategy 
that improved their payoff by leading them to a locally- 
optimal arrowhead design. They engaged in payoff-biased 
social learning in preference to alternative and less effective 
social learning strategies such as conformity, random copy-
ing and averaging, with this payoff-biased social learning 
uniquely allowing participants to jump from low-fi tness 
locally optimal designs to high-fi tness globally optimal 

designs that had been found by more successful group 
 members. At a larger scale, payoff-biased social learning is 
especially likely to lead to cumulative cultural evolution 
(Aoki et al.  2012 ; Enquist et al.  2008 ; Mesoudi  2011b ; 
Powell et al.  2009 ) by selectively preserving and building on 
effective cultural traits. It is therefore encouraging that our 
participants readily and preferentially engaged in this par-
ticular social learning strategy. 

 Moreover, both individual and social learning fl exibly 
responded to the participants’ performance in real-time. 
When participants were performing poorly, they made larger 
changes to their arrowhead when learning individually, and 
they were more likely to engage in payoff-biased social 
learning. This latter ‘selective learning’—copying others 
only when individual learning is costly or diffi cult—has 
been shown to be adaptive relative to a mix of pure individ-
ual learners and pure social learners, allowing our partici-
pants to avoid the detrimental effect of information 
scrounging (Boyd and Richerson  1995 ). 

 Yet there were also fl aws in our participants’ learning strat-
egies. Payoff-biased social learning was indiscriminate such 
that participants readily copied functionless traits from suc-
cessful individuals alongside their functional traits. Indirect 
cues to prestige, such as looking times, were used as guides to 
who to copy as much as objective measures of success, even 
when it was inappropriate to do so, which may exacerbate the 
spread of neutral or even maladaptive traits. Finally, when par-
ticipants were allowed to set access costs that others had to pay 
in order to see their arrowhead, they used these to block all 
social learning. At a population level, this may be detrimental 
to the overall preservation and accumulation of knowledge, 
and highlights how the cooperative motivation to share infor-
mation on the part of the demonstrator is just as important as 
the social learners’ choice of who to copy. 

 A comparison of contemporary humans’ learning abilities 
with those of prehistoric hominins (either anatomically mod-
ern humans or Neanderthals) is beyond the scope of this 
paper, and will be left to those expert in interpreting the 
archaeological record. It is instructive, however, to compare 
the results of these studies with similar learning studies of 
chimpanzees. Some studies suggest that, in contrast to our 
human participants, chimpanzees are less likely to switch to 
superior solutions to tasks. Marshall-Pescini and Whiten 
( 2008 ), for example, found that chimpanzees will readily 
copy and use a quite-good method for extracting honey from 
a puzzle box (sticking a wand into the box and licking honey 
off the end) but, when shown an even better method (using 
the wand to open the top of the box to expose all of the 
honey), fail to switch to this superior solution (see also 
Hrubesch et al.  2009 ). This stands in contrast to our partici-
pants, who readily abandoned their own arrowheads and 
switched to superior designs. This lack of payoff-biased 
social learning in chimps might explain why their cultural 
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traditions remain non-cumulative (Tennie et al.  2009 ), if they 
fail to selectively copy and switch to superior traits. 

 On the other hand, more recent studies suggest that chim-
panzees  will  switch to superior methods if they are dissatisfi ed 
with their current payoff (Dean et al.  2012 ; Yamamoto et al. 
 2013 ), suggesting that they do exhibit some form of payoff-
biased social learning. Dean et al. ( 2012 ) attributed a lack of 
cumulative culture in chimpanzees instead to a lack of teach-
ing, imitation and/or prosociality. The latter fi nding in particu-
lar might be of particular importance. Chimpanzees have been 
shown to be inordinately self-interested, failing to share food 
with others even when there is no cost to sharing (Jensen et al. 
 2007 ; Silk et al.  2005 ). As we showed in our studies using 
informational access costs, a lack of cooperation can severely 
block social learning. Human cumulative culture may there-
fore be intimately tied to our cooperative motivations (Dean 
et al.  2012 ; Hill et al.  2009 ; Mesoudi and Jensen  2012 ). 

 Assuming that chimpanzees are closer behaviourally to the 
common ancestor of chimpanzees and humans that lived 
around 6 million years ago (which is, admittedly, a contestable 
assumption), we can speculate that somewhere in the hominin 
lineage the capacities for high fi delity and fl exible payoff-
biased social learning, tied to cooperative motivations to allow 
individuals to copy one other, evolved and facilitated the emer-
gence of cumulative cultural adaptations. As illustrated in 
Sect.  4 , it is possible to detect the signatures of different learn-
ing strategies in the archaeological record, as we did in the 
Great Basin by inferring payoff-biased social learning from 
high inter-trait correlations and individual learning from low 
inter-trait correlations. Perhaps the same might be possible 
with earlier material culture to determine, say, whether 
Neanderthals exhibited payoff-biased social learning. The 
appearance of culturally hitchhiking neutral or maladaptive 
traits might also serve as an indication of payoff- biased social 
learning. In sum, hopefully the further interplay of lab experi-
ments and theoretical models, along with comparative studies 
of non-human primates and the archaeological study of pre-
historic hominin material culture, will lead us to a better 
understanding of our species’ success story.     
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9.1         Introduction 

 Motion analysis is an important factor verifying skill learning 
(Michiyoshi et al.  1992 ). In this research, 3D motion data of a 
special subject were measured (Okuda et al.  2006 ). The subject 
has special skills for manufacturing stone-tools based on the 
Recurrent Levallois technique. The motion data was collected 
for the kinematic analysis. Most famous research is analysys 
the Oldowan industrial stone tools. In this research, any type 
analysis examples are shown(de la Torre et al.  2003 ). They 
used digital-image-analysis techniques to investigate the inten-
sity of reduction in single-platform core stone of the Developed 
Oldowan. For analysis based on the experimental archaeology, 
it is important to consider the body control of the knapping 
process of Levallois point (LP) and Levallois fl ake (LF). In this 
paper, the analysis of making a stone tool using Recurrent 
Levallois technique is reported. In January 2011, we acquired 
the 3D motion data. We took the knapping motion data about 
stone fl akes by using the motion capture system. In this experi-
ment, the subject is an expert knapper of Recurrent Levallois 
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technique. The knapper formed the core stone’s edges from one 
side as Recurrent Levallois technique. Before taking a target 
fl ake, the knapper declared the process of fl aking off pieces. 
After that, the subject made a stone fl ake by strongly knapping. 
When using the motion capture system, three tracers are placed 
around the target subject. The motion capture system is able to 
capture 3D motion data of the subject’s motion and hammer 
stone movement with high resolution. That data includes any 
knap styles, which are the peeling stone operation, adjusting 
operation stone surface. We previously reported the analyzed 
results of motion analysis using image video and the illocution-
ary acts by interviews with the knapper (Miura et al.  2011a ,  b ). 
Previously, we reported the analysis and results of the interview 
data from the subject about the operation process together with 
the detailed motion data and the fabrication characteristics of 
Levallois fl ake production. We also reported the analysis and 
results using interview data from the subject. In this report, we 
described the operation process and thinking points of the force 
value and a hit point (Dibble  1997 ). 

 Based on interview and comments, we analyzed the 
detailed motion data and the fabrication characteristics of 
Levallois fl ake production. In the RNMH project, the learning 
ability of Neanderthal is the main topic. As main hypothesis, 
this learning ability would be mandatory for the survival of 
mankind. Archaeological material would be the only evidence 
that reveals the learning behavior of prehistoric times (Nishiaki 
and Nagai  2012 ). We analyzed archaeological materials in 
order to determine the difference between modern human 

beings and the New Learning of archaic humans. We took and 
analyzed archaeological materials in order to determine the 
difference between modern human beings and the New 
Learning of archaic humans. The knapping technique with 
Recurrent Levallois is also a kind of valuable archaeological 
materials. Modern humans begin with a cognitive behavior. 
More specifi cally, they obtained this skill during a relatively 
short time period of 250,000 to 6 million years. Those are 
from the evolution and a group production by mixing group 
learning and individual learning. This paper reports the results 
of the knapping motion analysis of making stone tools and 
discuss of the Recurrent Levallois technique.  

9.2     Two Process of Recurrent Levallois 
Technique for the Motion Analysis 

 In this paper, we report the analysis results of an expert knap-
per’s motion using the Recurrent Levallois technique 
(Nonaka et al.  2010 ). It is important to analyze the process in 
order to understand human’s learning ability. However, the 
analysis is very diffi cult because those are no precedent. 
First, we analyzed a difference of kinematic information of 
arm motion between each procedure to product a stone-tool 
using the Recurrent Levallois technique. The 3D motion data 
is measured from a skilled subject by this experiment. For 
the analyses, we consider 2 level procedures about Recurrent 
Levallois technique (see Fig.  9.1 ). We catalog two process 

  Fig. 9.1    Two process diagram of the Recurrent Levallois technique       
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data classes for our analysis. The fi rst process is a beat knap 
to make a form called a stone testudinal style. The second 
process is a strong knap to fl ake off a piece of stone. So, a 
procedure #1 is in the process of forming the testudinal style 
by fi nely knapping. The core stone is deformed visually by a 
beat knapping, so with the former it is possible to check this 
hitting motion visually and acquire the deforming technique 
by the observational learning (group learning). The knapper 
should proceeds with consideration of the fl akes in the 
acquired process about a procedure #2, it is predicted to 
advance (prediction) the transition state to the process of a 
procedure#2. This paper, we discuss about #2 that is process 
of taking LF and LP. So, a procedure #1 is outside from a 
main discussion. Using experiential knowledge to make 
stone tools is important, is considered.

9.3        The Outline of the Stone-Tool 
Production Experiment for a Motion 
Analysis 

 The experiment to make the stone-tools and analysis the pro-
duction motion was tried (see Fig.  9.2 ). This experiment con-
sisted from three phases, the rehearsal experiment and two 
main experiments. The rehearsal experiment was conducted 
one time. Next day, we conducted a full-scale experiment. 
One hour later, a fi nal experiment is conducted. LP involves 
the former of an object with a tip such as a spear, dart, or 
arrow, or perhaps something used as a knife. If the knapper 
has an image of that behavior, the knapper declares “LP”in 
the experiment. LF motion is the behavior to take the fl akes 
objects. If the knapper has an image of that behavior, the 
knapper declares “LF”in the experiment. In the rehearsal 
session, the knapper tried fi ve times to form a LP/LF. In this 
case,the total number of strong knaps was 28 times during 
11 min. In the fi rst experiment, the knapper tried 14 times to 
form a LP/LF. In this case, the total number of strong knaps 

was 52 times during 27 min. In the fi nal experiment, the 
knapper tried 16 times to form a LP/LF. In this case, the total 
number of strong knaps was 66 times during 55 min. The 
knapper was carefully shaping the core stone. After that, the 
knapper hit the stone strongly. Is this same process used by 
Neanderthals? or only modern humans? In this experiment, 
we use 4 sets video and the motion capturing system 
Visualize3000. All motions were analyzed from video data 
and 3D x-y-z motion data.

9.4        The Motion Capturing System 
Visualize3000 

 For motion analysis, we used the Visualize3000 of motion 
capture system. Visualize3000 is product by PhoeniX 
Technologies, BC, Canada. The motion capturing is the 
process of sampling the posture and location information of 
a subject over time. The subject is usually a person, an ani-
mal or a machine. The technical goal of motion capture is 
to get the motion data,which are the certain points on the 
subject. So that either some parameters of the motion (e.g., 
speed, angle, distance, etc.) can be calculated or the data 
can be used to control or drive (Taniguchi et al.  2012 ). In 
case parameters of the motion are calculated, the applica-
tion may be motion analysis, sports analysis, biomechan-
ics, biodynamic and so on. This motion capture system has 
three tracker, many LED markers and TMC. TMC system 
is radio waves transmission system LED signal to motion 
trackers. The tracker system is able to track LED’s light 
signal and send signal data to computer. This tracker uses 
an infrared ray and measures the distance between trackers 
and LED. See Fig.  9.3 , we show data sheet of the tracker 
spec at Visualize3000 system. This tracker is possible to 
measure ±45 ° vertical direction and horizontal direction. 
About 4 m triangle area is a real capture area using three 
tracker. In our experiment, a subject knapper stays in this area. 

  Fig. 9.2    Picture of experiment       
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This system have VZSoft Application, show the visualize 
computer graphics (CG) using bone and dots (see Fig.  9.4 ). 
This software is able to show the basic CG information and 
recode 3D motion xyz position. In our experiment, we took 
13 marker’s 3D movement data (xyz -position) during 800 
thousand steps.

9.5         Analysis About Getting to LF/LP Motion 

 In this research, we have processed a detailed analysis of 
behavior. Our focusing is the motion at the time of getting 
fl akes. Figure  9.5  is the marker position and setup stones in this 

  Fig. 9.3    ( a ) System framework of Visualize 3000, ( b ) Data sheet of Visualize 3000       
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experiment. Knapper gives us declaration for getting fl akes.
Some hammer stones always were selected by knapper deci-
sion (see Fig.  9.6 ). Then knapper decide LF/LP motion from 
small and medium size core stone, mostly selected lightweight 
stone, 115 g. This is likely to be a result of determining the 
controllable easy than the powerful impact. Before the motion, 
knapper declared the process of getting LF. We would be able 
to see the behavior of twisting wrist, and to see the behavior of 

pulling elbow behind is a graph of speed on the hammer stone 
at getting LF/LP. This curve explains the big impact and hitting 
stone. After this impact, stone speed has changed slowly.The 
knapper decides thenecessary acceleration for getting LF/LP. 
See Fig.  9.7 , the curve is a marker 3’s speed.Marker 3 is almost 
a hammer stone movement. This curve’s direction is increasing 
rapidly between about 0.37–0.43 s. This area is a curve before 
the stone hammer collides with the core stone. The impact 
point is a little bit before from a top about 0.43–0.45 s. The 
curve direction is drop down rapidly between about 0.45–
0.60 s. This area is a curve after the stone hammer collides with 
the core stone. A small upper curve on left side is upstroke the 
hammer to side of a head. The valley curve point is stopping 
period of the hammer. In this period, knapper decides and starts 
action to hit the core stone. Those top speeds are 3.34 ± 0.51 m/s 
(=Median ± Standard Deviation). The coeffi cient of variation is 
0.15(C.V. = 15 %). So values of top speed are spread out 15 % 
within an average. We consider that the hammer’s top speed is 
impeded on all cases for taking LF/LP. Basically, the hammer 
stone is not heavy and controllable is not hard. Thus, we 
checked all videos about the griping hammer stones, are hold 
tight or not. See Fig.  9.8 , the knapper is change the gripping 
hammer stone as Opening stage and Final stage. So usually, 
knapper motion does not work about a detail speed control and 
keep the constant top speed. So, we decided to check the con-
trollable ability of knapper.

  Fig. 9.4    “VZ Soft”: Viewing the marker motion       

  Fig. 9.5    Setup the motion LED markers and a hammer       
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      We have discussed to be categorized LF/LP motion as 
Table  9.1 . Let’s read it carefully that LF/LP is not getting 
stones. In this experiment, LF/LP is the decision making 
results of knapper. The knapper declared taking the LF/LP 
with a current core stone. Knapper is not necessarily to 
acquire the real LF/LP. We are not care for getting real LF/
LP. Let we check LF13, LF19, LF36 and LP42. Firstly, we 
classifi ed three stages by core size and hammer’s weight. 
Three stages are Opening, Stable and Final. On the opening 
stage, knapper took the surface parts of the core and took LF 
sometimes. On the stable stage, knapper changes the ham-
mer stone and declared LF at six times. The motion is very 
smooth. The core size is medium and a hitting was looks so 
easy by watching a video. The twisting motion changed to 

quick motion in this stage. Changing hammer stone is very 
important point. See Fig.  9.8 , this picture shows a period 
start to swing down the hammer stone. When knapper took 
LF13, he grips a holding tight the hammer stone. When 
knapper took LP43, he grips a holding not-tight the hammer 
stone. Table  9.1  describes double heavy hammer stone within 
LF13 and LP42. Knapper keeps a balance between holding a 
hammer stone and the centrifugal force of circular motion as 
swing down. The centripetal force is F = mv 2 /r with a ham-
mer stone, vis constant speed by Fig.  9.7 , ris constant radius 
of the path (aim length) and m is mass. The force is, of 
course, this acceleration multiplied by the mass of the ham-
mer stone. If swing down is speed up 15 % then this force up 
just 32 %. If hammer weight is double mass then this force 

  Fig. 9.6    Characteristic of using hammer stones       

  Fig. 9.7    Speed curve a marker 3 at getting LF/LP       
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up 100 %, is like double force. So hammer weight works 
directly force. Knapper need to hold tight using heavy ham-
mer stone during Opening stage. Hitting angle is usually 28 ° 
from the vertical line.

9.6        Detail Analysis About LF13 Motion 

 Figure  9.9a–c  shows motion pictures and follow speed vec-
tor of the hammer stone. This speed vector has colors that 
show the maker speed. Red-Orange color arrows are shown 
between 2.90 and 2.00 m/s of the maker speed. Yellow- 
Green color arrows are shows between 1.90 and 1.00 m/s of 
the maker speed. Light blue-Deep blue color arrows are 
shows between 0.90 and 0.00 m/s of the maker speed. In 
this picture, knapper hold tight hammer stone and swing 

down to the core. In this case, the hammer stone is dropped 
down with straight to the core. Top speed is very high but 
knapper did not twist and pulling elbow a little. We con-
sider that knapper availed a heavy weight of hammer stone. 
After the picture analysis, we checked 3D curve and the 
vector of fi nishing period about marker3 and marker4. 
During 2 circle’s area, the hammer stone is going up strok-
ing. After that, knapper swing down with straight to take 
LF13 from the core stone. In this motion, knapper did not 
twisting action, because those arrows of fi nishing period 
are mostly straight parallel.

9.7        Detail Analysis About LF19 Motion 

 Figure  9.10a–c  shows motion pictures and follow speed 
vector of the hammer stone. In this picture, knapper hold 
tight hammer stone and swing down to the core. In this 
case, the hammer stone is dropped down with a little twist 
to the core. Top speed is very low. Knapper did little twist 
and pulling elbow a little. We consider that knapper availed 
a heavy weight of hammer stone, like almost same case of 
LF13. After the picture analysis, we checked 3D curve 
about the vector tail marker3 and marker4. Blue arrows 
area is upstroke area of the hammer. After that, knapper 
swing down with a curving to take LF19 from the core 
stone. In this motion, knapper did not twisting action, 
because those arrow tails are mostly curving parallel. So, 
this case is almost same case of LF13 by an arrow graph 
analysis. If knapper tried curving swing down the hammer, 
the centripetal force of hammer is big. Thus, knapper keep 
hold tight a hammer stone. Generally, the wrist snapping 
and twisting motion are not controllable, if a handhold is 
tight (Okuda et al.  2006 ). Especially, the centripetal force 
will be big then knapper must hold a hammer stone strongly.

  Fig. 9.8    Motion pictures of gripping a hammer       

     Table 9.1    LF/PL motion class of Experiment 2   

 LF/LP  Hammer weight (g)  Core size  Pulling elbow  Twist action  Top speed of hammer (m/s) 

 Opening stage  LF13  235  Big  Little  Non  3.51 
 LF15  235  Big  Quick  Little  3.37 
 LF19  235  Big  Little  Non  2.87 

 Stable stage  LF30  115  Mid  Quick  Little  3.04 
 LF32  115  Mid  Quick  Little  3.18 
 LF35  115  Mid  Little  Quick  2.55 
 LF36  115  Mid  Little  Quick  3.36 
 LF38  115  Mid  Little  Quick  3.69 
 LF39  115  Mid  Quick  Quick  3.14 

 Final stage  LP42  115  Small  Quick  Quick  2.74 
 LF43  115  Small  Little  Little  4.53 
 LF44  115  Small  Little  Little  3.37 
 LP47  115  Small  Non  Non  3.85 
 LF51  115  Small  Non  Non  3.88 
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9.8        Detail Analysis About LP42 Motion 

 Figure  9.11a–c  shows motion pictures and follow speed 
vector of the hammer stone. In this picture, knapper did 
not hold tight hammer stone and swing down to the core. 

In this case, the hammer stone is dropped down with a 
circle curve to the core. Top speed is very low. Knapper 
did twist quickly and pulling elbow too. We consider that 
knappercontrolled the hammer stone to hitting target point 
of a core. After the picture analysis, we checked 3D curve 
about the vector tail marker3 and marker4. Blue arrows 

  Fig. 9.9    ( a ) Camera pictures of hitting about LF13, ( b ) Motion curve of hitting about LF13, ( c ) Motion curve of hitting about LF13 ( Front side view )       
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area is upstroke area of the hammer. After this motion, 
knapper swing down with straight to take LF42 from the 
core stone. In this motion, knapper dose not twisting 
action, because those arrow tails are mostly curving 
 parallel. Knapper motion is like a whipping and his arm is 
like a swish (see Fig.  9.11a–c ).

9.9        Detail Analysis About the Hammer 
Swing Motion About LF13, LF19 and LP42 

 In Table  9.1 , we show an analysis table about Exp.2. This 
table describes some characteristic of the knapper at Opening 
stage, Stable stage and Final stage. We described the 

  Fig. 9.10    ( a ) Camera pictures of hitting about LF19, ( b ) Motion curve of hitting about LF19, ( c ) Motion curve of hitting about LF19 ( Front side view )       
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 relationship between hammer speed and tails. Figures  9.9a–c , 
 9.11a–c  shown the 3D speed applied to the hammer stone 
vector and some example video’s scene. Additionally, Marker 
3 and marker 4 are representing the movement of the hammer 
stone from the front view. The acceleration reaches to target 

stone by the momentum conservation law. It shows that the 
knapper accelerated the hammer stone at the same time pull-
ing the elbow and twist of the wrist. From the impact point, 
the speed vectors of the hammer stone are changing curve 
directions and velocity value. Let’s discuss this area. We can 

  Fig. 9.11    ( a ) Camera pictures of hitting about LF42 ,  ( b ) Motion curve of hitting about LP42, ( c ) Motion curve of hitting about LP42 ( Front side view )       
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consider the vector  direction of this graph is due to a twisting 
wrist. In order to obtain a constant speed of this very short 
time, twisting of the knapper motion conducts a full advan-
tage of the human skeleton. This twist makes a small shift of 
hit points. A greater speed is easy control for the small skel-
eton. If the skeleton is strong, the twist motion increases a 
shift of hit points. In order to suppress the deviation, knapper 
must slow down. If the hammer stone heavier then, knapper 
can make the impulse of the same degree. Skeletal differences 
make a difference of hammer selection and hitting speed to 
target stone. In other words, 3D graph and using light ham-
mer-stone explain that modern small person’s motion. This 
motion date represents the smart control of an arm than 
Neanderthals. This twist process is possible to become the 
special motion for the mass production of small fl akes because 
a knapper hits continually with the low muscle power.  

9.10     Elbow Motion Analysis 

 Figure  9.12a, b  shows the pulling elbow motion about LF13, 
LF19 and LP42. Those data are from a marker 7. This marker 
7 set up the outside elbow. Blue arrows are pulling up elbow 
when is the same time of upstroke the hammer stone. After 
the swing down, knapper was pulling an elbow, is like to 
through. LF13 and LF14 arrow tail is curve to outside. In this 
case, knapper is hitting and pulling elbow to straight and 
small twist. Motion of LP42 is curve the near body. In this 
case, knapper tightened anunderarm and he swung out 
through the near body. This arrow curve shows the special 
twist. This twisting motion becomes possible by light ham-
mer stone and the long term personal learning. This twisting 
technique is able to get LP42 from a small core using light 
hammer stone, we are considering.

9.11        Discussion 

 We are considering that  Homo sapiens  have survived by 
twisting motion and the smart control of an arm. This is a 
necessary element of both individual learning and social 
learning. To determine the LP and LF motion is a kind of 
particularly important individual learning. The individual 
learning is the most important and need long time learning. 
This learning method is highly suitable for modern people 
life. Assistance of the swing operation and arm accelera-
tion becomes pulling an elbow. Neanderthals were 
80–90 kg body weight, height 160 cm. Their muscles were 
well developed. They also had strong bones. We speculate 
that they were inferior the ability of learning and did not 
control the twist of the arm. Therefore, we believe that 
they were making crushed stone instinctively by the 
Recurrent Levallois technique. In addition, the life expec-
tancy of the Neanderthals is about 20 years old, they were 
short-lived. The technical tradition to the next generation 
has been hard. In the future, we will proceed with the 
investigation and analysis of the literature (Nishiaki  2011 ). 
We will be looking for a material that represents the differ-
ence of the learning ability between Neanderthal and mod-
ern human. Because twisting technique of LP42 work on 
the special condition. Those conditions are a small core, a 
light hammer stone, slow speed swing down and quick 
snap twisting (Nishiaki and Nagai  2012 ). Knapper need 
long term training to experiment this complex condition. 
For developing knapper’s skill, knapper need the long term 
learning. This case is a kind of the personal learning. 
However those data and the result of this analysis is from 
modern knapper. We cannot compare real Neanderthal 
with modern human production skill.     

  Fig. 9.12    ( a ) Elbow’s arrow tail LF13, LF19 and LP42, ( b ) Elbow’s arrow tail LF13, LF19 and LP42 ( Top view )       
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10.1         Introduction 

 Pygmy hunter-gatherers, who are called as “Forest people,” 
are thought to be original inhabitants of central African rain-
forest (   Turnbull  1965 ). They are living in semi-settled 

 villages and remaining the traditional hunting-gathering 
society still nowadays. 

 Our previous study showed that pygmy adults had 
moderate physical activities both in semi-settled village 
and forest camp (Yamauchi et al.  2009 ). From detail fi eld 
observation, it was known that some playing of pygmy 
children was born from imitating for adults’ livelihood, 
and the frequency for variety of playing was different by 
their sex-/age- group (Kamei  2005 ). It is expected that 
hunter-gatherers’ children had greater physical activities, 
and their daily time use would be changed with their 
physical and psychological development. However, there 
was no study which reported children’s daily physical 
activities and daily time allocation for quantitatively 
about pygmy hunter-gatherers children who live in the 
traditional society. 

    Abstract  

  Previous studies described the active daily lives and various daily behaviors for children of 
pygmy hunter- gatherers, however, there were only a few studies which reported daily physi-
cal activities and time-space using quantitatively for hunter-gatherers’ children. This study 
aimed to clarify following three topics for children of pygmy hunter-gatherers: (1) daily 
physical activities, (2) time-space use and (3) relationship between physical activities and 
time-space using. A fi eld survey was conducted on 44 Baka children (28 boys and 16 girls) 
in a same village located southeast Cameroon. GPS log tracks were obtained from all 44 
children, and acceleration monitoring were performed for 21 children each for consecutive 
3 days. Baka children showed a generally high level of physical activity. They walked more 
than 20,000 steps per day (boys: 25,331 ± 9,348, girls: 22,400 ± 4,258), and the mean of 
their estimated PALs (boys: 2.08 ± 0.21, girls: 2.10 ± 0.15) were classifi ed “vigorous.” Total 
travel distances and active radii were become signifi cantly greater as their age increased, 
and a dispersion was appeared in older boys. The sex-/age- difference for daily time-space 
using were observed from GPS log data, moreover, it was considered that boys changed 
their daily lives greater than girls as they grew up. In addition, it was suggested that activi-
ties outside of their own village were related to increasing children’s physical activities.  
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 The objectives of present study were to clarify three 
 topics as below: (1) daily physical activities, (2) time-space 
using and (3) relationship between physical activities and 
time-space using for children of pygmy hunter-gatherers.  

10.2     Subjects and Methods 

10.2.1     Participants 

 A fi eld survey was conducted on 44 Baka children (28 boys 
and 16 girls) who were living in one village (86 total inhabit-
ants) located East Region of Cameroon. The Baka are one of 
the groups of pygmy hunter-gatherers that are living in cen-
tral African rainforest (Joiris  1998 ). Our study village is 
5 km away from the nearest town, and the inhabitants were 
only Baka people. The population maintain a traditional life-
style, hunting, gathering, trapping and planting some subsis-
tence crops like cassava and plantain banana. We defi ned 
“children” as people who were under 20 years old and 
unmarried. They usually went to school in neighboring vil-
lage; however that school broke up for the summer during 
our research periods. All children were participated our 
study, and they were divided into two age groups (older and 
younger) by pre-/post- the onset of adolescent growth spurt. 
The ages for onset of adolescent growth spurt were calcu-
lated by using mathematical method (Hagino et al.  2013 ). 
The number of older children was 17 (9 boys and 8 girls), 
and younger one was 27 (19 boys and 8 girls). All children 
were healthy, and were not contracted any disease. The fi eld 
survey was conducted during short dry season in 2011. The 
study was approved by the ethics committee of the Graduate 
School of Health Sciences, Hokkaido University (No.11-13). 
Participation in the study was voluntary using explanations 
of the study for participants and care persons using local lan-
guages. Consent was obtained from the children and their 
parents or the chiefs of villages.  

10.2.2     Methods and Data Analyses 

10.2.2.1     Age Estimation 
 All ages of the participants were estimated by three follow-
ing methods; (1) birth-ordering of 44 children, (2) interview-
ing their birth date for local informants, and (3) matching 
their birth date with national/local events. As a result, we 
could obtain their estimated age for 1-year range.  

10.2.2.2     Daily Time Allocation 
 Each participant wore the small GPS (Global Positioning 
Satellite, WPL-2000, Wintec) units for consecutive 3 days 
including the sleeping time (Fig.  10.1 ). GPS log points which 
including latitude and longitude at each time point were 
obtained for total 131 days. Unfortunately, data of 1 day was 

lacked by fl at battery. Figure  10.2  shows the sample of daily 
track obtained from GPS log data. Solid line means the daily 
travel route, and dotted line means daily active radius.

    The daily travel durations (hours/day) were calculated 
for six activity areas. Using the GPS log data and direct 
observations, activity areas of children surrounding their 
village were divided into following areas (their own village, 
forest, river, water, village of other ethnics, and miscella-
neous) shown in Fig.  10.3 . “Forest” surrounded their village, 
and “River” was located about 900 m away from the village 
(Fig.  10.3 ). “Own village” was defi ned as a circle which 
includes all houses and that radius was about 50 m, and 

  Fig. 10.1    Children are wearing GPS unites       

  Fig. 10.2    Daily travel route ( solid lines ) and active radius ( dotted 
straight line )       
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“Water” was about 150 m away from the center of the 
village (Fig.  10.4 ). “Miscellaneous” included the nearest 
town, and road faced to the village. Travel durations (hours/
day) were determined as a period between the time of leav-
ing from their village and that of returning their village. 
Furthermore, the trend of daily time-space using for children 
were evaluated from comparing travel durations of 4 sex-/
age- groups. Sex-/age- difference of time-space using was 
assessed by two-way ANOVA.

10.2.2.3         Daily Physical Activity 
 For the physical activity monitoring, 21 children (13 boys 
and 8 girls) were chosen to wear the pedometer with a built-
 in uniaxial accelerometer (Lifecorder EX, Suzuken, Japan). 
13 children were excluded because of their small physique 
not to be able to wear accelerometer units. Each participant 
wore the accelerometer with GPS units at the same periods. 
Finally, 63 person-days acceleration data and step counts 
were obtained. 

 The physical activities were assessed by four indices. 
From the GPS log data, daily travel distance (TD, km/day) 
and active radius (AR, m/day) were calculated for each 
person- day. TDs were calculated from GPS log data as the 
sum of distances participants moved for a day, and ARs were 
calculated as the radius of the circle which included all the 
GPS log points for each day (shown as Fig.  10.2 ). Daily step 
count (step) was obtained from pedometer, and physical 
activity level (PAL) was calculated for both total 63 person- 
days. PAL is determined as the ratio of total energy expendi-
ture (TEE) to basal metabolic rate (BMR), and widely used 
for assessing the physical activity. PAL was directly calcu-
lated by converting activities levels (0, 0.5, 1–9) which were 
recorded in accelerometer to METs using regression equa-
tion previously developed by Kumahara et al. ( 2004 ). PALs 
were calculated as the values which multiply average of con-
verted METs and 1.1 as the ratio of resting metabolic rate 
(RMR) and BMR (Institute of Medicine  2005 ) together. 
Sexual differences were evaluated by non-paired t-test. Steps 
and PALs were compared with international references 
(Tudor-Locke et al.  2004 ; FAO  2004 ).  

  Fig. 10.3    Map for wide area around of the village. River and central of town are located for each 900 m and 5 km from the village. Forest are 
surrounded the village, and agriculturists’ villages are dotted around the village       

  Fig. 10.4    Map for the surroundings of the village. Own village were 
defi ned as area circled by  dotted line , and the radius was ( solid line ) 
about 50 m. Water was located about 150 m from the center of village       
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10.2.2.4     Correlation Between Daytime use 
and Physical Activities 

 The Pearson’s correlation coeffi cients were calculated 
between 4 indices of physical activities (TD, AR, steps, 
PAL) and travel durations for six activity areas (Own village, 
Forest, River, Water, Other village, Others). This analysis 
was performed by using data of 63 person-days (TD and AR) 
and 131 person-days (step and PAL).  

10.2.2.5     Statistical Analysis 
 All statistical analyses were performed by using JMP 10.0.0 
software package (SAS institute. inc). All data were shown by 
mean ± S.D. The signifi cance levels were defi ned as  P  < 0.05.    

10.3     Results and Discussion 

10.3.1     Daily Physical Activity 

 Table  10.1  presents the means and standard deviations for 
four indices about physical activities of children. Baka chil-
dren generally had high physical activities, and there was no 
signifi cant difference between the sexes. The means of daily 
steps were greater than 20,000, and 95.2 % of observations 
had greater steps than developed country’s children and 
international reference (Tudor-Locke et al.  2004 ; Owen et al. 
 2009 ). The means of PAL were also high in both sexes, 
where 66.7 % boys’ person-days and 80.0 % girls’ person- 
days were classifi ed as “vigorous” based on the criteria 
established by FAO (FAO  2004 ).

   Figures  10.5  and  10.6  shows the increment of total travel 
distance (TD) and active radius (AR) of children. As their 
age increased, TDs were become signifi cantly longer 
(N = 131,  r  = 0.59,  P  < 0.001) and AR were become signifi -
cantly greater (N = 131,  r  = 0.54,  P  < 0.001). The variations of 
ARs among individuals were observed in older boys. There 
was strong positive correlation between steps and PALs 
(N = 63,  r  = 0.82,  P  < 0.001). There were also strong positive 
correlation between steps and TDs (N = 63,  r  = 0.83, 
 P  < 0.001) and ARs (N = 63,  r  = 0.83,  P  < 0.001).

    Two characteristics might explain the high physical activi-
ties for our participants which were the “children” of “tradi-
tional hunter-gatherers’ society.” In general, previous studies 
reported that the physical activities become vigorous during 
childhood or adolescence, and then decrease as the age increase 
during adulthood (   Tudor-Locke et al.  2011 ; Ndiaye and 
Bénéfi ce  2007 ). It is also reviewed that the inhabitants of tradi-
tional or rural societies generally had high physical activities in 

   Table 10.1    Physical activities of participants      

 Boys  Girls 

  P   N a   Mean ± SD  N a   Mean ± SD 

 Steps (steps/day)  39  25,331 ± 9,348  24  22,400 ± 4,258  ns 
 PAL b   39  2.08 ± 0.21  24  2.10 ± 0.15  ns 
 TD c  (km/day)  83  10.0 ± 5.1  48  8.6 ± 4.0  ns 
 AR d  (m/day)  83  480.1 ± 347.9  48  496.9 ± 440.6  ns 

  Non-paired t-test,  ns  no signifi cant difference ( P  ≥ 0.05) 
  a Person-days 
  b Physical activity level 
  c Travel distance per day 
  d Activity radius per day  

  Fig. 10.5    Daily travel distances (TDs) for children. As ages of chil-
dren increased, TDs were become signifi cantly longer (N = 131,  r  = 0.59, 
 P  < 0.001)       

  Fig. 10.6    Activity radii (ARs) for children. As ages of children 
increased, ARs were become signifi cantly greater (N = 131,  r  = 0.54, 
 P  < 0.001), and variations of ARs were observed in older boys       

 

 

I. Hagino and T. Yamauchi



95

some sub-Saharan countries (Yamauchi et al.  2000 ; Sobngwi 
et al.  2002 ). Although it is known that the physical activities of 
Baka hunter-gatherers greatly reduced in semi-settled village 
during rainy season (Yamauchi et al.  2009 ), it is expected that 
the physical activities of them would increase during dry sea-
son because of their food procurements. Same as Munroe et al. 
( 1984 ) described in developing countries, Baka children are 
regularly involved in domestic tasks in their family, and they 
somewhat contributed to household works. In addition, chil-
dren usually use most of their daily time for “playing,” and it is 
known that many of their plays are by using their own bodies 
(Kamei  2010 ). For these reasons, even if the participation for 
housework were excluded, it would be thought that Baka chil-
dren have vigorous daily physical activities. 

 Similarly to our previous study for Baka adults reported 
the same trend (Yamauchi et al.  2009 ), there was strong cor-
relation between steps and PALs which meant the physical 
activities of children were related to walking in this tradi-
tional hunter-gatherers society. Daily steps are known as the 
indices which refl ect physical activities (   Welk et al.  2000 ). 
As children walked a lot around their village, their daily 
steps increased, and that lead their considerable physical 
activities. It is considered that physical and psychological 
developments cause the variations of daily activities based 
on “playing” or “imitation of adult’s livelihood” in older 
children. Those variations among older children should have 
led the variations of daily physical activities or selecting 
active areas, which might generate various TDs and ARs. As 
Baka adult and youth men often participated in public rela-
tions to other ethnics, the social function was also considered 
as a factor which generated variations of TDs and ARs.  

10.3.2     Daily Time-Space Using 

 Table  10.2  presents the time-space using of participants for 
divided four sex-/age- groups. The fi gures show the mean daily 
travel durations to six activity areas for each group. In general, 
there were two fi ndings for time-space using of children. At fi rst, 
the older groups generally went out from their own village 
more than younger groups. Secondary, children spent their 

time mainly in two areas which were own village and forest. 
From the two-way ANOVA, the sex-/age-differences were 
observed for fi ve activity areas except the area “River.” As their 
age increased, the great changing of time- space using was 
observed in boys more than in girls. In older girls, they spent 
more time on going “Water” as they fetch the water for house-
hold works than younger girls, and they visited more time to 
agriculturists’ village. However, the travel durations for main 
two areas (own village and forest) were almost same between 
younger and olders, so that it was revealed that girls’ time-
space using was not changed as they grow. On the contrary, in 
boys, the drastic changes of time- space using were observed 
for following three points. First important variation was the 
increment of travel durations for “Forest.” Second characteris-
tic was the increment of the travel duration for “Other village.” 
At last, the time staying in own village was greatly decreased.

   It was suggested that these variations about time-space 
using between boys and girls was generated by the major 
livelihood of adults. There was a strong positive correlation 
between heights and TDs (N = 44,  r  = 0.71,  P  < 0.0001). 
Pontzer and Wrangham ( 2006 ) showed that developments of 
body lengths make daily travel distance increase, and it is 
possible for adults to travel longer than juveniles with same 
energy cost in their study for Chimpanzees. Thus, it would 
be possible for both boys and girls to go farther, and to 
change their trend for space using similarly as their age 
increased. However, because of the sexual difference in daily 
lives for Baka people, time-space using of Baka children 
were varied. The most important livelihood of adult Baka 
women is gathering daily provisions in the forest. It was con-
sidered the reason why young girls went to forest for longer 
than boys was that they took along with their mothers’ food 
procuring in forest. In addition, travel durations for “Forest” 
were not changed between younger and older girls, and that 
time were near to the time Baka women spent for gathering in 
forest camp (137 min, Yamauchi et al.  2009 ). It was also 
implied that the frequency for girls to go to food gathering 
might not change with their age increased. On the contrary, it 
was considered that young boys did not take along with adult 
men because their main livelihood is hunting which need much 
physical strength as previous studies showed that hunting was 

   Table 10.2    Daily travel durations for each place (hours/day) by sex-age distribution   

 Place 

 Younger a   Older a  

 Sex  Age  Sex × Age  Boys (19)  Girls (8)  Boys (9)  Girls (8) 

 Own village  21.6  21.2  16.9  20.1  *  ***  ** 
 Forest  1.07  2.02  3.03  1.92  **  ** 
 River  0.61  0.72  0.83  0.58 
 Water  0.15  0.03  0.27  0.44  ** 
 Other village  0.05  0.00  1.85  0.41  **  ***  ** 
 Miscellaneous  0.40  0.09  0.79  0.56  * 

  Two-way ANOVA, * P  < 0.05, ** P  < 0.01, *** P  < 0.001 
  a Classifi ed by pre-/post- the onset of adolescent growth spurt (Hagino et al.  2013 )  
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conducted in wider range than gathering (Yasuoka  2006 ; 
Sato et al.  2012 ). Due to this reason, young boys stayed lon-
ger time in their own village. However, as boys grew up, they 
obtained physical strength that they become possible to go 
forest and make playing related to hunting, so that older boys 
tended to stay longer time in forest. Yamauchi et al. ( 2009 ) 
described that adult men spent a larger time out of their 
camps than adult women. These results showed the trend for 
the changes of time-space using as children grew up to 
adults. It was considered that boys had changed their daily 
activity vigorously as they grew whereas girls generally had 
been moderately active since they were young.  

10.3.3     Correlation Between Physical Activity 
and Time-Space Using 

 Table  10.3  presents the correlation between physical activ-
ities and time-space using. There was moderate relation-
ship between daily time-space using and physical activity. 
Travel durations for “Forest” and “other village” had sig-
nifi cant positive correlations between all physical activity 
indices, whereas travel duration for “Own village” had 
negative correlations. Travel durations for “River” and 
“Miscellaneous” had signifi cant positive correlation 
between only TD and AR. Travel duration for “Water” 
didn’t have any signifi cant correlation between physical 
activity indices.

   From direct observations, it was found that the six divided 
areas have different characteristics for children’s activities. 
In “Own village,” children often spent time with their family, 
and their common activities were sleeping, resting and 
housework. Because of limited village radius (about 50 m), 
if they played long time in their village, it is considered dif-
fi cult to increase their physical activities greatly. By contrast, 
children always walk around in “Forest,” thereby we could 
observe various activities such as fruit gathering, fi sh bailing, 
playing with tree vine and small animal hunting. “River” 
located little a bit far from village, children mainly spend 

their time for playing in river or personal activities as 
 laundering and bathing. Though “Water” was near from 
the village, children visited there only few times per day, 
hence travel for “Water” did not contribute the increment of 
 children’s physical activities. It was considered that going 
out from village generally have positive correlation with 
physical activity. Additionally, it was also implied that 
housework and personal time do not signifi cantly increase 
the physical activity. Harold and Karen ( 1998 ) described that 
there were some (e.g., physiologic, environmental, psycho-
logical and social) factors which infl uence physical activity 
development of children. According to physical develop-
ment and skills acquisition about viability in the forest, 
 children tend to go out from village and spread their wings. 
It was suggested that increment of options for daily activities 
and active area were related the increment of children’s 
physical activities.  

10.3.4     Further Study 

 There were several limitations in this study. One is the 
representativeness of data. Since this study was focused 
on one village, the ages of participants were not distrib-
uted uniformly, and the data for adults were lacked. It will 
be possible to describe Baka children’s daily lives with 
accurately by increasing the number of participants and 
comparing to adults data. Second limitation is the lack of 
direct behavior observation. As this study was designed 
with indirect observations via mechanics, it is not known 
what children did in each activity areas. With individual 
tracking, detailed information will be provided about chil-
dren’s physical activities and time-space using. Last limita-
tion is seasonal variety. It is known that seasonality 
infl uences children’s daily time using and physical activities 
(   Goran et al.  1998 ; Bénéfi ce and Cames  1999 ). For further 
study, it would be necessary to observe children’s daily 
lives in rainy seasons, and compare with those of dry sea-
sons in this present study.   

10.4     Conclusion 

 Baka children showed a high level of physical activity and 
walked greater than children in developed countries. Boys 
tend to have vigorous physical activities as they grow, 
whereas girls had generally moderate physical activity since 
they were young. From GPS log tracking and acceleration 
monitoring, it was revealed that there was sex-/age- difference 
for daily time-space using, furthermore, it was suggested 
that “going out from the village” makes children’s physical 
 activity increased signifi cantly.     

   Table 10.3    Correlation between travel durations and physical activities   

 Place 

 Steps  PAL  TD  AR 

 N = 63 a   N = 131 a  

 Own village  −0.63****  −0.42***  −0.73****  −0.67**** 
 Forest  0.43***  0.25*  0.53****  0.40**** 
 River  0.06 ns      0.01 ns   0.18*  0.20* 
 Water  −0.19 ns   0.03 ns   0.03 ns   −0.02 ns  
 Other village  0.56****  0.36**  0.49****  0.49**** 
 Miscellaneous  0.13 ns   0.14 ns   0.25**  0.38**** 

  Pearson’s correlation coeffi cient 
 * P  < 0.05, ** P  < 0.01, *** P  < 0.001, **** P  < 0.0001 
  a Person-days  
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11.1  Introduction

This study aims to determine the growth pattern of Pygmy 
hunter-gatherers, especially the periods and the growth 
tempo during childhood and adolescent by using the mathe-
matical growth model.

Pygmy hunter-gatherers, who are known as the original 
inhabitants of Central African rainforest, have the smallest 
stature in the world (Turnbull 1965). Their short stature have 
attracted many anthropologists and human biologists, and 
the mechanism of their growth was thought as an important 
theme of human biology which may provide key knowledge 
for human evolution.

Previous studies found out that pygmy hunter-gatherers’ 
children were shorter and lighter than rural African farm-
ers’ children for the first 5 years of life (Bailey 1991), and 
van de Koppel and Hewlett (1986) suggested the lack of 
adolescent growth spurt as the cause of short stature. 
However, there are many research limitations, and the 
growth pattern of pygmy hunter-gatherers’ children have not 
been clarified yet.

Using mathematical methods makes it possible to com-
pare the growth pattern among different populations. Since 
the last of twentieth century, many mathematical growth 
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models were developed and employed (c.f., Largo et al. 
1978; Milani 2000). Biological parameters (e.g., the age and 
height velocity at the onset of adolescent growth spurt) pro-
vided from the mathematical parameters of the models can 
be used for the comparing the growth characteristics.

11.2  Methods

11.2.1  Subjects and Data Collection

A cross-sectional survey was conducted on Baka hunter- 
gatherer children in southeast Cameroon. The Baka are a 
group of African pygmy hunter-gatherers in the rainforest. 
Our previous study reported on their good nutritional status 
and the middle range of stature among African pygmy 
hunter-gatherers (Yamauchi et al. 2000).

A total of 626 children (349 boys, 277 girls) participated 
in the study. They were from 62 Baka semi-sedentary vil-
lages ranged wide area of the East Region of Cameroon. The 
height and weight were measured using standard procedures 
(Weiner and Lounie 1981). Weight was measured for all par-
ticipants to the nearest 0.1 kg using a digital scale (model 
TF-205, TANITA, Japan), and height was measured to the 
nearest 0.1 cm using a portable stadiometer (model 213, 
Seca, Germany). From the data, body mass index (BMI, kg/
m2) were calculated.

The ages of the participants were estimated to the nearest 
0.5 year by following information obtained from: (1) birth 
reorder within the villages, (2) matching their birthday with 
local events, and (3) interviews with people from the neigh-
bor agricultural people.

11.2.2  Assessing Nutritional Status

The nutritional status of children was assessed by BMI clas-
sification. A sex-age specific BMI cut-off reference proposed 
by IOTF (International Obesity Task Force) was used for the 
classification of children aged 2–18 years old (Cole et al. 
2000, 2007). For the participants of 19–20 years old, WHO 
cut-offs were applied (WHO 1995). Based on the IOTF cut- 
off, each participant was classified into “Thin,” “Normal,” 
“Overweight,” or “Obesity.”

11.2.3  Applying the Mathematical Function

To analyze the growth pattern, the Preece-Baines model I 
function (PB-1; Preece and Baines 1978) was applied. 
The PB-1 function contains five mathematical parameters 
that are described as below:
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where Ht is the height (cm) at time t (years), H1 is final height, 
Hθ is the height at time θ, θ is the time constant, s0 and s1 are 
the rate constants. Height velocity curves and biological 
parameters were derived from the five mathematical parame-
ters and compared with previous five growth studies from 
Europe, Africa, Asia, Australia, and South America (Preece 
and Baines 1978, Billewicz and McGregor 1982, Hauspie 
et al. 1980; Brown and Townsend 1982; Bogin et al. 1990). In 
particular, the parameters of the Baka children were compared 
with data from the first study to use the Preece-Baines func-
tion on British children (Preece and Baines 1978).

11.2.4  Statistical Analysis

All values are shown as mean ± SD, except for the values for the 
biological parameters in Tables 11.2 and 11.3 that are shown as 
mean ± SE. All statistical analyses and curve fitting were per-
formed with the JMP 10.0.0 software package (SAS institute 
Inc.). The level of statistical significance was set at P < 0.05

11.3  Results

The numbers and the percentages of participants in each 
BMI-classification group based on IOTF cut-off are provided 
in Table 11.1. Over 80 % of participants had normal-ranged 
BMI, and there was only a few person classified into 
“Overweight” or “Obesity.”

Figures 11.1 and 11.2 show the comparison of height 
velocity curves derived from PB-1 function among six popu-
lations. Tables 11.2 and 11.3 contain mean values and stan-
dard errors (SE) for the biological parameters (derived from 
the mathematical parameters) for the Baka children as well 
as biological parameter results from five longitudinal studies 
for comparison (Preece and Baines 1978, Billewicz and 
McGregor 1982, Hauspie et al. 1980; Brown and Townsend 
1982; Bogin et al. 1990).

The adult height (AH) was similar to the previously 
reported ones (Yamauchi et al. 2000; Travaglino et al. 2011), 
and shorter than others. Velocity at take-off (VTO) and peak 
height velocity (PHV) was generally lower than that of the 
previously reported groups. The VTO-PHV velocity incre-
ment (VTO-PHV inc) was also the lowest. Their age at take- 
off (ATO), considered as a marker indicating the onset of 

Table 11.1 BMI classification of Baka children

Boys Girls

N % N %

Thin 44 14.0 37 15.2
Normal 259 82.5 194 79.5
Overweight 10 3.2 13 5.3
Obesity 1 0.3 0 0.0
Total 314 100.0 244 100.0
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adolescence, was similar among Baka, Indian and 
Guatemalan boys, and Baka and Indian girls. The age at peak 
height velocity (APHV) was average in girls, however, 
slightly delayed in boys. Compared with Gambian children, 
Baka children showed 1–2 years earlier ATO and APHV.

The gains in height from take-off to adult height 
(HtTO-AH, 34.77 cm in boys and 33.35 cm in girls) were 
similar among Baka children and other populations. For 
boys, the differences were over a range of 5.44 cm, while it 
was 3.76 cm for girls.

11.4  Discussion

The adolescent growth spurt of the Baka children was char-
acterized as extremely weak compared with other popula-
tions. Figures 11.1 and 11.2 show the velocity curves for the 
increase in height from 1 to 20 years for the Baka children, 
compared with curves for British, Indian, Guatemalan, 
Australian aborigine, and Gambian children (Preece and 
Baines 1978, Billewicz and McGregor 1982, Hauspie et al. 
1980; Brown and Townsend 1982; Bogin et al. 1990). The 
values for height growth velocity at each 0.1 year were 
 calculated using five published mathematical parameters 
(H1, Hθ, θ, s0, and s1). Figures 11.1 and 11.2 clearly demon-

strate the adolescent growth spurt for the boys and girls. 
Height growth velocity was generally smaller than that of 
other populations except for the latter period of adolescence. 
The PHV in Baka children, 4.88 cm/year for boys and 
4.71 cm/year for girls, was one of the most characteristic 
biological parameters in the growth of the Baka children, 
being only 50–80 % compared with other five populations 
(e.g., boys: 59.2 % and girls: 62.9 % of British children).

In contrast, the VTOs were not so low compared with 
other populations. Specifically, the VTOs in the Baka ranged 
from 76 to 102 % (84 % of British) in the boys and 85–109 % 
(85 % of British) in the girls. The VTO-PHV (difference 
between VTO and PHV) velocity increment indicated a sup-
pressed adolescent growth spurt in the Baka children. The 
increment for the boys was only 1.08 cm/year, which was 
only one-third of Gambian boys (3.38 cm/year), the smallest 
in the five groups. For girls, the result was more pronounced 
with the VTO-PHV increment value was less than 1 cm/year, 
which was only one-eighth of Gambian girls (2.02 cm/year).

The ATOs (boys: 10.67 years and girls: 9.30 years) were 
similar to the other populations with the exception of the 
Gambian sample for both sexes. The ATO of the Baka girls 
was 0.97 years earlier than for Gambian girls, and the 
 differences with other four populations were ranged from 
−0.06 to +0.44 years (+0.41 years vs. British girls). Similarly 

Table 11.2 The biological parameters for Baka, means and (standard error) with comparison among populations (boys)

Baka British India Guatemala Aborigine Gambia

AH 154.11 (1.32) 174.6 165.72 177.18 172.13 170.77
ATO 10.67 (0.40) 10.75 10.62 10.05 10.80 12.20
APHV 14.98 (0.40) 14.19 14.30 13.66 14.01 16.29
VTO 3.80 (0.19) 4.52 3.95 4.57 4.34 3.66
PHV 4.88 (0.40) 8.24 8.84 9.52 10.59 6.93
VTO-PHV inc 1.08 (0.56) 3.72 4.89 4.95 6.25 3.38
HtTO 119.34 (1.77) 138.98 129.46 137.56 136.00 135.64
HtPHV 137.76 (1.48) 159.6 150.71 160.47 157.21 156.06
HtTO-AH 34.77 (2.16) 35.62 36.26 39.62 36.13 35.13
Ht inc TO-PHV 18.42 (1.10) 20.62 21.25 22.91 21.21 20.42
Ht inc PHV-AH 16.35 (2.03) 15.00 15.01 16.71 14.92 14.71

Table 11.3 The biological parameters for Baka, means and (standard error) with comparison among populations (girls)

Baka British India Guatemala Aborigine Gambia

AH 147.61 (0.67) 163.40 151.77 162.82 162.94 158.75
ATO 9.30 (0.37) 8.89 9.37 9.00 8.91 10.27
APHV 12.24 (0.62) 11.90 12.42 12.03 11.95 13.84
VTO 4.46 (0.16) 5.24 4.62 4.92 5.13 4.05
PHV 4.71 (0.18) 7.49 7.25 7.63 8.49 6.06
VTO-PHV inc 0.25 (0.26) 2.26 2.63 2.71 3.36 2.01
HtTO 114.26 (1.89) 129.77 121.07 129.91 128.50 127.62
HtPHV 127.68 (2.58) 148.40 138.46 148.13 148.20 145.07
HtTO-AH 33.35 (1.76) 33.63 30.67 33.57 34.44 31.13
Ht inc TO-PHV 13.42 (3.18) 18.63 17.39 18.23 19.69 17.45
Ht inc PHV-AH 19.93 (2.96) 15.00 13.31 14.67 14.74 13.68
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for the boys, the ATO occurred 1.62 years earlier than the 
Gambian boys, with the differences among the other popula-
tions ranging from −0.13 to +0.40 years (−0.08 years vs. 
British boys). For the girls, the APHVs (boys: 14.98 years 
and girls: 12.24 years) had a similar tendency to the ATO. 
The APHV of boys slightly delayed (+0.68–+0.97 years) 
compared with the other populations. Adolescent duration 
(AD), calculated as the difference between the ATO and 
APHV was 4.31 years in boys and 2.93 years in girls. 
Compared with the other five samples, AD was longer in 
Baka boys (105–134 % of other boys) but shorter in Baka 
girls (82–97 % of other girls).

It is known that the timing of the onset of the adoles-
cent growth spurt is related to nutritional status (Kulin 
et al. 1982). Previous study reported that Baka adults had 
normal ranged BMI and much amount of body fat 
(Yamauchi et al. 2000). And it is also described that 
energy intake and expenditure of Baka adults were well-
balanced with sufficient protein obtained from game, fish, 
and ants (termites) in both a semi-settlement village and a 
forest camp (Yamauchi et al. 2009). In the present study, 
over 80 % of children had enough body weight for their 
height; that seems to support the moderate timing in the 
onset of puberty.

Fig. 11.1 The height velocity 
curves for Baka boys with 
published populations

Fig. 11.2 The height velocity 
curves for Baka girls with 
published populations

T. Yamauchi and I. Hagino
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The total height gain of Baka children from take-off to 
adult height (boys: 34.77 cm and girls: 33.35 cm) was 
similar to other populations (Preece and Baines 1978, 
Billewicz and McGregor 1982, Hauspie et al. 1980; Brown 
and Townsend 1982; Bogin et al. 1990). Although the dif-
ference in adult height was 11.6–20.5 cm for boys and 4.1–
15.8 cm for girls, the height gains during adolescent were 
similar between the Baka and the five populations for both 
sexes. This result suggests that the height differences in final 
stature is almost same as that at the period of finishing their 
childhood. Moreover, the height gain during early child-
hood is quite small in Baka. Billwicz and McGregor (1982) 
described that the difference in adult height between 
Gambian and British children was established in early child-
hood with the findings that the height gain from 3 years old 
to adult was similar between these two groups. Similarly, 
the rest height values for final heights of the Baka and 
British children were  similar at 12.0 years old in boys and 
7.5 years old in girls. It is also examined that the growth 
tempo before adolescent were slower than that of other 
groups’ children. Even though it was certain that the birth 
height of pygmy hunter-gatherers (Efe in eastern D.R.C.) 
were shorter than that of African farmers (Lese in same 
area), the difference was only 1.8 cm between two popula-
tion. However, there were about 7–15 cm height difference 
at the onset of adolescent growth spurt what meant the 
great difference of height gain were occurred during the 
same interval childhood.

There were several limitations associated with this study as 
below; (1) the goodness of fitting cross-sectional data for PB-1 
model (Zemel and Johnson 1994), (2) the accuracy of age esti-
mation and (3) lack of anthropometric data about early infants. 
In our further study, we continue our field research in the same 
area, it will be able to obtain the longitudinal datasets of many 
samples with high accuracy of information about age estima-
tions. They will make it possible to increase the goodness of 
curve fitting, and to obtain the whole growth pattern of pygmy 
hunter-gatherers. Furthermore, we would like to elucidate the 
growth pattern of Neanderthals by comparing the childhood 
period and adolescent growth spurt characteristics using simu-
lating methods.

11.5  Conclusion

A cross-sectional survey was conducted on a large sample of 
pygmy hunter-gatherer children to evaluate their growth pat-
tern. By fitting into the PB-1 function, it was indicated that 
there was a weak adolescent growth spurt in Baka children, 
and the periods of adolescent and also childhood were  similar 

to other modern humans. Furthermore, the height gain during 
early childhood is much less with the growth tempo slower 
than other populations.
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12.1         Introduction 

 Researchers in the fi eld in population genomics face exciting 
times. Because of advances in DNA technologies—DNA 
microarrays and next-generation DNA sequencing, in par-
ticular—researchers can investigate the genome diversity 
within a species and can examine genetic structures of popu-
lations at an unprecedented resolution. With genome-wide 
diversity data, researchers can also estimate demographic 
parameters assuming fairly realistic models of population 
history. Several recently developed statistical techniques are 
used to infer the demographic history of populations. 

 The model-based Bayesian approach has become a standard 
tool for reconstructing a complex population history from a 
genome-wide data set (Beaumont and Rannala  2004 ). 

Researchers using this approach assume some demographic 
model, preset parameters (including population size, divergence 
time, migration, strength and time of bottlenecks, and admixture 
events), and then explore the parameter values that provide the 
best-fi t to the real data. When data from a small number of pop-
ulations are subjected to such a Bayesian analysis, the number 
of possible models and parameter settings is relatively small. 
Therefore, it may be feasible to test and to compare all the pos-
sible models even without any prior information on population 
structure. However, number of possible models and parameter 
settings becomes very large and unmanageable when recon-
struction of a demographic history for a large number of focal 
populations is attempted. In such reconstructions, researchers 
would need some prior information about the demographic his-
tory before applying a model-based estimation. 

 In practice, many researchers use (1) neighbor-joining 
(NJ) and neighbor-net (NN) methods for phylogenetic 
analyses (Bryant and Moulton  2004 ; Saitou and Nei  1987 ), 
(2) multivariate analyses such as principal component 
analysis (PCA) and multidimensional scaling analysis 
(MDS) (Patterson et al.  2006 ; Price et al.  2006 ; Purcell 
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et al.  2007 ), and (3) model-based clustering analyses 
implemented in software including STRUCTURE, 
FRAPPE, and ADMIXTURE (Alexander et al.  2009 ; 
Pritchard et al.  2000 ; Tang et al.  2005 ) to understand 
genome diversity in multiple related populations. Although 
these practical genetic analyses may provide some insights 
into plausible demographic histories, they can neither 
readily provide an unambiguous demographic model nor 
directly estimate the demographic parameters. For exam-
ple, the presence of migration or admixture between popu-
lations can distort branch lengths of a NJ tree and 
sometimes even changes the tree topology (Ruiz-Linares 
 1994 ). Similarly, patterns of PCA do not necessarily refl ect 
specifi c large migration waves and can emerge as “mathe-
matical artifacts” that arise generally when PCA is applied 
to genetic data showing continuous spatial variation 
(Francois et al.  2010 ; Novembre and Stephens  2008 ). 

 In this study, I used computer simulations in an attempt to 
learn how to interpret the results of practical genetic analyses 
for reconstructing a demographic history, and found that a 
specifi c pattern arises to each analysis depending on a simu-
lated demographic history. Such empirical understandings of 
statistical methods must facilitate the reconstruction of com-
plex demographic models of multiple populations.  

12.2     Materials and Methods 

12.2.1     Generation of Simulated Data Sets 

 Coalescent simulations that incorporated multiple models 
were performed using a program, msms (see Appendix for 
the codes) (Ewing and Hermisson  2010 ). Briefl y, popula-
tion splits/joins and demographic parameters are input, 
and sequence data denoted by 0 (ancestral allele) or 1 

(derived allele) are output in coalescent simulations. I 
placed an in-group consisting of nine populations (P1–P9) 
and two out-group populations (O1, O2) into each of the 
following four models in which P1–P9 would be gradu-
ally related with each other (Fig.  12.1 ):
     1.    Serial splits model (S): in-group populations split off one 

by one in a temporal series.   
   2.    Migration model (M): a population splits into nine popu-

lations at once, and continuous gene fl ows occur at migra-
tion rate  m  between neighboring populations as in a 
one-dimensional stepping-stone model.   

   3.    Old admixture model (OA): a population had split, and 
the two resulting populations (P1 and P9) were separated 
for a time; each of seven other populations was then gen-
erated by a distant single event of population admixture 
with different proportions of the two parental populations 
(7:1, 6:2, 5:3, 4:4, 3:5, 2:6, 1:7).   

   4.    Recent admixture model (RA): the same as the model OA 
but the time of admixture is more recent.    
  Parameters for each simulation model are described in 

Fig.  12.1 . I assumed that the mutation rate ( μ ) was 1 × 10 −8  
(per nucleotide per generation) and the length of nucleo-
tide sequence ( L ) simulated for each replication was 
10,000, in which recombination did not occur. The popu-
lation size ( N ) was constant ( N  = 10,000 in O1 and 
 N  = 7,000 in O2 and P1–P9). When  N  was set to 10,000 for 
the ancestral population, theta (=4 NμL) equals to 4. I 
sampled 20 sequences from each out-group or in-group 
population, and obtained 220 sequences in all. The num-
ber of replications was greater than 10,000. For each rep-
lication, I randomly collected one SNP with a minor allele 
frequency no less than 10 %; from 10,000 replications, I 
generated 220 haploids with 10,000 independent SNPs. 
Finally, two randomly selected haploids were paired to 
generate 110 diploid genomes.  

  Fig. 12.1    Simulation models. An in-group consisting of nine popula-
tions (SP1-9) and two out-group populations (O1, O2) were generated 
and used to examine the following four models: serial splits model (S), 

migration model (M), old admixture model (OA), and recent admixture 
model (RA). Population size  N , time of event  t  (generations ago), and 
migration rate  m  are shown       
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12.2.2     Statistical Analyses 

 Nei's minimum genetic distance between each pair of pop-
ulations was calculated (Nei  1987 ). From the resulting dis-
tance matrix, I constructed NJ trees and NN networks 
using SplitsTree4 (Bryant and Moulton  2004 ; Huson and 
Bryant  2006 ; Saitou and Nei  1987 ). Eigensoft 3.0 was 
used to perform PCA of the individual genotype data 
(Patterson et al.  2006 ; Price et al.  2006 ). Additionally, 
ADMIXTURE was used to perform a model-based cluster-
ing analysis (Alexander et al.  2009 ).  

12.2.3     Analyses of a Real Data Set 

 Phylogenetic analysis, PCA, and clustering analysis were 
applied to data of whole-genome 50 K SNPs from the HUGO 
Pan-Asian SNP Consortium (The HUGO Pan-Asian SNP 
Consortium  2009 ), which consist of eight Chinese popula-
tions (sample code: CNs), fi fteen Indonesian populations 
(IDs), nine Indian populations (INs), two Japanese popula-
tions (JPs), one Korean population (KR-KR), six Malaysian 
populations (MYs), nine Philippine populations (PIs), three 
Singaporean populations (SGs), thirteen Thai populations 
(THs), four Taiwanese populations (TWs, AX-AM, AX-AT), 
one Native American population (AX-AI), one Papua New 
Guinean population (AX-ME). I also used four HapMap 
populations (CEU, CHB, JPT, YRI). These analyses were 
performed to further selected data sets. Based on the fre-
quency data in ancestries estimated from the ADMIXTURE 
analysis ( k  = 9), NN networks were also constructed.   

12.3     Results and Discussion 

12.3.1     NJ Tree and NN Network 

 There is no doubt that, in the absence of migration and admix-
ture, the analysis of a phylogenetic tree is a powerful tool for 
understanding the demographic history of a discrete popula-
tion. For model S, or any model like S that lacks migration or 
admixture events, the shape of NJ tree directly refl ects the 
actual demographic history (Fig.  12.2a ); specifi cally, the tree 
branching patterns correspond to the patterns of population 
splits and the length of each branch is determined by a func-
tion of population size and divergence time (Latter  1972 ). 
However, when a demographic history includes migration or 
admixture, NJ trees are known to be distorted because of the 
incompatibilities among pairwise distances (Ruiz-Linares 
 1994 ). In models M and OA, similar tree patterns were 
observed (Fig.  12.2c, e ), which indicated that NJ tree analysis 
could not discriminate between these two models; in both 
trees, two main lines extended toward the two end populations 

(P1 and P9), and intermediate (admixed) populations (P2-P8) 
branched off from the main lines. In the model RA, intermedi-
ate populations were just on the lines to the end populations 
(Fig.  12.2g ), since the outer branch to each intermediate popu-
lation was very short or absent.

   The phylogenetic network analysis performed with the 
NN algorithm was very informative even when examining 
demography with migration and admixture. Populations 
without migration and admixture give rise to NN networks 
that do not have large reticulate structures because there is 
compatibility among pairwise genetic distances. Therefore, 
for model S, the NN network was quite similar to the NJ tree 
(Fig.  12.2b ). NN network derived from model M, unlike the 
NJ tree derived from this model, had reticulate structures just 
like a casting net; these reticulate structures represented the 
connections between neighboring populations (Fig.  12.2d ). 
Although models M and OA gave rise to undistinguishable 
NJ trees, these two models resulted in clearly different NN 
networks; in model OA, populations branched off in irregu-
lar directions, making reticulate structures (Fig.  12.2f ). It is 
likely that this pattern refl ects the independent isolation of 
populations after the admixture. In the model RA, the NN 
network had no outer branch to intermediate populations that 
resembled branches in the NJ tree (Fig.  12.2h ).  

12.3.2     PCA 

 PCA can be used to detect and to quantify population struc-
ture with statistical appropriateness (Patterson et al.  2006 ). 
How PCA projections relate to the underlying demographic 
history—which could include migration, isolation, and/or 
admixture—has been studied theoretically and empirically 
(McVean  2009 ; Novembre and Stephens  2008 ; Reich et al. 
 2008 ). In genome-wide association studies that aim to iden-
tify genetic variants involved in certain traits, PCA has 
become an essential tool to examine and correct population 
stratifi cation between cases and controls (Price et al.  2006 ). 
However, some previous studies have also provided evidence 
that PCA is strongly affected by uneven sampling and that 
PCA generally produces mathematical artifacts when applied 
to genetic data showing continuous spatial variation (McVean 
 2009 ; Novembre and Stephens  2008 ). 

 When two out-groups were included in PCA, PC1 repre-
sented the differentiation between O1 and the in-group 
populations (Fig.  12.3a ). The differentiations between O1 
and O2 and within the in-group populations were projected 
to PC2 or PC3, with their order depending on the amount of 
projected variance. These results let us confi rm that the 
amount of projected variance is affected not only by the 
genetic distance among populations but also by the number 
of individuals sampled from each population: the effect of 
sampling a larger number of individuals from the in-group 
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  Fig. 12.2    Phylogenetic analysis of the simulated data. NJ trees ( a ,  c ,  e ,  g ) and NN networks ( b ,  d ,  f ,  h ) for the four models S ( a ,  b ), M ( c ,  d ), OA 
( e ,  f ), and RA ( g ,  h )       
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  Fig. 12.3    PCA for the simulated data. PCA with the out-groups ( a ) and without the out-groups ( b ) are shown. The color coding of the population 
is the same as that used in Fig.  12.1 . Percentage in parentheses is the contribution of each PC       

 

12 Interpretations of Practical Population Genetics Analyses of Genome-Wide SNP Data…



110

than from the out-groups appeared in the projected vari-
ance. In addition, all the in-group populations have the 
equal PC1-projected distance from O2 in model M, model 
OA, and model RA, but not in model S. In model S, the 
outer (former split) populations of the in-group seem to be 
closer to O2 in the PC1-PC2 biplot.

   The relationships among populations in a PCA that 
included only in-group populations are shown in Fig.  12.3b . In 
all the models, PC1 represented the cline from P1 to P9. 
Therefore, the four models were not differentiated by PC1 as 
was suggested in a previous theoretical study: PCA cannot 
distinguish between models that lead to the same mean coales-
cent times (McVean  2009 ). However, these models showed 
different patterns in PC2 and higher PCs. In the case of model 
S, the outermost population in the divergence topology (P1) 
deviated from the line of the other populations in PC2, the next 
outermost population (P2) was then deviated in PC3, and such 
patterns continued. The sinusoidal patterns observed in model 
M were what had been observed as a mathematical artifact in 
a similar model previously tested by Novembre and Stephens 
( 2008 ). In PC2 and higher PCs of model OA, PC scores of 
populations were irregularly shuffl ed. In model RA, individu-
als in each population spread widely and become sparse. 
These patterns observed in model OA and RA may be caused 
by isolation of each population after the admixture event.  

12.3.3     Clustering Analysis 

 For the model-based clustering analysis, I used the 
ADMIXTURE algorithm that runs faster than STRUCTURE 
and FRAPPE (Alexander et al.  2009 ). The cluster-based and 
PCA-based approaches, having a close statistical relationship, 
are complementary to one another, and each has its particular 
advantages. As shown in Fig.  12.4 , the results of ADMIXTURE 
analysis were corresponding to those of PCA. All the models 
showed quite similar patterns of ancestry estimation at  k  = 4; 
intermediate populations in the in- group have two estimated 
ancestries even in the model S. At  k  = 3, an ancestry for O2 
appeared in models S and M, whereas the 2nd ancestry for the 
in-group appeared in models OA and RA. This clearly indi-
cated that the order of appearance of ancestries in a clustering 
analysis did not necessarily refl ect the history of population 
splits, but rather the order depended on the amount of variance 
among the samples as did the components of the PCA. As the 
number of  k  increased, the ancestry of the outermost popula-
tion appeared in model S. In model M, the P1-to-P9 cline in 
the in-group was expressed by a cline of multiple ancestries. In 
contrast, the analyses of model OA at  k  ≥ 5 irregularly assigned 
specifi c ancestries to some populations (e.g., P6 at  k  = 5, P2 
and P8 at  k  = 6). In model RA, ancestry estimation showed an 
intelligible pattern at  k  ≥ 5.

  Fig. 12.4    ADMIXTURE analysis for the simulated data Results at 
 k  = 2–6 are shown. Each individual is displayed as fractions of ancestral 
genetic components represented by different colors. At  k  = 3, an ances-
try for O2 appeared in models S and M ( orange arrows ), whereas the 

2nd ancestry for the in-group appeared in models OA and RA ( purple 
arrows ). The analyses of model OA at  k  ≥ 5 irregularly assigned spe-
cifi c ancestries to some populations ( red arrows )       
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12.3.4        Keys to Reconstructing Past 
Demographic History 

 The three approaches—phylogenetic analysis, PCA, and 
clustering analysis—have their own particular weaknesses 
and particular strengths, but these approaches can be used 
together to compensate for one another. Phylogenetic analy-
ses can reliably identify genealogical relationships among 
populations. In addition, NN networks are very informative 
for distinguishing the presence and the absence of gene fl ows 
and/or admixtures between populations. PCA can show only 
closeness, but not genealogy, between populations. PCA and 
clustering analyses may not offer conclusive evidence for the 
presence of admixtures. However, admixture proportions can 
be easily calculated if some admixture and parental popula-
tions are included in the data set. Although clustering analy-
ses do not directly provide any relationship between 
ancestries at each  k  value, phylogenetic analyses among 
ancestries can be performed based on the estimated allele 
frequency data. In the present simulation study, even the 
mathematical artifacts in the analyses were demonstrably 
informative with regard to the past demographic history. 
Especially, by observing the patterns of these analyses, I 
could distinguish the ongoing gene fl ow from past gene fl ow 
that ended with population isolation.  

12.3.5     Interpretation of Analyses of Real Data 

 Here, I used data from The HUGO Pan-Asian SNP 
Consortium ( 2009 ) to provide example analyses. The results 
of the PCA are shown in Fig.  12.5 . In the analysis of all the 
data, PC1 and PC2 represented the Africa-Asia and Africa- 
Europe differentiations, respectively (Fig.  12.5a ). PC3 and 
PC4 (data not shown) denoted genetic clines within the Asia- 
Pacifi c region. PC5 indicated the differentiation of Native 
Americans from the Old-world populations. Then, I reana-
lyzed only Asia-Pacifi c populations—removing YRI, CEU, 
the Indian populations, the Singaporean populations, the 
Native American population (AX-AI), the Uyghur (CN- 
UG), and the Mlaburi (TH-MA) (Fig.  12.5b ). PC1 and PC2 
in the Asia-Pacifi c populations were almost the same as PC3 
and PC4 in the all-populations analysis. PC1 displayed a 
south-to-north genetic cline, which can be interpreted as the 
component distinguishing classical racial categories, so- 
called “Mongoloid (Asiatic)” and “Australoid.” PC2 and 
PC4 showed differentiations among “Australoid” popula-
tions: insular populations vs. Malay populations (PC2) and 
Papuan populations vs. Philippine populations (PC4). 
However, the PC1-PC3 plots showed an inverted “U” shape 
that may be a mathematical artifact as presented in the 
PC1-PC2 biplot for the simulation of model M (Fig.  12.3b ). 
When I applied PCA to Asiatic populations (Thai, Chinese, 
Taiwanese, Korean, and Japanese), the PC1-PC2 plots were 

diffi cult to interpret (Fig.  12.5c ). Several demographic 
 scenarios can be inferred from such a pattern. However, 
when I focused on PC3, a “sinusoidal” pattern was evident in 
the PC1-PC3 plots; such a sinusoidal pattern is considered as 
a signature of gene fl ow between neighboring populations 
(the PC1-PC3 biplot for model M in Fig.  12.3b ). Some popu-
lations were found to drift from the sinusoidal line in the 
PC1-PC3 plots, suggesting that these populations were iso-
lated from the other populations. In addition, some individu-
als were scattered from the cluster of the other individuals 
from the same population, but the reason for this is unclear.

   The NJ tree and NN network constructed from the Asia- 
Pacifi c populations, YRI, and CEU populations are shown in 
Fig.  12.6 . The NN network has reticulate structures, which 
indicates the presence of gene fl ow and/or admixtures 
between populations. The reticulate structures were largely 
divided into two parts: one is mainly for insular populations 
and another is for continental populations. However, as the 
population history in the Asia-Pacifi c populations seems to be 
complicated, dissolution into some ancestral genetic compo-
nents would be required for further interpretation of these data.

   The results of the ADMIXTURE analysis that included 
YRI, CEU, and the Asia-Pacifi c populations at different  k  
values demonstrated that most of the populations and indi-
viduals have fractions of multiple ancestral genetic compo-
nents (Fig.  12.7 ), and detailed interpretations are as follows. 
At  k  = 4, two ancestries for the Asia-Pacifi c populations, 
which are likely to correspond to “Asiatic” and “Australoid” 
ancestral components, were found to form a south-to-north 
genetic cline. When  k  increased, more ancestries that repre-
sent the south-to-north cline in the continental populations 
appeared. These patterns resembled the simulation of 
model M where populations are linearly distributed and 
connected to each other. At  k  = 8, 10 ,  11, and 12, ancestries 
for some Malaysian or Philippine populations appeared. 
These patterns were similar to what was observed in the 
simulation of model OA (Fig.  12.4 ). Therefore, it can be 
supposed that these populations became isolated after 
admixture between indigenous “Negrito” people and 
Austronesian-speaking immigrants.

   ADMIXTURE analysis provides the estimated allele fre-
quencies of SNPs in each ancestry. Therefore, phylogenetic 
analysis among these ancestries can be performed based on 
the allele frequency data. In the NN networks among the 
ancestries at  k  = 9 (Fig.  12.8 ), reticulate structures, that is, the 
signatures of gene fl ow and admixtures, emerged even 
among the estimated ancestries. However, compared with 
the NN network of all the populations (Fig.  12.6b ), that of 
the estimated ancestries can be easy to be interpreted because 
of a reduction in complexity. Simpler structures in the net-
works drawn from reduced groups also provide information 
about possible interactions between populations (Fig.  12.8 ). 
These procedures can be a useful technique for reconstruct-
ing the complicated history of multiple populations.
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   Through the aforementioned analyses, I can propose a model 
of the peopling of the Asia-Pacifi c region (Fig.  12.9 ). This 
model could be used for further model-based analysis to vali-
date the model itself and to estimate demographic parameters.

12.3.6        Concluding Remarks 

 Phylogenetic analysis, PCA, and clustering analysis each 
shows some patterns depending on the demographic sce-
narios. In addition, I demonstrated the possibility that even 

mathematical artifacts in these analyses can give a cue for 
discriminating scenarios such as population split, migration, 
and admixture. Although it may be diffi cult to fi nd the 
appropriate model to be used in a model-based Bayesian 
approach in case of a large number of focal populations, the 
practical genetic analyses, compensating each other, can 
play crucial roles in narrowing down the possible candidate 
for plausible demographic models. An empirical under-
standing of these statistical methods may broaden the pos-
sibilities for developing a new method for reconstruction of 
past demographic history.      

  Fig. 12.5    PCA of the real data. PC plots including all the data ( a ), the 
Asia-Pacifi c populations ( b ), and the Asiatic populations ( c ). The results 
of the PCA of the Asiatic populations showed that people belonging to 
the same language group became close together ( orange circles ). In the 

PC1-PC3 plots for the Asiatic populations, a “sinusoidal” pattern ( black 
line ) was observed, but some individuals were scattered from the cluster 
of the other individuals from the same population ( red ellipses ). Some 
populations ( green circles ) were found to drift from the sinusoidal line       
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     Appendix: Command Lines for the 
Simulations Operated Using msms 

          For Model S 

 msms.exe -ms 220 100000 -N 10000 -I 11 20 20 20 20 20 20 
20 20 20 20 20 -t 4 -r 0 -n 2 0.75 -n 3 0.75 -n 4 0.75 -n 5 0.75 

-n 6 0.75 -n 7 0.75 -n 8 0.75 -n 9 0.75 -n 10 0.75 -n 11 0.75 
-ej 0.02 11 10 -ej 0.0225 10 9 -ej 0.025 9 8 -ej 0.0275 8 7 -ej 
0.03 7 6 -ej 0.0325 6 5 -ej 0.035 5 4 -ej 0.0375 4 3 -ej 0.05 3 
2 -ej 0.075 2 1 -oAFS >./outS.txt;  

    For Model M 

 msms.exe -ms 220 100000 -N 10000 -I 11 20 20 20 20 20 20 
20 20 20 20 20 -t 4 -r 0 -n 2 0.75 -n 3 0.75 -n 4 0.75 -n 5 0.75 
-n 6 0.75 -n 7 0.75 -n 8 0.75 -n 9 0.75 -n 10 0.75 -n 11 0.75 
-ej 0.0375 11 10 -ej 0.0375 10 9 -ej 0.0375 9 8 -ej 0.0375 8 

  Fig. 12.6    Phylogenetic analysis of the real data. NJ tree ( a ) and NN network ( b ). Two large reticulate structures (divided by the  red dotted line ) 
were observed in the NN network       
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7 -ej 0.0375 7 6 -ej 0.0375 6 5 -ej 0.0375 5 4 -ej 0.0375 4 3 
-ej 0.05 3 2 -ej 0.075 2 1 -ma x 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 
0 0 0 0 0 0 0 x 40 0 0 0 0 0 0 0 0 0 40 x 40 0 0 0 0 0 0 0 0 0 
40 x 40 0 0 0 0 0 0 0 0 0 40 x 40 0 0 0 0 0 0 0 0 0 40 x 40 0 
0 0 0 0 0 0 0 0 40 x 40 0 0 0 0 0 0 0 0 0 40 x 40 0 0 0 0 0 0 0 
0 0 40 x 40 0 0 0 0 0 0 0 0 0 40 x -oAFS >./outM.txt;  

    For Model OA 

 msms.exe -ms 220 100000 -N 10000 -I 11 20 20 20 20 20 20 
20 20 20 20 20 -t 4 -r 0 -n 2 0.75 -n 3 0.75 -n 4 0.75 -n 5 0.75 
-n 6 0.75 -n 7 0.75 -n 8 0.75 -n 9 0.75 -n 10 0.75 -n 11 0.75 
-es 0.0125 4 0.875 -es 0.0125 5 0.75 -es 0.0125 6 0.625 -es 
0.0125 7 0.5 -es 0.0125 8 0.375 -es 0.0125 9 0.25 -es 0.0125 
10 0.125 -ej 0.0125 10 3 -ej 0.0125 9 3 -ej 0.0125 8 3 -ej 
0.0125 7 3 -ej 0.0125 6 3 -ej 0.0125 5 3 -ej 0.0125 4 3 -ej 

0.0125 12 11 -ej 0.0125 13 11 -ej 0.0125 14 11 -ej 0.0125 15 
11 -ej 0.0125 16 11 -ej 0.0125 17 11 -ej 0.0125 18 11 -ej 
0.0375 11 3 -ej 0.05 3 2 -ej 0.075 2 1 -oAFS >./outOA.txt;  

    For Model RA 

 msms.exe -ms 220 100000 -N 10000 -I 11 20 20 20 20 20 20 
20 20 20 20 20 -t 4 -r 0 -n 2 0.75 -n 3 0.75 -n 4 0.75 -n 5 0.75 
-n 6 0.75 -n 7 0.75 -n 8 0.75 -n 9 0.75 -n 10 0.75 -n 11 0.75 
-es 0.0025 4 0.875 -es 0.0025 5 0.75 -es 0.0025 6 0.625 -es 
0.0025 7 0.5 -es 0.0025 8 0.375 -es 0.0025 9 0.25 -es 0.0025 
10 0.125 -ej 0.0025 10 3 -ej 0.0025 9 3 -ej 0.0025 8 3 -ej 
0.0025 7 3 -ej 0.0025 6 3 -ej 0.0025 5 3 -ej 0.0025 4 3 -ej 
0.0025 12 11 -ej 0.0025 13 11 -ej 0.0025 14 11 -ej 0.0025 15 
11 -ej 0.0025 16 11 -ej 0.0025 17 11 -ej 0.0025 18 11 -ej 
0.0375 11 3 -ej 0.05 3 2 -ej 0.075 2 1 -oAFS >./outRA.txt;    

  Fig. 12.7    ADMIXTURE analysis of the real data. Most of the popula-
tions and individuals have fractions of multiple ancestral genetic com-
ponents. At  k  = 4, two ancestries ( yellow and brawn ) are likely to 
correspond to “Asiatic” and “Australoid” ancestral components. At 

 k  = 9, the south-to- north cline in the continental populations were repre-
sented with four different components ( brawn, red, blue, and yellow ). 
At  k  = 8 ( purple ), 10 ( light purple ) ,  11 ( orange ), and 12 ( light orange ), 
ancestries for some Malaysian or Philippine populations appeared       
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  Fig. 12.8    NN networks based on the allele frequencies in ancestries 
estimated from the clustering analysis ( k  = 9). NN networks were 
constructed for all ( 9 ) the groups and for a reduced ( 4 ,  5 ,  6 ,  8 ) num-
ber of groups. In the analyses of reduced groups, groups were 

selected in an ad hoc way: four groups distant to one another were 
fi rstly chosen and intermediate groups were then added. Reticulate 
structures suggest possible interactions between ancestral popula-
tions ( two-way arrows )       
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   Reconstruction of Fossil Crania and Brain 
Morphology        
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    Abstract  

  Neanderthals and modern humans share a similar cranial capacity but different neurocranial 
organization. Recently, digital anatomy and computed morphometrics have generated a 
revolution in functional craniology, allowing quantitative analyses to investigate integration 
and correlation among the anatomical elements, both in ontogeny and phylogeny. Despite 
some derived endocranial traits, Neanderthals display a general plesiomorph organization 
of the braincase. Geometrical and structural constraints between the endocranial soft and 
hard tissues may have induced morphogenetic limits to the growth and developmental pro-
cesses. At the same time, heat production associated with a large cranial capacity and a 
plesiomorph vascular system may have also involved thermal limits. Although in paleontol-
ogy morphogenetic and metabolic processes can only be investigated through indirect evi-
dence, such hypotheses merit attention when considering the patterns of brain evolution in 
the genus  Homo . It is tempting to wonder whether these limits may be also related to pos-
sible factors associated with the extinction of Neanderthals.  
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13.1         Functional Craniology and Human 
Evolution 

 In the last decades, technical enhancements associated with 
biomedical imaging and multivariate statistics have triggered 
a relevant revolution in morphometrics, allowing the analysis 
of the anatomical variation in terms of integrated systems. 
Concepts like  morphological integration  and  modularity  
were postulated in the early twentieth century, but only with 
the development of computed approaches have these topics 
found a proper experimental and quantitative framework. 
Computed tomography and magnetic resonance represent 
the basic tools for digital anatomy, supplying a complete and 

effective source of sampling procedures (Spoor et al.  2000 ; 
Zollikofer and Ponce de León  2005 ; Gunz et al.  2009 ; Weber 
and Bookstein  2011 ). Multivariate statistics, geometrical 
models, and landmark-based morphometrics are the most 
successful tools to approach variation in terms of correlation 
and spatial relationships between the anatomical compo-
nents (Rohlf and Marcus  1993 ; Slice  2004 ).  Digital anatomy  
aims to generate data, while  computed morphometrics  aims 
to analyze data. Together, they have renovated all the fi elds 
in anatomy, through at least three distinct processes. First, 
they introduced new questions and new answers. Second, 
they made it possible to investigate issues which couldn’t be 
investigated before. Third (and this is very relevant) they 
have brought back many forgotten topics, left apart in the 
early twentieth century after the introduction of the brand 
new genetic and molecular approaches. 

 Complexity and non-linear dynamics are generated at 
three different levels.  Pleiotropy  and  poligeny  characterize 
reticulated networks between genes and characters, in which 
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each gene infl uences several characters, and each character is 
infl uenced by several genes.  Integration  characterizes net-
works among genes and among characters, inducing covaria-
tion of genes and covariation of characters because of 
functional and structural relationships. The  environment  
modulates the expression of both genes and characters, pro-
ducing different variations from the same genotype- 
phenotype model. Such networks cannot be reduced to linear 
chains of causes and consequences, given that many genes 
and characters are linked into a single system. Multivariate 
statistics is clearly the only quantitative approach that can 
organize, reveal, and disentangle these complex correlations 
among functions and structures. This framework suggests 
that rigid linear approaches may often be misleading and 
counterproductive in biology and evolution. The assumption 
that each specifi c evolutionary change may be adaptive, or 
that selection can operate on single traits independently, are 
two of the worst mistakes commonly made in the last cen-
tury, most of all following the reductionist approaches put 
forward in many molecular fi elds. 

 Anthropology and paleoanthropology, because of their 
legacy with both applied biomedicine and theoretical biol-
ogy, were among the fi rst disciplines to recognize the advan-
tages of such new perspectives. Cranial integration and 
evolution were soon investigated by using these new toolkits 
(Ponce de León and Zollikofer  2001 ; Lieberman et al.  2002 ; 
Rosas and Bastir  2002 ; Bookstein et al.  2003 ; Richtsmeier 
et al.  2006 ). The fundamentals of such new research trends 
were already present decades before. Geometric morpho-
metrics was developed upon the principles expressed much 
earlier by Thompson ( 1942 ). The integration between brain 
and braincase had been formally introduced by Moss and 
Young ( 1960 ) as principles of  functional craniology . 
According to their view, during morphogenesis, the growth 
of the braincase (changes in size) is mainly due to brain pres-
sure, while the development of the braincase (changes in 
shape) is associated with the biomechanical redirection of 
such forces according to tensions exerted by the connective 
endocranial components, most of all the  falx cerebri  and the 
 tentorium cerebelli . The upper vault components (frontal, 
parietal, and occipital bones) display a quite linear response 
to the redistribution of forces associated with the brain pres-
sure. On the other hand, the elements of the endocranial base 
are also infl uenced by many other non-brain factors associ-
ated with the structural and functional interaction with the 
rest of the skull (Lieberman et al.  2000 ; McCarthy  2001 ; 
Bastir and Rosas  2005 ; Bastir et al.  2006 ; Bruner and Ripani 
 2008 ). During both morphogenesis and evolution, the face 
strongly infl uences the orbital cortex, the subcortical spatial 
organization, and the lateral cranial base through the physi-
cal interaction with the orbits, the ethmomaxillary complex, 
the cranial base fl exion, and the mandible (Enlow  1990 ; 
Bastir et al.  2004 ; Masters  2012 ). As a result, endocranial 

morphological changes in the upper vault are more likely to 
be associated with brain form changes, while endocranial 
morphological changes in the endocranial base can be asso-
ciated with both neural and non-neural changes. In the latter 
case, the interpretation of endocranial variation is not 
straightforward: the fi nal phenotype will be the result of an 
admixture of factors, where structural constraints of the hard 
tissues (bones) are likely to exert more mechanical infl u-
ences than those of the soft tissues (brain).  

13.2     Paleoneurology and Endocranial 
Constraints 

 For a long time, paleoneurology has dealt with changes in 
cranial capacity. Today we know that this variable may be 
really relevant, but at the same time we acknowledge that 
brain evolution cannot be limited to size variations. The 
endocranium is the mould of the brain and of its vascular and 
connective elements, and it can provide information on many 
characters imprinted on its surface, like vessels or circumvo-
lutions. At the same time, endocranial morphology supplies 
information on the form of the brain, and on the spatial rela-
tionships of its components. 

 Since the early applications of computed morphometrics, 
it has been suggested that Neanderthals and modern humans 
have a different cranial organization, and that these differ-
ences can be recognized early in the ontogenetic pattern 
(Ponce de León and Zollikofer  2001 ). Neanderthals were 
large-brained hominids, with a comparable cranial capacity 
with modern humans and with similar gross morphology of 
many regions associated with relevant cognitive functions, 
like the Broca’s area or the supramarginal gyrus (Holloway 
 1980 ,  1981 ; see Holloway et al.  2004  for quantitative and 
qualitative information on many endocranial reconstruc-
tions). The endocranial anatomy of Neanderthals shows both 
derived and plesiomorph traits (Fig.  13.1 ). Except modern 
humans, all the other species of the genus  Homo  display 
form differences which are mainly allometric: as the brain 
changes its size, the form adjusts accordingly to a shared sys-
tem of structural and functional rules (Bruner et al.  2003 ). 
In this sense, Neanderthal brain morphology is mainly the 
large scaled version of a model shared by all the other extinct 
human taxa, and the general endocranial proportions follow 
the same scaling rules of their ancestors (Bruner et al.  2006 ). 
Nonetheless, they displayed also some specifi c traits.

   Some derived features can be recognized in the frontal 
areas. In small-brained human species, the frontal lobes lie 
behind the orbital roof (Bruner and Manzi  2005 ), suggesting 
some degree of independence between the neural and facial 
blocks. In contrast, in modern humans and Neanderthals, the 
frontal lobes lie on the orbital roof (Bruner and Manzi  2008 ). 
This may suggest that in Neanderthals and modern humans, 
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the constraints exerted by the upper face on the anterior 
endocranial fossa may be larger than in their ancestors. 
Furthermore, like modern humans, Neanderthals also had 
wider brains. Their endocranium widens at the temporo- 
parietal areas, at the supramarginal and angular gyri. But the 
widening of the prefrontal areas is even more marked, giving 
the endocranium of both groups a more squared appearance 
in upper view. Such enlargement is not strictly allometric, 
and it represents a discrete shift when compared with small- 
brained human species (Bruner and Holloway  2010 ). The 
widening of the anterior fossa is associated with a lateral 
expansion of the Broca’s area, which is assumed to be rele-
vant for the evolution of language. This change may be the 
result of a direct neural functional (cognitive) adaptation, or 
else the result of volumetric redistribution associated with 
the constraints of the underlying facial block and lateral 
space availability due to orbital frontation and reduction of 
the temporal muscle in hominids (Bruner  2004 ). 

 A mix of archaic and derived traits can be observed in the 
Neanderthals’ parietal areas. When compared with less 
encephalized human species, Neanderthals display a lateral 
bulging in the upper parietal areas (Bruner et al.  2003 ). This 
bulging is totally absent in  Homo heildebergensis  or  Homo 
erectus , resulting in the Neanderthals’ brain classic “en bombe” 
profi le in rear view. Considering the limited structural con-
straints in the upper parietal areas, this bulging is supposed to 

be the direct result of pressure exerted on the parietal bone by 
the underlying parietal cortex. However, when compared with 
modern humans, Neanderthals lack the overall bulging of the 
parietal surface characterizing the modern human brain globu-
larity, in which the parietal proportions also enlarge in the lon-
gitudinal and vertical directions (Bruner  2004 ,  2008 ; Bruner 
et al.  2011a ,  b ). Such geometrical dilation of the parietal areas 
in modern humans is associated with an early post-natal period 
(Neubauer et al.  2009 ), which is absent in chimpanzees 
(Neubauer et al.  2010 ) and in Neanderthals (Gunz et al.  2010 ). 
The spatial reorganization at the parietal areas displayed by 
modern humans may have been associated with important cog-
nitive changes in visuo-spatial integration and mental experi-
ment capabilities (Bruner  2010 ), but also with a vulnerability to 
metabolic impairments like those observed in early stages of 
Alzheimer’s disease (Bruner and Jacobs  2013 ). 

 Concerning the cranial base, some differences in the mid-
dle cranial fossa (Bastir et al.  2008 ) and in the orbital regions 
(Bastir et al.  2011 ) may suggest additional differences 
between modern humans and Neandertals, which will 
deserve further attention. 

 Among all these features, the relative proportions of the 
upper vault and the morphology of the parietal areas may 
supply information about some characteristics of the brain 
vs. braincase relationships in Neanderthals. Taking into 
account the allometric endocranial trajectory in non-modern 

  Fig. 13.1    Paleoneurological characters of Neanderthals are shown on 
the digital replica of the skull and endocasts of Saccopastore 1 (Bruner 
and Manzi  2008 ). Derived traits ( white arrows ) are shown as well as 

some plesiomorph traits ( black arrows ) which can generate constraints 
due to the large brain size. Large occipital areas are here interpreted as 
a plesiomorph trait       
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humans (that is in the whole genus  Homo  excluding modern 
humans), it has been proposed that the parietal areas under-
went a relative spatial reduction during encephalization 
(Bruner et al.  2003 ): while the brain got larger, the parietal 
antero-posterior length became relatively shorter, with the 
upper brain profi le bending upward. A structural hypothesis 
was put forward, considering the principles of functional 
craniology and the tensions exerted by the connective ele-
ments (Bruner  2004 ). According to this perspective, the pari-
etal spatial reduction could be the results of allometric 
constraints between the changes in brain volume (enlarging 
at the power of three) and the changes in the  falx cerebri  sec-
tion (enlarging at the power of two). The tension exerted by 
the connective sheets can limit the volumetric expansion, by 
direct biomechanical infl uence or by shared morphogenetic 
processes. Because the  falx cerebri  extends along the mid-
sagittal section, it generates a tension which is mainly ori-
ented in the longitudinal direction, constraining the 
neurocranial growth and development along the antero- 
posterior axis. Taking into account the longitudinal tensional 
forces and the consequent limitations on the midsagittal 
plane, it is worth noting that the more a species is encephali-
zed the more the brain mass is reallocated laterally. Within 
this antero-posterior spatial constraint, the frontal and occip-
ital areas are relatively free to adjust their form and position 
because of their location at the extremes of the hemispheric 
axis, while the parietal areas are forced in between them, 
having less spatial capacity to account for such geometric 
limits and readjustments. Being associated with brain size, 
such a pattern is stronger in the most encephalized non-mod-
ern hominids, that is in Neanderthals (Fig.  13.2 ).

   This character seems to be relevant when one also takes 
into account some correspondent neurocranial traits. If the 
endocranial geometry is characterized by this relative pari-
etal reduction, at the same time, on the ectocranial counter-
part, Neanderthals very frequently display supernumerary 

ossicles along the parieto-occipital boundary (Fig.  13.3 ). 
Supernumerary ossicles (Wormian bones) are additional 
centers of ossifi cation, epigenetic traits whose formation 
can have genetic, environmental, and biomechanical com-
ponents (Hauser and De Stefano  1989 ). In particular, 
Wormian bones have been assumed to be  hypostotic traits , 
namely traits associated with defects in the ossifi cation pro-
cesses. Sergio Sergi ( 1934 ,  1944 ,  1948 ), an Italian paleoan-
thropologist, very early noticed such hypostotic characters 
along the lambdoid suture in Neanderthals, suggesting  mor-
phological instability  at the parieto-occipital areas in this 
taxon. More recently, Giorgio Manzi hypothesized that such 
hypostotic traits may be associated with  ontogenetic stress , 

  Fig. 13.2    When compared with archaic human species, Neanderthals 
show a relative reduction of the parietal profi le, while modern humans 
display a geometrical dilation of the same areas. The differences are 

shown here after Procrustes superimposition and thin-plate spline 
deformation grids (data after Bruner  2004 )       

  Fig. 13.3    Neanderthals often display supernumerary ossicles at the 
parieto-occipital boundary, suggesting hypostosis and morphogenetic 
unbalance. Here Wormian bones are shown on the rear view of 
Saccopastore 1 (photo courtesy of G. Manzi; drawing after Manzi  2003 )       
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that is a lack of balance in the vault morphogenesis (Manzi 
et al.  1996 ; Manzi  2003 ). According to the principles of 
functional craniology, a lack of balance may follow a scarce 
integration between growth and development: shape changes 
cannot keep up with size changes. The size changes can be 
too fast to let the bones fi ll the gaps at the sutures, or else 
shape changes cannot accomplish the requirements associ-
ated with the suture dynamics. In both cases, additional 
ossifi cation centers are supposed to be the result of biome-
chanical consequences, by direct physical response or else 
by induction exerted by the uncovered meningeal tissues 
(Di Ieva et al.  2013 ). There are clinical and experimental 
data confi rming that cranial deformations infl uence suture 
complexity and induce supernumerary ossicles, most of all 
on the rear vault, probably by altering the tensile forces of 
the morphogenetic processes (Anton et al.  1992 ; White 
 1996 ; O’Laughlin  2004 ). Despite the fact they may be asso-
ciated with pathological and syndromic conditions, many 
epigenetic characters like the supernumerary ossicles are 
generally non-pathological or sub-pathological, without 
functional consequences. Nonetheless, even in this case, they 
reveal an underlying lack of synchronization between the 
changes of the soft and hard tissues during the ontogenetic 
processes. That is, even when they are not associated with 
direct biological impairments, they are indicators of a lack 
of equilibrium in the anatomical system.

   Therefore, at the same time, Neanderthals display parietal 
relative shortening associated with their large brain size, and 
parieto-occipital hypostotic traits. Putting together all this evi-
dence, it seems reasonable to speculate that Neanderthals may 
have reached some structural limits in their neurocranial orga-
nization. This is even more interesting when considering that 
the parietal and occipital bones are strongly integrated, and the 
fl attening of one element involves the bulging of the other 
(Gunz and Harvati  2007 ). This further emphasizes the possi-
ble relationships between the allometric reduction of the pari-
etal chord and the expression of parieto-occipital hypostotic 
traits, being the lambdoid suture the hinge of this structural 
integration. We may therefore wonder whether a morphoge-
netic model largely evolved and balanced for smaller cranial 
capacities may have reached some intrinsic geometric limits 
when stretched to the Neanderthals’ brain size.  

13.3     Indirect Models in Paleoneurology 

 Recently, a different approach in paleoneurology has been 
proposed, based on correlation analyses and comparative 
morphometrics. Eiluned Pearce and colleagues found a con-
sistent correlation in primates between orbit metrics and the 
size of the visual cortex (Pearce et al.  2013 ). When adjusting 
for factors like body size or other scaling parameters, 
Neanderthals display a larger percentage of brain visual area 

if compared with modern humans. The evolutionary 
 interpretation may be debated (the authors propose climate 
and geography as relevant factors), but the correlation opens 
to new and wide perspectives in the fi eld. Strong correlations 
between neural and non-neural elements may supply a reli-
able way to investigate paleoneurological issues beyond the 
limits of the endocranial casts. The hypothesis of larger 
visual areas matches with the raw observation of large occip-
ital lobes in Neanderthals. Most of all, in terms of spatial 
balance within the parieto-occipital system, it fi ts also with 
the hypothesis of a parietal relative reduction in extinct 
humans, or conversely with a parietal relative dilation in 
 Homo sapiens . Pearce and colleagues also use such brain 
proportions to estimate the average social group size in 
extinct taxa, by means of the correlation between these two 
factors among primates. This approach requires (as always) 
some cautions. First, such quantitative models involve neces-
sarily a large series of adjustments and estimations, often 
based on variables which are scarcely known in paleontol-
ogy (like body size). This chain of mathematical passages 
may generate risks in terms of reliability of the numerical 
outputs. Second, as mentioned Neanderthals and modern 
human may suffer some relevant structural constraints 
between orbits and anterior cranial fossa, introducing depar-
tures from the patterns observed in other primates. 
Nonetheless, the proposal of an “indirect paleoneurology” is 
exciting, and the results on the Neanderthals visual areas are 
not in contrast with other information we have on this group. 
It remains to be verifi ed whether or not this cortical propor-
tions are specifi c of this taxon, or else they represent a gen-
eral archaic condition. Taking into account the available data 
on the paleoneurological variation in the human genus, 
I believe this second option is more likely.  

13.4     Brain Metabolism and Heat 
Dissipation 

 Another trait that Neanderthals shared with small-brained 
hominids was a simple and scarcely reticulated middle men-
ingeal artery, when compared with the complex and 
 branching vascular system described in modern humans 
(Grimaud-Hervé  1997 ; Bruner et al.  2005 ). The meningeal 
vascular system can be investigated in fossils because the 
middle meningeal artery and the venous sinuses running into 
the dura mater leave imprints on the endocranial surface 
(Falk  1993 ). Although the course of these vessels can be 
altered by cranial deformations (O’Loughlin  1996 ), in nor-
mal variation the infl uence of the neurocranial shape on the 
general appearance of their imprints seems absent or negli-
gible (Bruner et al.  2009 ). Hence, the traces left on the endo-
cranial wall can be assumed to be a reliable proxy of the 
distribution of the vessels themselves. Although this is a 
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 relevant topic both in paleoanthropology and biomedicine, 
the morphogenetic factors, intra and inter-group variation, 
and functions of these vessels are still largely unknown 
(Bruner and Sherkat  2008 ). The middle meningeal artery in 
modern adult individuals at rest can present a modest or even 
absent blood fl ow, suggesting that its function may be mainly 
limited to younger ages (early ontogenetic stages), to exer-
cise or “emergency” situations (hyperthermic conditions 
such as intense physical activity, fever, etc.), or to non-meta-
bolic biomechanical factors (hydrostatic support or protec-
tion) (Bruner et al.  2011b ). 

 One of the most interesting issues concerns its possible 
role in thermoregulation. Because of the cold climate associ-
ated with Neanderthal presence in Europe, thermoregulation 
and metabolic variables have often been addressed to inter-
pret the Neanderthals’ anatomical and behavioral characters 
(Churchill  1998 ,  2006 ). 

 The energetic management of the brain is characterized 
by physiological processes (Karbowski  2009 ), anatomical 
components (Zenker and Kubik  1996 ; Zhu et al.  2006 ), and 
evolutionary factors (Leonard et al.  2007 ). Despite the large 
energy expenditure of the human brain and its sensitivity to 
heat stress, there is still no agreement on whether or not the 
human brain needs some specifi c cooling system (see 
Brengelmann  1993 ; Cabanac  1993 ; Rango et al.  2012 ). Once 

more, these issues are relevant in both evolutionary and clini-
cal contexts (Bertolizio et al.  2011 ). The venous channels 
may have had also some role during hominid evolution in 
this sense, and their variations are associated with relative 
changes of brain size (Falk  1990 ). Although there are impor-
tant diffi culties in analyzing the thermal processes in living 
humans, heat distribution can be modeled according to brain 
morphology, heat production and dissipation, and physical 
properties associated with physiological functions (Van 
Leeuwen et al.  2000 ; Sukstanskii and Yablonskiy  2006 ; 
   Bruner et al.  2012 ). 

 Because of the large cranial capacity but different endo-
cranial shape, Neanderthals had a different endocranial heat 
dissipation pattern when compared with modern humans, but 
a comparable amount of heat production (Fig.  13.4 ). It 
remains to be evaluated whether or not the middle menini-
geal vessels are involved in brain thermoregulation. 
Nonetheless, the fact that modern humans have a patent 
increase in vascular complexity for this system suggests that 
similar changes may have also occurred in the other vascular 
districts. Actually, the vascular differences we can detect for 
the middle meningeal vessels may be just a part of a more 
generalized vascular increase in modern humans. Brain ther-
moregulation is mainly based on blood input and output 
managed through exchange among cerebral, meningeal, 

  Fig. 13.4    The heat dissipation is infl uenced by the size and shape of 
an object. Thermal distribution can be therefore modelled on an 
endocast to display the patterns of heat distribution and to quantify 
the heat accumulation (Bruner et al.  2013 ). Here the thermal spec-
trum of one chimpanzee, one Neanderthal (La Chapelle-aux-Saints), 
and one modern human are compared through normalized curves 

(density function). Neanderthals and modern humans show 
 differently shaped curves (pattern of heat distribution) due to the 
 different endocranial shape, but similar amounts of heat production 
because of the comparable brain size. The thermal map shows the 
heat distribution on the endocast of La Chapelle-aux-Saints ( blue : 
cooler areas;  red : warmer areas)       
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diploic, and pericranial systems. Through the head vascular 
system, the brain is supposed to rely onto the whole body 
thermal adjustment to perform heat regulation. According to 
indirect paleontological evidence, we may then speculate 
that Neanderthals may have had a comparable heat produc-
tion with modern humans, but a simpler vascular network, 
with limited capacity of thermal adjustments. It is hence 
tempting to hypothesize that a plesiomorph vascular system 
and a derived brain size may have therefore represented 
another limit for such a large thermal load.

13.5        A Neanderthal’s Lineage 

 Despite the morphological homogeneity of this taxon when 
compared with other hominid species, and despite the abun-
dance of the fossil record when compared with other fossil 
groups, we must take into consideration that “Neanderthals” 
may have had a remarkable and relevant variation, which we 
largely ignore. Although the linkage with the European spe-
cies  Homo heidelbergensis  as ancestor seems reasonable, 
Neanderthals prospered for at least 130 thousand years 
throughout Europe and West Asia, in many different envi-
ronments, undergoing local variations and possibly different 
genetic infl uences (Vandermeersch and Garralda  2011 ). It is 
for example worth noting that the Eastern specimens display 
a less bulging occipital bone and higher and more rounded 
vault, suggesting a tendency toward the opposite direction 
along the parieto-occipital integration pattern, when com-
pared with their European counterpart. Adaptations and 
genetic drifts have probably both contributed to the 
Neanderthal phenotype (Weaver  2009 ). Whatever the pro-
cesses involved the available information suggests that, com-
pared to modern humans, Neanderthals had a very different 
cranial organization, which evolved according to different 
morphogenetic schemes. Neanderthals and modern humans 
represent the two hominid taxa with largest absolute cranial 
capacity and with the largest relative brain size. These two 
lineages are characterized by different ontogenetic and phy-
logenetic neurocranial organization (Ponce de León and 
Zollikofer  2001 ). The “Neanderthal model” could have been 
fi xed after climatic bottlenecks associated with Oxygen 
Isotopic Stage 6 (Bruner and Manzi  2006 ) and involving dis-
tinct morphological changes (Rosas et al.  2006 ). Alternatively, 
it could have been the result of a more gradual change during 
Middle Pleistocene (Dean et al.  1998 ; Hublin  2009 ). In any 
case, differences and discontinuities in morphology, ecology, 
and biogeography are often regarded as enough to support a 
species-specifi c distinction between Neanderthals and mod-
ern humans (Tattersall  2007 ). Despite the fact the possibility 
of interbreeding is frequently used as a biological threshold 
for the identifi cation of species, breeding potentiality does 

not necessarily impede the formation of independent and 
isolated lineages, which are the actual evolutionary units in 
terms of adaptations and biological models (Bruner  2013 ). In 
fact, Neanderthals and modern humans could have been 
interfertile and at the same time evolutionarily independent, 
taking into account the patterns of variation characterizing 
the genetic barriers in primates (Holliday  2006 ). Furthermore, 
we must recognize that the complicated biogeographic his-
tory associated with the origin of  Homo sapiens  may rely on 
a more intricate scenario, diffi cult to interpret through the 
limited information available from the fossil record. 
Specimens like those of Jebel Irhoud, probably belonging to 
the modern lineage but with a “Neanderthal-like” endocra-
nial form, suggest that maybe the evolutionary origin of 
modern humans did not coincide with the origin of a modern 
human brain (Bruner and Pearson  2013 ). 

 Since the earliest studies on Neanderthals, their large cra-
nial dimensions have been one of their most outstanding 
traits. Allometric variations may facilitate or constrain evo-
lutionary changes, allowing adaptive changes along pre-
ferred directions by channeling the ontogenetic and 
phylogenetic pathways, but also forcing and confi ning the 
biological potential of a taxon according to a given set of 
structural and functional rules (Gould  1966 ;    Shea  1992 ). 
Size and allometry are the main factors characterizing the 
actual limits of variation of a biological model (Simpson 
 1944 ; McGhee  2006 ). Because of the complex nature of the 
genotype-phenotype systems, environmental changes or 
contrasting selective forces can lead a species toward 
extremes of its functional or structural range. Once such lim-
its have been reached, or the model undergoes a radical 
change altering its general biological plan, or it enters a blind 
evolutionary alley. The general morphology of the 
Neanderthal brain can be recognized since the earliest speci-
mens, such as Saccopastore 1, dated around 120 ka (Bruner 
and Manzi  2008 ). The Neanderthal lineage probably under-
went a further process of encephalization in the following 
period, reaching the largest cranial capacity values around 
50 ka. Despite the many derived and relevant features (some 
of them shared with modern humans), they display many 
pleisiomorph characters, and generally the overall model of 
neurocranial growth and development is rather similar to the 
other non-modern species, just scaled at a larger size. This 
allometric model can be traced back at least to the earliest 
human taxa. Structural limits associated with the endocranial 
geometrical organization and the system of forces linking 
brain pressure and connective tensors may have induced con-
straints in the parieto-occipital area. Similarly, functional 
constraints may have been related to limits associated with 
the endocranial vascular network and increased brain heat 
storage. Independently on the relationships of such factors 
with cognitive functions, such constraints must be carefully 
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considered when providing hypotheses on the Neanderthal 
paleoneurology. Their contribution to the Neanderthals’ 
extinction remains to be evaluated.     
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    Abstract  

  In order to evaluate the extent of the subdivisions of Neanderthal brains, we explored meth-
ods to determine the extent of subdivisions of brains in extant primate species. In the pres-
ent study, we analyzed skulls and brains of macaque monkeys ( Macaca fascicularis ). Under 
deep anesthesia, fi ve aged monkeys were perfused transcardially with phosphate-buffered 
10 % formalin. The heads were scanned using a Toshiba Asterion CT scanner, and the 
reconstructed skulls and endocasts were compared with the convolutional patterns of the 
brain. In contrast to adult humans, which barely exhibit impressions in the upper part of the 
calvaria, the endocasts of the monkey skulls showed marked impressions of the cerebral 
sulci and gyri through the entire surface. On the dorsolateral surface, we identifi ed most of 
the major sulci including the principal, arcuate, central, intraparietal, lunate, lateral, and 
superior temporal sulci, as well as the gyri in-between. On the ventral surface, we identifi ed 
the medial and lateral orbital sulci, and the anterior middle temporal sulcus. Some of the 
individual differences in sulcal patterns were also observed on the endocast surface. We can 
thus infer the extent of major subdivisions of the macaque cerebral cortex by creating 
endocasts.  
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14.1         Introduction 

 Understanding the brain structures and cognitive capabilities 
of fossil hominids is a major goal of anthropological research. 
Approaches to this issue based on skull morphology  comprise 
the fi eld of paleoneurology, which has been rapidly progress-
ing by incorporating computed tomography and other imag-
ing techniques (see detailed review by Bruner ( 2003 )). 
However, characterizing the size of neural structures in fossil 
species is problematic, given that only skulls and other bone 
fragments are available for measurement. To address this 
problem, we investigated the characteristics of skulls that 
reliably indicate the borders of cortical areas. We evaluated 
the relationship between the skull and brain morphology in 
extant primate species. Understanding this relationship will 
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allow us to estimate the location of cortical subdivisions in 
fossil hominids based on skull morphology. 

 A number of previous morphological studies on the skulls 
of fossil hominids showed some convolutional patterns on 
the inner surface of the skulls or on the endocasts (Holloway 
et al.  2004 ). In some cases, these patterns are too faint or too 
often interrupted by ridges caused by sutures and meningeal 
arteries to show any correspondence to cerebral sulci and 
gyri. However, in other cases, the convolutional patterns are 
so marked that the locations of cerebral sulci can be easily 
identifi ed. For example, Dart demonstrated the locations of 
major cerebral sulci on the endocast of the Taung child (Dart 
 1925 ,  1940 ), and a recent study on  Australopithecus sediba  
showed a more distinct convolutional pattern on the inner 
surface of the frontal bone (Carlson et al.  2011 ). However, 
even in such cases, there are sometimes discrepancies 
between interpretations by different researchers; for exam-
ple, regarding the location of the lunate sulcus in the Taung 
child (Falk  1980 ; Holloway  1980 ; Falk  1983 ). 

 Le Gros Clark et al. ( 1936 ) examined the skulls and brains 
of chimpanzees, and reached the conclusion that very little 
information could be extracted in regard to sulcal pattern 
from the majority of the endocranial casts of their specimens. 
The same author, however, described marked convolutional 
patterns in lemuroid endocasts in another paper (Le Gros 
Clark  1945 ). Radinsky ( 1974 ) also analyzed a number of fos-
sil and extant primate skulls and demonstrated distinct 
imprints possibly corresponding to cerebral sulci. We thus 
put forward a hypothesis that smaller primates with simpler 
sulcal patterns show clearer correspondence between the 
impressions on the endocasts and cerebral sulci and gyri. 
If this holds true, we will have a secure starting point for 
inference of sulcal patterns using endocasts. In the fi rst of 
our series of studies, we used macaque monkeys to compare 
the morphological characteristics of the inner surface of the 
skull and the brain of the same animal.  

14.2     Materials and Methods 

 We used fi ve aged monkeys ( Macaca fascicularis ; See 
Table  14.1  for details) that had long been used for studies on 
the gastrointestinal tract and were scheduled to be eutha-
nized. All the experimental procedures were approved by 
the animal ethics committee at Kyorin University School of 
Medicine. After being sedated by intramuscular injection of 
atropine (0.1 mg/kg body weight; BW), xylazine (3.0 mg/kg 
BW), and ketamine (13 mg/kg BW), the animals were 
deeply anesthetized by intraperitoneal injection of sodium 
pentobarbital (70 mg/kg BW), and were perfused transcar-
dially with 2.5 % formalin in phosphate buffer (pH 7.4) for 
2 min (200 mL/min), followed by 10 % formalin in the same 
buffer solution for 50 min (200 mL/min for the initial 
10 min,  followed by 100 mL/min for the remaining 40 min). 

The fi rst 2 cervical vertebrae were laminectomized, and the 
spinal cords were cut at the C2-C3 junction. The heads were 
subsequently separated from the neck at approximately 
the same level and stored in phosphate-buffered 2.5 % for-
malin solution at room temperature. The heads were then 
scanned using an Asterion CT scanner (Toshiba; Tokyo, 
Japan) at the Laboratory of Evolutionary Biomechanics, 
Department of Mechanical Engineering, Keio University. 
We obtained full three-dimensional image stacks consisting 
of 253–281 contiguous, 0.5-mm-thick slices. The images 
consisted of a 512 × 512 pixel matrix, with a pixel size of 
0.351 × 0.351 mm.

   CT images were analyzed using either the Amira 5.4 soft-
ware package (Visage Imaging; Berlin, Germany) on a Z620 
workstation (Hewlett-Packard Japan; Tokyo, Japan) or the 
OsiriX image processing software (Pixmeo; Geneva, 
Switzerland) on a MacPro computer (Apple; Cupertino, CA, 
USA). To create virtual endocasts, we selected pixels inside 
the skull in each slice based on their density, reconstructed 
the surfaces of the endocasts, and measured parameters of 
the virtual endocasts in Amira 5.4. 

 The skulls and brains were next analyzed macroscopi-
cally at the National Defense Medical College. After remov-
ing the scalp, fascia, and temporalis muscles, we mounted 
the heads on a stereotaxic frame, and photographically 
recorded the surface of the calvaria. We then removed the 
calvaria and the dura mater, and recorded the surface of the 
brains. The brains were coronally cut at the level of the ear 
bars and at 24 mm or 30 mm anterior to it. The brain blocks 
were stored at −80 °C for further histological analysis.  

14.3     Results 

14.3.1     General Morphology of the Skulls 

 The body weights ranged from 3.0 kg in M17 to 7.3 kg in 
M18 (Table  14.1 ). Male monkeys weighed almost twice as 
much (mean = 6.27 kg) as did female monkeys 
(mean = 3.3 kg). Although surface-rendered reconstructions 
of the skulls showed clear sexual dimorphism, the cranial 
cavity showed very similar morphology between the sexes 
(Fig.  14.1 ). The average endocranial volume was 63.0 cm 3  in 
male monkeys and 61.9 cm 3  in female monkeys. The macro-
scopically observed shape and major endocranial parameters 
had hardly any differences between sexes (Table  14.1 ).

14.3.2        Correspondence of Impressions 
on the Endocasts to Cerebral Sulci 

 In contrast to adult human skulls, the virtual endocasts of 
the macaques showed clearly discernible convolutional 
patterns both on the dorsolateral and ventral surfaces. 

Y. Kobayashi et al.
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Each endocast was compared with the brain of the same 
monkey. In the lateral views of the endocasts (Fig.  14.2 ), 
we observed several shallow grooves. Comparisons with 
the brains showed that they corresponded to the principal 
sulcus, the arcuate sulcus, the central sulcus, the intrapari-
etal sulcus, the lunate sulcus, the lateral sulcus (Sylvian fi s-
sure), and the superior temporal sulcus.

   The principal sulcus is regarded as the homologue of the 
inferior prefrontal sulcus in humans and comprises area 46 
in its banks and the surrounding region. We traced the prin-
cipal sulcus almost through its entire length on the endo-
casts, from 2 to 3 mm caudal to the frontal pole to about 
2–3 mm rostral to the lower limb of the arcuate sulcus 
(Figs.  14.2  and  14.3 ).

   The arcuate sulcus is divided into the upper and lower 
limbs. The upper limb is regarded as the homologue of the 
superior frontal sulcus, and the lower limb as the lower half 
of the precentral sulcus. The depression corresponding to the 
arcuate sulcus can also be easily observed on the endocast 
through the entire length of the sulcus in all the cases. 

 The central sulcus demarcates the frontal lobe and the 
parietal lobe and lies between the primary motor area 

 rostrally and the primary somatosensory areas caudally. 
In contrast to humans, its medial end does not extend into the 
medial surface of the cortex, while its ventral end resembles 
the human central sulcus and does not join the lateral sulcus. 
We also observed these characteristics on the endocasts. 

 The macaques lack a postcentral sulcus. The only sulcus 
consistently observed on the parietal lobe is the intraparietal 
sulcus. Its most rostral part seemed to correspond to part of the 
human postcentral sulcus. The intraparietal sulcus runs 
between the superior and inferior parietal lobules, and the lat-
ter is deeply involved in spatial cognition and some aspects of 
language in humans. On the endocasts, the intraparietal sulcus 
in macaques was more clearly observed in the rostral part than 
the caudal part. The caudal half was also clearly identifi ed in 
M17 and M18, but was obscured in the other monkeys. 

 The lunate sulcus is one of the most frequently referred 
sulcus in fossil hominids, since it demarcates the rostral bor-
der of the primary visual area in most of the primates. The 
lunate sulcus of macaques was also identifi ed on the endo-
casts, but the depth of the depression was shallower than 
those of the sulci in the frontal lobe. Its dorsal and ventral 
ends were not clearly observed on the endocasts. 

     Table 14.1    Body weight and endocranial parameters of the monkeys   

 Animal ID  M15  M16  M18  M17  M19 

 Sex  M  M  M  F  F 
 Body weight (kg)  5.5  6.0  7.3  3.0  3.6 
 Endocast volume (mL)  62.4  62.8  63.7  63.0  60.8 
 Maximum length (mm)  63.9  66.1  65.4  62.9  62.9 
 Maximum width (mm)  49.9  50.2  51.2  51.6  50.8 
 Frontal width (mm)  46.0  46.9  47.1  46.0  46.4 
 Basion–Bregma height (mm)  48.6  46.3  45.1  41.7  45.1 
 Vertex to lowest temporal depth (mm)  4.25  4.26  4.22  4.14  4.25 

  Fig. 14.1    Surface-rendered images of the skulls ( upper panels ) and 
virtual endocasts ( lower panels ). Sexual dimorphism was clearly 
observed in skull size and morphology. Male monkeys (M15, 16, 18) 
had more robust skulls with more marked supraorbital ridges (sr), sagit-
tal (sc) and nuchal (nc) crests, and longer maxillae (mx), as well as 

wider zygomatic arches (za) and ascending rami of mandible (md) than 
females (M17, 19). In contrast to the skulls, virtual endocasts showed 
hardly any difference in size and morphology between males and 
females. The surface of the endocasts exhibited grooves that resembled 
cerebral sulci       
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 The lateral sulcus, also called Sylvian fi ssure, is one of the 
deepest and most marked sulci in monkey brains. The rostral 
end of the sulcus forms a deep notch between the frontal and 
temporal lobes, which faces the orbitosphenoidal ridge of the 
skull. Ventral to the lateral sulcus is the superior temporal sul-
cus. The depression corresponding to the lateral sulcus on the 
macaque endocasts was always marked in its rostral part, but 
the caudal part was less obvious, particularly in M15. In the 
other four monkeys, the depression was merged with that of 
the superior temporal sulcus as they approached caudally. The 
depression of the superior temporal sulcus was most clearly 
observed in the middle portion and less obvious in its rostral 
end, except that the rostral part was very distinct in M19. 

 Surprisingly, very shallow dents on the dorsal aspects, 
such as the superior precentral dimples, were identifi ed on 
the endocasts, in addition to the typical sulci described 

above. They were consistently observed on the endocasts of 
all fi ve monkeys. 

 On the ventral surface of the temporal lobe, we observed 
only a depression corresponding to the anterior middle tem-
poral sulcus (Fig.  14.4 ). This is a short sulcus located in the 
rostral third of the temporal lobe. We observed the depres-
sion on the endocasts of all monkeys, with various degrees of 
clarity. Other sulci on the ventral surface of the temporal 
lobe were not detected on the endocasts. We did not observe 
a depression corresponding to the posterior middle temporal 
sulcus, even though it faced the internal surface of the cranial 
cavity. The other sulci were not identifi ed, since they did not 
face the skull, but were instead facing the cerebellar tento-
rium or other parts of the brain.

   The orbital surface of the macaque frontal lobe has two 
sulci, the medial and lateral orbital sulci, and the depressions 

  Fig. 14.2    Comparisons between endocasts and brains viewed from the  left side . Abbreviations:  amt  anterior middle temporal sulcus,  ar  arcuate 
sulcus,  ce  central sulcus,  io,  inferior occipital sulcus,  ip  intraparietal sulcus,  la  lateral sulcus,  lu  lunate sulcus,  pmt  posterior middle temporal sulcus, 
 pr  principal sulcus,  st  superior temporal sulcus       

  Fig. 14.3    Comparisons between endocasts and brains viewed from the  top . Arrowheads indicate superior prefrontal dimples. Abbreviations:  ar  
arcuate sulcus,  ce  central sulcus,  ip  intraparietal sulcus,  la  lateral sulcus,  lu  lunate sulcus,  pr  principal sulcus,  st  superior temporal sulcus       
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corresponding to them were consistently observed on the 
endocasts. The human orbitofrontal cortex has a larger num-
ber of (and more variable) orbital sulci and a straight sulcus, 
and it is the part of the cerebral cortex that leaves the most 
marked impressions on the skull.  

14.3.3     Individual Difference in Sulcal Patterns 
Observed on the Endocasts 

 Besides identifying the depressions corresponding to the 
sulci, we also detected some individual differences in sulcal 
pattern on the macaque endocasts. From the medial end, the 
central sulcus follows a course rostroventrally in its dorsal 
portion, while in its ventral portion it curves more or less 
caudally as it approaches the lateral sulcus. The curve 
showed obvious individual differences in the macaques we 
analyzed: the ventral portion ran still slightly rostrally in 
M17, and slightly caudally in M18; whereas, M15, 16, and 
19 exhibited a sharper bend caudally. These differences were 
well preserved on the endocasts. 

 The sulcal pattern of the medial and lateral orbital sulci 
also showed marked individual differences. The two sulci 
were almost parallel in M19, and gradually ran away from 
each other caudally in M16. In contrast, the two sulci in the 
other three monkeys approached each other caudally and 
merged to form a single sulcus. These differences were also 
observed on the endocasts.   

14.4     Discussion 

 In the present study, we scanned monkey heads using a CT 
scanner, then reconstructed their skulls and created virtual 
endocasts. We compared the convolutional patterns observed 

on the endocasts with the sulcal patterns of the brains dis-
sected out from the same monkeys. Although the skulls 
exhibited very marked sexual dimorphism, the endocasts 
showed only slight sexual differences in their volumes and 
hardly any differences in their surface morphology. 

 The convolutional patterns of the endocasts were so obvi-
ous that we were able to determine the locations of most of 
the major sulci that faced the inner surface of the skulls. We 
unambiguously identifi ed the depressions corresponding to 
the following sulci:
   Principal sulcus  
  Arcuate sulcus  
  Central sulcus  
  Intraparietal sulcus  
  Lunate sulcus  
  Lateral sulcus  
  Superior temporal sulcus  
  Anterior middle temporal sulcus  
  Medial and lateral orbital sulci  
  Superior precentral and postcentral dimples    

 We also observed individual differences in the course of 
the central sulcus, as well as that of the medial and lateral 
orbital sulci on the endocasts. The sulci observed on the dor-
solateral surface of the endocasts were highly consistent with 
the fi ndings reported by Radinsky ( 1974 ). In the panels 
showing an endocast of a rhesus monkey, he illustrated not 
only sulci, but also superior precentral and postcentral dim-
ples, although he did not refer to them. The extent of each 
sulcus depicted on his illustrations agreed well with the pres-
ent fi ndings. According to Radinsky’s observation, the pres-
ence of marked convolutional patterns on the endocasts is a 
common feature among New World and Old World mon-
keys, both fossil and extant. The present study clearly showed 
a close relationship between these patterns and the cerebral 
sulci and gyri. 

  Fig. 14.4    Comparisons between endocasts and brains viewed from the  bottom . Abbreviations:  amt  anterior middle temporal sulcus,  la  lateral 
sulcus,  lo  lateral orbital sulcus,  mo  medial orbital sulcus,  st  superior temporal sulcus       
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 There is a long history of discussion on the correspon-
dence of endocranial impressions to cerebral sulci and gyri. 
Several of the earliest studies done on hominid skulls 
showed convolutional patterns on the inner surface of their 
skulls, or on the endocasts, and identifi ed the corresponding 
cerebral sulci; for example, in “ Pithecanthropus erectus ” 
(Dubois  1937 ), La Chapelle aux Saints (Boule  1917 ), La 
Quina (Anthony  1913 ), and “Sinanthropus” (Shellshear and 
Smith  1934 ). In terms of the validity of those inferences, 
Symington ( 1916 ) criticized the simple assumption of the 
correspondence of endocranial morphology to cerebral con-
volutions and stated that “the simplicity or complexity of 
the cerebral fi ssures and convolutions cannot be determined 
with any degree of accuracy from endocranial casts.” Le 
Gros Clark et al. ( 1936 ) generally supported Symington’s 
view in his paper on the comparison of endocasts and brains 
of chimpanzees, and Ogawa et al. ( 1970 ) also stated that 
Symington’s explanations were more plausible in their 
study on the Amud endocast. Smith-Agreda ( 1955 ) exam-
ined more than 300 modern human skulls and found that 
impressions corresponding to cerebral gyri were observed 
typically in the anterior and middle cranial fossa, and to a 
lesser extent on the inner surface of the lateral wall of the 
skull. Only a few abnormal cases showed convolutional pat-
terns up to the vertex. These fi ndings indicate that the infer-
ence of the cerebral gyri and sulci using the skull might be 
reliable in the basal portion of the skull, but is increasingly 
diffi cult towards the vertex. 

 On the other hand, Le Gros Clark ( 1945 ) reported that the 
convolutional pattern of the cerebral cortex could be esti-
mated using endocasts in fossil lemuroids, which had much 
smaller skulls and brains than chimpanzees. Moreover, in 
hominids, an  Australopithecus , Taung child, exhibited 
marked convolutional patterns that resembled cerebral sulci 
and gyri (Dart  1925 ,  1940 ). However, the identifi cation of 
the locations of sulci and gyri was problematic, since it is 
impossible to evaluate the reliability of the inference because 
fossil skulls lack brains. Indeed, the location of the lunate 
sulcus of the Taung child’s skull raised considerable contro-
versy (Falk  1980 ; Holloway  1980 ; Falk  1983 ). 

 We, therefore, planned to analyze the relationship between 
the skull and the brain using extant primates, in order to deter-
mine the validity and limitations of the inference of the loca-
tions of the sulci and gyri using endocasts. In adult modern 
humans, we can only observe marked convolutional patterns 
on the orbital plate of the frontal bone and the orbitosphenoi-
dal ridge. On the other parts of the skull, there is sometimes a 
hint of convolutional patterns, but they are usually faint and 
disrupted by thin ridges corresponding to sutures and branches 
of the middle meningeal artery. Le Gros Clarke et al. ( 1936 ) 
analyzed the skulls and the brains belonging to the same 
chimpanzees and concluded that, except for parts of some 

sulci, it is diffi cult to infer the location and the length of the 
sulci using endocasts. We thus started the analysis using the 
macaque monkey as a representative of species that have 
smaller bodies and skulls. 

 Our fi ndings clearly show that we can infer the locations 
of most of the cerebral sulci facing the inner surface of the 
skull. Moreover, even shallow dimples and individual differ-
ences in sulcal pattern were identifi ed in our study. At the 
same time, some of the sulci were partly obscured on the 
endocast. The reason is not yet clear, but one possible reason 
could be the thickness of the connective tissues, blood 
 vessels, and cerebrospinal fl uid between the brain and the 
skull as discussed by Symington ( 1916 ). 

 The posterior middle temporal sulcus was not identifi ed 
on the endocasts, probably because it was located near the 
transition between the inner surface of the skull and the cer-
ebellar tentorium. In this region, the thickness of the dura 
mater increased, and the inferior cerebral veins joined the 
transverse sinus. The same was true for the portion of the 
endocasts close to the caudal half of the superior sagittal 
sinus where the superior cerebral veins join the sinus. The 
intraparietal sulcus and the dorsal part of the lunate sulcus 
were indistinct, probably due to connective tissues, blood 
vessels, and cerebrospinal fl uid. 

 The issue now is how we can apply the methods of 
inference to Neanderthals and modern humans, who have 
much larger skulls and brains. A key to the solution may 
lie in the infant skull. Balzeau et al. ( 2005 ) analyzed the 
skull of a child fossil of Mojokerto and identifi ed several 
of the major cerebral sulci and gyri on its endocast. 
Developing brains may exert more infl uence on the adja-
cent parts of the skull. We are now planning to analyze 
other primate skulls to confi rm our fi ndings in macaques 
and human infant skulls to examine whether smaller but 
developing skulls and brains of infants have different char-
acteristics from those of adults in terms of the correspon-
dence between endocranial surface morphology and the 
sulcal pattern of the brain.     
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15.1         Introduction 

 In the fi rst of our series of reports (   Kobayashi et al.  2014 ), we 
showed that the locations of major cerebral sulci could be 
determined based on virtual endocasts of macaque monkeys. 
This correspondence is useful, since it means that the extent 
of cortical subdivisions can be determined directly from the 
surface morphology of the endocasts; however, it is increas-
ingly diffi cult to apply to larger primate species such as 
greater anthropoids or modern humans. As an alternative 
approach to the inference of the extent of cortical subdivi-
sions, we investigated the correlation between the locations 
of cranial sutures and cerebral sulci. 

 Among the many cortical regions, the prefrontal cortex is 
of particular interest because it is the most rapidly developing 
cortical region during primate evolution, and it is associated 
with important higher-order cognitive functions. The ventral 
border between the prefrontal cortex and the temporal lobe is 
marked by the lateral sulcus (Sylvian fi ssure). The lateral sul-
cus is one of the deepest cerebral sulci, and its rostral end 
opens widely between the orbital aspect of the frontal lobe and 
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    Abstract  

  In order to estimate the extent of cortical subdivisions in the now extinct Neanderthals, we 
explored the relationship between skull and brain morphology in extant primate species, includ-
ing humans. In this study, we used macaque monkeys ( Macaca fascicularis ) to determine the 
relationship between the location of sutures and the location of major sulci of the brain. Among 
the sulci examined, the inferior limb of the arcuate sulcus showed a close spatial relationship 
with the ventral portion of the coronal suture. The inferior limb of the arcuate sulcus is homolo-
gous to the ventral part of the precentral sulcus in modern humans, and it defi nes the caudal 
border of the prefrontal association cortex. These fi ndings prompted us to examine whether a 
similar relationship could be observed in Neanderthals and modern humans, in order to obtain a 
more accurate inference of the extent of prefrontal cortical development in Neanderthals.  
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the dorsal surface of the temporal lobe. Corresponding to this 
opening, the inner surface of the skull forms a so-called “orbi-
tosphenoidal crest.” The caudal extension of the crest was des-
ignated as “crista Sylvii” by Schwalbe (Weidenreich  1947 ). 

 On the lateral surface of the cerebrum, the prefrontal 
cortex caudally borders the premotor cortex. The ventral 
half of this border approximately corresponds to the ven-
tral portion of the precentral sulcus. However, no cranial 
landmark has been established as the caudal border of the 
prefrontal cortex. Concerning the caudal border of the 
frontal lobe, several reports described a ridge correspond-
ing to the central sulcus in some fossil hominids (See 
Kochetkova  1978  for a review). However, this ridge is 
barely discernible in adult skulls of modern humans. 

 To estimate the caudal border of the prefrontal cortex, we 
surveyed the literature and found a possible correlation 
between a cranial suture and a cerebral sulcus. Flatau and 
Jacobsohn ( 1899 ) illustrated the morphology of the skull and 
the brain in several mammalian species. In their fi gures, the 
ventral portion of the coronal suture and the ventral portion of 
the precentral sulcus were closely located to each other in 
primate species, including macaques, chimpanzees, and 
humans. Even in lemurs, which lack a homologue of the pre-
central sulcus, the cytoarchitectonic border, identifi ed in later 
studies (Brodmann  1909 ), lies close to the coronal suture. 

 In fossil hominids such as  Australopithecus sediba  
(Carlson et al.  2011 ), the precentral sulcus is located close to 
the coronal suture; whereas, the inferior precentral sulcus in 
the Taung endocast was located far more rostrally (Falk 
 1980 ). However, to confi rm that an indentation truly corre-
sponds to a specifi c sulcus, further studies are necessary in 
extant species, in which we can analyze both skull and brain 
morphology. Thus, we evaluated the correlation between the 
locations of the coronal suture and the precentral sulcus using 
modern imaging techniques. As the fi rst step of our analysis, 
we examined these spatial relationships in macaques.  

15.2     Materials and Methods 

 We used fi ve aged monkeys ( Macaca fascicularis;  See 
Table  15.1  for details) that had long been used for studies on 
the gastrointestinal tract and were scheduled to be eutha-
nized. All the experimental procedures were approved by 
the animal ethics committee at Kyorin University School of 
Medicine. After being sedated by intramuscular injection of 
atropine (0.1 mg/kg body weight; BW), xylazine (3.0 mg/kg 
BW), and ketamine (13 mg/kg BW), the animals were 
deeply anesthetized by intraperitoneal injection of sodium 
pentobarbital (70 mg/kg BW), and were perfused transcar-
dially with 2.5 % formalin in phosphate buffer (pH 7.4) for 
2 min (200 mL/min), followed by 10 % formalin in the same 
buffer solution for 50 min (200 mL/min for the initial 
10 min, followed by 100 mL/min for the remaining 40 min). 

The fi rst 2 cervical vertebrae were laminectomized, and the 
spinal cords were cut at the C2-C3 junction. The heads were 
subsequently separated from the neck at approximately the 
same level and stored in phosphate- buffered 2.5 % formalin 
solution at room temperature. The heads were then scanned 
using an Asterion CT scanner (Toshiba; Tokyo, Japan) at the 
Laboratory of Evolutionary Biomechanics, Department of 
Mechanical Engineering, Keio University. We obtained full 
three-dimensional image stacks consisting of 253–281 con-
tiguous, 0.5-mm-thick slices. The images consisted of a 
512 × 512 pixel matrix, with a pixel size of 0.351 × 0.351 mm. 
CT images were analyzed using either the Amira 5.4 soft-
ware package (Visage Imaging; Berlin, Germany) on a Z620 
workstation (Hewlett-Packard Japan; Tokyo, Japan) or the 
OsiriX image processing software (Pixmeo; Geneva, 
Switzerland) on a MacPro computer (Apple; Cupertino, 
CA, USA).

   The skulls and brains were next analyzed macroscopically 
and histologically at the National Defense Medical College. 
After removing the scalp, fascia, and temporalis muscles, we 
mounted the heads on a stereotaxic frame, and photographi-
cally recorded the surface of the calvaria. We then removed 
the calvaria and the dura mater, and recorded the surface of 
the brains. The brains were coronally cut at the level of the ear 
bars and at 24 or 30 mm anterior to it. The brain blocks were 
stored at −80 °C for further histological analysis. 

 The location of the arcuate sulcus and the coronal 
sutures were quantitatively analyzed using CT images of 
the skull and macroscopic photographs of the brain. The 
lateral view of each skull was created by volume render-
ing of the bones. The locations of the coronal suture were 
determined either using CT data (Fig.  15.1 ) or macro-
scopic photographs, and were marked on the lateral view. 
The macroscopic photographs of the brains were superim-
posed on the lateral view of the skulls after adjusting the 
magnifi cation of the brain images to fi t in the cranial cav-
ity of CT images (Fig.  15.2 ).

    For the quantitative analysis of the location of the suture and 
the sulcus, we drew a line connecting the frontal and occipital 
poles (F-O line), and a line that was parallel to the F-O line and 
passed through the vertex of the brain. The space between the 
2 lines was divided by 9 lines with equal intervals. Using these 
11 lines, we determined the relative dorsoventral levels: from 
DV0 on the F-O line to DV10 on the line through the vertex. 
In this analysis, we call the direction of these lines horizontal. 

   Table 15.1    Monkeys used in this study   

 Animal ID  Sex  Body weight (kg) 

 M15  M  5.5 
 M16  M  6.0 
 M17  F  3.0 
 M18  M  7.3 
 M19  F  3.6 
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  Fig. 15.1    Volume-rendered image of the calvaria of Monkey 17. The 
coronal suture was identifi ed as a curved line of low density between the 
frontal and parietal bones ( white arrowheads ). The sagittal suture ( black 
arrowheads ) was observed in the midline posterior to the coronal suture       

  Fig. 15.2    Lateral view of a photographic image of the brain superim-
posed on the volume-rendered image of the skull of Monkey 19. The 
horizontal line (F–O line) was defi ned as the line connecting the frontal 
and occipital poles (FP, OP). For analysis of the location of the coronal 
suture and the arcuate sulcus, the horizontal distances from the frontal 
pole were measured at 11 dorsoventral levels between the vertex of the 
brain and the F–O line. FP–CS shows the distance of the coronal suture 
from the frontal pole, while FP–AS shows that of the arcuate sulcus       

We recorded intersections of the coronal suture and the arcuate 
 sulcus with these horizontal lines and measured their horizon-
tal distance from the frontal pole at each DV level. 

 To normalize the differences in absolute size of the skulls 
and brains, we also calculated the distances in proportion to 
the distance of the frontal and occipital poles. Statistical 
analysis was performed using JMP software (SAS Institute 
Inc.; Cary, NC, USA).  

15.3     Results 

 We observed the coronal, sagittal, lambdoid, and squamous 
sutures on the macaque calvaria. The sagittal suture was 
located in the midline between the right and left parietal 
bones immediately on top of the superior sagittal sinus and 
the cerebral longitudinal fi ssure. The lambdoid suture was 
located on top of the occipital cortex but its location did not 
correspond to any particular sulcus. The squamous suture 
was located lateral to the rostral portion of the temporal lobe. 
Its course did not match any sulci, although it crossed the 
rostral part of the superior temporal sulcus. 

 In contrast to the above-mentioned sulci, the ventral por-
tion of the coronal suture followed a course very close to the 
inferior limb of the arcuate sulcus. For quantitative analysis, 
the coronal sutures were identifi ed in volume-rendered 
images of the skull (Fig.  15.1 ). The sutures were not always 
obvious in their entire length, but were partly obscured due 
to complete fusion of the frontal and parietal bones with 
ossifi cation. We also examined the skulls and their photo-
graphic images and confi rmed the location of the coronal 
suture. In three-dimensional reconstruction, we then placed 
markers on the suture where it was clearly visible, and con-
nected the markers using a smoothly curved line (Fig.  15.2 ). 

 First, we compared the horizontal distances of the coronal 
suture from the frontal pole at DV0-5 between left and right 
sides. Since a paired t-test (n = 30) did not show a signifi cant 
difference (P = 0.17), we analyzed the locations on both sides 
together, and the results were illustrated so that all data were 
projected onto the left side. 

 Table  15.2  shows the mean distances and their standard 
deviations in millimeters (n = 10). The arcuate sulcus crossed 
the horizontal lines at DV0 through DV5. Only in Monkey 
19, the superior limb of the arcuate sulcus crossed also at 

   Table 15.2    Horizontal distance (in millimeters) of the coronal suture 
and the arcuate sulcus from the frontal pole   

 Coronal suture  Arcuate sulcus  AS-CS 

 Mean  SD  Mean  SD  Mean  SD 

 DV10  29.0  2.4 
 DV 9  26.2  2.9 
 DV 8  24.1  2.7 
 DV 7  22.2  2.6 
 DV 6  21.1  2.6 
 DV 5  20.3  2.5  18.6  1.4  −1.7  1.5 
 DV 4  19.6  2.3  19.1  1.7  −0.5  0.9 
 DV 3  18.8  2.4  18.8  1.9  0.0  0.7 
 DV 2  18.1  2.6  18.1  2.0  0.0  1.1 
 DV 1  17.7  3.0  17.1  2.0  −0.5  1.5 
 DV 0  17.4  3.5  16.5  1.9  −0.9  2.0 

  AS–CS represents the distance between the coronal suture and the arcu-
ate sulcus. Positive numerals indicate that the sulcus was located poste-
rior to the suture. Average fronto-occipital distance was 62.5 mm  
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DV6, but this was not included in the statistics. The coronal 
suture and arcuate sulcus were located at fairly constant dis-
tances from the frontal pole at each dorsoventral level. The 
standard deviations were typically less than 2 mm both ros-
trally and caudally. Since the size of the skulls and brains 
varied considerably, depending on body size, part of the 
deviations arose due to differences in the absolute size of the 
skulls. To normalize these differences, we also calculated the 
distances proportional to the F-O distance (Table  15.3 ). The 
table shows that the ventral portion of the inferior limb of the 
arcuate sulcus ran almost parallel to the coronal suture. 
Figure  15.3a  illustrates the average location of the coronal 
suture and the inferior limb of the arcuate sulcus projected 
onto the left hemisphere of M19.

     When we calculated the distance between the coronal 
suture and the arcuate sulcus, the data were even more con-
sistent. The average distance was about 1 % of the F-O dis-
tance. The 95 % confi dence interval was less than 2 % of F-O 
distance on both sides of the average at levels between DV1 
and DV5 (Table  15.4 ). Consequently, once the location of the 
coronal suture was determined in a given skull, we could 
infer the average location of the inferior limb of the arcuate 
sulcus with 95 % certainty within this range (Fig.  15.3b ).

15.4        Discussion 

 In the present study, we have quantitatively analyzed the 
locations of the coronal suture and the arcuate sulcus of 
macaque monkeys for the fi rst time using modern imaging 
techniques. The results showed a reliable spatial relationship 
between the coronal suture and the inferior limb of the arcu-
ate sulcus. The fi ndings indicate that we can determine the 

location of the arcuate sulcus (that is, the caudal border of 
the prefrontal association cortex) by analyzing skulls alone. 

 The expansion of the prefrontal cortex during primate 
evolution was fi rst evaluated quantitatively by Brodmann 
( 1912 ). He measured the surface areas of cortical regions and 
reported that the prefrontal cortex (his “Regio frontalis”) 
occupied only 2.2 % of the total cortical area in the rabbit, 

   Table 15.3    Horizontal distance (as a percentage of the fronto-occipi-
tal distance) of the coronal suture and the arcuate sulcus from the fron-
tal pole   

 Coronal suture  Arcuate sulcus  AS-CS 

 Mean  SD  Mean  SD  Mean  SD 

 DV10  46.3  2.6 
 DV 9  41.9  3.2 
 DV 8  38.4  3.0 
 DV 7  35.4  2.8 
 DV 6  33.8  3.0 
 DV 5  32.5  3.0  29.8  1.8  −2.7  2.2 
 DV 4  31.3  2.8  30.5  2.2  −0.8  1.3 
 DV 3  30.1  3.0  30.1  2.4  0.0  1.1 
 DV 2  29.0  3.3  29.0  2.6  0.0  1.7 
 DV 1  28.2  3.8  27.4  2.5  −0.8  2.3 
 DV 0  27.7  4.6  26.4  2.3  −1.4  3.0 

  AS–CS represents the distance between the coronal suture and the 
arcuate sulcus. Positive numerals indicate that the sulcus was located 
posterior to the suture  

  Fig. 15.3    Average location of the coronal suture and the arcuate sulcus. 
The data are shown on the contour of the brain of Monkey 19 ( gray line ). 
In Panel A, the coronal suture ( blue curved line ) and the inferior limb of 
the arcuate sulcus ( red curved line ) were shown based on the average 
horizontal distance from the frontal pole.  Horizontal bars  indicate the 
standard deviation. In Panel B, the inferior limb of the arcuate sulcus is 
illustrated based on the horizontal distance from the coronal suture. Once 
the location of the coronal suture is determined in each skull, the inferior 
limb of the arcuate sulcus is expected to be located on the red curved line. 
 Horizontal bars  indicate the 95 % confi dence intervals       

   Table 15.4    Confi dence 
interval (95 %) of the 
average location of 
the arcuate sulcus 
(as a percentage of the 
fronto-occipital distance)   

 95 % Confi dence 
limits of the mean 

 Lower  Upper 

 DV 5  28.18  31.34 
 DV 4  29.55  31.45 
 DV 3  29.27  30.91 
 DV 2  27.75  30.19 
 DV 1  25.76  28.99 
 DV 0  24.20  28.51 
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3.4 % in the cat, and 6.9 % in the dog, but grew rapidly during 
primate evolution (8.9 % in lemur, 9.2 % in cebus, 11.3 % in 
macaque, 11.1 % in gibbon, 16.9 % in chimpanzee), and 
reached 29.0 % in the human. Although a recent volumetric 
study using MRI revealed fairly constant proportion of the 
frontal cortex (including precentral gyrus) among great apes 
and humans (Semendeferi et al.  2002 ), the proportion of the 
prefrontal cortex in humans is still larger than that of apes. 

 Endocasts of some hominids exhibit distinctly marked pat-
terns of cerebral convolutions that allow several cerebral sulci 
and gyri to be distinguished (Carlson et al.  2011 ; Falk  1980 ). 
If the pattern would match the gyri and sulci of the cerebral 
cortex, the analysis of the extent of the prefrontal cortex would 
be straightforward. However, even in such cases with marked 
convolutional pattern on the endocasts, the identifi cation of 
the sulci is problematic because of individual differences, poor 
preservation, and lack of any brain in fossil hominid species. 
Le Gros Clark compared the brains and endocasts of chimpan-
zees and showed that depressions on the endocasts did not 
always correspond to the location of the cerebral sulci (Le 
Gros Clark et al.  1936 ). In his specimens, some depressions on 
endocasts were interrupted, while others were connected to 
depressions that corresponded to different sulci. The depres-
sion corresponding to the precentral sulcus is often obscured 
by the coronal suture even in the species with marked convo-
lutional pattern on the endocast. This occurs because the shal-
low groove corresponding to the precentral sulcus is often 
buried by a sharp ridge corresponding to the suture. Therefore, 
we need to accumulate quantitative data on the location of 
sutures and sulci in extant primate species, in order to statisti-
cally evaluate the data from fossil hominids. 

 Moreover, the convolutional pattern on the endocast is not 
apparent in adult modern humans. This is likely also true in 
adult Neanderthals, with the exception of the orbital plate of 
the frontal bone. The spatial correlation between the arcuate 
sulcus with the coronal suture, therefore, provides valuable 
information in this regard. 

 In macaques, the inferior limb of the arcuate sulcus 
represents only the ventral portion of the caudal border of 
the prefrontal cortex. Its dorsal portion needs to be 
 determined using histological sections of the cortex. We are 

currently planning to analyze cytoarchitectonic areas of 
the macaque cerebral cortex, and evaluate the relationship 
between the location of the coronal suture and the dorsal 
portion of the caudal prefrontal border. We are also ana-
lyzing the relationship of the coronal suture and the pre-
central sulcus in  modern humans. If a similar relationship 
is confi rmed in modern humans and other primates, it will 
allow us to make even more accurate and informed esti-
mates of the extent of prefrontal cortical development in 
Neanderthals.     
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    Abstract  

  We apply the sliding semi-landmark method for the analysis of morphological variability in 
the modern Japanese population. Specifi cally, we prepare two kinds of template landmark 
confi gurations that will be projected onto and slid along each of the samples. We then ana-
lyze the variability in the neurocranial shape in the modern Japanese population by means 
of a landmark-based geometric morphometric method. We also analyze the differences in 
the patterns of extracted morphological variances due to different landmark confi gurations. 
Our results demonstrate that the morphological variabilities extracted by the two different 
template confi gurations generally correspond to each other, and indicate that if a suffi cient 
number of semi-landmarks are evenly distributed across the neurocranial surface, the global 
tendency of the morphological variability to be extracted may not be affected by the choice 
of template confi gurations. Furthermore, the most predominant shape variability found in 
the cranial vault in the modern Japanese population is the brachycephalic/dolichocephalic 
tendency. The present semi-landmark-based approach will serve as a basis for detailed 
quantifi cation and comparisons of the human neurocranial shape.  

  Keywords  

  Craniometry   •   Geometric morphometrics   •   Semi-landmark   •   Skull  

      Application of Sliding Landmark 
Method for Morphological Analysis 
of Modern Japanese Neurocranial 
Shape 
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16.1         Introduction 

 In recent years, three-dimensional (3D) geometric morpho-
metrics have been extensively utilized for the analyses of 
morphological variability in the human crania. Geometric 
morphometrics is a statistical method to analyze shape varia-
tions based on biological landmark coordinates (Bookstein 
 1991 ; O’Higgins  2000 ; Adams et al.  2004 ; Slice  2005 ; 
Mitteroecker and Gunz  2009 ). Homologous landmarks were 
digitized on the surface of each specimen to describe the bio-
logical shape. The landmark coordinates were then normal-
ized and registered using the centroid size and the Generalized 
Procrustes Analysis (superimposition of landmark coordi-
nates based on a least squares method), respectively, and the 
shape variations among the specimens were quantifi ed based 
on Procrustes residuals (deviation of landmark coordinates 
from the average landmark confi guration of all the specimens). 
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On the human cranial vault, however, only a few defi nable 
landmarks exist, and the application of such landmark- based 
morphological techniques is quite diffi cult. 

 Semi-landmarks are introduced to capture and analyze 
curves or surfaces that have few or no landmarks. Specifi cally, 
landmarks are placed by sliding a “template” landmark 
structure along the curves or surfaces so as to minimize a 
certain criterion function, such as bending energy (Bookstein 
 1997 ; Gunz et al.  2005 ; Perez et al.  2006 ). Because the semi- 
landmark method allows for quantifi cation of the overall 
shape of the human cranial vaults, more research on cranial 
morphology now utilizes this new technique (e.g., Gunz 
et al.  2009 ; Bastir et al.  2011 ). 

 In the present study, we apply the sliding semi-landmark 
method for the analysis of morphological variability in the 
modern Japanese population. Specifi cally, we prepare two 
kinds of template landmark confi gurations that will be pro-
jected onto and slid along each of the samples. We then ana-
lyze the variability in the neurocranial shape in the modern 
Japanese population by means of the landmark-based geo-
metric morphometric method. We also analyze the differ-
ences in the patterns of extracted morphological variances 
due to different landmark confi gurations.  

16.2     Materials and Methods 

16.2.1     Specimens 

 We used a total of 22 crania (9 female and 13 male crania) 
from the modern Japanese population housed at Kyoto 
University to investigate neurocranial shape variability 
(Makishima and Ogihara  2009 ; Ogihara et al.  2009 ). Each 
cranium was scanned using a helical computed tomography 
(CT) scanner (TSX-002A/4I; Toshiba Medical Systems, 
Japan) in the Laboratory of Physical Anthropology at Kyoto 
University. Tube voltage, current, and slice thickness were 
set at 120 kV, 100 mA, and 2.0 mm, respectively. Cross- 
sectional images were reconstructed at 0.5-mm intervals, 
with a pixel size of 0.5 mm. The images were then trans-
ferred to medical imaging software (Analyze 9.0; Mayo 
Clinic, USA), and the 3D surface of the cranium was gener-
ated as a triangular mesh model using the marching cube 
method. The mesh structure was then regenerated based on 
its curvature fl ow using reverse engineering software 
(RapidForm 2006; INUS Technology, Korea). The size of a 
triangular mesh is about 0.5 mm and the number of total 
mesh for one cranium is about two millions. The 3D coordi-
nates of six midsagittal landmarks and the midpoints of fi ve 
bilateral landmarks were extracted by pointing to their loca-
tions on the 3D surface model using a virtual probe incorpo-
rated in the software, and the medial sagittal plane was 
calculated based on a least squares method.  

16.2.2     Landmarks 

 The anatomical landmarks on the surface of each cranium 
were digitized, as shown in Fig.  16.1  by pointing to their 
locations on the 3D surface model using a virtual probe 
incorporated in the software. Landmarks #1–#10 are conven-
tional anatomical landmarks (Table  16.1 ). Landmarks #11–
#13 and #14–#15 are equally spaced points along the superior 
nuchal curve between the inion (#2) and the intersection of 
the superior nuchal line and occipitomastoid suture (#10), 
and the temporal curve between the frontomalare temporale 
(#5) and stephanion (#6), respectively. Each curve was fi tted 
by a seventh-order Bezier curve, and equally spaced points 
(#11–13 and #14–15) were calculated as non-sliding land-
marks along curves (Morita et al.  2013 ). Therefore, a total of 
27 landmarks were obtained as conventional non-sliding 
landmarks for all 22 crania.

    In the present study, two kinds of sliding semi-landmark 
confi gurations were constructed for comparisons of the neu-
rocranial shape. Sliding semi-landmarks are landmarks on a 
smooth surface calculated by sliding a “template” landmark 
structure along a target surface so as to minimize a certain 
criterion function such as bending energy or Procrustes dis-
tance between the template and the target. The sliding semi- 
landmark coordinates were obtained using the following two 
methods. In the fi rst method, the semi-landmark coordinates 
were calculated based on the shortest paths connecting pairs 
of anatomical landmarks (Morita et al.  2013 ). The above 27 
non-sliding landmarks as well as 14 equally spaced points 
along the midsagittal curve [between the nasion (#1) and 
inion (#2)] were used to calculate the shortest paths as shown 
in Fig.  16.2a . The equally spaced points along the paths were 
then computed and designated as sliding semi-landmarks. 
Including the 14 midsagittal equally spaced points, 83 slid-
ing (semi-) landmarks were obtained, as shown in Fig.  16.2a . 
See Morita et al. ( 2013 ) for more details about the shortest 
path calculation. In the second method, 102 sliding land-
marks are obtained in a lattice pattern, as shown in Fig.  16.2b . 
Specifi cally, planar grid patterns of 22.5 mm from the origin 
(centroid) that are parallel to the x-y, y-z, x-z planes were 
prepared. The intersection points of the planes and the neu-
rocranial surface were defi ned as sliding landmarks. 
Therefore, a total of 110 and 129 landmarks were obtained 
for the shortest path (SP) template and the lattice (L) tem-
plate, respectively.

16.2.3        Sliding Semi-Landmark Method 

 The defi ned template confi gurations were then used to 
determine the semi-landmarks on the other crania. 
Specifi cally, the coordinates of the 27 non-sliding land-
marks were used to defi ne a thin-plate spline function 
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describing a mapping from each of the template confi gura-
tions to a target specimen. The sliding landmarks from the 
templates were fi rst deformed to the target specimen using 
this mapping function (Fig.  16.3a ). The sliding landmarks 
were then projected onto (Fig.  16.3b ) and slid along 
(Fig.  16.3c ) the neurocranial surface of the target specimen 
so as to minimize the bending energy of the thin-plate spline 
method. This process is iterated until the solution converges. 
As each of the landmarks slide, they move along a plane 

tangential to the surface; therefore, an offset exists from the 
surface as each landmark slides and thus it is projected back 
to the surface after each iteration. See Gunz et al. ( 2005 ) for 
more details on the calculation method.

   In the present study, Templand in the EVAN Toolbox 
(  www.evan-society.org    ) is used to calculate the positions of 
the sliding landmarks corresponding to the two template 
confi gurations.  

16.2.4     Morphological Analysis 

 The coordinates of the non-sliding and sliding landmarks were 
then analyzed using Morphologika geometric morphometric 
software, version 2.3.1 (O’Higgins and Jones  2006 ). First, 
landmark coordinates were symmetrized, as shape variance 
due to asymmetry was not considered in the present study 
(Zollikofer and Ponce de León  2002 ). Then, for size- 
independent shape analysis, the symmetrized landmark coor-
dinates were normalized by centroid size and registered using 
the Generalized Procrustes Analysis. Principal components 
(PCs) of shape variations among the specimens were then cal-
culated using the variance-covariance matrix of the Procrustes 
residuals of all crania. See O’Higgins and Jones ( 1998 ) and 
O’Higgins ( 2000 ) for more details on the calculation method.   
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  Fig. 16.1    The non-sliding 
landmarks used in the present 
study       

    Table 16.1    Descriptions of the landmarks used in the present study   

 Number  Landmark name  Type 

 1  Nasion  m 
 2  Inion  m 
 3  Opisthion  m 
 4  Uppermost of the orbital margin  b 
 5  Front om alare temporale  b 
 6  Stephanion  b 
 7  Asterion  b 
 8  Mastoidale  b 
 9  Posterior end of the margin of temporal fossa  b 
 10  Intersection of nuchal line and occipitomastoid suture  b 
 11–13  Equally spaced points along nuchal line  b 
 14–15  Equally spaced points along temporal line  b 

  m = midsagittal landmark, b = bilateral landmark  
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16.3     Results 

 The results of a principal component analysis (PCA) of 
morphological variability in the cranial vault of the mod-
ern Japanese based on the two kinds of template confi gu-
rations are presented in Fig.  16.4  as plots of the fi rst 
principal component (PC1) versus PC2 and PC3 versus 
PC4. The fi rst four PCs accounted for 69.2 % (30.8 %, 
14.4 %, 13.3 %, and 10.7 % for PC1, PC2, PC3, and PC4, 
respectively) for the SP template and 71.5 % (31.9 %, 
15.9 %, 12.2 %, and 11.5 % for PC1, PC2, PC3, and PC4, 
respectively) for the L template. The plots are labeled 
with the specimen number. As shown in Fig.  16.4 , the 

scatter plots of the PC scores are very similar between the 
SP and L template analyses.

   Figures  16.5  and  16.6  show the variations in the 3D shape 
along PC1, PC2, PC3, and PC4 (other PCs = 0) by warping 
the neurocranial shape represented by the wireframe con-
necting the landmarks. We observed that the morphological 
variability extracted along the fi rst four PCs by the two dif-
ferent template confi gurations generally resembled each 
other as in the scatter plots of the PC scores (Fig.  16.4 ).

    As illustrated in Fig.  16.5 , with increasing PC1, a relative 
contraction of the cranial length and relative elongation of 
the cranial breadth were observed. Particularly, the forehead 
and occipital region had receded and the nuchal lines were 
located relatively more inferiorly with an increase in PC1. 
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  Fig. 16.2    Template confi gurations. ( a ) Shortest path template confi guration; ( b ) Lattice template confi guration.  Labels  indicate anatomical land-
marks in Table  16.1 .  Black dots  indicate the non-sliding landmarks       

  Fig. 16.3    Sliding semi-landmarks. ( a ) The sliding landmarks from the templates were fi rstly warped to the target specimen using the thin-plate 
spline function. ( b ) The landmarks are projected onto the surface. ( c ) The landmarks are slid along the surface to minimize the bending energy       
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 With increasing PC2, a relative decrease in the cranial 
breadth but relative increase in the cranial height were 
observed (Fig.  16.5 ). There were also large differences in the 
positions of the inion and the nuchal line, which were located 
relatively more inferiorly with an increase in PC2. 

 As illustrated in Fig.  16.6 , PC3 described the relative 
retraction of the parieto-occipital region and relative down-
ward displacement of the mastoid process and the lower part 
of the squama of the occipital bone with an increase in PC3, 
although the relative position of the inion was unaltered. 

 PC4 described the relative downward displacement of the 
nasion, the frontomalare temporale, and the supraorbital 
margin with increasing PC4 (Fig.  16.6 ). The stephanion was 
located relatively more superiorly with an increase in PC4.  

16.4     Discussion 

 In the present study, we attempted to extract the morphological 
variability in the cranial vault shape in the modern Japanese 
population by means of the sliding landmark method. 
Comparisons of the results of the geometric morphometric 
analyses demonstrated that the morphological variabilities 
extracted by the two different template confi gurations (SP and 
L template confi gurations) generally correspond to each other. 
This indicates that if a suffi cient number of semi-landmarks are 
evenly distributed across the neurocranial surface, the global 
tendency of the morphological variability to be extracted may 
not be affected by the choice of template confi gurations. 
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Here we used only the sample of the modern Japanese crania, 
but the morphological variabilities extracted by the two meth-
ods would be more similar if the dataset included the crania of 
other populations in addition to the Japanese crania. However, 
the pattern of morphological variations represented by higher 
order PCs are certainly affected by the template confi guration, 
as the higher order PCs deal with smaller, local variabilities in 
shape. Special attention thus seems necessary when dealing 
with the morphological variabilities represented by higher 
order PCs. 

 In the present study, we, for the fi rst time, clarifi ed the 
3D shape variability in the neurocranial shape in the modern 
Japanese population by successfully applying the semi- 
landmark method. As a result, we demonstrated that the 
most predominant shape variability in the cranial vault in 
the modern Japanese population is the brachycephalic/doli-
chocephalic tendency. In a dolichocephalic cranial vault, the 
forehead tends to be relatively more elongated than the 
occipital bone, and the inion tends to project superoposteri-
orly. The next major morphological variability was that the 

narrow cranial vault tends to have a larger cranial height 
with its parietal region protruded upward (PC2). 
Interestingly, however, the inion and the nuchal line tend to 
be located relatively more inferiorly. Furthermore, it was 
demonstrated that if the mastoid process and the occipital 
region are located inferiorly, the parieto-occipital region 
tends to be fl atter and recede further (PC3), and if the orbital 
region is located inferiorly, the stephanion region tends to 
move upward (PC4). Mechanisms underlying the existence 
of such patterns in the morphological variability in the neu-
rocranial shape are obscure, but this could possibly be an 
area of future research. 

 In the present study, only 22 samples were preliminarily 
studied to extract the 3D variability in the neurocranial 
shape in the modern Japanese population using the semi-
landmark method. However, more samples should be included 
in the future to confi rm our present fi ndings in a larger num-
ber of cases. Nevertheless, the present semi-landmark-based 
approach seems to serve as a basis for detailed quantifi ca-
tion and comparisons of the human neurocranial shape. 

a b
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  Fig. 16.5    The variation in neurocranial shape represented by PC1 and 
PC2. Shape variations are visualized with 3D deformation of the wire-
frame connecting landmarks. ( a ) Results based on the shortest path 

template. ( b ) Results based on the lattice template.  Solid line : PC1 and 
PC2 = 0.06,  Dotted line : PC1 and PC2 = −0.06       
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We will use this approach to construct a morphological 
database of human cranial shape, which will be indispens-
able for the anatomically accurate assembly of fossil cranial 
fragments as well as the statistical interpolation of missing 
parts in such assembled fossil crania.     
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    Abstract  

  We analyzed the morphological variability of the cranial shape among the modern Japanese 
population using landmark-based geometric morphometrics. The sample comprised 56 cra-
nial specimens of the modern Japanese population (23 female and 33 male) housed at Kyoto 
University. Computed tomography images of the crania were created and virtual models 
were generated. Variability in cranial shape was examined using a geometric morphometric 
technique based on a total of 161 anatomical and semi-sliding landmarks distributed across 
the entire cranial surface. Semi-landmarks were defi ned on the neurocranium using equally-
spaced points along the shortest paths connecting pairs of landmarks. The results show that 
the most noticeable shape variance observed in the modern Japanese crania is the brachyce-
phalic/dolichocephalic tendency. Multivariate analyses of variance indicate that signifi cant 
sexual differences exist in the cranial morphology among the modern Japanese 
population.  
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17.1         Introduction 

 Geometric morphometrics have been widely used for the 
analyses of morphological variation in human crania. For 
instance, geographic variations (e.g., Hennessy and Stringer 

 2002 ; Badawi-Fayad and Cabanis  2007 ), temporal variations 
(e.g., Gonzalez-Jose et al.  2008 ; Ogihara et al.  2009 ), onto-
genetic changes (e.g., Viðarsdóttir and Cobb  2004 ; Morimoto 
et al.  2008 ; Neubauer et al.  2009 ) and sexual dimorphism 
(e.g., Rosas and Bastir  2002 ; Franklin et al.  2006 ; Bigoni 
et al.  2010 ) of human craniofacial morphology have all been 
analyzed based on geometric morphometrics, demonstrating 
the effectiveness of the technique. However, although analy-
ses of anthropological characteristics and morphological 
variance in the modern Japanese crania are important for bet-
ter understanding of the formation of the Japanese popula-
tion, no detailed morphological analyses using geometric 
morphometric techniques have been conducted until now. 

 In the present study, therefore, we analyzed the morpho-
logical variability of cranial shape among the modern 
Japanese population using landmark-based geometric mor-
phometrics. On the cranial vault, however, only a few 
morphologically- defi nable landmarks exist. To quantify the 
overall shape of the human cranial vault, therefore, semi- 
landmarks were defi ned on the neurocranial surface by using 
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equally-spaced points along the shortest paths connecting 
pairs of landmarks. The landmark coordinates were then 
analyzed based on geometric morphometrics to describe 
variations in craniofacial shape among the modern Japanese.  

17.2     Materials and Methods 

17.2.1     Specimens 

 We used a total of 56 crania (23 female and 33 male) from 
the modern Japanese population housed at Kyoto University 
to construct the reference database of human cranial shape. 
Each cranium was scanned using a CT scanner and cross- 
sectional images were reconstructed at 0.5 mm intervals, 
with a pixel size of 0.5 mm or 0.468 mm. The images were 
then transferred to medical imaging software (Analyze 9.0; 
Mayo Clinic, USA) and the 3D surface model of the cranium 
was generated as a triangular mesh model using the march-
ing cube method. The mesh structure was then regenerated 
using its curvature fl ow in conjunction with reverse engi-
neering software (RapidForm 2006; INUS Technology, 
Korea). The 3D coordinates of midsagittal landmarks and 
midpoints of bilateral landmarks were digitized using the 
same software and the midsagittal plane was calculated using 
the least squares method.  

17.2.2     Landmarks 

 To capture the cranial morphology of each specimen, we 
fi rstly digitized the 62 anatomical landmarks listed in 
Table  17.1  (#1-#36) on the surface of each cranium 
(Fig.  17.1 ). In addition, the superior nuchal, temporal and 
supraorbital curves were approximated using a seventh-order 
Bezier curve and a total of 14 equally-spaced points along 
the curves were also defi ned as landmarks (#37-#43). 
Therefore, a total of 76 landmarks were extracted for each 
cranium as non-sliding landmarks.

    On one specimen that was chosen as a template, we 
defi ned semi-landmarks based on the shortest paths connect-
ing pairs of anatomical landmarks (Morita et al.  2013 ). 
Specifi cally, the above 76 non-sliding landmarks as well as 
14 equally-spaced points along the midsagittal curve 
(between the nasion and inion) were used to calculate the 
shortest paths, and the equally-spaced points along the paths 
were then computed as shown in Fig.  17.2 . A total of 85 
landmarks, including the 14 midsagittal equally-spaced 
points were designated as sliding semi-landmarks.

   This template confi guration was then used to determine 
the locations of the semi-landmarks on the other crania. The 
coordinates of the 76 non-sliding landmarks were used to 
defi ne a thin-plate function describing a mapping from the 

template confi guration to a target specimen. The sliding 
landmarks from the template were deformed to the target 
specimen using this mapping function. The sliding land-
marks were then projected onto and slid along the cranial 
surface of the target specimen so as to minimize the bending 
energy of the thin-plate spline method. This process was iter-

   Table 17.1    Descriptions of the landmarks used in the present study   

 Number  Landmark name  Type 

 1  Nasion  m 
 2  Glabella  m 
 3  Inion  m 
 4  Opisthion  m 
 5  Maxillonasofrontale  b 
 6  Uppermost point on the orbital margin  b 
 7  Frontomalare-orbitale  b 
 8  Frontomalare-temporale  b 
 9  Stephanion  b 
 10  Asterion  b 
 11  Intersection of nuchal line and occipitomastoid 

suture 
 b 

 12  Mastoidale  b 
 13  Posterior end of the margin of temporal fossa  b 
 14  Porion  b 
 15  Rhinion  m 
 16  Akathion  m 
 17  Prosthion  m 
 18  Alveolon  m 
 19  Sphenobasion  m 
 20  Basion  m 
 21  Alare  b 
 22  Zygoorbitale  b 
 23  Orbitale  b 
 24  Zygomaxillare  b 
 25  Ektomolare  b 
 26  Jugale  b 
 27  Most inferior point of the temporozygomatic suture  b 
 28  Most anterior point of the posteior margin of the 

palate 
 b 

 29  Most lateral point of the margin of the foramen 
magnum 

 b 

 30  Infratemporale  b 
 31  Stenion  b 
 32  Midpoint of the labial margin of the canine 

alveolar foramen 
 b 

 33  Midpoint of the labial margin of the second 
premolar alveolar foramen 

 b 

 34  Most medial point of the margin of the lacerated 
foramen 

 b 

 35  Most medial point of the margin of the carotid 
canal 

 b 

 36  Posterior root of the styloid process  b 
 37–39  Equally spaced points along the nuchal line  b 
 40–41  Equally spaced points along the temporal line  b 
 42–43  Equally spaced points along the supraorbiral line  b 

   Note : m = midsagittal landmark; b = bilateral landmark  

Y. Morita et al.
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  Fig. 17.1    The non-sliding 
landmarks used in the present 
study. ( a )  Anterior view , 
( b )  lateral view , ( c )  bottom view        

a

b c

  Fig. 17.2    Sliding and non-
sliding landmarks used in the 
present study. The entire cranial 
shape represented by the 
 wireframe  connecting the 
landmarks. ( a )  Top view , 
( b )  lateral view , ( c )  anterior 
view .  Black dots  indicate the 
non-sliding landmarks       
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ated until the solution converged. In the present study, 
Templand in the EVAN Toolbox (  www.evan-society.org    ) 
was used to calculate the positions of the sliding landmarks 
corresponding to the two template confi gurations. The mor-
phology of each cranium was therefore represented by a total 
of 161 landmark coordinates that were evenly distributed 
across the cranial surface.  

17.2.3     Morphological Analysis 

 The coordinates of the non-sliding and sliding landmarks 
were analyzed using Morphologika geometric morphometric 
software, version 2.3.1 (O’Higgins and Jones  2006 ). For 
each analysis, the landmark coordinates were fi rstly normal-
ized using centroid size (the square root of the sum of 
squared distances of landmarks from the centroid) for size- 
independent shape analysis. The normalized coordinates 
were then registered using the Generalized Procrustes 
Analysis (a least-squares method for superimposing a set of 
landmark confi gurations by translation, rotation and re- 
scaling). The principal components (PCs) of shape varia-
tions among the specimens were then calculated using the 
variance- covariance matrix of the Procrustes residuals of all 
crania used in the present study (see O’Higgins and Jones 
 1998 ; O’Higgins  2000  for more details about the calculation 
method). 

 In order to test for signifi cant differences in PC scores 
between female and male crania, multivariate analyses of 
variance (MANOVA) were conducted using Statistica 10 
(Statsoft Inc, Tulsa, USA). Signifi cance levels for all  multiple 
comparison tests were adjusted using the Bonferroni 
correction.   

17.3     Results 

 The results of a principal component analysis (PCA) of mor-
phological variability in the modern Japanese crania are pre-
sented in Fig.  17.3  as plots of the fi rst principal component 
(PC1) versus PC2, and PC3 versus PC4. The fi rst four PCs 
accounted for 50.5 % (21.0 %, 12.4 %, 10.7 % and 6.4 % for 
PC1, PC2, PC3 and PC4, respectively), and approximately 
90 % of variance was incorporated into the fi rst 24 PCs. The 
PC scores of the fi rst three PCs showed large superposition 
of female and male crania. However, along the PC4 axis the 
female crania were slightly separated from the male crania, 
suggesting that shape variation represented by PC4 corre-
sponds to a sexually-dimorphic structure of the cranial shape 
among the modern Japanese. MANOVA testing indicated 
that the overall difference between the sexes was statistically 
signifi cant (Wilks’ lambda = 0.273, F = 3.440, p = 0.001). The 
Bonferroni multiple comparison tests showed that PC4, PC8 

and PC11 scores differed signifi cantly between the sexes 
(p = 0.032, 0.018 and 0.021, respectively). PC8 and PC11 
accounted for 3.3 % and 2.2 %, respectively.

   Figures  17.4 ,  17.5 , and  17.6  display the variations in the 
3D shape along PC1, PC2 and PC3, respectively, (other 
PCs = 0) by warping the entire cranial shape represented by 
the wireframe connecting the landmarks. With increasing 
PC1, a relative contraction of the cranial length, relative 
elongation of the cranial breadth and relative increase of the 
cranial height were observed. It was also observed that the 
forehead, facial and occipital regions had receded, the max-
illa breadth was narrower and the nuchal lines were more 
inferiorly located with an increase in PC1. With increasing 
PC2, downward displacement of the orbits and shortening of 
the nasal height were observed, although the relative posi-
tion of the palate and parietal and the bizygomatic breadth 
were virtually unchanged. In addition, the cranial base 
tended to be located more superiorly, and the maxilla was 
less protruding with an increase in PC2. With increasing 
PC3, relative contraction of the cranial length and relative 
elongation of the cranial breadth were again observed as in 
PC1. However, relative contraction of the cranial length 
occurred in the parieto- occipital region, but not in the fore-
head. Furthermore, the cranial height remained unchanged.

     Figures  17.7  and  17.8  show the variations in 3D shape 
along PC4 and PC8, respectively, (other PCs = 0) that are sig-
nifi cantly different between the sexes. The PC4 and 8 scores 
were negative and positive in male crania, respectively. In 
male crania (with decreasing PC4) it was observed that the 
superior surface of the frontal bone was more superiorly 
positioned and the posterior surface of the parietal and 
occipital bones had receded. The mastoid process and the 
squama of the occipital bone were also more inferiorly pro-
jected along with decreasing PC4. Conversely, the maxilla 
(prosthion) was less projected and the palate was less inferi-
orly located. With increasing PC8, the neurocranium dif-
fered only slightly. However, in the viscerocranium, the 
orbits got narrower with an increase in PC8. It was also 
observed that the nasal bones (rhinion) were more promi-
nent, the maxilla was less projected and the palate was more 
inferiorly located with an increase in PC8.

17.4         Discussion 

 In the present study, we tried to extract the 3D shape vari-
ability of the complete cranial shape among the modern 
Japanese population using landmark-based geometric morpho-
metrics. Using this methodology, the morphological variability 
of the cranial shape among modern Japanese populations could 
be successfully extracted and visualized. The most predomi-
nant shape variability in modern Japanese crania was found 
to be the brachycephalic/dolichocephalic tendency (PC1). 

Y. Morita et al.
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It was observed that the forehead and face are relatively for-
ward-protruding and the cranial height is smaller in a doli-
chocephalic cranium, and vice versa in a brachycephalic 
cranium. Interestingly, the shape variability represented by 

PC3 was also the brachycephalic/dolichocephalic tendency. 
However, while the forehead is relatively more forward-pro-
truding along PC1, this is not the case along PC3 and the 
parieto-occipital region is projected relatively more in the 
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  Fig. 17.3    The results of principal component analysis: PC1 (x-axis) versus PC2 (y-axis) and PC3 (x-axis) versus PC4 (y-axis). F = female, M = male       

  Fig. 17.4    The variation in 
cranial shape represented by 
PC1. Shape variations are 
visualized with 3D deformation 
of the wireframe connecting 
landmarks.  Solid line : 
PC1 = 0.06,  Dotted line : 
PC1 = −0.06       
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  Fig. 17.5    The variation in 
cranial shape represented by 
PC2.  Solid line : PC2 = 0.04, 
 Dotted line : PC2 = −0.04       

  Fig. 17.6    The variation in 
cranial shape represented by 
PC3.  Solid line : PC3 = 0.04, 
 Dotted line : PC3 = −0.04       
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  Fig. 17.7    The variation in 
cranial shape represented by 
PC4. PC4 separates the two 
sexes.  Solid line : PC4 = 0.03 
(female),  Dotted line : 
PC4 = −0.03 (male)       

  Fig. 17.8    The variation in 
cranial shape represented by 
PC8. PC8 separates the two 
sexes.  Solid line : PC8 = 0.02 
(male),  Dotted line : PC8 = −0.02 
(female)       
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backward direction. Therefore, there seems to be mainly two 
types of dolichocephaly among modern Japanese; one with 
the forehead and face protruding relatively forward and the 
other with the parieto-occipital region projected relatively 
backward. 

 The next predominant shape variability was the euryenic/
leptenic tendency along PC2, often represented by the upper 
facial index. It was also demonstrated that if the face is 
broader (the upper facial height is shorter), the cranial base 
tends to be located more superiorly and the maxilla tends to 
be less protuberant, and vice versa. Such interrelationships 
among the cranial parts extracted in the present study have 
not been reported previously. Further studies are necessary to 
confi rm these fi rst results, possibly using samples from other 
population groups. 

 In the present study, statistically signifi cant sexual differ-
ences in the cranial morphology were also extracted. Franklin 
et al. ( 2006 ) demonstrated that, in male African crania, the 
forehead is less vertical and rounded; the glabella region is 
larger and more convexly protuberant; the cranial vault is 
shorter; the mastoid process is larger and more antero- 
inferiorly projected; and the occipital bone is more posteri-
orly projected. Regarding the sexually-dimorphic 
characteristics in the facial region, Bigoni et al. ( 2010 ) have 
noted that, in male European crania, the face and the zygo-
matic arches are relatively wider; the orbit is relatively less 
round (lower and wider); the lateral landmarks of the orbit 
are shifted more posteriorly; the nasal aperture is relatively 
narrower; the nasal bones (rhinion) are more prominent; the 
maxilla (prosthion) is less projected; and the palate is lower. 
Although direct comparisons between the results of the pres-
ent study and those of other published studies are generally 
diffi cult as landmarks used to represent morphology are dif-
ferent, the sexually-dimorphic morphological characteristics 
extracted in the present study are generally in agreement 
with those of previous morphometric studies. 

 The results in the present study will serve as a reference 
database of the cranial morphology for the modern Japanese 
population. Such a database is indispensable for the 
anatomically- accurate assembly of fossil cranial fragments 
as well as the statistical interpolation of missing parts in 
assembled fossil crania. As a morphological database, the 
number of specimens may be rather small. However, the 
number of intact cranial specimens, particularly those of 
females, is actually quite limited because many of the cranial 
specimens housed at Kyoto University (and the University of 
Tokyo as well) have been cut transversely for removal of 
brains. Hence the number of samples is limited to 56, even 
though we have tried to include as many specimens as pos-
sible in our analysis. Therefore, the present database is cur-
rently the most complete 3D cranial database for the modern 

Japanese population. Nevertheless, the database certainly 
includes regional variations. We would like to increase the 
number of cranial specimens from different population 
groups when the opportunity arises in future.     
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Abstract

Anatomically-accurate interpolation of missing parts in fossil crania is important for  correct 
estimation of brain morphology based on cranial shape information. In the present study, 
we attempted to establish a method to mathematically interpolate missing coordinates of 
crania based on a reference database of cranial morphology. Specifically, a total of 151 
landmarks were acquired for each specimen using anatomical and sliding landmarks, and a 
reference database of human cranial shape was constructed. Based on the sample of com-
plete specimens as reference data, multivariate regressions were calculated with the miss-
ing coordinates as dependent variables, and other remaining coordinates as independent 
variables. We used a Moore-Penrose pseudo-inverse matrix to solve for the under-con-
strained linear algebraic regression equations. In order to examine the efficacy of the pro-
posed interpolation method, we virtually created crania with missing portions, and the 
missing landmarks in the crania were then re-estimated for comparisons with their true 
values. The computed positions of the missing landmarks are located reasonably close to 
the corresponding landmarks on the original cranium, indicating that the present interpola-
tion method may be effective for subjective estimation of missing parts in fossil crania. 
However, this estimation method seems not to be applicable to the estimation of missing 
landmarks in the basicranial region, possibly because of the low correlation between the 
shape of the basicranium and the rest of the cranium.
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18.1  Introduction

During fossilization, crania are often fractured and all of the 
component fragments are rarely recovered. To restore the 
antemortem appearance of a fossil cranium, it is necessary to 
correctly assemble the fragments, eliminate distortions, and 
compensate for missing parts. In the present paper, we con-
sider the interpolation of the missing parts in the process of 
cranial reconstruction. Establishing an anatomically- accurate 
interpolation of the missing parts of fossil crania is of crucial 
importance for the correct estimation of brain morphology 
based on cranial shape information.

Conventionally, such interpolation is created manually 
using plaster as filler based on the knowledge and experience 
of skilled anthropologists. However, in order to more pre-
cisely interpolate missing parts in fossil crania, researchers 
have recently attempted to digitally interpolate missing parts 
in a virtual space using a composite technique involving 
X-ray computed tomography (CT) and computer-assisted 
morphology. Mainly two methods have been proposed for 
such interpolation: geometric interpolation using a spline 
function, and statistical interpolation using multivariate 
regression (Gunz et al. 2009).

Geometric interpolation interpolates a missing part based 
on data mapped from a complete reference specimen using a 
spline function. Specifically, the existing portion of the spec-
imen to be interpolated is used to define the mapping func-
tion, and the corresponding portion of the complete specimen 
is mapped to the partial specimen in order to reconstruct the 
missing parts. For example, using modern human and ape 
crania as referfences, Gunz et al. (2009) attempted to recon-
struct the cranial morphology of Homo erectus 
KNM-WT-15000 (Turkana Boy). This method yields ana-
tomically natural, morphologically consistent interpolation 
of the missing parts, but the reconstructed results vary 
depending on the reference specimen used.

On the other hand, statistical interpolation based on multi-
variate regression is a method to estimate missing coordinates 
based on a sample of complete specimens as a reference data-
set. Multivariate regressions are calculated with the missing 
coordinates as dependent variables and other coordinates as 
independent variables. These equations are then applied to 
predict the missing coordinates. Weaver and Hublin (2009), 
for example, used this technique to restore the position of the 
sacrum in a Neanderthal pelvis (Tabun 1) based on a human 
pelvis specimen using the Expectation Maximization 
Algorithm for the estimation of regression coefficients.

To compute a multivariate regression analysis, the num-
ber of the samples in the reference dataset has to exceed the 
number of landmark coordinates used as independent vari-
ables. However, the number of reference specimens that can 
be used for analysis is often limited, although more land-
mark coordinates are certainly necessary to precisely capture 

the morphological characteristics of each cranial specimen. 
Previously, Neeser et al. (2009) employed the principal com-
ponent analysis to reduce the number of independent vari-
ables used in the estimation of missing landmarks. However, 
a certain amount of morphological variance is certainly lost 
in such data reduction.

In the present study, we propose a method to statistically 
interpolate missing coordinates of human crania based on a 
multivariate regression analysis using a small number of cra-
nial specimens. In a multivariate regression analysis, values 
of the regression coefficients that best fit the reference data 
are uniquely calculated by minimizing the summed squared 
error. However, if the number from the reference dataset is 
smaller than the number of landmarks, the problem becomes 
under-constrained, hindering the use of the multivariate 
regression analysis for the interpolation of missing parts in 
fossil crania. Nevertheless, such ill-posed problems can be 
made well-posed if the problem is regularized by introducing 
an additional constraint. Here we introduced a norm- 
minimization criterion to solve for the under-constrained 
 linear algebraic equations to compute the regression coeffi-
cients. To evaluate the performance of the proposed interpo-
lation method, we virtually created crania with missing 
portions and the missing landmarks were re-estimated by the 
proposed method.

18.2  Materials and Methods

18.2.1  Specimens

We used a total of 56 crania (23 female and 33 male) from the 
modern Japanese population housed at Kyoto University to 
construct the reference database of human cranial shape. Each 
cranium was scanned using a CT scanner and cross- sectional 
images were reconstructed at 0.5 mm intervals, with a pixel 
size of 0.5 mm or 0.468 mm. The images were then transferred 
to medical imaging software (Analyze 9.0; Mayo Clinic, 
USA) and the 3D surface model of the cranium was generated 
as a triangular mesh model using the marching cube method. 
The mesh structure was then regenerated using its curvature 
flow in conjunction with reverse engineering software 
(RapidForm 2006; INUS Technology, Korea). The 3D coordi-
nates of midsagittal landmarks and midpoints of bilateral land-
marks were digitized using the same software and the medial 
sagittal plane was calculated using the least square method.

18.2.2  Landmarks

To capture the cranial morphology of each specimen, we 
applied the sliding semi-landmark method (Bookstein 1997), 
and the variability in the cranial shape was represented by 
means of the landmark-based geometric morphometric method.

H. Amano et al.
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Firstly, the 52 anatomical landmarks listed in Table 18.1 
(#1-#31) were digitized on the surface of each cranium 
(Fig. 18.1). In addition, the superior nuchal, temporal and 
supraorbital curves were approximated using a seventh-order 
Bezier curve and a total of 14 equally-spaced points along 
each of the curves were also defined as landmarks (#32-#38). 
Therefore, a total of 66 landmarks were extracted for each 
cranium as non- sliding landmarks.

On one specimen chosen as a template from the reference 
database, we defined semi-landmarks based on the shortest 
paths connecting pairs of anatomical landmarks (Morita et al. 
2013). Specifically, the above 66 non-sliding landmarks, as 
well as 14 equally-spaced points along the midsagittal curve 
(between the nasion and inion), were used to calculate the 
shortest paths connecting pairs of landmarks. The equally-
spaced points along the paths were then computed (Fig. 18.2). 

A total of 85 landmarks including the 14 midsagittal equally-
spaced points were designated as sliding semi-landmarks.

This template configuration was then used to determine 
the locations of the semi-landmarks on the other crania. 
For this, the coordinates of the 66 non-sliding landmarks 
were used to define a thin-plate function describing a 
mapping from the template configuration to a target speci-
men. The sliding landmarks from the template were 
deformed to the target specimen using this mapping func-
tion. The sliding landmarks were then projected onto and 
slid along the cranial surface of the target specimen so as 
to minimize the bending energy of the thin-plate spline 
method. This process is iterated until the solution con-
verges. In the present study, Templand in the EVAN 
Toolbox (www.evan-society.org) is used to calculate the 
positions of the sliding landmarks corresponding to the 
two template configurations.

The morphology of each cranium was therefore repre-
sented by a total of 151 landmark coordinates that were 
evenly distributed across the cranial surface. In order to rep-
resent cranial shape variability, the landmark coordinates 
were normalized for centroid size and registered using the 
Generalized Procrustes Analysis using Morphologika geo-
metric morphometric software (O’Higgins and Jones 2006). 
See O’Higgins and Jones (1998) and O’Higgins (2000) for 
more details about the calculation method.

18.2.3  Estimation of Missing Landmark 
Coordinates

Based on the sample of 56 complete specimens with 151 
landmark coordinates, multivariate regressions are calcu-
lated with the missing coordinates as dependent variables 
and the other remaining coordinates as independent vari-
ables. Let Δpi (i = 1..N) be the (3 × 1) position vector of the 
i-th missing landmark from the corresponding landmark on 
the averaged cranium (Procrustes consensus configuration), 
N be the number of missing coordinates and Δx be the 
({3(151-N)} × 1) vector representing the deviations of the 
remaining landmark coordinates from the consensus config-
uration. The regression equations can be written as:
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where Ai is the (3 × {3(151-N) + 1}) matrix of the regression 
coefficients for Δpi. Therefore, Δpi corresponds to the 
dependent variables while Δx corresponds to the indepen-
dent (explanatory) variables. To solve for Ai, we exploited 
correspondence between Δpi and Δx in the complete speci-
mens. Specifically we solved the following simultaneous lin-
ear algebraic equations for Ai.

Table 18.1 Descriptions of the landmarks used in the present study

Number Landmark name Type

1 Nasion m
2 Glabella m
3 Inion m
4 Opisthion m
5 Maxillonasofrontale b
6 Uppermost point on the orbital margin b
7 Frontomalare-orbitale b
8 Frontomalare-temporale b
9 Stephanion b
10 Asterion b
11 Intersection of nuchal line and occipitomastoid suture b
12 Mastoidale b
13 Posterior end of the margin of temporal fossa b
14 Porion b
15 Rhinion m
16 Akathion m
17 Prosthion m
18 Alveolon m
19 Sphenobasion m
20 Basion m
21 Alare b
22 Zygoorbitale b
23 Orbitale b
24 Zygomaxillare b
25 Ektomolare b
26 Jugale b
27 Most inferior point of the temporozygomatic suture b
28 Most anterior point of the posteior margin of the palate b
29 Most lateral point of the margin of the foramen magnum b
30 Infratemporale b
31 Stenion b
32–34 Equally spaced points along the nuchal line b
35–36 Equally spaced points along the temporal line b
37–38 Equally spaced points along the supraorbiral line b

Note: m = midsagittal landmark; b = bilateral landmark
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where Δpi,j and Δxj (j = 1..S) are Δpi and Δx of the j-th com-
plete specimen, respectively, and S is the number of refer-
ence specimens (=56).

As the number of equations (3 × 56 = 168) is much less 
than the number of unknown coefficients (3 × {3 × (151 − 56) 
+ 1} = 858), the problem is under-constrained and therefore 
no unique solution can be obtained. However, such an ill- 
posed problem can be made well-posed if the problem is 
regularized by introducing an additional constraint. Here we 
introduced a norm-minimization criterion to solve for the 
under-constrained linear algebraic equations to compute the 
regression coefficients. Using the Moore-Penrose pseudo- 
inverse matrix, the norm-minimizing solution for Ai can be 
computed as:
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where X + is the Moore-Penrose pseudo-inverse matrix of X.

18.2.4  Virtual Crania with Missing Portions

In order to examine the efficacy of the proposed interpola-
tion method, we virtually created two crania with missing 
portions. The missing landmarks in the crania were 
 re- estimated using Eq. (18.1). Figure 18.3 shows the land-
marks of the virtually-generated crania based on one speci-
men (KUMA554). For each specimen, we virtually created 
holes (missing portions) on the parietal, frontal and basicra-
nial regions of each at two different sizes: small and large 
holes corresponding to 5 and 20 landmarks, respectively. 
The estimated coordinates of the missing landmarks were 
compared with their true values. The same coordinate esti-
mations were also obtained based on the conventional geo-
metric interpolation, i.e., the interpolation by deformation of 
the consensus cranium based on the thin-plate spline func-
tion defined using the existing portion of the crania.

18.3  Results

Figure 18.4 compares the estimated positions of the miss-
ing landmarks on the parietal region of the two crania with 
the true values of the corresponding landmarks. Here the 
cranial shape is represented by the wireframe connecting 
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the landmarks. Figures 18.5 and 18.6 compare the esti-
mated and true positions of the missing landmarks on the 
frontal and basicranial regions, respectively. As illustrated, 
the estimated positions of the missing landmarks are 

located reasonably close to the corresponding landmarks 
on the original crania.

The mean prediction errors (± standard deviation) were 
1.1 ± 0.3 mm and 1.6 ± 0.5 mm for the small and large parietal 

Fig. 18.2 (a) Sliding and 
non-sliding landmarks used in 
the present study. (b) Wireframe 
connecting landmarks for 
visualization of variation in 
cranial shape

18 Statistical Interpolation of Missing Parts in Human Crania…
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holes on KUMA554, respectively, and 0.6 ± 0.4 mm and 
1.3 ± 0.7 mm, respectively on KUMA1421. The maximum 
errors were 1.4 mm and 3.2 mm for the small and large pari-
etal holes, respectively.

The mean prediction errors of the small and large holes on 
the frontal bone were 1.0 ± 0.6 and 1.4 ± 0.7 mm on KUMA554, 
respectively, and 0.7 ± 0.3 and 1.1 ± 0.6 mm, respectively on 
KUMA1421. The maximum errors were 1.8 mm and 3.1 mm 
for the small and large frontal holes, respectively.

The mean prediction errors of the small and large basicra-
nial holes were 3.2 ± 1.1 and 4.0 ± 1.5 mm on KUMA554, 
respectively, and 2.5 ± 1.3 and 4.1 ± 1.8 mm, respectively on 
KUMA1421. The maximum errors were 4.3 and 9.0 mm for 
the small and large basicranial holes, respectively.

Figure 18.7 compares the mean prediction errors of the 
present method with those of the conventional geometric 

interpolation method. The results indicate that the prediction 
errors of the parietal and frontal holes in the present interpo-
lation method are generally smaller than or equal to those of 
the geometric interpolation method. It was also observed that 
the predictive errors of the present method are significantly 
smaller than those of the conventional geometric method for 
the interpolation of large holes. However, much larger pre-
diction errors were observed in the estimation of the basicra-
nial region by both methods.

18.4  Discussion

In the present study, we attempted to interpolate missing 
portions of the human cranium based on a statistical 
 interpolation method with a small number of specimens. 

a

b

c

Fig. 18.3 Virtually generated 
crania with missing parts. (a) 
parietal, (b) frontal and (c) 
basicranial regions are missing. 
Left and right columns represent 
crania with small and large holes, 
respectively
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The mean prediction errors were found to be smaller than 
2 mm, a magnitude of accepted error in estimation of miss-
ing landmarks (Neeser et al. 2009), in the frontal and pari-
etal areas, indicating that the estimates are reasonably 
accurate. The present study also showed that the prediction 
errors were generally smaller than or equal to those of the 
conventional geometric interpolation method. The present 
method can therefore be used as a tool to estimate missing 
parts in human crania. In particular, if the missing portion 
is large, the performance of the present method tends to be 
much better than that of the conventional geometric method. 
This is consistent with Neeser et al. (2009) who noted that 
the thin-plate splines show comparatively larger errors in 
estimating landmarks over large areas.

However, it must be noted that the mean prediction errors 
were found to be much worse in the basicranial area. The 
cause of this discrepancy is currently obscure, but this fact 
may indicate that the shape of the basicranial region is cor-
relates less with other parts of the cranium. Actually, it was 
suggested that the morphological relationship among various 
regions of the cranial base is poorly integrated (Bruner and 
Ripani 2008) possibly due to differential maturation of these 
structures (Bastir et al. 2006; Lieberman et al. 2000). This 
issue should be addressed in future studies. In any case, this 
estimation method seems not to be applicable to the estima-
tion of missing landmarks in the basicranial region.

In the multivariate regression analysis, the relationship 
between dependent variables and independent variables are 

KUMA554

KUMA1421

S

L

S

L

Fig. 18.4 Estimated positions of the missing landmarks in the parietal 
region. Dots represent the estimated coordinates. S and L indicate cra-
nia with small and large holes, respectively. Dotted wireframe = esti-
mated. Solid wireframe = original

KUMA554

KUMA1421

S

L

S

L

Fig. 18.5 Estimated positions of the missing landmarks in the frontal 
region. Dots represent the estimated coordinates. S and L indicate cra-
nia with small and large holes, respectively. Dotted wireframe = esti-
mated. Solid wireframe = original
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generally determined based on the minimization of the least 
mean square error of the regression equations. For this, there 
must be more samples (equations) than unknown regression 
coefficients. However, if the number of landmarks 
 representing the cranial morphology becomes large, accu-
mulating a number of specimens larger than the number of 
landmarks becomes extremely difficult. In the present study, 
we introduced a norm-minimization criterion to solve for the 
regression equations with a small number of specimens that 
can be used for the multivariate regression analysis. What we 

have aimed for here is to minimize the norm of matrix Ai or, 
more precisely, the sum of the norms of the column vectors 
constituting Ai. If the elements of Ai are all zero, Δpi in Eq. 
(18.1) becomes zero and the estimated coordinates of the 
missing landmarks always correspond to those of the con-
sensus configuration. Therefore, the regression equations 
solved based on the norm-minimization criterion would pro-
vide an estimation of the missing landmark coordinate that is 
closest to the corresponding landmark coordinate in the con-
sensus configuration (where Δpi = 0). This may explain why 

KUMA554

KUMA1421

S

L

S

L

Fig. 18.6 Estimated positions of 
the missing landmarks in the 
basicranial region. Dots represent 
the estimated coordinates. S and 
L indicate crania with small and 
large holes, respectively. Dotted 
wireframe = estimated. Solid 
wireframe = original
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the proposed method shows a good predictive performance. 
However, the predictive performance must be further tested 
with a larger number of datasets.

In future, we plan to apply the proposed method for 
reconstruction to Neanderthal fossil crania. However, this 
will be a challenge since the shape of the modern human 
crania is certainly very different from that of Neanderthals, 
and the specificity of the sample must be taken into account 
when using reference populations. A practical application of 
the proposed method to actual fossil crania should be inves-
tigated in future studies.
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Fig. 18.7 Comparisons of the prediction errors of the missing land-
mark coordinates between the present method and the conventional 
geometric interpolation (GI). S and L indicate the prediction errors of 
the small and large holes, respectively. The error bars represent one 
standard deviation. (a) parietal, (b) frontal and (c) basicranial regions

18 Statistical Interpolation of Missing Parts in Human Crania…

http://hyms.fme.googlepages.com/resources


171T. Akazawa et al. (eds.), Dynamics of Learning in Neanderthals and Modern Humans Volume 2: Cognitive and Physical Perspectives,  
Replacement of Neanderthals by Modern Humans Series, DOI 10.1007/978-4-431-54553-8_19, © Springer Japan 2014

Abstract

Semi-landmarks play an important role in the analysis of the fossil crania. While anatomi-
cal landmarks can be located reliably, locating semi-landmarks consistently is difficult 
because they are generally distributed around featureless regions and cannot be located 
using local shape descriptors.

We consider the problem of semi-landmark transfer in this research: given a surface 
mesh A (with landmarks PA and semi-landmarks QA) and a surface mesh B (with landmarks 
PB), transfer the semi-landmarks of A onto B. In other words, compute the positions of semi-
landmarks QB of B using PA, QA and PB. We solve this problem using a surface-based defor-
mation technique: we minimize the bending energy of the deformation over the surface 
rather than over the whole 3D space (which is the case of sliding semi-landmarks).
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19.1  Introduction

Estimating the positions of semi-landmarks is important in 
the analysis of the fossil crania (Gunz et al. 2009). While 
anatomical landmarks can be located reliably, locating 

semi- landmarks consistently is difficult task because they 
are generally distributed around featureless regions and can-
not be located them using local shape descriptors.

To estimate the positions of semi-landmarks, the problem 
of semi-landmark transfer is considered in this research. 
Given a surface mesh A (the source model with landmarks PA 
and semi-landmarks QA) and a surface mesh B (the target 
model with landmarks PB), the semi-landmarks of A are 
transferred onto B. In other words, the positions of B’s semi- 
landmarks QB are computed using PA, QA and PB. It is 
assumed that landmarks P pA A

i

ki

= { }
=1

 and P pB B
i

ki

= { }
=1

 have 
the same size, and that each landmark pA

i

 on A has a corre-
sponding landmark pB

i

 on B (i = 1, ⋯, k). Similarly, semi- 
landmarks Q qA A

i

li

= { }
=1

 and Q qB B
i

li

= { }
=1

 have the same 
size, and each semi-landmark qA

i

 on A corresponds to the 
semi-landmark qB

i

 on B (i = 1, ⋯, l). Figure 19.1 shows input 
for the semi-landmark transfer problem.

The sliding semi-landmark method (Bookstein 1997) is the 
standard approach to semi-landmark transfer. With this tech-
nique, semi-landmarks are transferred to minimize the bend-
ing energy of the thin-plate spline warp (Bookstein 1989) 
between PA ∪ QA and PB ∪ QB. This minimization problem is 
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solved by applying the following procedures iteratively (Gunz 
et al. 2005):
 1. Tangential optimization: under the constraint that each 

semi-landmark is allowed to move only along the tangent 
plane, semi-landmark positions are updated by minimiz-
ing the bending energy of the thin-plate spline warp.

 2. Projection: the optimized semi-landmarks are projected 
onto the closest points on the surface.
As the semi-landmarks deviate from the surface after tan-

gential optimization, they need to be projected back onto the 
surface. The thin-plate spline deformation technique is a fun-
damental tool in the sliding method, but has the following 
disadvantages:
• The bending energy over the whole 3D space is consid-

ered and minimized; however, we are only interested in a 
region around the surface of the cranium.

• When a thin-plate spline deformation function is deter-
mined, only a small set of discrete points on the surface 
(i.e. landmarks and semi-landmarks in this case) is con-
sidered and other points on the surface are ignored.
Although the latter problem is alleviated to some degree 

by tangential optimization and projection, the sliding method 
has the same disadvantages.

The proposed method for semi-landmark transfer is also 
based on an energy minimization approach, but involves the 
minimization of the bending energy over the surface rather 
than over the whole 3D space (which is the case of the slid-
ing method). The proposed approach has the following char-
acteristics in contrast to those of the sliding method:
• Only bending energy over the surface of the cranium is 

considered and minimized.
• When a deformation function is determined, all the verti-

ces and triangles on the surface mesh are considered (via 
the use the Laplace–Beltrami operator).

As more surface information is used in this technique 
than in the sliding method, more accurate transfer results can 
be expected. The minimization leads to a bi-Laplace equa-
tion, which can be solved discretely as a sparse linear 
system.

19.2  Method

19.2.1  Overview

While the sliding method involves the deformation of the 
whole 3D space, only the surface is deformed in the pro-
posed approach via a technique called surface-based defor-
mation (Botsch and Sorkine 2008). Such deformation (or 
more specifically Laplacian mesh deformation) is computed 
by minimizing the bending energy over the surface. In this 
work, we assume that the surface is discretized and repre-
sented as a triangle mesh. Minimizing the bending energy 
over the surface mesh is equivalent to solving the bi- 
Laplacian system:

 L2 x = 0,  (19.1)

where L is a Laplacian matrix (a discretization of the Laplace- 
Beltrami operator) and x is a variable vector.

Additionally the interpolation condition is enforced (i.e. 
the landmarks on the source model are transformed to the 
landmarks on the target model) and a constrained optimiza-
tion is solved, minimizing

 x xT TL L
2 2 ,  (19.2)

subject to the interpolation condition. Suppose that the con-
straint is expressed as

Fig. 19.1 Input of semi-landmark transfer: (a) source model with landmarks and semi-landmarks; (b) target model with landmarks. White dots 
indicate landmarks and black dots indicate semi-landmarks

M. Moriguchi et al.
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 Cx b= ,  (19.3)

for a constraint matrix C. Then, using the Lagrange multi-
plier method, the following linear system is obtained:
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where λ is the vector of the Lagrange multipliers.

19.2.2  The Linear System

As in Allen et al. (2003), we assign an Affine transformation 
to each vertex of the mesh and compute it by minimizing the 
bending energy. Since the landmarks PA on A corresponds to 
the landmarks PB on B, we set hard constraints: PA is trans-
formed to PB. This constrained optimization can be solved by 
the Lagrange multiplier method and it reduces to the linear 
system as shown in Welch and Witkin (1992).

 Let
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be the Affine transformation assigned to the ith vertex of the 
surface mesh A. Then, for x-coordinates, we solve the fol-
lowing linear system:
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where L is a Laplacian matrix, ⊗ denotes the Kronecker 
product, I4 is the identity matrix of size 4, ax is a variable cor-
responding to the Affine transformations, Cax = bx is the set 
of the hard constraints, and λx is the vector of the Lagrange 
multipliers. Specifically,

ax a x a x a x a x a x a x a x a x= ( )1
1

1
2

1
3

1
4

2
1

2
2

2
3

2
4, , , , , , , , � .

L LT2 2  corresponds to the bi-Laplacian system, and the ith 
row of Cax = bx corresponds to the constraint by which pA

i

 
is transformed into pB

i

 (i = 1, ⋯, k). The linear system is 
large and sparse, and its size is (4n + k) × (4n + k), where n is 
the number of the vertices of the surface mesh A and k is the 
number of the landmarks. There are similar linear systems 
for y- and z-coordinates. Solving these three linear systems 
gives the Affine transformations of the vertices.

It should be noted that, since the coefficient matrices of the 
linear system for y- and z-coordinates are the same as that of the 
linear system for x-coordinates, the decomposition results can 
be reused to save the computational time of the linear solves.

19.2.3  Numerical Stability

The area-normalized cotangent weighting is a better discreti-
zation of the Laplace–Beltrami operator. However, its 
Laplacian matrix is asymmetric and it causes numerical sta-
bility issues for the problem at hand (i.e. the linear system 
that contains L LT2 2 ). Accordingly, the unnormalized cotan-
gent weighting is used for the discretization of the Laplace- 
Beltrami operator. For a linear solver, we use UMFPACK 
(Davis 2004).

19.3  Experimental Results

We applied the proposed method to two modern Japanese 
crania (housed at Kyoto University), which are represented 
as triangle meshes. One is used as a source model and the 
other is used as a target model. The target model has missing 
parts on maxilla, where neither landmarks nor semi- 
landmarks are located. The source model has 13 landmarks 
(anatomical landmarks) and 93 semi-landmarks as shown in 
Fig. 19.2, and the target model has 13 landmarks as shown in 
Fig. 19.3. The semi-landmarks were placed at equally spaced 
points along the shortest paths between landmarks (Morita 
et al. 2011). The semi-landmarks on the source model were 
transferred onto the target model via the surface-based 
deformation.

Before applying the surface-based deformation, we first 
simplified the models into meshes with 100,000 faces to 
reduce the computational time and space, and to increase the 
numerical stability. Then we start performing semi-landmark 
transfer by minimizing the bending energy over the surface. 
As a comparison, we also applied the sliding method to the 
same input. The results of transfer using the both methods 
are shown in Fig. 19.4. In this figure, we can see that many 
of the semi-landmarks computed using the proposed method 
are positioned to the right of those computed using the slid-
ing method. Because the source model has a bump at the left 
side, the deformation from the source model to the target 
model should pull back the bump (i.e. move it to the right). 
We estimate that the influence of this pull-back effect is 
stronger in the surface-based deformation and that this is the 
reason for the differences in the results.

19.4  Conclusions

In this research, we propose a method for semi-landmark 
transfer using surface-based deformation. By minimizing the 
bending energy of the deformation over the surface, we can 
transfer the semi-landmarks on the source model into the tar-
get model. This minimization problem reduces to a large 
sparse linear system. The preliminary experiments indicated 

19 Transferring Semi-Landmarks by Minimizing Bending Energy on Surfaces
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Fig. 19.2 Source model with 
landmarks and semi-landmarks: 
(a) frontal view; (b) posterior 
view; (c) superior view; (d) 
lateral view. White dots indicate 
landmarks and black dots 
indicate semi-landmarks

Fig. 19.3 Target model with 
landmarks: (a) frontal view; 
(b) posterior view; (c) superior 
view; (d) lateral view. White dots 
indicate landmarks

M. Moriguchi et al.
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that the proposed method is more sensitive to the geometric 
differences between the source model and the target model 
than the sliding method.

As a future research, we plan to improve the transfer 
results by adding positional soft-constraints to the linear sys-
tem to enable better alignment of the vertices (other than the 
landmarks) for higher-quality results.
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Abstract

We propose a CT image segmentation method using structural analysis. The aim of our 
research is to decompose assembled fossil of skeletons and crania into fragments in the area 
of fossil reconstruction. One challenge specific to this type of segmentation procedure is the 
separation of fragments where their gaps are not necessarily clear. We previously proposed 
a method of segmenting CT images using structural analysis. This technique is based on the 
assumption that the interference area (joint) between components (bones) is structurally 
weak. We compute strain, which tends to be large in structurally weak areas and segment 
the image in the region of high strain. With this approach, there is a need to specify bound-
ary conditions for the structural analysis, namely, loading conditions (loading forces and 
their positions) and locations of fixed boundaries. In our previous work, we proposed a 
method of optimizing loading forces given loading positions and fixed boundary positions. 
In this study, we propose a method to find both of those positions to automate the segmenta-
tion procedure. Some segmentation results generated by our prototype software demon-
strate applicability of the proposed method.

Keywords

Fossil reconstruction • Image processing • Segmentation • Structural analysis

CT Image Segmentation for Bone 
Structures Using Image-Based FEM

Hiromasa Suzuki, Hiroyuki Hishida, Takashi Michikawa, 
Yutaka Ohtake, Satoshi Oota, Naomichi Ogihara,  
and Osamu Kondo

20

H. Suzuki (*) • H. Hishida • T. Michikawa 
Research Center for Advanced Science and Technology, University 
of Tokyo, Komaba 4-6-1, Meguro-ku, Tokyo 153-8904, Japan
e-mail: suzuki@den.rcast.u-tokyo.ac.jp; hiroyuki_hishida@ihi.
co.jp; michi@den.rcast.u-tokyo.ac.jp 

Y. Ohtake 
Department of Precision Engineering, University of Tokyo, 
Komaba 4-6-1, Meguro-ku, Tokyo 153-8904, Japan
e-mail: yu-ohtake@den.rcast.u-tokyo.ac.jp 

S. Oota 
RIKEN BioResource Center, 3-1-1 Koyadai, Tsukuba,  
Ibaraki 305-0074, Japan
e-mail: oota@riken.jp 

N. Ogihara 
Department of Mechanical Engineering, Faculty of Science  
and Technology, Keio University, 3-14-1 Hiyoshi, Kohoku-ku, 
Yokohama, Kanagawa 223-8522, Japan
e-mail: ogihara@mech.keio.ac.jp 

O. Kondo 
Department of Biological Sciences, Graduate School of Science, 
University of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113-0033, 
Japan
e-mail: kondo-o@biol.s.u-tokyo.ac.jp



178

20.1  Introduction

We propose a CT image segmentation method using struc-
tural analysis. The aim of our research is to decompose 
assembled fossil of skeletons and crania into fragments in 
the area of fossil reconstruction. X-ray CT is used to scan an 
assembly, then its image is manually segmented into bone 
pieces. Figure 20.1a, b show the CT image of the fossil cra-
nium and the segmentation results respectively. Considering 
the number of fragments involved, it is desirable for this 
segmentation procedure to be automatic. A challenge spe-
cific to this segmentation procedure is the separation of 
fragments where their gaps are not necessarily clear. Various 
image segmentation methods are available, such as 
approaches based on active contour (Kass et al. 1988; Pardo 
et al. 2001; Sebastian et al. 2003), region growing method 
(Adams and Bischof 1994; Joliot and Mazoyer 1993; Mat-
Isa et al. 2005), watershed method (Vincent and Soille 1991; 
Grau et al. 2004; Hahn et al. 2006), and graph-cut method 
(Boykov and Funka-Lea 2006). However, none of these 
match our objectives.

For this reason, we previously proposed a method of seg-
menting CT images using structural analysis (Hishida 2013). 
The technique is based on the assumption that the interfer-
ence area (joint) between components (bones) is structurally 
weak. Figure 20.2 shows the flow of computation of this 
method. Figure 20.2a shows the input image of the bone 
pieces with their joints indicated in red. (b) shows white 
ROIs (region of interest) which are specified by the user. 
Then loading forces shown in (c) and (d) are applied to these 
ROIs. We compute strain using image-based FEM (finite ele-
ment method) analysis (Bendsoe and Kikuchi 1988), where 
each pixel (or voxel in 3D) is used as a structural element of 
FEM (Rao 2005). As the strain tends to be large in structur-

ally weak areas, we remove such pixels in the regions of high 
strain. We iterate strain calculation and removal until the input 
image is decomposed into multiple fragments. Figure 20.2e 
shows the decomposed image and (f) shows segmented 
regions. The method can be used to segment low-contrast CT 
images—a task that is difficult with conventional methods.

The main advantage of the proposed approach is its reli-
ability; because it involves structural analysis, appropriate 
object segmentation in structurally weak areas is guaranteed.

20.2  Methods

20.2.1  Strain Computation Using FEM

Our method is based on the computation of strain over the 
image using image-based FEM. First region of an object in 
the image is selected by a standard thresholding method. 
In Fig. 20.3, each cube corresponds to a pixel p  of an object 
in an image and also acts as a finite element of FEM. The 
corners of these cubic elements are nodal points which have 
freedom of displacement x. We specify fixed boundaries and 
loading forces to those nodes. At the fixed nodes, their dis-
placements are restricted. The loading forces applied to these 
nodes are represented as a vector f. For each element, we 
specify material properties such as Young’s modulus and 
Poisson ratio based on its pixel value (CT value). Then we 
can compute stiffness matrix K of the system which relate 
the displacement x and loading forces f as follows:

 Kx f= .  (20.1)

By solving this equation, we can obtain the displacement 
of the nodes from which von Mises strain ϵ(p) is computed at 
each pixel p.

Fig. 20.1 CT image of fossil cranium with assembled fragments (a). Segmentation results (b)

H. Suzuki et al.
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20.2.2  Estimation of Loading Forces

Our aim is to minimize efforts required for data input by the 
user. In our previous paper (Hishida et al. 2012), we pro-
posed a method to automatically estimate f, that is, the direc-
tions and strengths of the loading forces. After specifying the 
nodes of loading forces, fixed points and ROI which roughly 

surround the desired segmentation boundaries, the directions 
and strengths of the loading forces are estimated by solving 
an optimization problem. We introduce the following objec-
tive function to maximize to find f:

 

F = p .
p ROI

f( ) ( )å
Î

e ®
2

max
 

(20.2)

The purpose of this function is to maximize the sum of 
squared strain of pixels in the ROI. The gradient ascent 
method is used to find a maximum of the function.

 
f f f= + ( )lÑF ,  (20.3)

where λ is a step size. The loading forces shown in Fig. 20.2b, c 
are computed by this method.

20.2.3  Estimation of Positions of Fixed Nodes 
and Loading Nodes

It is tedious for the user to specify all the fixed and loading 
nodes, particularly in the case of 3D image segmentation. 
As each node can be fixed or loaded, the number of their 
combinations is exponential to the number of nodes. It is 
impossible, in practice, to find the optimal boundary condi-
tion of fixed and loading nodes, so we separate the boundary 
nodes into several groups as shown in Fig. 20.4. We call 
these fragments. A fragment consists of three types; fixed, 
loaded, and free. The nodes in a fragment are set to be fixed, 
loaded, or freed according to its fragment type.

In 2D images, given some initial number of fragments, we 
uniformly decompose the boundary to define segments. 
Then, we specify the fragment type to compute the distribu-
tion of the strain using the method described in the previous 
subsection. We check all possible fragment type assignments 
to find the best one which maximizes the objective function 
F(f) (see Fig. 20.5). In case the value of the function is below 
the user- specified threshold, the number of the fragments is 
increased and the above procedure is repeated. For 3D 
images, we use the Lloyd clustering method to define frag-
ments. First, we randomly select the given number of bound-
ary nodes as sites. Then, we group all the other nodes to their 
nearest site. Finally, we move the sites to the center of the 
group. This process is iterated until the sites are stable.

20.3  Results

We developed a prototype software based on the methods 
described in the previous section and applied it to the CT 
images of bone structures. Figure 20.6 shows a 2D example. 
(a) is the input image and (b) is the segmentation results. 
In Fig. 20.2a the boundary between the bone fragments is not 

Fig. 20.2 Flow of proposed segmentation procedures. Desired seg-
mentation boundaries in CT image (a). ROI (region of interest) involv-
ing the boundaries (b). Estimated loading forces on the boundaries (c) 
and zoomed in view (d). Removed pixels on the boundaries (e) and 
segmentation results (f)

20 CT Image Segmentation for Bone Structures Using Image-Based FEM
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Fig. 20.3 Image-based FEM. Fixed elements, loaded elements and elements in ROI

Fig. 20.4 Decomposition of boundary into fragments. Fragments consist of three types; fixed, loaded and free

Fig. 20.5 To assign types to fragments, strain distribution is evaluated. The type assignment with highest strain concentration is chosen for image 
segmentation

H. Suzuki et al.
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very clear but it was successfully recognized. In the stress 
distribution shown in (c), a region of high strain spreads along 
the boundary. It indicates that our method works properly for 
setting boundary conditions. Figure 20.7 shows a 3D exam-
ple. (a)–(c) are the input 3D image, segmentation results, and 
strain distribution respectively. The size of the 3D image is 
90 × 90 × 90 voxels and the computation takes about 20 h on a 
standard desktop PC. Our method is still computationally 
expensive for application to more complex 3D images.

20.4  Conclusions

We proposed a CT image segmentation method using FEM 
based structural analysis for the CT images of a skeleton of 
bone pieces contacting each other at the interface region where 
the contrast of the image is usually weak. By computing the 
strain distribution of a structure in the image, pixels with high 
level of strain are removed to segment the image along these 
pixels. To compute the strain distribution, we use the image-
based FEM method. In order to automatize the  procedure, we 

introduce methods to derive boundary conditions so as to 
bring high strain to the pixels in user-defined ROI. From the 
experimental results, we demonstrate that the proposed algo-
rithm works well with CT images with large or ambiguous 
interference regions. Our most important future work is to 
improve computation efficiency to enable application of our 
method to 3D problems of assembled fossil.

References

Adams R, Bischof L (1994) Seeded region growing. IEEE Trans Pattern 
Anal Mach Intell 16:641–647

Bendsoe M, Kikuchi N (1988) Generating optimal topologies in struc-
tural design using a homogenization method. Comput Methods 
Appl Mech Eng 71:197–224

Boykov Y, Funka-Lea G (2006) Graph cuts and efficient N-D image 
segmentation. Int J Comput Vis 70:109–131

Grau V, Mewes A, Alcaniz M, Kikinis R, Warfield S (2004) Improved 
watershed transform for medical image segmentation using prior 
information. IEEE Trans Med Imaging 23:447–458

Hahn H, Wenzel M, Konrad-Verse O, Peitgen H (2006) A minimally- 
interactive watershed algorithm designed for efficient CTA bone 
removal. Comput Vis Approaches Med Image Anal 178–189

Fig. 20.6 2D examples of segmentation. Input CT image (a), segmentation result (b) and strain distribution (c)

Fig. 20.7 3D examples of segmentation. Input CT image (a), segmentation result (b) and strain distribution (c)

20 CT Image Segmentation for Bone Structures Using Image-Based FEM



182

Hishida H, Suzuki H, Michikawa T, Ohtake Y, Oota S (2012) CT image 
segmentation using FEM with optimized boundary condition. PLoS 
One 7:2–1

Joliot M, Mazoyer B (1993) Three-dimensional segmentation and inter-
polation of magnetic resonance brain images. IEEE Trans Med 
Imaging 12:269–277

Kass M, Witkin A, Terzopoulos D (1988) Snakes: active contour mod-
els. Int J Comput Vis 1:321–331

Mat-Isa N, Mashor M, Othman N (2005) Seeded region growing fea-
tures extraction algorithm; its potential use in improving screening 
for cervical cancer. Int J Comput Internet Manag 13:61–70, ISSN 
No: 0858-7027

Pardo X, Carreira M, Mosquera A, Cabello D (2001) A snake for CT 
image segmentation integrating region and edge information. Image 
Vis Comput 19:461–475

Rao SS (2005) The finite element method in engineering, 4th edn. 
Elsevier Butterworth Heinemann, Oxford. ISBN 978-0-7506-7828-5

Sebastian T, Tek H, Crisco J, Kimia B (2003) Segmentation of carpal 
bones from CT images using skeletally coupled deformable models. 
Med Image Anal 7:21–45

Vincent L, Soille P (1991) Watersheds in digital spaces: an efficient 
algorithm based on immersion simulations. IEEE Trans Pattern 
Anal Mach Intell 13(6):583–598

H. Suzuki et al.



183T. Akazawa et al. (eds.), Dynamics of Learning in Neanderthals and Modern Humans Volume 2: Cognitive and Physical Perspectives, 
Replacement of Neanderthals by Modern Humans Series, DOI 10.1007/978-4-431-54553-8_21, © Springer Japan 2014

    Abstract  

  We performed a semi-virtual reconstruction of the endocast for Qafzeh 9, a representative 
of early anatomically modern humans in the Near East, by using sequential CT images of 
the present cranial reconstruction with manual clay infi lling of the gap and missing portions 
in the inner cranial surface. After assessing the reconstructed virtual endocast in terms of 
right-left (R-L) asymmetry, we morphed it in such a manner that the observed asymmetry 
reduced and fi t into the range of variation observed in recent humans. The assessment sug-
gests that the present reconstruction of the Qafzeh 9 cranium, possessing a signifi cant 
degree of R-L asymmetry, suffers from distortion. Directly measured endocranial volumes 
(1411 cc for the original reconstruction and 1477 cc for the morphed version) were smaller 
than previously published data (1531 cc) using least-square regression equations. After 
morphing, the endocast was higher at the middle cranial fossa and narrower at the frontal 
lobe, both characteristics falling within the range of recent human variation. Although the 
reconstructed Qafzeh 9 endocasts of both the original and morphed versions fi t into the 
endocranial evolution among lineages of the genus  Homo , many fossil crania may have 
undergone a substantial degree of taphonomic deformation. Therefore, application of pos-
sible corrections or hypothesis of plausible taphonomic scenarios should be part of a rea-
sonable assessment of a single precious fossil specimen.  

  Keywords  

  Endocranial volume (ECV)   •    Homo sapiens    •   Right-left asymmetry  

      Virtual Endocast of Qafzeh 9: 
A Preliminary Assessment 
of Right-Left Asymmetry 
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21.1         Introduction 

 The fi eld of paleoneurology is valuable to the study of human 
evolution because it contributes important information to 
other areas of paleoanthropology. Variations in the size and 
shape of endocasts help in differentiating among fossil spe-
cies. Moreover, comparisons of the size and shape of fossil 
endocasts link morphological evidence to behavioral and 
cognitive differences among fossil species, which might 
have driven the speciation between taxa. 

 We aim to perform reasonable reconstructions of fossil 
hominids in order to visualize the endocasts and to estimate 
their brain sizes. We also aim to obtain possible inferences for 
behavioral and cognitive differences between Neanderthals 
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and modern humans based on the estimated endocasts and 
brain sizes. 

 Fossil hominids have been reconstructed both manually 
and digitally from a series of original fragments of the skull 
(Zollikofer et al.  1998 ; Gunz et al.  2009b ). Because fossil 
skull reconstruction defi nes the size and shape of the endo-
casts, the validity or reliability of endocasts depends on the 
quality of cranial reconstruction. Therefore, many fossil endo-
casts have been produced after selection of relatively well-
preserved fossil crania based on better preservation or minimal 
distortion of the original fossils (Holloway et al.  2004 ). 

 In line with this consideration, we assessed the original 
status of the fossil cranium of Qafzeh 9 at the time of endo-
cast production. In this preliminary assessment, we focused 
on the degree of deformation or distortion. Deformation 
denotes all morphological changes including size, whereas 
distortion often refers to changes in shape or partial deforma-
tion from symmetry. In this study, we assessed the degree of 
distortion of the Qafzeh 9 cranium by comparing the degree 
of right-left asymmetry against a hypothetical midsagittal 
plane. We then tried to correct the degree of observed distor-
tion and applied it to the endocast. The Qafzeh 9 specimen is 
a fossil representative of early modern  Homo sapiens  and is 
important for studying the expansion of  H. sapiens  and the 
extinction of  Homo neanderthalensis . However, until now, 
an endocast of Qafzeh 9 has not been produced.  

21.2     Materials and Methods 

21.2.1     Virtual Reconstruction of the Qafzeh 
9 Endocast 

 Qafzeh 9 was discovered and excavated by Bernard 
Vandermeersch in 1969 from the Qafzeh Cave in Israel. 
It was associated with Middle Paleolithic assemblages of 

the Levallois–Mousterian culture (Vandermeersch  1981 ). 
In spite of a chronological age of more than 90,000 years BP 
(Schwarcz et al.  1988 ; Valladas et al.  1988 ) and an older type 
of associated lithic assemblage (Tabun C type in the Middle 
Paleolithic), human skeletal morphology from the Qafzeh 
Cave fossils is quite modern and in contrast to contemporary 
or even younger classic Neanderthals. According to the fi rst 
description, the Qafzeh 9 individual is an adult female whose 
cranial bones were crushed and heavily fragmented. The 
whole cranium has since been restored and reconstructed 
(Vandermeersch  1981 ). The endocranial features were only 
described for the parietal meningeal vessels because no 
endocasts had been created for this specimen. The degree of 
distortion was unknown, although the present reconstruction 
exhibits possible mediolateral compression and irregular dis-
tortions both in the neurocranium and the face (Fig.  21.1 ). 
In spite of this, the endocranial capacity was calculated to be 
between 1508 and 1554 cc using several regression equa-
tions of the linear measurements (Vandermeersch  1981 ), and 
a mean value of 1531 cc has been reported in textbooks (e.g., 
Holloway et al.  2004 ).

   We conducted a virtual reconstruction of the endocast 
from CT images of the specimen with a planar resolution of 
0.41 mm/pixel and a slice thickness of 0.5 mm. Because the 
inner surface of the original cranium was partially damaged, 
the reconstruction process included both digital and manual 
restoration, consistent with the method reported by Kubo and 
Kono ( 2011 ). We extracted the cranial model from the CT 
images using a threshold between the bone and air and pre-
pared a physical mold of the endocranium using a 3D printer. 
Then, we fi lled the gap and repaired the missing portions of 
the inner cranial surface with clay (Fig.  21.2 ). Although the 
potential error due to clay restoration cannot be precisely esti-
mated, the smaller portion of clay may support an error of less 
than 10–20 cc; this value has been speculated for the larger 
clay restoration of Minatogawa IV (Kubo and Kono  2011 ). 

  Fig. 21.1    Qafzeh 9 cranium and endocast model       
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A more complete surface model of the endocast was pro-
duced by rescanning CT images of the repaired mold.

21.2.2        Assessment of Right-Left Asymmetry 
and Correction of Distortion 

 We used landmark-based geometric morphometrics for 
assessment of right-left asymmetry. The human skull is con-
sidered as a typical example of “object symmetry,” which is 
the symmetry of objects that are symmetric in themselves. 
This means that the axis or plane of symmetry passes through 
the landmark confi guration of the object. Some landmarks 
may lie in the midline or mid-plane, whereas others exist as 
corresponding pairs on the left and right sides (Klingenberg 
et al.  2002 ). After a normal procedure of Procrustes superim-
position, the variance and covariance for each individual 
landmark is decomposed into symmetric and asymmetric 
components based on the pre-setting midsagittal plane. Each 
component is then analyzed using principal component anal-
ysis (PCA). The symmetric components exhibit individual 
variation under the assumption of full symmetric confi gura-
tion, whereas the asymmetric components express variation 
in terms of right-left asymmetry for each individual. 

 For this assessment, we digitized 3D coordinate data of 
anatomical landmarks on CT data from 20 recent Japanese 
skulls (ten males and ten females) plus two prehistoric 
Jomon skulls (one male and one female), both of which are 
stored at the University Museum, The University of Tokyo. 
The former recent Japanese skulls are cadaveric specimens 
from the anatomical collection, presenting normal asym-
metric variation without taphonomic distortion. The latter 
two skulls are archaeological samples that are assumed to 
be fossil representatives with a degree of deformation due 
to taphonomic factors. The degree of right-left asymmetry 
of Qafzeh 9 can be compared with that of the two Jomon 

specimens in terms of normal variation in the recent 
Japanese skulls. 

 While digitizing anatomical landmarks on sequential CT 
images, we established four landmarks to defi ne a midsagittal 
plane: prosthion (pr), opisthion (o), foramen incisiva (fi ), and 
lambda (l); we also established another four pairs of bilateral 
landmarks: fontomalare orbitale (fmoR, fmoL), crus commune 
(ccR, ccL), porion (poR, poL), and asterion (astR, astL) 
(Table  21.1 ). The captured 3D coordinates were then imported 
into software (MophoJ) and processed through a geometric 
morphometric analysis (Klingenberg  2011 ), where Procrustes 
superimposition and decomposition of the variance and covari-
ance were performed for each landmark. The asymmetric com-
ponents were then analyzed using PCA; the PCA plot expressed 
the variation in terms of right-left asymmetry. This enabled us 
to assess the degree of distortion for Qafzeh 9 among the distri-
bution of the 20 recent and two Jomon specimens.

   In the fi nal step, we corrected the observed asymmetry by 
morphing the Qafzeh 9 skull into a version that falls into the 
range of variation of recent specimens in terms of the asym-
metric components. For this step, we used a “3D morphing” 
procedure in the software “Landmark” (  http://graphics.idav.
ucdavis.edu/research/EvoMorph    ), which enables thin-plate 
spline warping of a 3D surface object to another based on the 
homological correspondence between anatomical landmarks 
of the two objects. We could do this by calculating target 
coordinates for the landmarks of Qafzeh 9 using the observed 
principal axis in the asymmetric components.  

21.2.3     Comparison of the Original 
and Morphed Versions of the Qafzeh 
9 Endocast with Those of Recent 
Humans 

 Both the original and morphed versions of endocasts for 
Qafzeh 9 were metrically compared and assessed using previ-
ous datasets (Kubo et al.  2012 ), which include the specimens 

  Fig. 21.2    Physical mold of Qafzeh 9 endocranium with infi lled clay       

    Table 21.1    Landmarks used in this study   

 1  pr  Prosthion 

 2  o  Opisthion 
 3  fi   Foramina incisiva 
 4  l  Lambda 
 5  fmoR  Right frontomalare orbitale 
 6  fmoL  Left 
 7  ccR  Right crus commune 
 8  ccL  Left 
 9  poR  Right porion 
 10  poL  Left 
 11  astR  Right asterion 
 12  astL  Left 
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in the asymmetric assessment and comprise 52 Japanese, 19 
Jomon, and 6 Australian aborigines. All samples were cap-
tured as 3D surface objects in the software “Rapidform 
XOS,” rearranged in correct anatomical direction, and mea-
sured on fi ve basic linear metrics and one endocranial vol-
ume (ECV) (Table  21.2 ). The difference in the metrics of 
the original and morphed versions of Qafzeh 9 was statisti-
cally assessed using a  T -test based on variation among the 
recent humans.

21.3         Results 

 The fi rst version of the endocast was captured from the intact 
(original) reconstruction (Fig.  21.3 ). This version fi ts the 
general morphology of a recent human endocranium, includ-
ing a high and voluminous cerebrum with a round contour of 
the frontal lobe. In addition, it exhibits a degree of asymme-
try in the parieto-temporal contours from the superoinferior 
or anteroposterior views, or in the orbit-frontal development, 
temporal convolution, and petrous depression from the infe-
rior view.

   Assessment of the degree of right-left asymmetry in the 
present Qafzeh 9 reconstruction is depicted in Figs.  21.4  
and  21.5 . Figure  21.4  exhibits the asymmetric components 
of variation from the consensus confi guration along the 
PC1 and PC2. The position of Qafzeh 9 falls far outside of 
the recent range of variation, deviating along the negative 
direction of PC1, whereas the two Jomon specimens fall 
within it. This suggests that the present reconstruction of 
Qafzeh 9 should be regarded as signifi cantly distorted over 
a normal range of variation in the recent individuals. 
Figure  21.5  depicts the directions and degrees of asymme-
try for Qafzeh 9 along the PC1. Although the deviation 
vectors are exaggerated by approximately four times the 
actual value (−0.045), the right-left asymmetry is conspic-
uous. The posterior neurocranium is skewed with right-

anterior and left-posterior warping. The face deviates 
toward the right as a whole and skews with the right-upper 
and the left-lower shift.

    The second version of the corrected endocast was pro-
duced by morphing the original (fi rst) endocast (Fig.  21.6 ). 
The warping direction and value were obtained from the 
PCA of the asymmetric variation components based on ana-
tomical landmarks on the skull, where the absolute value 
along the PC1 (0.045) was corrected for the right-left 
 asymmetry in the Qafzeh 9 skull. Thin-plate spline functions 
implemented with the software “Landmark” were used to 
morph the original endocast into the corrected version with 
warping of corresponding anatomical landmarks. The cor-
rection of asymmetry can be confi rmed in the morphed ver-
sion of the endocast (Fig.  21.6 , right), which gains a higher 
degree of symmetry from the inferior view.

   The two versions of the endocast were compared with 
each other and with the recent human standards using some 
selected metrics (Table  21.3 ). The ECV estimates were 1411 
cc for the original and 1477 cc for the morphed version of the 
Qafzeh 9 endocast. Both these values are greater than the 
recent average and within the range of one standard devia-
tion. They are smaller than the previously published mean 
value (1531 cc) (Vandermeersch  1981 ; Holloway et al. 
 2004 ). The morphing added to the volume by 66 cc, which is 
statistically signifi cant but less than one-half a standard devi-
ation of the combined recent sample. Morphological change 
after morphing was detected in a few metrics. The frontal 
width, i.e., the length between the bilateral frontal caps, was 
shortened by 6 mm. The cerebral height from the middle cra-
nial fossa was expanded by 10 mm. Both changes were sta-
tistically signifi cant, but the respective absolute values were 
well within the range of the recent specimens. Although the 
correction of right-left asymmetry by morphing caused a sig-
nifi cant degree of change in size and shape of the endocast, 
the general morphology of the Qafzeh 9 endocast still fi t 
with those of the recent humans.

   Table 21.2    Endocranial metrics used in this study   

 Name  Abbreviation  Defi nition 

 Cerebral length = telencephalon length  TL  Length between “fp” (frontal pole), the most rostral point on the frontal surface, 
and “op” (occipital pole), the most caudal point on the occipital surface 

 Frontal width  FW  Width across the lateral surface of the two frontal caps 
 Maximum width  MW  Maximum width on the ventral part to the presumable Sylvian impression 
 Cerebral height  CH  Height from the bottom of the middle cranial fossa (both side mean) to vertex 
 Endocranial height  EH  Height from the bottom of the cerebellar surface (both side mean) to vertex 
 Endocranial volume (cc)  ECV  Volume measured by counting the total voxels 
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  Fig. 21.3    Qafzeh 9 endocast based on original reconstruction       

  Fig. 21.4    Principal component analysis of the asymmetric component of the variation. 95 % confi dence limit is drawn for the recent specimens. 
 Green , recent Japanese;  blue , Jomon;  red , Qafzeh 9       

 

 



  Fig. 21.5    PC1 deviation vectors of Qafzeh 9 based on the asymmetric variation (scale factor = −0.2). The landmark numbers are the same as in 
Table  21.1        

  Fig. 21.6    Morphing the Qafzeh 9 endocast ( left ; org) into a modifi ed version ( right ; mor) along the PC1 of the asymmetric variation. The  center  
(org/mor) is a half-morphed version (50 % original plus 50 % modifi ed)       
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21.4        Discussion and Conclusions 

 Virtual reconstruction of fossil hominid crania has become a 
popular and widely used method in paleoanthropology 
(Zollikofer and Ponce de León  2005 ; Gunz et al.  2009b ). It is 
advantageous as a non-invasive, trial-free approach to recon-
structing precious fossil specimens and a new tactic for 
recovering missing portions and correcting deformations 
using digital toolkits, including geometric morphometrics. 
However, it should be cautioned that no “all-purpose” recon-
struction method exists because every estimation reconstruc-
tion should start from different assumptions and then use 
different algorithms. 

 For correction of deformation or distortion, it is necessary 
to consider and hypothesize about the process and context of 
the specimen. The main sources of detectable morphological 
deformation are presumed to be postmortem, due to geophysi-
cal diagenetic changes during taphonomic processes. The 
taphonomic deformation has been categorized in terms of its 
taphonomic scenarios into “fracturing deformation,” “plastic 
deformation,” and “expanding matrix deformation” (Ponce De 
León and Zollikofer  1999 ; White  2003 ). Among these, plastic 
deformation has been detected and corrected mathematically 
or digitally in virtual space under the principle of “symmetric 
restoration,” which hypothesizes the human skull as a typical 
example of “object symmetry.” Most cases of virtual re- 
deformation have been accomplished with this “symmetric” 
scheme (Ogihara et al.  2006 ; Zollikofer and Ponce de León 
 2005 ; Gunz et al.  2009b ). However, from the paleoneurologi-
cal viewpoint, completely symmetric restoration eliminates 
the opportunity to track right-left asymmetry in the endocast 
or brain morphology. For retaining the asymmetry signal, 
other approaches such as refl ection using thin-plate spline 
(Gunz et al.  2009b ) should be considered. 

 Our tentative approach for endocranial reconstruction of 
Qafzeh 9 started with assessment of right-left asymmetry 
among recent counterparts represented by non-deformed 
cadavers and two prehistoric specimens with possible tapho-
nomic alterations. The signifi cantly isolated position of 

Qafzeh 9 in the asymmetric assessment emphasizes the 
importance of correcting distortion in the present cranial 
reconstruction. Our correction strategy using asymmetric 
variation eliminates major portions (but not all) of the entire 
asymmetry, which shifts the position of Qafzeh 9 into the 
peripheral range of variation among recent humans. This 
suggests that our morphed version of the endocast retains a 
degree of the asymmetric signal characteristic of this indi-
vidual. However, because all taphonomic effects are untrace-
able, it is not possible to determine the correct division 
between the inherent and taphonomic factors in the observed 
asymmetry. To overcome this unsolvable issue to some 
degree, multiple, possible versions with different assump-
tions should be presented, and a plausible cloud should be 
created for the reconstruction. For example, a large-scale 
affi ne transformation can be estimated by averaging the 
directions of bilateral anatomical landmarks (Ponce de León 
and Zollikofer  1999 ). Alternatively, “geometrical recon-
struction” can be performed using thin-plate spline interpo-
lation (Bookstein  1997 ) from the average or individual recent 
reference specimens, because the assignment of Qafzeh 9 to 
 H. sapiens  ensures similarity of cranial shape between the 
two groups (Grine et al.  2010 ). 

 As previously mentioned, Qafzeh 9 is an early representa-
tive of anatomically modern  H. sapiens , which evolved in 
Africa and then dispersed into Eurasia. The cranium of 
Qafzeh 9 has been analyzed repeatedly by various scholars, 
ranging from multivariate analysis of linear measurements 
(Turbon et al.  1997 ; Pearson  2008 ) to geometric morphomet-
rics of 3D landmarks (Gunz et al.  2009a ; Gunz et al.  2009b ; 
Harvati et al.  2010 ). Our assessment of right-left asymmetry 
clearly indicates that the present reconstruction of the Qafzeh 
9 cranium possesses an inevitable and signifi cant degree of 
deviation from symmetry, far more than recent variation. 
This specimen may have undergone heavier deformation or 
distortion due to taphonomic processes. Because of these 
limitations, any morphological quantifi cation should be 
regarded with caution. 

 In evolutionary contexts of brain or endocast morphology, 
it is easy to assume that Qafzeh 9 should correspond to mod-
ern  H. sapiens , even after considering and repairing any 
taphonomic alterations. From a broader phylogenetic per-
spective, it has been suggested that the genus  Homo  experi-
enced a non-allometric widening of the brain at the 
parieto-temporal area and at the Broca’s cap in the frontal 
lobe; this widening is more prominent in Neanderthals than 
in modern humans (Bruner and Holloway  2010 ). In addition, 
although asymmetry in regional brain surfaces does not 
exhibit different patterns between fossil  Homo  specimens 
and modern  H. sapiens , Neanderthals may have possessed 
different proportional areas of frontal, parieto-temporal, and 
occipital lobes compared to those of anatomically modern 
 H. sapiens  (Balzeau et al.  2012 ). Our refi ned approach to the 

   Table 21.3    Comparisons of endocranial metrics from Qafzeh 9 origi-
nal (org) and morphed (mor) versions with combined recent samples   

 Qaf9 (org)  Qaf9 (mor)  Difference 

 Combined recent 
sample (n = 77) 

 (mm, cc)  Mean  s.d. 

 TL  175  176  +1  167.9  6.1 
 FW  103  99  −6 a   99.3  3.8 
 MW  133  132  −1  131  6 
 CH  113  123  +10 a   115.8  6.1 
 EH  131  133  +2  126  5.2 
 ECV (cc)  1,411  1,477  +66 a   1384.5  137.8 

   a Signifi cance < 0.1 %  
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Qafzeh 9 endocast will contribute to the progress of inter-
preting endocast morphology and variation among anatomi-
cally modern  H. sapiens .     
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    Abstract  

  We investigated the presumed differences in learning abilities between Neanderthals and 
modern humans by combining evidence from the morphological analysis of fossil brains 
and functional mapping of modern human brain functions. To achieve this, we established 
a method for extrapolating to human brain functions from skull anatomy data, which are the 
only data available to compare modern humans and Neanderthals. Over the last three years, 
we have developed a skull-based image analysis method based on the computational anat-
omy technique, which is a standard method used in neuroimaging research, such as func-
tional magnetic resonance imaging (fMRI) and voxel-based morphometry (VBM). In this 
report, we introduce the concept and practice of our method, and also present some proto-
type studies to investigate the performance of the proposed approach.  

  Keywords  

  Brain anatomy   •   Computational anatomy   •   Fossil brain   •   Neuroimaging   •   Skull  

      Reconstruction of the Brain from Skull 
Fossils Using Computational Anatomy 
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22.1         Purpose of Our Research 

 We examine the working hypothesis that there are differences 
in learning ability between modern and ancient humans, 
Neanderthals. We conduct functional brain mapping studies of 
modern humans in order to localize the different learning strat-
egies: social and individual learning. The results from func-
tional brain mapping studies are combined with the 
morphological differences between fossil brains of 
Neanderthals and living brains of humans to extrapolate the 
functional distinctions between them. By assuming that mor-
phological differences observed in the brains refl ect functional 
differences between Neanderthals and humans, we investigate 
the presumed gaps in learning ability between them in light of 
anatomical evidence. This report comprises three sections. In 
the fi rst, we review the computational anatomy approach 
(Ashburner and Friston  2007 ) with a special focus on two 
important methodologies: image registration and computational 
morphometry. The second section uses two key methods of the 
computational anatomy approach to conduct prototype analyses 
using modern human MRI data instead of Neanderthal data. 
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In the fi nal section, we briefl y summarize our proposed 
 methods and future plans for application to Neanderthal data.  

22.2     Computational Anatomy 

22.2.1     Introduction to Computational 
Anatomy 

 Computational anatomy is a method focusing on quantitative 
analysis of the variability of biological shapes including the 
brain. It involves many computerized methods to process and 
analyze medical images including CT and MRI. It can be 
performed with software such as Statistical Parametric 
Mapping (SPM;   www.fi l.ion.ucl.ac.uk/spm/    ) and FMRIB 
Software Library (FSL;   www.fmrib.ox.ac.uk/fsl/    ). In this 
study, we mainly use SPM. 

 There are many advantages of using SPM software. 
There are many functions for anatomical image process-
ing, including multimodal image registration or coregis-
tration (cf. Collignon et al.  1995 ; Zuk and Atkins  1996 ; 
Hill et al.  2001 ), and linear and nonlinear image transfor-
mation (cf. Friston et al.  1995 ; Ashburner and Friston 
 1999 ). The functions for analyzing multi-modality images 
are essential for our study because a reconstructed fossil 
brain is a CT image and a modern human brain is usually 
scanned by MRI to prevent radiation exposure. Using 
coregistration, we can align the image position between 
CT and MRI. We can also change the brain shape from 
one subject to another (or Neanderthals) using linear and 
nonlinear image transformation. In addition, we can per-

form quantitative statistical evaluation to obtain whole 
brain anatomical as well as functional data. Using SPM, 
we can test where the brain has changed in shape between 
populations or even different species. 

 There are the two main tools in computational anatomy: 
image registration involves spatially transforming the source 
image to align with the target/reference image (Friston et al. 
 1995 ; Ashburner and Friston  1999 ); computational mor-
phometry is a neuroimaging analysis technique that can be 
used to investigate focal differences in brain anatomy using a 
statistical approach (e.g. VBM; Ashburner and Friston  2000 ; 
Good et al.  2001a ). Quantitative volumetric analysis of ana-
tomical changes has been carried out by, for example, manu-
ally tracing specifi c regions of interest. In contrast, 
computational morphometry is a fully automated technique 
that allows examination of the whole brain on a voxel-by- 
voxel basis. Each method is described in detail in the follow-
ing subsection.  

22.2.2     Spatial Transformation 

 We illustrate the types of spatial transformation in Fig.  22.1 . 
The goal of spatial transformation is to fi t the source image 
to a target image using various image transformations. 
Translation makes the image shift up and down, left and right, 
and back and forth. Rotation adjusts the yaw, pitch, and roll of 
the image, which means the rotation about x, y, and z axes, 
respectively. Rigid body transformation consists of transla-
tion and rotation. Scaling makes the image expand or contract 
along x, y, and z axes. The effect of shear transformation is 

  Fig. 22.1    Types of spatial transformation       
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like pushing an image along a coordinate axis. Affi ne trans-
formation comprises translation, rotation, scaling, and shear-
ing in x, y, and z dimensions. The other important type of 
spatial transformation is nonlinear spatial transformation, 
including locally deforming the image. Nonlinear spatial 
transformation plays an important role in our study.

   Affi ne and nonlinear spatial transformations are associ-
ated with the deformation fi eld, which contain anatomically 
relevant information (cf. Ashburner et al.  1998 ). The defor-
mation fi eld is a vector fi eld that can be thought of as small 
vectors at each position in space showing how that particular 
location has been defl ected. In Fig.  22.2 , we illustrate a typi-
cal nonlinear transformation involving a local shape change. 
For example, we want to transform an image containing two 
concentric circles (Left) into a 4-leaf-clover-like, more com-
plex shape (Right) (cf. Ashburner and Friston  2011 ; Note 
that we used a script for the demonstration provided by 
them). In the deformation fi eld of this transformation 
(Middle), many small blue arrows indicate that the four cor-
ners of the image are distorted toward the center of the circle. 
You can easily see that the left circle becomes the complex 
right shape if the deformation fi eld of the middle image is 
applied to the left circle. One more useful measure associ-
ated with the deformation is the Jacobian determinant of the 
deformation fi eld (Fig.  22.2 ). Technically, it is the determi-
nant of the Jacobian matrix which encodes the local stretch-
ing, shearing, and rotating of the deformation fi eld. The 
Jacobian determinant of the deformation fi eld, or just 
Jacobian, indicates relative volumes before and after spatial 
transformation. Unlike the deformation fi eld, this measure is 
a scalar value at each voxel. Jacobian is mainly used to detect 
local volumetric changes (   Gaser et al.  1999 ; Hua et al.  2008a , 
 2008b ; Lee et al.  2007  for clinical applications).

   At the end of the overview of image registration, we 
introduce one of the promising spatial transformations that 
have recently been developed, which is Large Deformation 

Diffeomorphic Metric Mapping, or the LDDMM approach 
(Avants and Gee  2004 ; Miller et al.  2005 ; Miller et al.  2006 ; 
Ashburner  2007 ; Wang et al.  2007 ; Ashburner and Friston 
 2011 ). The LDDMM approach of high-dimensional non- 
linear transformation has several million degrees of free-
dom, as opposed to one thousand in normal non-linear 
transformation. During the optimization, LDDMM mini-
mizes the two metrics: the image intensity difference 
between the target and source image and the squared dis-
tance measure of the deformations are called the geodesic 
distance. Minimizing metric distances between anatomical 
shapes is a marked feature of this high-quality registration 
method. Diffeomorphic mappings like LDDMM are smooth 
and topology- preserving. In short, using LDDMM, we can 
perform precise, smooth, and well-behaved transformation. 
We can use two types of LDDMM in SPM software: the 
DARTEL toolbox (Ashburner  2007 ) and Geodesic shooting 
toolbox (Ashburner and Friston  2011 ). 

 We provide practical examples of image registration. 
Image registration has been used in spatial preprocessing for 
fMRI data analysis. Spatial preprocessing is one of the stages 
in fMRI data analysis to improve the sensitivity of detecting 
brain activation. We present two examples where computa-
tional anatomy plays an important role in solving the techni-
cal issues in fMRI experiments. 

 The fi rst example is realignment. Realignment is com-
monly used in fMRI experiments to reduce head motion arti-
facts during scanning. We instruct the subject not to move 
during scanning. However, head movements by a few milli-
meters are often observed. Even small head movements can 
be a major problem, increasing noise variance and decreas-
ing the statistical power of detecting the brain activation. The 
realignment function re-aligns each subject's head position 
in image time-series using rigid-body transformation which 
assumes that the brain shape does not change (Fig.  22.3a ).

   Normalization is also important spatial preprocessing in 
fMRI analysis. Subjects participating in an fMRI experiment 
have different brain shapes. Through normalization, individ-
ual brains can be transformed into a common standard space. 
Normalization enables inter-subject averaging to increase 
the statistical power above that obtained with a single sub-
ject, and extrapolate fi ndings to the population as a whole. 
Normalization also makes results from different studies 
comparable in a standard space. 

 During normalization, individual images are fi tted to 
the same template image. An ideal template consists of the 
average of a large number of MR images that have been 
registered in the same standard space. Spatial normaliza-
tion is achieved in two steps: the fi rst step involves esti-
mating the affi ne transformation including translations, 
rotations, scalings, and shears to fi t the overall size and 
shape of the individual images to the template; the second 
step accounts for global, nonlinear shape differences, 

  Fig. 22.2    Example of deformation fi eld       
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which are modeled by a nonlinear deformation. After 
 normalization, individual images have the same shape as 
the template image (Fig.  22.3b ).  

22.2.3     Computational Morphometry 

 We illustrate two specifi c examples of computational mor-
phometry. One of the methods for investigating neuro- 
anatomical differences is to use voxel-based morphometry 
(VBM) (Ashburner and Friston  2000 ; Good et al.  2001a ). 
VBM analysis can be used to study the variability in the 
form, shape, and size of the brain. The basic idea of VBM 
analysis is to detect differences in the regional volume of 
grey matter, white matter, and so on while discounting global 
brain shape differences. VBM analysis is whole-brain analy-
sis that does not require a priori assumptions about regions of 
interest (ROIs). 

 VBM analysis is a simple, fully automated protocol that 
involves several processing steps, mainly spatial normaliza-
tion, segmentation, and statistical analysis. The results of 
statistical analysis, specifi cally statistical parametric maps, 
show the regions where tissue types differ signifi cantly 
between groups. 

 One of the critical processing steps in VBM is segmenta-
tion (Ashburner and Friston  2005 ). Each brain tissue in MRI 
has a different signal intensity distribution. For example, the 
gray matter (GM) is darker than the white matter (WM), and 
the cerebrospinal fl uid (CSF) and water are dark and the skull 
is almost black in T1-weighted MR images. Using this infor-
mation as well as prior knowledge on the spatial distribution 

of tissue classes, every voxel can be classifi ed as either GM, 
WM, CSF, skull, or scalp in a fully automated segmentation 
routine, for example, a unifi ed segmentation- normalization 
approach implemented in SPM. 

 Another type of computational morphometry is 
deformation- based morphometry (DBM) (Ashburner et al. 
 1998 ; Chung et al.  2001 ; Chung et al.  2003 ). In DBM anal-
ysis, statistical analyses are performed on the deformation 
fi elds used for spatial transformation. In contrast to VBM 
using univariate statistics, DBM analysis requires multi-
variate statistics because the deformation fi eld is a vector 
fi eld; specifi cally, there are three data at every position 
(Worsley et al.  2004 ; Chung et al.  2010 ). DBM analysis is 
also useful for analyzing the brain anatomy since DBM can 
not only detect where the anatomy has changed, but it can 
also show how the anatomy has moved, in other words, the 
direction of the changes, as indicated by the small yellow 
arrow in this fi gure.   

22.3     Studies on Modern Human Brain Data 

 In this section, we demonstrate some results from prototype 
analyses for the application of computational anatomy to 
fossil brain research. The purpose of our research is to 
develop a method for extrapolation of the Neanderthal brain 
from the modern human brain by matching their skulls and 
to examine quantitative morphological differences between 
Neanderthal and modern human skulls to improve skull- 
based brain reconstruction. To achieve this, we conducted 
three prototype analyses using modern human MRI data. 

  Fig. 22.3    Realignment ( a ) and spatial normalization ( b )       
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In the fi rst analysis, we replaced the effects of species with 
those of individual variability in modern humans. We tried to 
extrapolate one modern human brain from another's brain by 
matching their skulls. In the second and third analyses, we 
replaced the effects of species with those of gender in modern 
humans. We examined quantitative morphological differences 
in the skull shape between males and females in this study. 

22.3.1     Brain Reconstruction with Skull 
Shape Matching 

 Figure  22.4  shows the available data in our study and also 
clarifi es what we need to extrapolate from this data. In mod-
ern humans, all data are available. A functional brain map is 
constructed from fMRI data. The brain tissue and skull are 
obtained by segmentation of MR or CT images. In contrast, 
only skull data are available for Neanderthals. Thus, to create 
a virtual Neanderthal brain, we extrapolate functional brain 
maps and brain tissue from modern human data. This extrap-
olation is essentially image registration in computational 
anatomy while matching the skull shape or the endocast (i.e., 
inner skull shape) between the two populations.

   To create a protocol for image registration, we analyzed 
modern human MRI by simulating a similar situation to the 
fossil brain case: one individual human brain was extrapolated 
from another by matching their skulls. In other words, we 
investigate whether the brain can be exchanged between two 
modern human individuals if exactly aligning their skull shape. 

 The analysis protocol is shown in Fig.  22.5 . It is divided 
into two parts: Step 1 is segmentation. An MR image of a 

modern human subject is divided into tissue classes: gray 
matter, white matter, and skull. Step 2 is nonlinear image 
transformation based on LDDMM. We estimate the defor-
mation fi eld for each subject to allow the nonlinear transfor-
mation from the individual skull to an average skull shape. 
After that, the estimated deformation fi eld is applied to sub-
ject 1’s brain to transform it to an average shaped brain. 
Next, an inverse deformation fi eld that allows transformation 
from the average skull shape to subject 2’s skull shape is 
applied to subject 1’s average shaped brain to obtain subject 
2’s brain. We compare the accuracy of the skull-based brain 
exchange with the gray and white matter-based exchanges.

   The results of skull and GM & WM-based brain exchange 
are shown in Figs.  22.6  and  22.7 . The axial sections of MR 
images with the same z level are shown. Figure  22.6a  shows 
the results of gray and white matter-based analyses. 
Figure  22.6b  shows those of skull-based analysis. The upper 
and lower rows show subject 1’s and 2’s brains, respectively. 
The left and right columns show subject 1’s and 2’s brain 
shapes, respectively. Therefore, the fi gures on the diagonal are 
the original MR images for each subject. The fi gures on the 
off-diagonal part are the transformed brain from another sub-
ject. In the case of gray and white matter-based brain exchange, 
visual inspection of the overall appearance indicates that the 
accuracy of transformation was very high. Not only the global 
skull and brain shape, but also the structures within the brain 
tissues such as the lateral ventricle, circled by a dotted line, 
were well-matched between the original and transformed 
brains. Since LDDMM preserves the topology of objects, the 
thick bone marrow of subject 1, as indicated by the arrow, 
remained after transformation. In the case of skull-based brain 

  Fig. 22.4    Available data in our 
study       
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  Fig. 22.5    Protocol of brain exchange       

  Fig. 22.6    Results of brain exchange. Gray and white matter-based ( a ) and skull-based ( b ) analyses       
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exchange, although the global skull shape and brain outline 
were well-matched between the original and transformed 
brains, there were clear failures in the registration over brain 
tissues, as expected. For example, the shape of subject 1’s 
 lateral ventricle did not change between before and after trans-
formation, and it did not fi t subject 2’s structure at all.

    If we focus on details, we can see that a high level of 
accuracy for aligning gyri and sulci across subjects is also 
achieved. Figure  22.7  has the same format as the previous 
one except it includes subject 1’s shape only. The left and 
right columns in Fig.  22.7a, b  are close-ups of the parietal 
and hand motor regions, respectively. In the case of gray and 
white matter-based analysis, the position and sulcal shape of 
the hand motor area in the transformed brain were very simi-
lar to those of subject 1’s original data. The intra-parietal 
sulcus in the transformed brain was also similar in appear-
ance to that of the original. By the law of topology preserva-
tion, if a sulcus is a single connected structure in the original 
brain, it will have the same topology even with a different 
appearance in the transformed brain (i.e., it is not divided 
into two parts and does not disappear). In the case of skull 
analysis, the sulcus shape and its position varied between the 
original and transformed brain. They seemed to be propor-
tionally scaled according to the transformation of the skull 
when reviewing the deformation fi eld. 

 These results suggest that brain exchange is technically 
possible; however, there is a limitation in that the accuracy 
of registration remains at the level of the overall brain 
shape if only anatomical information on the skull is used. 
That is exactly the case for the fossil brain analysis and 
problematic. We are working to improve the accuracy of 
skull-based analysis. It may be effective to combine global 
shape matching with the use of some landmarks extracted 
from the skull.  

22.3.2     Quantitative Whole-Brain 
Morphometric Analysis 

 We test whether we can detect gender differences in the skull 
shape using quantitative whole-brain morphometric analy-
sis. Previous studies reported that there were some regionally 
specifi c differences in gray matter over and above global 
brain shape differences using VBM (Good et al.  2001b ; Im 
et al.  2006 ). However, no research has compared the skull 
shape between males and females using the automated 
 analysis protocol such as VBM or DBM. In addition to the 
morphometric research interests, this analysis is supposed to 
the prototype analysis for future application of the fossil 
brain analysis. 

  Fig. 22.7    Results of brain exchange (details). Gray and white matter-based ( a ) and skull-based ( b ) analyses       
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 Before the analysis, we confi rmed the well-known gender 
differences in skull features (cf. Bass  1995 ). Figure  22.8  
shows average shaped skulls created from our MRI data 
using segmentation. When we compared male and female 
skulls, the female skull appeared smaller and more gracile, 
and the male skull was usually larger and more rugged. 
There were also some local differences. The supraorbital 
ridge, which is the region directly above the orbit and nose, 
was more marked in males. In contrast, in females, it was 
less pronounced. The frontal bone or forehead of males 
tended to be slanted back or sloping. In females, it tended to 

be more rounded. The goal of the following analysis is to 
detect these gender differences using computational 
 morphometry. We perform DBM analysis of skull data to 
evaluate the location and direction of the changes in shape. 
We try to not only detect but also statistically evaluate the 
shape differences between males and females.

   Figure  22.9  shows the DBM analysis protocol. First, we con-
ducted skull extraction from individual MR images using a seg-
mentation tool. Next, positional information, translation and 
rotation, was removed from the skull image. This process was 
required to set the initial condition for LDDMM estimation. 

  Fig. 22.8    Gender differences in skull shape       

  Fig. 22.9    Protocol of skull shape analysis       
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To evaluate local changes in the shape, global size effects, or 
expanding and contracting in x, y, and z  directions, were 
removed from the deformation fi elds using Procrustes analysis 
(Bookstein  1997 ). For this, we compared the results with and 
without global size effects. Finally, the overall size and shape of 
the individual skull images were fi tted to the averaged skull 
image as a template. The LDDMM approach, the DARTEL 
method in this case, was used to estimate the deformation fi eld 
of this transformation. Resulting deformation fi elds were 
entered into Hotelling’s T square statistics, which is the standard 
multivariate test for single comparison and can be used to visu-
alize signifi cant changes in the skull shape between males and 
females. We used the Surfstat toolbox (  http://www.math.mcgill.
ca/keith/surfstat/    ) because it can perform correction for multiple 
comparison on statistical parametric maps based on the random 
fi eld theory (Cao and Worsley  1999 ; Worsley et al.  2004 ; Chung 
et al.  2010 ).

   The MRI data used here were selected from the freely acces-
sible image repository for the 1000 Functional Connectomes 
Project (  http://www.nitrc.org/projects/fcon_1000/    ). These data 
consists of forty one males and forty fi ve females MRI images 
were scanned at the MRI center for International Consortium 
for Brain Mapping (ICBM). Freely publishing any portion of 
the data in the web-based repository is approved by the 1000 
Functional Connectomes Project. 

 The results of DBM analysis with and without the global 
size effects are shown in Fig.  22.10a, b , respectively. Red 
blobs indicate the regions with signifi cant changes in shape 
between females and males at a signifi cance level of less 
than 5 % under correction for multiple comparison over the 

whole brain. Yellow arrows indicate the magnitude and 
direction of the shape change from females to males. There 
were clear differences between the blob patterns with and 
without global size effects. With the global size effects 
(Fig.  22.10a ), all arrows point outward, meaning that almost 
all regions had expanded from females to males, particularly 
the frontal, temporal, and occipital regions. This is consistent 
with the general appearance; however, it failed to detect local 
differences, such as in the supraorbital area. Without the 
global size effects (Fig.  22.10b ), DBM succeeded in  detecting 
local differences between males and females. We can see 
some diffuse blobs in the skull that indicate regions showing 
a signifi cant difference between males and females and those 
undergoing multiple comparison correction. The blobs were 
located in supraorbital areas, the forehead, and inferior 
occipital regions. When we focused on the direction of trans-
formation for each blob, the blob on supraorbital ridges 
expanded in an anterior direction. This is consistent with the 
evidence that supraorbital ridges are more marked in males. 
The blob on the lateral forehead shrank slightly in superior 
and posterior directions from females to males. This result 
can be explained by the vector sum of the two deformation 
fi elds provided by the males and females to average transfor-
mation. Because female foreheads tended to be more vertical 
and prominent, male foreheads were more slanted back when 
viewed from the shape of a female forehead. We also found 
that the occipital regions in the right hemisphere expand in a 
posterior or postero-inferior direction. Overall, the results of 
multivariate analysis are consistent with prior observations 
of the general appearance.

  Fig. 22.10    Results of skull shape analysis. With ( a ) and without ( b ) global size effects       
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22.4         Summary and Future Plans 

 In this study, we examined the application of computa-
tional anatomy to fossil brain research. Two principle anal-
ysis protocols were developed. First is brain reconstruction 
with skull shape matching. Using this method, one indi-
vidual brain can be extrapolated from another with match-
ing of their skull shape. Second is whole-brain 
morphometric analysis for fossil brain research. DBM 
analysis can be used to evaluate the location and direction 
of changes in the skull shape among different populations. 
Prototype analysis using modern human MRI data indi-
cates that brain reconstruction based on skull shape match-
ing is possible, and whole-brain morphometric analysis 
reveals gender differences in the skull shape at local and 
global levels. These methods can be a prototype for future 
research using Neanderthal skulls. 

 As our next step, we plan to extend the proposed method 
to analyze Neanderthal fossil skulls. We will extrapolate the 
Neanderthal brain from the modern human brain by match-
ing their skulls and investigate the morphological differences 
and similarities between them. By integrating these morpho-
logical analyses with functional mapping of the modern 
human brain, we can identify the brain regions causing the 
differences in learning ability between Neanderthals and 
modern humans.     
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    Abstract  

  To investigate the differences in learning abilities between  Homo neanderthalensis  and 
 Homo sapiens  based on the morphology of the brain, we constructed an integrated analyti-
cal system for (1) estimating Neanderthal’s brain based on the reconstructed skull, (2) iden-
tifying local regions that correspond to leaning abilities in modern humans, (3) comparing 
the estimated Neanderthal brain to the averaged modern human brain based on our func-
tional MRI results and meta-analytical data, using a neuro-computational and functional 
neuroimaging framework. First, we introduce the strategy of analyzing functional neuroim-
aging data, especially spatial normalization. Second, we describe the brain functions essen-
tial for learning ability in modern humans. We assume that formation of an innovative 
society is strongly correlated with the two components of cognitive ability; ‘intrinsic drive 
(internal motivation and perspective) to produce creative activity’ and ‘social brain’. Here, 
an example of our functional MRI research regarding the social brain is presented. Finally, 
we provide a brief summary of our integrated scheme.  
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23.1         Background 

 We adopted cognitive neuroscientifi c and comparative neu-
roanatomical approaches to examine our hypothesis that the 
replacement of  Homo neanderthalensis  by  Homo sapiens  
was promoted by the differences in their learning abilities 
(learning hypothesis). By assuming that morphological 
changes in fossil skulls refl ect functional differences between 
the brains of modern humans versus Neanderthals, we exam-
ined for gaps in learning abilities based on differences in 
cerebral morphology and region-specifi c activities. Herein, 
we introduce a scheme for comparing the Neanderthal brain 
to the modern human brain using neuro-computational and 
functional neuroimaging techniques. This scheme involves 
three parts: (1) estimating Neanderthal brain from the recon-
structed skull, (2) specifying which brain functions have dis-
tinguished their fates, generating maps regarding these 
functions, and identifying local regions that correspond to 
those functions in modern humans, (3) comparing the esti-
mated Neanderthal brain to the averaged modern human 
brain and determining the morphological differences, while 
taking account of functional MRI results.  

23.2     Strategy of Human Neuroimaging 
Analysis 

 Progress in magnetic resonance imaging (MRI) techniques 
has accelerated non-invasive functional brain imaging and 
direct measurement of living human brain activities (i.e., 
functional MRI) (Ogawa et al.  1990 ; Kwong et al.  1992 ; 
reviewed by Huttel et al.  2009 ). These techniques have 
enabled mapping of the specifi c functions of the modern 
human brain (Friston  1997 ). Statistical parametric mapping 
(SPM) is used to identify functionally specialized brain 
responses and areas, and is the most prevalent approach to 
characterizing functional anatomy (Friston  1997 ). 

 The analysis of functional neuroimaging data involves 
multiple steps (Fig.  23.1 ), although can be divided into 
four main parts: (1) spatial (and temporal) processing, (2) 
estimating the parameters of a statistical model, (3) mak-
ing inferences about those parameter estimates in each 
individual data set, and (4) making group inferences with 
the effect of interests from the individual analysis (Friston 
et al.  2007 ). Friston et al. developed a statistical analysis 
package that included all these steps (Friston  1997 ), which 
we consider will be applicable to our analytical scheme, 
especially the fi rst step. Herein, we describe this pre-pro-
cessing in detail, which involves removal of noise, correct-
ing for sampling errors, and spatial transformation of both 

functional and anatomical images. This process includes 
four small steps: (1) realignment of the  functional images 
(time series data), (2) co-registration between functional 
and anatomical images, (3) spatial normalization of both 
images, and (4) spatial smoothing for functional images. 
The fi rst step is to realign the functional data to reduce 
unwanted variance components in the voxel time-series 
that are induced by head movement during the acquisition 
of the data or shape differences among a series of scans 
based on head movement. After realigning the data, a 
mean image of the time-series functional images is 
 co-registered to an anatomical image such as T1-weighted 

  Fig. 23.1    Stream of the functional MRI data analysis       

 

H.C. Tanabe et al.



205

image. This enables us to map the results of brain activa-
tion onto a fi ne structured anatomical image. The third step 
involves spatial normalization, which is necessary because 
functional neuroimaging studies usually involve approxi-
mately 20−30 subjects, and although all  subjects are likely 
to have the same gross anatomy, there are often minor dif-
ferences in overall brain size and individual variation in 
the topography of the gyri and sulci of the cerebral cortex 
(Ashburner and Friston  2003 ; Friston et al.  2007 ). In the 
spatial normalization step, the anatomical and functional 
images are transformed into a standard anatomical space 
such as the Talairach-Tournoux (Talairach and Tournoux 
 1988 ) or templates from the Montréal Neurological 
Institute (MNI) to allow the data to be summarized to com-
pare to previous studies. The last step of the preprocessing 
involves spatial smoothing the functional data, which is 
required because: (1) the optimum smoothing kernel cor-
responds to the anticipated size of the effect (matched fi l-
ter theorem), (2) smoothing the data reduces errors (central 
limit theorem), (3) to fulfi ll the assumption of random fi eld 
theory (for the correction of multiple comparisons), and 
(4) to reduce the individual anatomical differences for 
performing group level analysis. This pre-processing stage 
is able to be applied our scheme, especially in the spatial 
normalization process.

23.3        Spatial Normalization to Our Scheme 

 There are two main categories of normalization methods 
developed to transform images: the small-deformation 
framework, which does not necessary to preserve topology, 
and the large-deformation framework, which generates 
deformations that have a number of elegant mathematical 
properties (Ashburner  2007 ). Because of the simplicity and 
lower computational demands, many normalization 
approaches utilize a small-deformation strategy. However, 
this approach is only a very approximate inverse, and fails 
badly for large deformations. By contrast, large-deforma-
tion involves global one-to-one smoothing and continuous 
mapping with derivatives that are invertible, and is thus suit-
able for normalization of functional neuroimaging data. 
Recently, Ashburner ( 2007 ) developed a new large-defor-
mation approach for normalization in human neuroimaging 
research, termed DARTEL (i.e., Diffeomorphic Anatomical 
Registration using Exponentiated Lie algebra). This method 
is useful in our scheme as: (1) DARTEL provides global 
one-to- one mapping that enables us to transform the data 
back and forth, (2) this method is in the pre-processing of 
the SPM package used in our neuroimaging study, and (3) 
standardized stereotaxic space is available (i.e., can be 
transformed with addition of a few steps). Therefore, we can 

easily integrate the estimation and the creation of the ‘fossil 
brain’ of the Neanderthal with a functional neuroimaging 
study of modern humans.  

23.4     Which Function Do We Examine? 

 To create maps of differences of ‘learning abilities’ between 
 Homo neanderthalensis  and  Homo sapiens , we need to 
select the brain function to examine. According to 
Tomasello ( 1999 ), in  Homo sapiens  history some individu-
als or group of individuals fi rst invented a primitive version 
of an artifact or practice (i.e., creative or innovative activ-
ity; termed individual learning ability), while later users 
made a modifi cation or accepted the practice without any 
change for many generations (i.e., learnt and used by others 
over time; termed social learning ability). The important 
point is that the  Homo sapiens  were able to pool their cog-
nitive resources, suggesting that they could understand 
conspecifi cs as beings like themselves who have intentional 
and mental lives like their own (Tomasello et al.  1993 ). As 
such, we assume that formation of the innovative society is 
strongly correlated with the two components of cognitive 
ability: ‘intrinsic drive (internal motivation and perspective) 
to produce creative activity’ and ‘social brain’.  Homo sapi-
ens  are superior in these abilities compared to  Homo nean-
derthalensis , and this difference may have distinguished 
their fate.  

23.5     Social Brain and Its Neural Basis: 
Example of the Neuroimaging Study 

 ‘Social brain’ is a circumscribed set of brain regions that are 
dedicated to the social cognition and interaction (Brothers 
 1990 ). The most important attribute of the social brain is to 
make predictions about the actions of others on the basis of 
their mental states, an ability which has developed from the 
early stage of human life. As an example of these social cog-
nitive abilities, in neuroimaging studies we previously inves-
tigated the neural substrates of ‘eye contact’ and ‘joint 
attention’ (Saito et al.  2010 ; Tanabe et al.  2012 ), which are 
both the merkmal of the social cognitive abilities during the 
early development of humans. Eye contact allows establish-
ment of a communicative link between humans and prompts 
joint attention. Joint attention is an ability to coordinate 
interactive attention between two persons regarding objects 
or events. The impaired development of joint attention is a 
key feature of autism spectrum disorder (ASD). As eye con-
tact is implicated in the sharing of various psychological 
states, it might provide a communicative context in which joint 
attention can be initiated. To elucidate the neural mechanisms of 
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inter-subjective sharing during eye contact and joint attention, 
we conducted a hyper-scanning functional MRI experiment 
while subjects were engaged in joint attention tasks (to 
elucidate task-related brain activity) with eye contact as the 
baseline (to reveal state-related brain activity). We assumed 
that the eye contact-based psychologically- shared mental 
states are neurally represented by the  subjects’ synchroni-
zation of the ‘state’ of brain activity, which is obtained by 
the elimination of the task-related brain activity compo-
nent. By contrast, we detected brain regions related to 
joint attention in terms of task-related activity. Moreover, 
to compare the neural mechanisms during eye contact and 
joint attention between typically-developed young adult 
individuals and those with high-functioning autism 
(HFA), we examined the brain regions involved in social 
cognition during eye-based communication. Our fi ndings 
suggest that the right inferior frontal gyrus (IFG) plays an 
important role for shared intention during eye contact that 
provides the context for joint attention (for details see 
Saito et al.  2010  and Tanabe et al.  2012 ). Taken with other 
neuroimaging studies, we consider that the right IFG is 
specifi cally involved in social interaction, and is a candi-
date region for the difference between the brain of  Homo 
sapiens  and that of  Homo neanderthalensis .  

23.6     Meta-analysis: A Method for 
Summarizing Results Across Multiple 
Neuroimaging Studies 

 A potential limitation of neuroimaging studies is that each 
result only shows the statistically signifi cant correlation 
between the specifi c experiment task and regional brain 
activation. From the results of one experiment, it is diffi cult 
to establish the relationship between psychological process 
(function) and specifi c brain region(s). Moreover, interpret-
ing results from a limited set of studies is fl awed. Therefore, 
it is necessary to integrate research fi ndings across multiple 
laboratories and using a variety of scanning procedures. 
The tool of meta-analysis can achieve this requirement 
(Warger et al.  2007 ). The goal of the meta-analysis is to 
determine consistently activated regions in a set of studies 
related to the same psychological process in a quantitative 
or statistical manner (Warger et al.  2007 ). As many neuro-
imaging studies use the same stereotaxic coordinates 
(e.g., MNI), it is relatively easy to integrate the results. 
Meta-analysis tools are also being further developed (for 
example, Yarkoni et al.  2011 ), and we have been able to 
access and use them. Therefore, if we determine a specifi c 

function to focus on, meta-analysis would be powerful tool 
to accomplish our goal.  

23.7     Integrated System for Estimating 
and Creating Neanderthal’s Brain, 
Neuroimaging Studies of Modern 
Humans, and Comparison Between 
Neanderthal and Modern Human 
Brains 

 Our fi nal goal is to examine the differences in learning abilities 
between  Homo neanderthalensis  and  Homo sapiens  by inte-
grating morphological analysis of fossilized brains with func-
tional mapping of the modern human brain. As described 
above, we have established an integrated analytical system for 
elucidating the difference between the Neanderthal brain and 
the modern human brain (Fig.  23.2 ). In this scheme, modern 
human MR head images (i.e., both skull and brain) are seg-
mented into skull, grey matter, and white matter. The skull 
images and the reconstructed skull CT image of Neanderthals 
are then transformed to the averaged skull shape using the 
DARTEL method. The constraints and priors can be added to 
the transformation. The parameters are applied to the MR brain 
of the modern human to create an averaged brain shape. To cre-
ate the fossil brain of the Neanderthal, the averaged brain is 
transformed inversely using parameters from Neanderthal’s 
reconstructed skull to the averaged skull shape. The key feature 
of this analytical scheme is that all images are transformed into 
the same stereotaxic space to allow comparison between the 
different types of images, even if the image is estimated from 
the Neanderthal’s reconstructed skull. We can also compare the 
results of functional MRI research as these data can be trans-
formed into the same stereotaxic space.

   The advantages of this system are: (1) the ability to add 
constraints and priors to precisely estimate the Neanderthal 
brain, (2) to allow improved estimation if the sample size is 
increased, (3) the ability to add the comparisons with differ-
ent types of fossil brains such as early modern humans 
(e.g., Qafzeh), (4) the ability to perform quantitative statisti-
cal volume analysis based on the brain morphology, and (5) 
the ability to refer to functional maps (regarding the learning 
ability) of our functional MRI results and also results of meta-
analysis of previous functional neuroimaging studies. We also 
recognize are some assumptions and limitations in our 
approach, although we try to minimize their effects. In the 
near future, we will attempt to elucidate a possible difference 
in learning abilities between  Homo neanderthalensis  and 
 Homo sapiens  based on this scheme.     
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    Abstract  

  Cerebellar volume (CBV) estimation of fossil hominins can help in understanding the 
 evolution of modern behavior, considering that recent neurological studies suggest signifi -
cant contribution of the cerebellum to high cognitive abilities of modern humans. However, 
there has been no reliable methods to estimate the CBV from the endocranial cavity. 
In order to develop the method, the correlation between CBV and the volume and linear 
measurements of the posterior cranial fossa (PCF), which were taken from MRI data of 
thirty-two Japanese subjects, was examined. Estimation equations were then obtained 
from the bivariate relationships and the validity were evaluated based on prediction inter-
vals. We found that, among the PCF metrics we examined, PCF volume was most highly 
correlated with CBV ( r  = 0.88), and the estimation equation provides CBV estimates with 
the error of about ±12 cc for specimens from the reference population sample. This result 
could offer a promising prospect for CBV estimation of fossil hominins including 
Neanderthal examples.  
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24.1         Introduction 

 To what extent Neanderthal cognitive abilities were similar 
to or different from those of modern humans is currently 
under intensive debate (Nowell  2010 ; Zilhão et al.  2010 ). 
While there is a broad consensus that higher cognitive func-
tions in modern humans are associated with the well-devel-
oped cerebral system (e.g. Beaumont  2008 ), an increasing 
number of neuroanatomical, clinical, and functional neuro-
imaging studies suggest that the cerebellum also contributes 
to higher cognitive abilities, including language competence 
(Murdoch  2010 ; Stoodley and Schmahmann  2010 ). 
Therefore, reliable data of cerebellar volume (CBV) esti-
mates of extinct hominins, as with that of the whole brain 
size, may help to clarify when and how the neural bases of 
cognitive abilities evolved and enabled modern behaviors. 

 Anatomically, a substantial volume of the cerebellum is 
housed in the posterior cranial fossa (PCF): a bowl-shaped 
depression occupying a posteroinferior region of the endo-
cranial cavity (in Fig.  24.1 , the location of the PCF is shown). 
Researchers have hence tentatively used the PCF measures 
of fossil endocasts as alternatives of the cerebellar size (e.g. 
Holloway and Yuan  2004 ). However, the spatial correspon-
dence between the PCF and cerebellum is actually not so 
straightforward; the PCF does not house an upper portion of 
the cerebellum, while the former houses some other soft tis-
sues (e.g. the brain stem, cerebrospinal fl uid, sinuses, and 
dura mater). Thus, quantitative evaluation is necessary to 
substantiate the presumed correspondence between the PCF 
and the cerebellum.

   The correlation between the cerebellar and PCF volumes 
can be examined based on cadaver materials or by using 
MRI data of living subjects. As far as we know, Weaver 
( 2001 ) is the only work aiming at this problem, in which she 
examined the relationship based on T1-weighted MRI data 
of a mixed hominoid sample and found a high correlation 
between these volumes:  r   2   = 0.89. However, this is probably 
overestimated due to a large range of variation in size from 
gibbons to humans and does not secure that the CBV can be 
estimated accurately from the PCF. In fact, the correlation 
within the human sample (n = 17) of Weaver’s dataset is actu-
ally weak ( r   2   = 0.16) and not signifi cant (Kubo et al.  2011 ). 
Besides, the estimation equation of CBV devised by Weaver 
( 2001 ) may have considerable systematic errors stemming 
from the measurement and calibration procedures, as we will 
see in the Discussion and Prospects section. 

 Diffi culties inherent in MRI data-based volumetric stud-
ies are worthy of consideration. We cannot directly verify the 
accuracy of CBV obtained from MRI data of living humans 
since the true value can be determined only by dissection. 
The best we can do is to validate it by referring some post-
mortem data. On the other hand, we can evaluate the accu-
racy of the PCF volume (PCFV) obtained from MRI data 
with reference to the value obtained from CT data of the 
same individuals. The latter validation is important not only 
because the MRI data is less frequently used for segmenta-
tion of bone structure than CT data, but also because endo-
casts of fossil specimens are often obtained from the CT 
images. 

 The purpose of this study is to develop estimation meth-
ods of the CBV and clarify the limitation. After validation of 
our measurements, we examine the correlations between 
CBV and some PCF metrics (PCFV and linear metrics), 
which were taken from MRI data of Japanese subjects. We 
then provide estimation equations of the CBV based on the 
PCF metrics, and fi nally evaluate the possible error of the 
estimated values.  

24.2     Materials and Methods 

24.2.1     Data Acquisition and Some Steps 
of Preparation 

 Head MR images of thirty-two healthy Japanese subjects 
(18–22 years-old; 16 male and 16 female) were used for cor-
relation and regression analyses. Their stature and body 
weight are summarized in Table  24.1 . The MR images were 
acquired using a 3-Tesla MR scanner (Verio, Siemens, 
Erlangen, Germany) at National Institute for Physiological 
Sciences, Okazaki, Japan. To acquire fi ne structural whole- 
brain images, we used T1-weighted MP-RAGE axial 
sequence. The parameters of each protocol are listed below: 
TR, 1,800 ms; TE, 2.97 ms; TI, 800 ms; fl ip angle, 9°, 

  Fig. 24.1    Endocranial cavity of a modern human skull (superior view 
of the  lower half ). The region surrounded by a  dashed line  is the PCF. 
The image was reconstructed from CT data       

 

D. Kubo et al.



211

FoV, 250 mm, number of slices per slab = 192; voxel 
dimensions = 0.976563 × 0.976563 × 1 mm.

   Pairs of head MR and CT images of three healthy Japanese 
subjects (29–40 years-old) were used for validation of PCF 
segmentation. The MR images were acquired by the above 
noted system with T1-weighted MP-RAGE sagittal sequence. 
The parameters of each protocol are listed below: TR, 
1,800 ms; TE, 1.98 ms; TI, 800 ms; fl ip angle, 9°, FoV, 
256 mm, number of slices per slab = 176; voxel dimen-
sions = 1 × 1 × 1 mm. The CT images were acquired using a 
320-detector row MDCT scanner (Aquilion One, Toshiba, 
Tokyo, Japan) at the Hospital in University of the Ryukyus. 
The reconstructed voxel resolution is ~0.45 × ~0.45 × 0.5 mm 
or ~0.45 × ~0.45 × 1 mm. 

 All acquired MR images were initially corrected to remove 
artifactual intensity gradient by using SPM8 (Wellcome Trust 
Centre for Neuroimaging, London, UK). Anisotropic voxel 
data were converted into the isotropic voxel data by using 
Analyze 10.0 (Mayo Clinic, MN, USA), and then realigned to 
a standard anatomical orientation with reference to the AC-PC 
line and the interhemispheric fi ssure by using Mayo 3D Brain 
Atlas of the Analyze 10.0 software.  

24.2.2     Measurement of CBV, PCFV, 
and Some Linear Metrics 

 In Fig.  24.2 , the fl ow chart of cerebellar and PCF segmenta-
tion from MR images is shown.

   Extraction of cerebellar region from MR images was 
done by the following three steps: (1) automated skull strip-
ping using BET2 in the FSL package (FMRIB Analysis 
Group, Oxford, UK), in which the parameters were set at -R, 
-f 0.5, -g 0; (2) automated segmentation of cerebellar portion 
using the BrainSuite software (Shattuck and Leahy  2002 ), in 
which the threshold of Grey matter/CSF (cerebrospinal fl uid) 
interface was set at 35 %; (3) slice-by-slice manual correc-
tion of the cerebellar portion extracted by the above two 
steps, using Amira 5.3 (Visage Imaging, Inc., CA, USA). 
Finally, the CBV was obtained as the product of the number 
of voxels assigned to cerebellum and the voxel size. In 
Fig.  24.3 , a reconstructed model of the cerebellum thus 
extracted is shown.

   Extraction of PCF region from MR images was done by the 
following two steps: (1) Semi-automated segmentation of PCF 
region using the Amira 5.3 software. Non-endocranial portions 
which exhibit similar intensities to endocranial  contents 
(e.g. diploe regions) hamper fully automated  segmentation. 

To resolve this, slice-by-slice manual masking of these regions 
was fi rstly done, and then threshold-based auto- segmentation 
was performed to detect dura mater/bone interface (see Meltzer 
et al.  1996  for visualization of the dura mater in MRI). Since it 
is diffi cult to delineate the anterior and superior limits of the 
PCF on the volume data properly, these were temporarily set 
outside it proper position. (2) Determination of the anterior and 
superior limits of the PCF based on anatomical landmarks. The 
PCF region extracted from the volume data was converted to a 
polygon surface model. By using Rapidform XOS3 (INUS 
Technology, Inc., Seoul, South Korea), the anterior and supe-
rior margins of the PCF model were trimmed by three planes 
defi ned by seven anatomical landmarks (Table  24.2 ), and the 
remaining  volume is calculated as PCFV. In Fig.  24.4 , these 
anatomical landmarks and planes as well as a surface model of 

   Table 24.1    Stature (cm) and body weight (kg) of subjects   

 Male (n = 16)  Female (n = 16)  Total (n = 32) 

 Stature  172.2 ± 4.4  156.4 ± 6.3  164.3 ± 9.7 
 Body weight   61.0 ± 7.3   49.0 ± 10.5   55.0 ± 10.8 

  Fig. 24.2    Flow chart of cerebellar and PCF segmentation from MR 
images       

  Fig. 24.3    A polygon surface model of the cerebellum, which was 
extracted from MRI data. An oblique view ( a ), and the same view with 
the PCF model superimposed ( b ). See also Fig.  24.4  for the PCF model       
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the trimmed PCF are shown. In addition, some width and 
height measurements of the PCF (Table  24.3 ) were taken on the 
polygon surface model in order to examine the relationship 
between these and CBV. In Fig.  24.5 , diagrammatic 
 representation of the linear measurements is shown.

      Extraction of PCF region from CT images was done by 
use of a threshold value to detect endocranial contents/bone 
interface. The anterior and superior limits of the PCF region 
was defi ned following the same procedure as above.  

24.2.3     Validation of the Reliability 
of MRI Data-Based Measurement 

 The volumetric error attributed to the voxel size accuracy of 
our MRI data was estimated to be 1 % at best with reference 
to MR images of a known size phantom (D170, Siemens, 
Erlangen, Germany). 

  Fig. 24.4    A polygon surface model of the PCF with the anatomical 
landmarks and planes, which were used to defi ne the anterior and supe-
rior limits of the PCF. See Table  24.2  for the details of the defi nition. 
The PCF model was reconstructed from MRI data       

    Table 24.2    Anatomical landmarks and planes used to defi ne the PCF in this study   

 Defi nition 

 Bilateral landmarks 
  L1, R1  The intersection between the petrous superior margin and the parasagittal plane where the posterior 

edge of the opening of the internal acoustic meatus is located 
  L2, R2  The meeting point between the petrous superior margin and the medial edge of the sigmoid sinus groove 
 Midsagittal landmarks 
  M1  Basion 
  M2  The midpoint of L1 and R1 
  M3  A representative point of the internal occipital protuberance. This is located in the mid-height level 

between the inferior edge of the occipital bulge and the superior edge of the cerebellar bulge 
 Planes 
  Plane 1  Plane including L1, R1, and M1. 
  Plane 2  Plane including L2, R2, and M2. 
  Plane 3  Plane including L2, R2, and M3. 

     Table 24.3    Defi nition of metrics used in this study   

 Defi nition 

 PCFV  Volume of the PCF bordered by Plane 1–3 
 CW1  Maximum width of the PCF including the sinus 
 CW2  Maximum width of the PCF excluding the sinus 
 CW3  Maximum chord distance across the cerebellar hemisphere 

(both side mean). The one side of the chord is set at L2 or R2 
 PCFH  Perpendicular distance from Plane 3 to the bottom of the 

cerebellar hemisphere (both side mean) 
 GMM  Geometric mean of CW2, CW3, and PCFH 

  Fig. 24.5    PCF linear metrics, whose defi nitions are provided in 
Table  24.3 . The PCF model was reconstructed from MRI data       
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 As already noted, we cannot directly verify the accuracy 
of CBV obtained from MRI data. Instead, we examined 
whether the obtained CBVs are not far from the expected 
values with reference to two previous studies based on 
Japanese cadaver materials (Hoshi  1929 ; Shimada  1939 ). 
In order to validate the reliability of MRI-based PCF mea-
surements, we compared the PCFV obtained from MR data 
with that from CT data of the same individuals.  

24.2.4     Correlation and Regression Analysis 

 The Pearson’s product moment correlation coeffi cient  r  was 
calculated to evaluate the strength of the correlation between 
CBV and each PCF metric for the male, female, and sex- 
combined (total) samples, respectively. For the cases where 
the correlation was signifi cant, the least squares regression 
was calculated to obtain the estimation equation of the CBV 
based on the PCF metric. The analysis of covariance 
(ANCOVA) was performed to test the sex difference under 
the null hypothesis ‘the male and female samples share the 
common CBV–PCF relationship’. After confi rmation the 
null hypothesis is not rejected, the possible error of the esti-
mated values based on each equation for the sex-combined 
sample was evaluated by the 95 % prediction intervals. These 
statistical analyses were performed using R software (R Core 
Team  2012 ).   

24.3     Results 

 The CBVs measured in this study are 2–14 % larger than 
those reported by the studies based on cadaver materials 
(Table  24.4 ). Brains of cadaver materials shrink owing to 
fi xation by about 10 % (Pickering  1930 ) or more (Quester 
and Schröder  1997 ). In addition, the head breadth of Japanese 
rapidly increased during the last century while the head 
length was stable (Kouchi  2004 ). Considering these, the 
CBVs obtained from MRI data in this study may largely 
 represent the actual volumes. PCFVs obtained from MRI 
data were well consistent with those from CT data of the 
same individuals: the differences were less than 4 cc 
(Table  24.5 ).

    Table  24.6  shows statistical summary of measurements 
used for correlation and regression analyses. Table  24.7  
shows the correlation coeffi cients between CBV and each 
PCF metric and the results of the least squares regression of 
CBV on each PCF metric. Signifi cant correlations for both 
the male and female samples were found only between CBV 
and PCFV. ANCOVA showed that there is no signifi cant 
sex difference for the regression slope or intercept. This 
means that the regression lines for the male and female 
samples can be considered as identical, indicating a 

 common relationship between CBV and PCFV. In Fig.  24.6 , 
bivariate plots of CBV and each PCF metric are shown, 
with the least squares regression line of the former on the 
latter for the total sample and the 95 % confi dence and pre-
diction intervals in addition. Among the PCF measures, 
PCFV is most highly correlated with CBV ( r  = 0.88), 
explaining 78 % of the whole variance of the latter. A geo-
metric mean of three PCF linear measurements (GMM) 
exhibits the second highest correlation with the CBV 
( r  = 0.74), explaining 55 % of the whole variance. Using the 
least squares regression equation based on PCFV (or 
GMM), the 95 % prediction intervals suggest that the CBV 
of a specimen from the reference population can be esti-
mated with the error of about ±12 cc (or ±18 cc). The equa-
tions based on each single linear metric provide the CBV 
with the error of about ±21 to ±28 cc.

   Table 24.4    Mean of CBV in the present and previous studies   

 Sample  Sex  N  CBV (cc)  Ratio a  

 This study  Japanese (18–
22 years), MRI 

 M   16  147.1  – 
 F   16  130.4  – 

 Hoshi ( 1929 )  Japanese (17 years 
and older), cadaver, 
not stated for 
fi xation 

 M  101  140.2 b   1.05 
 F   78  127.7 b   1.02 

 Shimada ( 1939 )  Japanese (17–81 
years-old), cadaver, 
formalin fi xed  

 M   50  128.6  1.14 
 F   50  117  1.11 

   a CBV of this study/CBV of the previous study 
  b calculated from the percentage of CBV in the total brain volume: 
10.57 % in male; 10.67 % in female (Shimada  1939 )  

   Table 24.5    PCF volumes (cc) measured from CT and MRI data for the 
same individuals   

 PCFV (CT)  PCFV (MRI)  Difference  Ratio 

 Subject 1  134.2  134.9  0.7  0.994 
 Subject 2  114.7  116.2  1.5  0.987 
 Subject 3  148.7  145.2  3.5  1.024 

   Table 24.6    Mean and S.D. of measured variables based on MR images   

 Male (n = 16)  Female (n = 16)  Total (n = 32) 

 CBV (cc)  147.1 ± 10.4  130.4 ± 7.4  138.8 ± 12.3 
 PCFV (cc)  139.4 ± 12.7  116.2 ± 8.3  127.8 ± 15.8 
 CBV/PCFV ratio  1.059 ± 0.055  1.125 ± 0.063  1.092 ± 0.067 
 CW1 (mm)  118.0 ± 4.2  112.0 ± 4.9  115.0 ± 5.4 
 CW2 (mm)  107.1 ± 3.3  101.1 ± 3.3  104.1 ± 4.5 
 CW3 (mm)  62.6 ± 2.5  61.6 ± 2.8  62.1 ± 2.7 
 PCFH (mm)  31.6 ± 2.4  29.4 ± 1.7  30.5 ± 2.4 
 GMM  59.5 ± 2.0  56.7 ± 1.5  58.1 ± 2.3 
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24.4          Discussion and Prospects 

 We confi rmed that the PCFV is highly correlated with the 
CBV in a modern Japanese sample, in contrast to the result 
based on the human MRI sample from Weaver’s dataset (see 
above). This might be partly due to difference of the defi ni-
tion of the PCFV. Weaver ( 2001 , p.135) defi ned the PCF 
region on MR images by consulting some soft tissue land-
marks that cannot be available from fossil skulls, which is a 

possible source of systematic error. On the other hand, we 
defi ne the PCF using anatomical landmarks that can be 
applicable to fossil skulls, and also exclude a volume of the 
anterior PCF part that houses the brain stem, which could 
probably contribute to the higher correlation. 

 We also note another possible error involved in the estima-
tion method devised by Weaver ( 2001 ). Weaver ( 2001 ) noted 
that her MRI-based measurement underestimates CBV com-
pared to her Laser-scan-based or CT-based  measurements, and 
thus introduced a calibration coeffi cient of 0.68 for the CBV 

  Fig. 24.6    Bivariate plots of PCF metrics and CBV, with the least 
squares regression lines of CBV on PCF metric for the total sample 
( solid line ) and the 95 % confi dence and prediction intervals ( dotted  

and  dashed lines ). PCFV and CBV ( a ), CW1 and CBV ( b ), CW2 and 
CBV ( c ), CW3 and CBV ( d ), PCFH and CBV ( e ), and GMM and CBV 
( f ). See Table  24.3  for abbreviations       

   Table 24.7    Summary of correlation with CBV and least squares regression of CBV on each variable   

 Male (n = 16)  Female (n = 16)  Total (n = 32) 

  r   Intercept  Slope   r   Intercept  Slope   r   Intercept  Slope 

 PCFV  0.83**   52.2  0.68  0.64*  64.5  0.57  0.88**  50.9  0.69 
 CW1  –  –  –  –  –  –  0.54*  −1.4  1.22 
 CW2  –  –  –  –  –  –  0.58**  −27.4  1.60 
 CW3  –  –  –  0.66*  24.3  1.72  0.44+  12.3  2.04 
 PCFH  0.60+   66.8  2.54  –  –  –  0.55*  51.2  2.87 
 GMM  0.67*  −55.7  3.41  –  –  –  0.74**  −96.4  4.05 

  Symbols **, *, and + represent signifi cance level at  p  < 0.001,  p  < 0.01, and  p  < 0.05, respectively. Dashes mean that the correlation with CBV is not 
signifi cant     
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estimation equation; this calibration value was determined by 
comparing the CBV estimate of a chimpanzee endocast, which 
was obtained by applying the MRI- based equation to the 
Laser-scan-based PCFV, with the mean value of CBV for  Pan 
troglodytes  from literature (Weaver  2001 , pp. 151–152). 
Therefore, the calibration value can be inherently a source of 
systematic errors. Based on the CBV estimates for a few 
Neanderthal and early European (Cro- Magnon 1) specimens, 
which were reported to be relatively smaller than those for 
recent human samples, Weaver ( 2001 ,  2005 ) suggested that 
reorganization of neural system with cerebellar expansion 
may have occurred around the terminal Pleistocene. However, 
we think it possible that the CBVs of these fossil specimens 
are underestimated partly due to the above noted errors. 

 On the other hand, we tested the accuracy of our MRI- 
based measurements by comparing (1) population mean val-
ues for CBV with those from cadaver data with similar 
ethnicity, and (2) PCFV measures from MRI with those from 
the CT data of the same individuals, although based on a 
small sample. The two series of validation provided reason-
able reliability for our measurements. Conclusively, our 
results could offer a promising prospect for CBV estimation 
of fossil hominins including Neanderthals. 

 The neural bases underlying cognitive abilities in modern 
humans, such as language competence (Mithen  2005 ) and 
enhanced working memory (Wynn and Coolidge  2010 ), are 
presumably associated with various parts of cerebral and cer-
ebellar regions. For instance, working memory is likely asso-
ciated with the frontal and parietal cerebral regions (Nee 
et al.  2013 ). Associations between the left frontal/temporal 
regions and language ability are well known (e.g. Friederici 
 2012 ), and recently, some contribution of cerebellar regions 
to language competence is also pointed out (Murdoch  2010 ; 
Stoodley and Schmahmann  2010 ). These leads to a possible 
hypothesis that the evolution of neural bases underlying cog-
nitive abilities of modern humans may have caused not only 
whole brain size increase but also unproportional volumetric 
changes of cerebrum and cerebellum. The present study pro-
vides an essential fi rst step for assessing the cerebral–cere-
bellar volumetric proportion of fossil hominins.     
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    Abstract 

   In addition to individual learning abilities, the social learning abilities of modern humans 
likely played a key role in the replacement of Neanderthals by modern humans. In terms of 
social learning, acceptance from skilled members might facilitate the promotion of social 
learning processes. Accordingly, a sense of acceptance is one of major functions of social 
abilities underlying social learning. Thus, a sense of acceptance should be investigated for 
clarifying neural mechanisms underlying social learning. We propose two viewpoints for 
investigating the neural correlates underlying the sense of acceptance. Because a sense of 
acceptance promotes social behaviors, including social learning, through emotional 
changes, the neural correlates underlying the link between a sense of acceptance and the 
enhancement of social behavior and between a sense of acceptance and psychological 
effects should be explored.  
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25.1         Introduction 

 Cognitive and behavioral capabilities of modern humans, such 
as creativity, likely played a key role in the demise of 
Neanderthals. Both individual and social learning contribute 
to this creativity. For instance, in regards to individual learn-
ing, humans acquire new skills through trial and error pro-

cesses; thus, this learning ability facilitates the invention of 
new skills and technologies. In social learning, on the other 
hand, humans acquire new skills by observing (Bandura  1965 ) 
and imitating (Field and Walden  1982 ) the behaviors of others. 
Social learning ability thus promotes the spread of the new 
skills and technologies invented by individual learning. 

 Modern humans have enhanced social abilities compared 
with other animal species (Dunbar  1998 ); indeed, the capac-
ity for social learning is one of the major characteristics of 
modern humans. There are four necessary conditions of 
social learning processes: paying attention to a target, the 
retention and reproduction of a target’s behavior, and moti-
vation for imitation (Badura  1977 ). Acceptance from others, 
i.e., approval, enhances the motivation to imitate behaviors 
(Badura  1977 ). Thus, sensing acceptance from others might 
facilitate processes of social learning. Because they can per-
ceive a sense of acceptance, modern humans might tend to 
spread new skills in comparison to Neanderthals. In this 
sense, the spread of new skills, motivated by sense of accep-
tance, could play a key role in the replacement of Neanderthals 
by modern humans. 
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 Recent advances of neuroimaging techniques, such as 
functional magnetic resonance imaging (fMRI), have 
revealed the neural correlates underlying a wide range of 
social abilities, including a sense of acceptance. In this paper, 
we will review research related to the sense of acceptance, 
including the modulation of brain activation. Finally, we will 
introduce our future experimental plan.  

25.2     Sense of Acceptance 

 Sociometer theory has suggested that social acceptance from 
other people enhances self-esteem (Leary et al.  1995 ), and 
furthermore, self-esteem is a consequence of the degree to 
which people receive acceptance from other people. As pro-
posed in person-centered therapy, a sense of acceptance can 
infl uence social behaviors through psychological contact 
(Rogers  1957 ). Congruence, unconditional positive regard, 
and an empathic attitude of the therapist are the most impor-
tant factors in person-centered therapy. Within successful 
therapy, the client has changed his/her way of thinking. This 
change in thinking promotes new social behaviors. Thus, 
perceiving a sense of acceptance contributes to new social 
behaviors through changes in mindset. 

 Functional MRI studies have shown that acceptance (praise) 
from others activates the striatum, which is part of the reward 
system (Izuma et al.  2008 ). On the other hand, rejection 
from others shows activation in the dorsal anterior cingulate 
cortex (ACC), part of the pain matrix (Eisenberger et al.  2003 ), 
and is accompanied by a self-esteem decrease (Eisenberger 
et al.  2011a ). Interestingly, social support has been shown to 
decrease psychological pain-related activation in the ACC 
 during social exclusion (Onoda et al.  2009 ). Thus, social 
acceptance from others modulates brain activation in two 
ways: enhancement for reward-related activation and attenua-
tion for pain-related activation. 

 Humans can also perceive a sense of acceptance even 
without the explicit words of others (Rogers  1957 ), which 
likely stems from their nonverbal attitude. Perceived social 

support can come in the form of interpersonal touch (Coan 
et al.  2006 ). For instance, hand-holding with a spouse or 
stranger decreases the neural response to pain threat in the 
right anterior insula, superior frontal gyrus, and hypothala-
mus, including the affective pain matrix (Coan et al.  2006 ). 
In addition, a photo of romantic partner also decreases pain- 
related responses (Eisenberger et al.  2011b ). Therefore, a 
sense of acceptance stemming from the nonverbal and verbal 
behaviors of others can modulate emotion-related responses 
during social behaviors.  

25.3     Suggested Experiment for the Sense 
of Acceptance and Social Learning 

25.3.1     Missing Link Between Social Behavior 
and Sense of Acceptance 

 Despite the progress in research on the sense of acceptance, 
there are still issues that need to be resolved. First, as mentioned 
in the introduction, a sense of acceptance enhances social 
behavior. However, the neural correlates underlying the link 
between the sense of acceptance and the enhancement of social 
behavior is unresolved. Second, the motives for social behavior 
mainly consist of psychological factors; i.e., the enhancement 
of social behavior might be caused by emotional changes 
 elicited by a sense of acceptance. Thus, the link between 
 negative feelings stemming from psychological factors and a 
sense of acceptance warrants further investigation (Fig.  25.1 ).

25.3.2        Example of Experimental Design 

 In this article, we suggest a potential experimental design 
regarding the link between negative feelings stemming 
from psychological factors and a sense of acceptance. 
In this type of experiment, empathic pain, the negative feeling 
aroused by seeing others in pain (Singer et al.  2004 ), can be 
treated as psychological pain. Other conditions in the 

  Fig. 25.1    Time chart example of 
visual stimuli presentation. In the 
stimulus presentation, two types 
of stimuli (painful and no 
painful) are presented       
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experiment include supportive words or hand holding as a 
sense of acceptance. For this experiment, each subject 
observes painful or non-painful visual stimuli throughout 
the session. They then evaluate the stimuli while the left 
hand of a familiar person is placed on their hand (human 
hand condition). Alternatively, the control condition is 
when a non-human (e.g., rubber) hand or no hand (non-
hand condition) is used. 

 As hand holding is a gesture that imparts a sense of accep-
tance, we anticipate that hand holding will be perceived as 
reward. Thus, we expect that activation of the reward circuit, 
including ventral striatum, will be enhanced by hand hold-
ing. Furthermore, reward system activation is expected to 
modulate pain-related activation aroused by painful stimuli 
(Fig.  25.2 ).

25.4         Conclusion 

 In this paper, we have indicated the importance of a sense of 
acceptance for promoting social learning. The sense of accep-
tance has been investigated in wide range of studies including 
its underlying neural mechanisms in regards to social behavior 
or psychological factor effects. However, there is a missing 
link at the mechanistic level among social behavior, 

 psychological factors, and sense of acceptance. Our proposed 
experiment may help clarify the neural mechanisms underly-
ing social learning.     
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    Abstract  

  To comprehend the acquisition of technology during human evolution, it is import to elucidate 
the cognitive abilities underpinning social learning, such as imitating another’s behavior. We 
focused on a neural mechanism to understand stone tool-making by observing another’s 
behavior, and the existence of a shared neural mechanism with learning of linguistic informa-
tion using functional magnetic resonance imaging. A learning- related activation change was 
found in the right cerebellum while observing stone tool-making, which refl ected an internal 
model of motor control. A similar change in word pronunciation was found in the left superior 
temporal gyrus, which refl ected the effect of learning on the perception of auditory stimuli. 
These results indicate that the progress of imitative learning is represented in a specifi c corti-
cal region, and that the represented region depends on the information that the subject is 
focusing on learning.  
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26.1         Introduction 

 Since antiquity, humans have developed useful tools to 
improve their lives, and human culture was created by 
transmitting these technologies between individuals and 
generations. Technology is transferred by both social learn-
ing, which is learning from the behavior of another individ-
ual through social interaction, including imitating another’s 
behavior, and individual learning through trial and error. In 
particular, social learning such as imitation plays an impor-
tant role in the acquisition of knowledge about the social 
group to which the individual belongs. This kind of social 
learning is realized by developing cognitive abilities to com-
prehend the intentions of the other individual and learning a 
novel technology. Thus, elucidating the cognitive abilities 
underpinning social learning behavior is important to com-
prehend human evolutionary history, particularly the acqui-
sition of technology. Neuroimaging techniques are highly 
effective for investigating the neural basis of cognitive abili-
ties (Rilling  2008 ; for a review). Previous interdisciplinary 
studies between neuroscience and archaeology have investi-
gated the neural correlates of execution during the construc-
tion of early Stone-age tools by experts (Stout et al.  2008 ) 
and examined the effect of motor-skill learning on the con-
struction of stone tools by inexperienced subjects (Stout and 
Chaminade  2007 ). However, there is no direct evidence 
about which component of the neural mechanism is required 
to learn a novel technology from another individual. 

 In the present study, we examined the neural basis of 
social learning, particularly the contribution of linguistic 
ability. For this purpose, a social learning situation in which 
Mousterian stone tools were constructed was used as an 
experimental task because an expected neural activity in a 
historical environment can be depicted by reproducing the 
behaviors at that time. A previous study suggested that the 
development of cognitive abilities for tool use and language 
are closely represented in the cortex (Greenfi eld  1991 ), and 
the neural substrate for language and tool use shares a com-
mon region in Broca’s area (Higuchi et al.  2009 ). Overlapping 
cortical regions contribute to the neural mechanisms of 
understanding actions (i.e., the mirror neuron system) 
(Buccino et al.  2004 ;    Vogt et al.  2007 ) and tool use in non- 
human primates (Maravita and Iriki  2004 ). The importance 
of this region in language processing and its evolution has 
been widely discussed (Fogassi and Ferrari  2007 ; Corballis 

 2010  for reviews). However, it is unknown whether the 
 cognitive ability to learn inexperienced tool use via social 
interaction during the prehistoric age was intervened in the 
cognitive ability for language processing. Humans in the 
 prehistoric age transmitted their technology over a number 
of generations from the age when there was no explicit 
 evidence about language use. Thus, even if the cognitive 
mechanism of tool use and language share a common neural 
basis, the key components of the social learning mechanism 
to acquire tool use and language might be different. 

 We assumed that imitative learning was the fundamental 
avenue for transmitting technology such as stone tool 
making in the prehistoric social environment. Observing the 
behavior of others is particularly important as a trigger for 
acquiring knowledge, and imitative learning is effective for 
acquiring generalized knowledge within a social group 
because learners can easily fi nd good examples (e.g., elders) 
in their living space. It is speculated that imitative learning 
was essential to propagate technology or culture in the pre-
historic social environment. We also expected that essential 
parts of the neural basis of imitative learning are different for 
stone tool making and language information processing. In 
imitative learning an individual needs to understand anoth-
er’s intention. In the case of stone tool making, the individual 
must extract intention from bodily actions, whereas in the 
case of spoken language s/he must extract it from articulated 
sounds. We speculate that the building process of an internal 
model for observed bodily action by imitative learning is dif-
ferent than that of internal model for observed speech by imi-
tative learning. Humans in the prehistoric age may have used 
some kind of verbal communication even if there is 
no evidence of language at that time. If the essential neural 
bases of imitative learning to acquire the stone tool making 
skill and spoken language are different even though there are 
some common cortical regions that process both skills, this 
would help inform the cognitive mechanisms of tool-use and 
language. 

 To address this question, we used functional magnetic 
r esonance imaging (fMRI) to investigate brain activity while 
subjects observed the bodily actions used to make a stone tool 
and observed an unknown spoken language. Common and dif-
ferent activations were analyzed to clarify the differences in 
the neural processes associated with observing bodily actions 
versus those associated with word pronunciation. We used a 
repetition suppression approach to identify the cortical areas 
in which imitative learning occurs that are different from those 
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in which other behaviors occur. Repetition suppression is a 
robust neural mechanism in which a neural activity is 
reduced when stimuli are repeated, and this suppression has 
been used to identify shared populations of neurons respon-
sive to different stimuli (for a review, see Grill-Spector et al. 
 2006 ). Repetition-related reduction in neural activity was 
also used to probe the neural basis of learning. Repetitive-
perceptual learning of auditory words shows a signifi cant 
repetition-related decrease in the left superior temporal 
region (Rauschecker et al.  2008 ; Graves et al.  2008 ) and the 
frontal region related to articulation (Rauschecker et al. 
 2008 ). Similar repetition suppression effects have been 
reported in previous observational learning studies for 
bodily action in premotor and parietal regions (   Hamilton 
and Grafton  2009 ). The neural mechanism of understanding 
another’s intention from behavior is represented as a 
 repetitive decrease in neural activity in the right superior 
temporal sulcus and intraparietal region (Ortigue et al. 
 2009 ). Thus, we hypothesized that when learning bodily 
actions and word pronunciation progress by observing the 
behavior of others, the neural activity that takes part in the 
observed behavior decreases due to repetitive observation. 
The repetition suppression of task-related activation was 
analyzed to detect the process by which a bodily action or 
word pronunciation is learned from the repetitively observed 
behavior of others.  

26.2     Materials and Methods 

26.2.1     Participants 

 Twenty-four healthy Japanese volunteers participated in 
this study (12 males and 12 females; mean age, 25 ± 5; 
range, 20–36 years). The experimental data from six sub-
jects were excluded because of excessive head movement 
or an insuffi cient number of responses. Thus, we analyzed 
data from 18 participants (9 males and 9 females). All par-
ticipants were right-handed according to the Edinburgh 
Handedness Inventory (Oldfi eld  1971 ), and none had a his-
tory of neurological or psychiatric disorders. We confi rmed 
that all participants were inexperienced with stone tool-
making and the Uzbek language. All participants provided 
written informed consent to the experimental protocol, 
which was approved by the Ethical Committee of the 
National Institute for Physiological Sciences. The experi-
ments were conducted in compliance with national legisla-
tion and the Code of Ethical Principles for Medical 
Research Involving Human Subjects of the World Medical 
Association (Declaration of Helsinki).  

26.2.2     Experimental Procedure 

 The fMRI experiment consisted of four runs of actual 
 measurement and one practice run. A rapid event-related 
design was used for the fMRI experiment. During the fMRI 
session, all participants observed 15 moving pictures and 
one still picture of stone tool-making (mSTM and sSTM) 
and 15 moving pictures and one still picture of the pronun-
ciation of an Uzbek word (mUWP and sUWP). Video clips 
of an expert making stone tools and of an Uzbek word 
 pronounced by a native speaker were recorded using a digi-
tal video camera. The moving pictures were 1 s segments 
extracted from video clips. Each picture showed a kind of 
bodily action used to make a Mousterian stone tool from 
which it was easy to understand what kind of process was 
being depicted such as fl aking, which includes a platform-
preparation, or abrading (although it is unclear whether this 
abrading procedure accompanied the actual production of 
Mousterian stone tools) or to pronounce one Uzbek word. 
Each moving picture was presented twice in each run. In 
total, participants observed the same moving picture eight 
times throughout the fMRI session. The still pictures were 
used as a low-level control condition of visual stimuli to 
subtract the difference in the stone tool maker and Uzbek 
speaker on displayed moving pictures. Both still pictures 
were presented 15 times during each run. The practice run 
presented moving pictures that differed from those used in 
the actual run. The pictures were separated by resting inter-
vals of approximately 4 s, during which time a white fi xa-
tion cross was presented. The effi ciency of the experimental 
design was highly dependent on the temporal pattern of the 
stimulus presentations (Dale  1999 ; Friston et al.  1999 ). We 
designed the order of moving and still pictures to become a 
highly effi cient experimental design throughout the fMRI 
session. The detailed method has been described previously 
(Morita et al.  2008 ). 

 Participants were instructed to observe the pictures and to 
memorize the content of the bodily action or word pronun-
ciation. To ensure that the participants were conscious of the 
task, an actual imitation task was conducted immediately 
after the fMRI measurements. The participants noticed the 
execution of the imitation task beforehand, and they were 
asked to imitate the observed bodily actions and the word 
pronunciation during an actual imitation task. The partici-
pant’s imitations were video-recorded to evaluate the accu-
racy of the memorized content. To confi rm the arousal state 
of the participants, the color of the fi xation cross occasion-
ally changed to yellow, and the participants were instructed 
to press a button when they noticed the change. Figure  26.1  
illustrates the timeline of an fMRI run.
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26.2.3        fMRI Scanning 

 All images were acquired using a 3-T Siemens Allegra 
scanner with a bird cage head coil (Siemens, Erlangen, 
Germany). To acquire a fi ne structural whole-brain image, 
magnetization- prepared rapid-acquisition gradient-echo 
(MP-RAGE) images were obtained (repetition time [TR], 
2500 ms; echo time [TE], 4.38 ms; fl ip angle = 8°; fi eld of 
view [FoV], 230 mm; one slab; number of slices per 
slab = 192; voxel dimensions = 0.9 × 0.9 × 1.0 mm). The 
fMRI time-series data covering the entire brain were 
acquired using a T2*-weighted gradient echo-echo planar 
imaging. Oblique scanning was used to exclude the arti-
facts of eyeballs and to cover the entire cerebrum. The 
parameters of the experiment were as follows: (TR, 
3000 ms; acquisition time [TA], 2000 ms; TE, 30 ms; fl ip 
angle, 85°; 34 slices; FoV, 192 × 192 mm; 64 × 64 matrix; 
slice thickness, 3 mm; slice gap, 0.45 mm). The initial two 
scans of each run were dummy scans to equilibrate the state 
of magnetization and were discarded from the time- series 
data; thus, we collected 93 scans for each run. In total, 372 
scans per subject were included in the analysis. 

 Stimulus presentation and response collection were per-
formed using Presentation 1.21 (Neurobehavioral Systems, 
Albany, CA, USA) software implemented on a personal com-

puter (Dimension 8200; Dell Computer Co., Round Rock, 
TX, USA). A liquid crystal display projector (DLA- M200L; 
Victor, Yokohama, Japan) located outside and behind the 
scanner projected the stimuli through another waveguide onto 
a translucent screen, which the subjects viewed via a mirror 
attached to the head coil of the MRI scanner. The auditory 
stimuli were presented via MRI- compatible headphones 
(Hitachi Advanced Systems, Yokohama, Japan). Behavioral 
responses were recorded using a fi ber-optic response box 
(Current Designs Inc., Philadelphia, PA, USA).  

26.2.4     Data Analysis 

 Data preprocessing and statistical analyses of fMRI data 
were performed using statistical parametric mapping 
(SPM8, Wellcome Trust Center for Neuroimaging, London, 
UK). The effect of head motion across the scans was 
 corrected by realigning all scans to the fi rst one. The whole-
head MP-RAGE image volume was then co-registered with 
the fi rst EPI image. All EPI images were spatially normal-
ized to the Montréal Neurological Institute T1 template using 
the anatomical T1-weighted MRI image for each subject. 
Finally, each scan was smoothed with a Gaussian fi lter in a 
spatial domain (8-mm full-width at half-maximum). 

  Fig. 26.1    Example of fMRI experimental stimulus       
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 The fMRI data were analyzed using a two-level approach 
in SPM8. During the fi rst level, the hemodynamic responses 
produced under the different experimental conditions were 
assessed at each voxel on a subject base using a general lin-
ear model. We hypothesized that the hemodynamic responses 
under the mSTM, sSTM, mUWP, and sUWP conditions 
would be the canonical hemodynamic response functions 
with a 1-s duration. These hemodynamic responses were 
modeled for every repetition of the mSTM, sSTM, mUWP, 
and sUWP conditions. Hemodynamic responses to the obser-
vation of still pictures and to button responses were also 
modeled. Global changes were adjusted by proportional 
scaling, and low-frequency confounding effects were 
removed using a high-pass fi lter with a 128-s cutoff. Multiple 
regression analyses were performed on each voxel to detect 
the regions in which MR signal changes were correlated with 
the hypothesized model to obtain the partial regression coef-
fi cient of each voxel. 

 The second level of the analysis was performed on a 
population- based random-effects analysis using a two-way 
repeated-measures factorial design. One factor was the type 
of picture observed (STM or UWP; two conditions), and the 
other factor was the number of times the same moving pic-
ture was presented repeatedly (1–8, eight conditions). The 
contrast images obtained by subtraction of the (mSTM–
sSTM) and (mUWP–sUWP) conditions were used for this 
analysis to subtract the difference between the visual stimu-
lus and a simple repetitive effect caused by repetitively 
observing thhe same image. The statistical threshold was set 
at  p  < 0.05 (corrected for family-wise error [FWE] by voxel 
level). The cytoarchitectonic location of each activation 
focus was confi rmed by the SPM Anatomy toolbox (Eickhoff 
et al.  2005 ). 

 To identify the regions showing learning effects for each 
task, contrast images representing a repetition suppression 
effect of task-related activation were created and estimated. 
The contrast images were made using decreased linear con-
trasts (7, 5, 3, 1, −1, −3, −5, −7) for the factor of the number 
of repetitions (i.e., eight times) under each STM and UWP 
condition. Contrast images of the fi rst repetition of the 
(mSTM–sSTM) and (mUWP–sUWP) contrast ( p  < 0.05, cor-
rected for FWE) were also made to specify brain activation 
when the subjects observed each stimulus for the fi rst time, 
and were used as mask images to detect the repetition sup-
pression effect of task-related activation. The statistical 
threshold was set at  p  < 0.05 (corrected for FWE). In addi-
tion, to compare the task-specifi c learning effect on each 
task, the parameter estimate of the activation foci showing 
the repetition suppression effect with sphere radii of 4 mm 
were extracted using MarsBaR 0.42 toolbox (Brett et al. 
 2002 ). A gradient of the decrease in the activation profi le 
associated with the repetition between (mSTM–sSTM) and 
(mUWP–sUWP) contrast was tested.   

26.3     Results 

 The cortical activations during observation of STM and 
UWP pictures are summarized in Table  26.1 . A cytoarchitec-
tonic location was obtained by Anatomy toolbox 1.7 
(Eickhoff et al.  2005 , 2007). Signifi cant activations in the 
bilateral premotor and pre-supplementary motor areas and 
the right superior and bilateral posterior parts of the middle 
temporal gyri were commonly manifested during observations 
of both STM and UWP moving pictures. The large activation 
cluster over the parietal cortex was found bilaterally during 
observation of the STM moving pictures, as determined by 
the procedure (mSTM–sSTM); activation peaks were identi-
fi ed in the bilateral superior and inferior parietal lobules, 
intraparietal sulcus, and supramarginal gyrus. The frontal 
activation clusters were extended dorsally to the superior 
frontal gyrus and ventrally to the middle or inferior frontal 
gyrus. Moreover, the left insula and right cerebellar posterior 
lobule were signifi cantly activated (Fig.  26.2a ). In contrast, 
signifi cant activation clusters during observation of moving 
pictures of UWP were demonstrated by (mUWP–sUWP) in 
the bilateral temporal areas, including the superior temporal 
gyrus, and extended to the parietal operculum (Fig.  26.2b ).

    The common and differential activations in response to 
observation of the STM and UWP pictures are summarized 
in Tables  26.2  and  26.3 , respectively. Signifi cant activations 
depicted by conjunction analysis of the aforementioned con-
ditions were observed in the left premotor and pre- 
supplementary motor areas and in the bilateral superior and 
posterior parts of the middle temporal gyri (Fig.  26.2c ). 
Differential activations associated with (mSTM–sSTM)—
(mUWP–sUWP) were obtained in the bilateral middle fron-
tal gyrus, left premotor area, large regions of the bilateral 
intraparietal sulcus extending to the left supramarginal gyrus, 
right postcentral gyrus, posterior part of the bilateral middle 
temporal gyrus, left insula, and right cerebellar posterior lob-
ule (Fig.  26.2d ). In contrast, differential activations associ-
ated with (mUWP–sUWP)—(mSTM–sSTM) were obtained 
in the bilateral premotor area, pre-supplementary motor area, 
and superior temporal gyrus (Fig.  26.2e ).  

  The repetition-suppression effect was found in a region of 
the right cerebellar posterior lobule under the STM condition 
and a border region of the left superior temporal gyrus and 
inferior parietal lobule under the UWP condition. Figure  26.3  
depicts regions showing the effect of repetition-suppression 
on task-related activation and Table  26.4  summarizes ana-
tomical location of those regions. The decrease in the activa-
tion profi le associated with the repetition of the (mSTM–sSTM) 
condition was signifi cantly larger than that associated with 
repetition of the (mUZP–sUZP) condition ( F  (1, 284)  = 14.88, 
 p  = 0.0001) on the ROI of the right cerebellar posterior lobule 
(Fig.  26.3a ). Additionally, the decrease in the activation 
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profi le associated with the repetition of the (mUZP–sUZP) 
condition was signifi cantly greater than that associated with 
the (mSTM–sSTM) condition ( F  (1, 284)  = 20.44,  p  = 0.000001) 
in the ROI of the left superior temporal gyrus (Fig.  26.3b ).

26.4         Discussion 

 In the present study, we observed activity in the parietofron-
tal network when an inexperienced novice observed the STM 
actions of an expert. We also found that the cortical network 
was primarily involved in the experimental task, which is 
consistent with previous fi ndings of the neural correlates of 

Acheulean stone tool-making by experts (Stout et al.  2008 ). 
A recent meta-analysis of action-observation and imitation 
tasks also reported similar patterns in cortical networks 
(Caspers et al.  2010 ). In contrast, the activation pattern in the 
dorsal premotor area and the supramarginal gyrus was differ-
ent from the previous fi ndings of a novice during execution 
of stone tool making (Stout and Chaminade  2007 ). This dis-
crepancy may have depended on whether or not the actual 
execution process was involved. Moreover, we observed a 
repetition-related decrease in specifi c activation in the right 
posterior part of the cerebellum (lobule VI) under the STM 
picture-observation condition. In contrast, a border region of 
the superior temporal gyrus and left inferior parietal lobule 

   Table 26.1    Cortical activation during observation of pictures under the STM and UWP conditions   

 Area  (Brodmann’s area) 

 MNI coordinate (mm) 

 T-score  x  y  z 

  (mSTM–sSTM) contrast  
 L. superior frontal gyrus  (BA6)  −24  −4  52  7.77 

 (BA6)  −24  0  64  7.46 
 R. middle frontal gyrus  (BA6)  34  −2  54  7.20 
 R. inferior frontal gyrus  (BA44)  56  10  28  6.49 
 L. precentral gyrus  (BA6)  −34  0  56  7.80 

 (BA6/44)  −56  6  34  11.22 
 L. supplementary motor area  (BA6)  −4  14  50  6.26 
 L. postcentral gyrus  (BA40)  −62  −20  34  13.16 
 R. postcentral gyrus  (BA2)  38  −40  46  7.16 
 R. supramarginal gyrus  (BA40)  62  −16  24  6.72 
 L. superior parietal lobule  (BA7a)  −18  −46  66  7.78 
 R. superior parietal lobule  (BA7p)  16  −66  52  6.98 
 L. inferior parietal lobule  (BA40)  −38  −42  48  10.10 

 (BA40)  −52  −38  24  8.28 
 R. inferior parietal lobule  (BA40)  34  −46  52  6.99 
 R. superior temporal gyrus  (BA40)  68  −34  14  7.00 
 L. superior temporal sulcus  (BA21)  −54  −44  12  5.63 
 R. superior temporal sulcus  (BA21)  52  −38  8  4.77 
 L. middle temporal gyrus  (BA19/37)  −50  −66  6  15.28 
 R. middle temporal gyrus  (BA19/37)  52  −62  2  15.50 
 L. inferior temporal gyrus  (BA37)  −46  −50  −18  5.74 
 R. inferior temporal gyrus  (BA37)  48  −48  −18  5.24 
 L. insula  −42  −4  6  5.12 
 R. cerebellum  16  −76  −48  7.28 

 26  −66  −26  6.53 
  (mUWP–sUWP) contrast  
 R. precentral gyrus  (BA6)  56  0  40  10.47 
 L. precontral gyrus  (BA6/4a)  −52  −6  44  9.09 
 L. supplementary motor area  (BA6)  −2  4  62  7.63 
 L. postcentral gyrus  (BA3b/3a)  −56  −4  18  5.39 
 L. superior temporal gyrus  (BA22)  −54  −18  2  26.79 
 R. superior temporal gyrus  (BA22)  62  −14  2  25.78 
 L. middle temporal gyrus  (BA21)  −50  −64  8  7.57 
 R. middle temporal gyrus  (BA21)  50  −62  2  6.58 

  Anatomical location was obtained by the Anatomy toolbox (Eickhoff et al. 2005)  
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  Fig. 26.2    Cortical 
activation associated with 
observation of stone 
tool-making and 
pronunciation of an Uzbek 
word. Comparison between 
moving and still pictures 
under ( a ) STM and ( b ) 
UWP conditions, and ( c ) 
result of conjunction 
analysis of (a) and (b). ( d ) 
and ( e ) show differential 
activations under STM and 
UWP conditions       
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   Table 26.2    Common activations during observation of STM and UWP pictures   

 Area  (Brodmann’s area) 

 MNI coordinate (mm) 

 T-score  x  y  z 

  Conjunction analysis of (mSTM–sSTM) & (mUWP–sUWP)  
 L. precentral gyrus  (BA6/4a)  −50  0  40  5.64 
 L. supplementary motor area  (BA6)  −6  12  52  6.09 
 L. postcentral gyrus  (BA40/43)  −60  −18  18  6.31 

 (BA40)  −50  −36  22  7.88 
 R. postcentral gyrus/superior temporal gyrus  (BA40)  66  −32  12  6.46 
 L. middle temporal gyrus  (BA19/37)  −50  −64  8  7.57 
 R. middle temporal gyrus  (BA19/37)  50  −62  2  6.58 

   Anatomical location was obtained by the Anatomy toolbox (Eickhoff et al. 2005)  

   Table 26.3    Differential activations during observation of STM and UWP pictures   

 Area  (Brodmann’s area) 

 MNI coordinate (mm) 

 T-score  x  y  z 

  (mSTM–sSTM)-(mUWP–sUWP)  
 L. superior frontal gyrus  (BA6)  −22  0  54  6.14 
 L. middle frontal gyrus/precentral gyrus  (BA6)  −26  −6  50  6.81 
 R. middle frontal gyrus  (BA6)  32  −2  52  7.14 
 L. precentral gyrus  (BA6/44)  −56  6  32  6.40 
 R. postcentral gyrus  (BA3b/40)  62  −14  26  5.82 
 L. supramarginal gyrus  (BA40)  −54  −24  34  9.33 
 R. supramarginal gyrus  (BA40)  56  −28  36  5.05 
 L. superior parietal lobule  (BA7a)  −22  −54  62  8.08 
 R. superior parietal lobule  (BA7a)  16  −60  54  7.45 
 L. inferior parietal lobule  (BA40)  −36  −44  48  7.10 
 R. inferior parietal lobule  (BA2/40)  38  −40  46  6.49 
 L. middle occipital gyrus  (BA39)  −38  −74  18  5.52 

 (BA39)  −48  −72  12  5.28 
 R. middle occipital gyrus  (BA39)  48  −68  10  5.38 
 L. middle temporal gyrus  (BA19/37)  −50  −64  −4  7.56 
 R. middle temporal gyrus  (BA19/37)  56  −58  −2  6.47 
 L. insula  −42  −2  8  4.81 
 R. cerebellum  18  −76  −48  5.50 

 44  −56  −28  4.96 
  (mUWP–sUWP)-(mSTM–sSTM)  
 L. precentral/postcentral gyrus  (BA6/4a)  −52  −8  44  8.04 
 R. precentral gyrus  (BA6)  56  −2  42  9.02 
 L/R. supplementary motor area  (BA6)  0  2  64  5.11 
 L. superior temporal gyrus  (BA22)  −52  −18  2  21.75 

 (BA22)  −44  −26  8  19.26 
 R. superior temporal gyrus  (BA22)  58  −14  2  20.32 

 (BA22)  42  −24  10  14.47 

   Anatomical location was obtained by the Anatomy toolbox (Eickhoff et al. 2005)  
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showed a signifi cant decrease in specifi c activation under the 
UWP picture-observation condition. This result supports our 
hypothesis; the cognitive mechanism of imitative learning 
for stone tool-making and that of word-pronunciation 
involves different cortical regions. 

26.4.1     Effect of Learning on Task-Related 
Activation 

 The activation of the right cerebellar posterior lobule (lobule 
VI) showed a signifi cant repetition-related decrease under 
the STM condition. A previous study suggested that changes 
in cerebellar activity refl ect the progress of internal model 
formulation to learn a motor control to manipulate a novel 
tool (Imamizu et al.  2000 ). A learning-related decrease in 
cerebellar lobule VI activation was also observed in a neuro-
imaging study focused on acquisition of a bimanual coordi-
nation task (Debaere et al.  2004 ). Because the subjects were 
asked to imitate the observed STM action immediately after 
the fMRI scan, they had to be alert to acquire the STM action 
presented. Subjects must have observed the posture of the 
whole body and how to handle the hummerstone and stone 
core that the expert held in both hands to imitate the STM 
action. As each observed STM action itself was simple, the 
subjects could formulate the internal model of STM action 
using their own repertoires of motor control through a repeti-

tive observation of another’s action. Hence, it was expected 
that the subjects interpreted the observed STM action and 
could roughly translate it into their own motor representation 
via repetitive observation, and the repetition-related decline 
of cerebellar activation refl ected the progress of learning to 
construct an internal model of STM actions. 

 In contrast, the border area of the left superior temporal 
gyrus and inferior parietal lobule showed repetition- 
dependent suppression of activation. A repetition-related 
decrease in neural activity associated with the learning of 
pseudo-words was observed in the left superior temporal 
gyrus as well as the left frontal cortex, suggesting that the 
repetition-related decreases in the left superior temporal 
gyrus refl ected the effect of learning on the neural process-
ing of the perception of auditory stimuli (Rauschecker et al. 
 2008 ). Graves et al. ( 2008 ) also reported that the posterior 
superior temporal gyrus showed reduced neural activity 
related to repetitive lexical phonological processing. In the 
present study, subjects were asked to vocalize an Uzbek 
word after the fMRI scan as well as to imitate an STM 
action. Because subjects were inexperienced with the Uzbek 
language and no information about the meaning of the 
words presented was provided during the experiment, they 
had to concentrate on catching the phonological information 
about the presented word during the mUWP task. Thus, the 
repetition-dependent suppression in the activity of the left 
superior temporal gyrus refl ected the progress in learning 

  Fig. 26.3    Repetition-suppression effect in the ( a ) right cerebellar 
 posterior lobule with STM task-related activation, and ( b ) in the left supe-
rior temporal gyrus with UWP task-related activation. The plot shows 

repetition-related changes of parameter estimates in each activation 
focus, and  error bar  shows the standard error of the mean       

   Table 26.4    Regions showing the repetition-suppression effect on task-related activation during observation of STM and UWP 
pictures   

 Area  (Brodmann’s area) 

 MNI coordinate (mm) 

 T-score  x  y  z 

  Linear contrast of (mSTM–sSTM)  
 R. cerebellum   26  −70  −22  4.59 
  Linear contrast of (mUWP–sUWP)  
 L. superior temporal gyrus/inferior parietal lobule  (BA22)  −44  −32  18  3.94 

 (BA40) 

   Anatomical location was obtained by the Anatomy toolbox (Eickhoff et al. 2005)  
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the phonological information. A learning-related decrease 
in cortical activation was not observed in the common corti-
cal regions of both imitation tasks, suggesting that activity 
in these regions was not being refl ected in the progress of 
imitative learning by observation without execution such as 
with the present experimental task. If individual learning 
accompanied by actual execution such as trial-and- error 
learning is performed, the learning-related activation change 
may also be observed in common regions. 

 Stout et al. ( 2011 ) suggested that brain activation specifi c to 
naïve subjects refl ects kinematic information and visuospatial 
attention that represents a strategy of observational learning to 
simulate low-level aspects of task performance such as under-
standing action elements. The present results support their 
assertion; that is, a learning effect based on repetitive observa-
tion of stone tool-making was found in the neural basis to con-
struct an internal model of action in the cerebellum, whereas the 
neural basis to understand an action intention such as the mirror 
neuron system did not show that kind of learning effect. A simi-
lar interpretation is possible for the case of Uzbek word articula-
tion. The learning effect due to repetitive observation of Uzbek 
word articulation was observed in the neural basis of phonologi-
cal processing, whereas cortical regions representing articula-
tory processes, such as the dorsal premotor area (Brown et al. 
 2009 ; Koelsch et al.  2009 ), did not show such a learning effect. 
Therefore, participants who had no exact knowledge about 
stone tool- making or the Uzbek language focused on a low-
level aspect of task information during repetitive observational 
learning, that is, to acquire the motor sequence of each bodily 
action for stone tool-making or to follow the sequence of the 
phoneme for the Uzbek word. It can be predicted that when 
trained subjects or experts perform the same experiment, sub-
jective attention is turned to a higher-level aspect of task infor-
mation, that is, to understand the intention of each process of 
stone tool-making or to simulate articulation of Uzbek words. 
Cortical regions that show repetition-related decreases in trained 
subjects may also differ via the aforementioned differences 
between naïve and trained subjects. Further investigations using 
trained subjects are necessary to clarify this point. 

 These results suggest a decrease in brain activation by 
repetitive observation of another’s behavior, but we did not 
investigate the quantitative relationship between changes 
in brain activation and skill progress to carry out the actual 
behavior. It is expected that there is a relationship between 
not only social learning such as imitation but also individ-
ual learning such as trial-and-error and skill progress. In 
addition, the internal model of observed behavior may be 
preliminarily constructed by imitative learning and the 
model may be refi ned to suit the personal characteristics of 
each individual through individual learning. To clarify this 
point, it is necessary to measure brain activity at each stage 
of skill acquisition, which can be evaluated from an out-
side learner as in Stout and Chaminade ( 2007 ) and Stout 
et al. ( 2011 ).  

26.4.2     Common Activation for Both 
Imitation Tasks 

 The posterior part of the bilateral superior temporal gyrus 
showed signifi cant activation in the conjunction analysis of 
the STM and UWP conditions. The location of the activation 
site was close to that identifi ed by previous studies on bio-
logical motion (   Grossman and Blake  2002 ; Thompson et al. 
 2005 ; Peelen et al.  2006 ). The activity of this area is involved 
in the perception of dynamic facial motion (Sato et al.  2004 ; 
Schultz and Pilz  2009 ). Because the participants observed 
motion pictures to memorize the projected bodily action or 
speech for the  post-hoc  mimicking test in our fMRI experi-
ment, the activity of this region refl ected bodily or facial 
motion for learning the observed behavior of others. 

 Activation in the superior part of the dorsal premotor area 
was observed under the STM condition. From the conjunc-
tion analysis, a part of the activated region was also observed 
under the UWP condition. A previous study suggested that 
the dorsolateral prefrontal cortex was active during tool-use 
action-planning tasks (Johnson-Frey et al.  2005 ), and the 
infl uence of spatial information on observed behavior has 
also been suggested (Vogt et al.  2007 ). Thus, dorsal premotor 
activation refl ected the cognitive process used to integrate an 
observer’s motor representation with the observed bodily or 
facial action. However, it has also been reported that stone 
tool making by a novice does not involve activation of the 
dorsal premotor area (Stout and Chaminade  2007 ). The dis-
crepancy in the results of these two studies may be attribut-
able to differences in the actual interpretation of the practice 
of stone tool making by participants. In the present study, 
participants did not have an execution session until they were 
tested with video recordings after the fMRI measurement. 
Thus, it would be expected that they interpreted and planned 
to imitate the observed action by substituting their own 
motor representation, which was similar to the STM action 
presented during the fMRI measurement, because they were 
inexperienced and did not have an actual motor representa-
tion of the STM action. 

 Cognitive functions in the pre-supplementary motor area 
have been suggested to be important for response inhibition 
(Duann et al.  2009 ;    Chen et al.  2009 ). In the fMRI experiment, 
participants were asked to mentally imitate the presented action 
or speech to memorize them. However, they were asked not to 
move or vocalize during the experiment. Therefore, the activity 
of the pre-supplementary motor area was observed in relation 
to suppression of imitative body movement. Activation of the 
bilateral posterior part of the middle temporal gyrus that has 
been reported as a visual motion processing area (Tootell et al. 
 1995 ;    Malikovic et al.  2007 ) was commonly observed under 
the STM and UWP conditions. Because the contrast between 
the motion-picture minus the still-picture condition was used 
for the second- level analysis, that activation refl ected the per-
ception of visual motion.  
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26.4.3     Differential Activation 
for Each Imitation Task 

 Ventral premotor activation, which was also specifi cally 
induced by observing STM action, was included in the region 
that has been interpreted as part of the mirror neuron system 
in previous studies (Buccino et al.  2004 ; Vogt et al.  2007 ). 
Furthermore, execution of stone tool-making involves  activity 
in the ventral premotor region (Stout and Chaminade  2007 ; 
Stout et al.  2008 ,  2011 ). To imitate an STM action, subjects 
must observe the posture of the whole body and learn how to 
handle the hummerstone and stone core that the expert held in 
both hands. Thus, ventral premotor activation refl ected the 
cognitive process used to analyze the observed action. 
Caspers et al. ( 2010 ) reported that the dorsal part of BA44 is 
commonly involved in action-observation and imitation tasks, 
whereas the caudoventral part of BA44 is consistently 
involved during action imitation. Based on the activation 
induced by observing the STM action, the peak location of 
the ventral premotor area was located on the border region 
between the probabilistic map of BA6 and BA44, and the 
activation cluster was more expansive on the ventral side of 
the inferior frontal region. These results suggest that the cog-
nitive mechanism to manipulate the self-motor representa-
tions contribute to the action observation during imitative 
learning. In contrast, the activation peak in the dorsal premo-
tor area under the UWP compared with the STM condition 
was observed in the inferior portion. Previous neuroimaging 
studies of phonological processing have reported that the 
inferior part of the dorsal premotor area plays an important 
role in the articulatory process (Brown et al.  2009 ; Koelsch 
et al.  2009 ). The participants were not familiar with the pro-
nunciation of Uzbek words because the sequence of the pho-
nemes differed from that of Japanese words. We concluded 
that the increase in activity refl ected the cognitive load of the 
mental rehearsal needed to pronounce the Uzbek words. 

 Activations were observed in the parietal cortex adjacent 
to the bilateral intraparietal sulcus and extended to the left 
supramarginal gyrus specifi cally under the STM condition. 
These fi ndings are consistent with those of a previous study 
on the neural correlates in the posterior parietal region asso-
ciated with the observation of action (Caspers et al.  2010 ). 
Previous studies have suggested that intraparietal sulcus 
regions are involved in stone tool making by both novices 
and experts (Stout and Chaminade  2007 ; Stout et al.  2008 , 
 2011 ). In the present study, subjects were asked to memorize 
observed unfamiliar STM actions that consisted of an inter-
pretable bimanual manipulation using a hummerstone and 
stone core. Therefore, the activations refl ected the acquisi-
tion of the procedure of bimanual motor representation for 
stone tool making by observing the actions of others. 
Additionally, a differential activation pattern in the supra-
marginal gyrus of the dorsal premotor area was observed and 
compared with the results of a previous study of stone 

tool- making by a novice (Stout and Chaminade  2007 ). 
Activity in the left posterior parietal regions including the 
supramarginal gyrus occurred while planning the bodily 
actions associated with the use of a familiar tool, even though 
the execution of actual motor actions was not involved 
(Johnson- Frey et al.  2005 ). Moreover, stone tool making by 
experts was associated with activation in the bilateral supra-
marginal gyrus (Stout et al.  2008 ). This may also indicate 
that participants were using their own motor representations, 
which would be similar to the STM action, to plan the imita-
tive action instead of using an actual motor representation of 
an STM action that they had not yet learned. 

 A direct comparison of (mSTM–sSTM)—(mUWP–
sUWP) showed activation of the junction areas of the bilat-
eral middle temporal and occipital region, which had a 
slightly inferior peak location compared with that during 
common activation. The pictures under the mSTM condition 
presented all the bodily motions involved in stone tool- 
making. By contrast, the pictures under the mUWP condi-
tion presented only the facial motion. A previous study 
reported that the occipitotemporal region was particularly 
sensitive to the perception of the human body (Astafi ev et al. 
 2004 ). Thus, differential activation was induced by the per-
ception of motion enacted by the whole human body. In con-
trast, observation of the pronunciation of a Uzbek word 
involved large activation clusters in the bilateral superior 
temporal gyrus. Because only the mUWP condition con-
tained auditory information in the form of pronunciation of a 
Uzbek word, these activations were considered to refl ect 
audiovisual speech perception (Murase et al.  2008 ).   

26.5     Conclusion 

 The progress of imitation learning by repetitive observation 
was represented in a specifi c cortical region, and the repre-
sented region was dependent on the information that the sub-
ject focused on to learn, although a common mechanism 
representing the premotor and supplementary motor area and 
posterior part of the temporal region existed between both imi-
tative learning tasks. That is, the subject had to focus on the 
internal model formulation of the observed action to imitate the 
stone tool-making procedure, and the imitative learning of 
observed action caused activity to decrease in the right 
 cerebellum. In contrast, the subject had to focus on the phono-
logical components of the auditory information to imitate an 
unknown Uzbek word, and the imitative learning of the Uzbek 
word caused an activity decrease in the left superior temporal 
gyrus. These results support our hypothesis that the cortical 
region where imitative learning by repetitive observation of 
stone tool-making appears as a change in neural activity differs 
from that of word pronunciation. Our results demonstrate the 
cortical mechanisms of social learning behavior that were 
assumed to have been used in the prehistoric age.     
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    Abstract   

 Differences in learning abilities are thought to be demonstrated by elucidating the brain 
regions involved in individual and social learning of modern humans using neuropsycho-
logical methods, and by comparing the differences in brain regions between modern and 
ancient humans based on fossil reconstruction of ancient human brains. Although motiva-
tion to learn is an enforced factor in individual and social learning, the neural substrates 
associated with motivation to learn have not previously been determined. Therefore, I inves-
tigated the neural substrates of motivation to learn in modern humans using functional 
magnetic resonance imaging (fMRI). I confi rmed that sense of accomplishment, which is 
an intrinsic reward, is associated with motivation to learn. In addition, the striatum was 
strongly activated by sense of accomplishment, and striatal activation levels were positively 
associated with a motivation-to-learn score derived from a questionnaire. I explored the 
association between motivation to learn and other cognitive functions, and found that moti-
vation to learn was positively correlated with performance on a divided attention task. The 
fMRI study revealed that processing of divided attention activates the dorsal inferior frontal 
gyrus and superior parietal lobule, found in the frontal and parietal cortices, and fosters 
higher synchronization between these regions. In modern humans, the frontal and parietal 
cortices develop from childhood to adulthood. Morphological and functional comparisons 
of these regions between modern and ancient humans are expected to help elucidate differ-
ences in learning abilities between modern and ancient humans.  
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27.1         Introduction 

 Comparative anatomy has been used to elucidate differences 
in learning abilities between modern and ancient humans 
based on differences in brain morphology related to learned 
behaviors. In modern humans, the brain regions involved 
in individual and social learning are determined using 
 neuropsychological methods. By comparing those brain 
regions with morphological reconstruction of fossils of the 
ancient human brain, the differences in learning abilities 
may be established. The study project for Replacement of 
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Neanderthals by Modern Humans (RNMH) has focused on 
the neural bases of learning control (enforced learning) in 
individual learning and of imitative learning in social learn-
ing. Although motivation to learn is an enforced factor for 
individual and social learning, the neural substrates associ-
ated with it have been unclear. Therefore, I investigated the 
neural substrates of motivation to learn in modern humans 
using functional magnetic resonance imaging (fMRI). In 
addition, I tried to determine what cognitive function is asso-
ciated with level of motivation to learn. The neural substrates 
of that cognitive function may provide evidence for discus-
sion of the differences in learning abilities between modern 
and ancient humans based on the differences in the brain 
morphologies and functions between them.  

27.2     Neural Basis of Motivation to Learn 

 Academic rewards for motivational arousal include sense of 
accomplishment and competence, self-effi cacy, and accep-
tance by others (Deci et al.  1991 ,  1996 ). Although accep-
tance by others corresponds to the social reward in the 
RNMH projects, and is induced by the relationship between 
self and others, sense of accomplishment and competence 
and self-effi cacy are induced comparatively without depen-
dence on others. In other words, sense of accomplishment 
and competence and self-effi cacy are intrinsic rewards. 
Therefore, not only social rewards but also intrinsic rewards 
are important factors for enforced learning (Fig.  27.1 ).

   Neural bases of acceptance by others and sense of accom-
plishment have been reported using fMRI. Perception of a 
good reputation by others induces activation of the medial 

prefrontal cortex and striatum (Izuma et al.  2008 ). 
Additionally, when all pieces fi t comfortably into a square 
puzzle with the correct answer to a working memory task 
(2-back task), a sense of accomplishment occurred (Yoshida 
et al.  2008 ) and striatal activation was observed (Mizuno 
et al.  2008 ). However, although striatal activation levels were 
positively correlated with scores on Waugh's academic 
achievement motivation scale (Waugh  2002 ), which is a 
scale of motivation to learn (Fig.  27.2 ), and with accuracy of the 
task during this academic reward (sense of accomplishment) 
condition, these correlations were not observed during a 
monetary reward condition. In this case, the task was not a 
learning task. However, an association between good perfor-
mance on the task or high motivation to learn and striatal 
activation was observed, suggesting that intrinsic rewards 
may be effective in enforced learning.

27.3        Attentional Function Involved 
in Motivation to Learn 

 When students graduate to junior high school from ele-
mentary school, rapid changes in the environment occur, 
which may cause various behavioral and emotional prob-
lems (Spear  2000 ). One example is the number of Japanese 
students with school refusal, which was observed in 7,154 
out of 1,201,134 sixth-graders of elementary school and 
21,084 out of 1,177,557 seventh-graders of junior high 
school in 2010 (MEXT  2010 ). Chronic fatigue and low 
motivation to learn in students are closely correlated to 
school refusal (Miike et al.  2004 ). I reported that from ele-
mentary school to junior high school, fatigue and intrinsic 

  Fig. 27.1    Research initiative       
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motivation to learn in students also markedly increases and 
decreases, respectively (Mizuno et al.  2011b ,  c ). On the 
other hand, performance of executive functions, such as 
working memory and attention control, develops dramati-
cally from elementary school to junior high school (Mizuno 
et al.  2011a ). 

 Based on these fi ndings, in elementary and junior high 
school students, I investigated correlations between 
motivation- to-learn scores calculated by the intrinsic moti-
vation to learn scale (Sakurai and Takano  1985 ) and perfor-
mance of various cognitive functions including motor 
processing, spatial construction ability, semantic fl uency, 
immediate memory, delayed memory, spatial and non-spa-
tial working memory, and selective, switching, and divided 
attention (Mizuno et al.  2011a ). In multivariate logistic 
regression analyses adjusted for grade and gender, none of 
the cognitive test scores were correlated with intrinsic 
motivation to learn in elementary school students. However, 
the scores for the divided attention task (kana pick-out test) 
were positively correlated with intrinsic motivation to learn 
in junior high school students (Mizuno et al.  2011b ). The 
kana pick-out test demands performance of parallel pro-
cessing during a reading task. Participants must pick out a 
subset of letters contained within a story while reading the 
story for comprehension. The task requires appropriate 

allocation of attentional resources to the two activities 
(Kaneko  1996 ).  

27.4     Neural Basis of Divided Attention 

 Based on fi nding a relationship between motivation to learn 
and divided attention, I used fMRI to investigate the neural 
substrates associated with the kana pick-out test. I found that 
in the dual-task condition, the left dorsal inferior frontal 
gyrus and superior parietal lobule were more highly acti-
vated than they were in the two single-task conditions 
(Mizuno et al.  2012 ) (Fig.  27.3 ). In addition, higher func-
tional connectivity (synchronization) between the left dorsal 
inferior frontal gyrus and superior parietal lobule in the dual- 
task condition than in the two single-task conditions was 
observed. These results suggest that increased activation of 
the left dorsal inferior frontal gyrus and superior parietal lob-
ule during dual-task performance may be associated with 
capacity for attentional resources, and the increase in syn-
chronization between the left dorsal inferior frontal gyrus 
and superior parietal lobule in the dual-task condition may 
induce effective communication between these brain regions, 
leading to more attentional processing due to greater and 
more complex demands on voluntary attentional resources.

  Fig. 27.2    Relationship between striatal activation and motivation-to-learn score       
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27.5        Conclusion 

 In modern humans, intrinsic reward for motivational arousal, 
such as sense of accomplishment, induces activation of the 
striatum. Motivation to learn is related to the ability to divide 
attention. The dorsal inferior frontal gyrus and superior 
parietal lobule, found in the frontal and parietal cortices, are 
activated during divided attention processing on the kana 
pick-out test. It is known that the frontal and parietal cortices 
are some of the last regions to mature from childhood to ado-
lescence. Morphological and functional comparisons of 
these regions between modern and ancient humans are 
expected to help elucidate differences in learning abilities 
between modern and ancient humans.  
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 The protocols of these studies were approved by each Ethics 
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