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Foreword

In recent years there have been major advances in the fields of cardiovascular
nuclear medicine and cardiac magnetic resonance imaging. In Nuclear cardi-
ology more adequate tomographic systems have been designed for routine
cardiac use, as well as new or improved quantitative analytic software pack-
ages both for planar and tomographic studies implemented on modern state-
of-the-art workstations. In addition, artificial intelligence techniques are
being applied to these images in attempts to interpret the nuclear studies in
more objective and reproducible manners. Various new radiotracers have
been developed such as antimyosin, labeled isonitriles, metabolic com-
pounds, etc. Furthermore, alternative stress testing with dipyridamole and
dobutamine has received much attention in clinical cardiac practice. Magnetic
resonance imaging is a relative newcomer in cardiology and has already
shown its merits, not only for anatomic information but more and more for
the functional aspects of cardiac performance.

Previous to the annual meetings of the European Society of Cardiology
(ESC), which started in Vienna 1988, separate meetings had been organized
by the Working Group on Nuclear Cardiology, the first meeting being in
Tours 1978, followed by several other successful symposia (Vienna 1982,
Rotterdam 1983, Edinburgh 1987). These meetings were quite intimate and
reunited a number of experts in a given field, enhancing the flow and ex-
change of information. At the ESC meeting in Nice 1989, it was decided by
the Working Group on Nuclear Cardiology to continue the organization of
its own meetings of the Working Group on a biennial basis. As a result, the
first biennial meeting of the Working Group on Nuclear Cardiology was
organized in 1991, March 22--23.

The meeting was held under the auspices of the ESC and the Interuniver-
sity Cardiology Institute of the Netherlands (ICIN).

This first biennial meeting has highlighted the substantial progress in the
cardiac nuclear techniques with major emphasis on clinical applications. The
clinical aspect was underscored, particularly since the meeting was directly
preceded by the Second International Symposium on Computer Applications
in Nuclear Medicine and Cardiac Magnetic Resonance Imaging which was
held on March 20-22, 1991. In the preceding meeting the computer aspects
were discussed with specific emphasis on three-dimensional (3-D)-recon-

iX



x Foreword

struction and filtering methods, quantitation, quality control, artificial intelli-
gence applications, 3D-displays, workstations, multi-modality imaging and
image compression techniques in nuclear medicine in general and cardiovas-
cular imaging in particular. This joint venture of both meetings proved
very advantageous as it also attracted many physicists, programmers, image
processing specialists, and technicians active in these fields. Therefore, this
‘coincidence’ provided a larger forum for the advance of cardiovascular
nuclear medicine and cardiac magnetic resonance imaging.

During both meetings, excellent tutorials have been presented by invited
experts from Europe and the United States. This book consists of a compi-
lation of manuscripts based on the presentations of all tutorial speakers. It
is a perfect representation of both symposia, covering almost every aspect
of cardiovascular nuclear medicine and cardiac magnetic resonance imaging.
The book is intended to assist the nuclear medicine physician, the radiologist,
the physicist/image processing specialist, and the clinical cardiologist in
understanding the nuclear medicine techniques, particularly those used in
cardiovascular medicine, and in increasing the knowledge of cardiac magnetic
resonance imaging.

We thank the contributors for making every effort in providing superb
state-of-the-art chapters, and we hope that this book will be a valuable
contribution to the progress in noninvasive imaging of human heart disease.

August 1991 Jonan H.C. REIBER
ErnsT E. vAN DER WALL
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1. Cardiovascular imaging in the nineties

HERMANN EICHSTAEDT

Summary

The boundaries for the future of cardiac imaging and image processing have
been enumerated with great ambitions, but the attainment of those goals
will require a unique approach to further investigations. To reach these goals,
the future approach should focus on the biological and technical problems
that remain to be solved before complete characterization of cardiac struc-
ture, function, perfusion, and metabolism by imaging techniques will become
a reality. These goals can only be met by interdisciplinary teams of investi-
gators, representing expertise in the divergent areas of physics, electrical and
computer engineering, physiology, biochemistry, computer science and the
clinicians in cardiology, radiology, and nuclear medicine. The successful
attainment of our shared objectives depends on a close interaction among
the several academic disciplines cited, including collaboration with industrial
research and development laboratories.

The achievements of coordinate cardiac imaging research to date are
extraordinary and suggest that the application of quantitative analytical tech-
niques to cardiovascular images will continue to yield impressive and mean-
ingful results which should increase our knowledge of the cardiovascular
system and the subjective utility for our patients.

1. Introduction

Prodigious breakthrough in cardiovascular imaging has occurred in the past
two decades. As evidenced by the other chapters in this volume, the cardio-
vascular researcher and the clinician caring for patients with cardiac disease
dispose of a widely divergent set of tools to evaluate many aspects of cardiac
structure and function. To facilitate a broad overview of the several currently
available imaging modalities, their current contribution to cardiovascular
science and various aspects of the future of cardiac imaging and image
processing, several important goals of cardiac imaging have to be defined.
By examining these goals and by determining how near we are to their

Johan H.C. Reiber & Ernst E. van der Wall (eds.), Cardiovascular Nuclear Medicine and MRI, 1-26.
© 1992 Kluwer Academic Publishers.



2 Hermann Eichstaedt

Table 1. Objectives of cardiovascular imaging

Anatomy of chambers, walls, valves, great vessels

Size
Shape
Relationships (congenital disease)

Function

Systolic
Diastolic
Valvular

Myocardial metabolism
Macro- and microperfusion
Tissue characterization

Injury

Scar

Neoplasm
Thrombus
Infiltration
Cardiomyopathy

attainment, we may conjecture about likely directions for future cardiac
imaging.

The ideal ambitions of clinical cardiac imaging include the complete struc-
tural, functional, and metabolic characterization of the heart, great vessels,
and the pulmonary vasculature in a noninvasive manner (Table 1). To achieve
these goals the following requirements are needed: 1) the depiction of cardiac
morphology (chambers, walls, great vessels, valves, and the anatomy of the
coronary arteries); 2) the delineation of systolic and diastolic chamber and
valvular function; 3) the assessment of myocardial metabolism and perfusion;
and 4) the characterization of myocardial structure, so-called tissue charac-
terization.

At present, cardiac morphology and function can quite well be assessed
using a variety of conventional techniques (Table 2). Twenty-five years ago,
the only clinically useful approach to examining cardiac chamber morphology
and function involved angiographic procedures that required direct injection
of contrast media into the heart during cardiac catheterization. Currently,
diagnostic information of this type can often be obtained with less invasive
procedures such as echocardiography and conventional radionuclide imaging.
Recent research and clinical practice have shown that digital angiography
with an intravenous contrast injection, cine-computed tomography, and mag-
netic resonance imaging are able to provide quantitative information on
cardiac morphology on a routine basis. These procedures may gradually
replace conventional angiography for the purpose of assessing left ventricular
ejection fraction, right ventricular ejection fraction, quantification and local-
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Table 2. Established methods and methods under development of cardiac imaging

Anatomy  Function Metabolism  Perfusion Tissue-
characterization

Established
methods
X-ray + + - - -
ultrasound + + + + + - (contrast) +
isotopes + + + + + + + + + +
angiography + + + + + - + -
Methods under
development
Color-Doppler + + + + + + - (contrast) +
PET + + + + + + + + -
SPECT + + + + + + + +
DA + + + + - + + + + +
CT (Cine) + + + + + + - + + + + o+
MR (I1+S) + + + + + + + + + + + +

PET: Positron Emission Tomography; SPECT: Single-Photon Emission Computed Tomo-
graphy; DA: Digital Angiography; CT: transmission Computed Tomography; MR: Magnetic
Resonance, I: Imaging; S: Spectroscopy.

ization of intracardiac shunts, and assessment of right and left ventricular
mass.

As indicated in Table 2, we are still far from attaining the goals of
measuring metabolism and of characterizing myocardial tissue. Using selec-
tive angiography, we can delineate coronary anatomy. To date, noninvasive
approaches to the depiction of coronary anatomy have not been successful.
Furthermore, the standard approach to assessing the severity of coronary
stenoses — estimation of percent diameter narrowing of the stenotic segment
compared to a presumably normal segment — does not correlate with the
physiological significance of the obstruction [1]. Therefore, estimation of
percent diameter stenosis from standard coronary cine-angiograms is not the
optimal independent standard against which to judge newer modalities.

Based on these considerations, investigative efforts in cardiac imaging and
image processing will focus to an increasing degree upon three major
purposes: 1) anatomic and metabolic characterization of myocardium, 2)
assessment of regional myocardial perfusion, and 3) the noninvasive defi-
nition of coronary arterial anatomy. I would like to discuss each of these
major objectives, along with the imaging modalities likely to result in attain-
ment of these intentions.

2. Characterization of myocardial tissue

The majority of conventional cardiac imaging procedures visualize either
the silhouette of the cavities (angiography, radionuclide techniques) or the
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anatomical position of the subendocardium and subepicardium (echocardiog-
raphy). Definition of the characteristics of the tissues comprising the walls
of the cardiac chambers is either achieved with these methods in a limited
fashion or not at all. Magnetic resonance imaging has filled up this space in
the last ten years.

Coronary artery disease, the most common heart disease in the civilized
world, has major effects on the tissue of the left ventricular wall. Coronary
artery disease can result in regional infarction, left ventricular aneurysm, and
multifocal cardiac necrosis [2]. Other important cardiac diseases, such as
cardiomyopathies and congenital defects, also alter the composition of tissue
in the ventricular walls. The effects of these important clinical entities on
the composition of the ventricular wall cannot be defined quantitatively with
echocardiography and radionuclide methods, but tissue characterization is
becoming a realistic measure with magnetic resonance imaging and spectro-
scopy.

Most likely, one specific and particularly critical need with respect to
tissue characterization is to quantitate the size of myocardial infarction.

2.1. Extent of myocardial infarction

Of decisive importance to the individual is the size of a region of necrotic
myocardium. The mass of necrotic myocardium, expressed as a percentage
of the entire left ventricle, has a major impact on the patient’s prognosis,
since cardiac functional impairment [3—6] and electrical instability [7,8] corre-
late closely with infarct size. The major clinical need and use for measure-
ments of infarct size in living humans is to estimate the impact of interven-
tions on the mass of infarcted myocardium. The ideal method would enable
us to obtain an early predicted infarct size and then to compare it 2 to 4
weeks later with a final observed infarct size. If these measurements are
made in a control group of patients to show a good prediction of final infarct
size by a measurement obtained early, this group of patients can be compared
with a second group treated by interventional therapy applied between mea-
surements to learn whether final observed infarct size was indeed less than
the infarct size that would have been predicted from the early measurement.
This type of methodology is sorely needed to evaluate drugs, thrombolytic
therapy, coronary angioplasty and coronary bypass graft surgery, and other
potential means used for reducing infarct size in humans. For human studies
during acute myocardial infarction, such a measurement has to be safe and
rapid in order to avoid interference with the care of these mostly ill patients.

The most factual way to measure infarct size experimentally is by postmor-
tem studies with or without dyes such as nitrophenyltetrazolium to stain
intact mitochondria in the myocardium [8,9]. In regions with no functioning
mitochondria, there will be an absence of stain, while in regions with func-
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tioning myocardium, there will be a clear uptake of the stain to distinguish
the two regions. This is confirmed by histologic study of tissue under the
microscope to confirm that stained regions are normal and that unstained
regions are necrotic. Using this technique, it has been possible to perform
experiments in animals to assess the effects of different interventions on
infarct size.

An auxiliary way to assess infarct size in animals has been to measure the
content of the creatine kinase enzyme in the tissue [10,11]. This enzyme is
normally present in tissue to catalyze the transfer of high-energy phosphate
bonds. Since the large enzyme molecule leaks out when the cell membrane
is irreversibly injured, the concentration of creatine kinase in the myocardial
sample is a good indicator of its viability [9-11].

In humans the methods available to estimate infarct size are limited.
The electrocardiogram is the oldest and most widely used method. The
electrocardiographic pattern of acute myocardial infarction (ST-elevation, T-
wave inversion, and Q-waves) allows the qualitative detection of transmural
infarcts fairly reliably [12]. The problem occurs when trying to quantitate
the amount of myocardium infarcted. This has been estimated by maps of
ST-elevation at multiple sites over the precordium or Q-waves over the
precordium for anterior infarcts, but the methods do not work at all for
inferior infarcts [13]. Furthermore, there have been several challenges to the
validity of electrocardiographic mapping to quantitate the mass of infarcted
myocardium [14]. In general, it appears that electrocardiographic methods
do not offer enough to be useful for quantitative clinical investigation.

A more indirect approach is required clinically, which involves measuring
the amount of creatine kinase released into the venous blood from the
necrotic myocardium. Based on this measurement, one is able to reconstruct
the total amount of creatine kinase washed out by performing frequent
sampling at different times [11]. Another method to identify infarcted myo-
cardium includes the pyrophosphate staining of calcium around the border
of an infarct [15]. Yet another approach, devised by Khaw et al. [16], is to
use an antibody to the myocardial contractile protein myosin. Normally,
myosin is covered by its intact cell membrane and would not be available
for binding by an antibody. If the cell membrane is irreversibly damaged
and is leaking, the antibody molecule can enter the cell and be detected if
the antibody is labeled [16—19]. These techniques have been used clinically
in the last ten years to allow the detection of regions of the heart that appear
to be necrotic.

Impaired tissue perfusion represented by a thallium-201 perfusion defect
of a certain degree of severity offers one approach that is at least measurable
in vivo. Silverman et al. [20] showed that a semiquantitatively estimated
defect on the thallium-201 scintigram performed during the early phase of
acute myocardial infarction predicts the patient’s ultimate prognosis with a
fair degree of reliability. In the seventies, technetium-99m pyrophosphate
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hot-spot imaging has been more difficult to quantitate, but the tomographic
methods nowadays may make this approach more useful. Technetium-99m
SestaMIBI studies have also been obtained after myocardial infarction [21].

Magnetic resonance tomography has been shown a useful method for
imaging acute myocardial infarction, when the relaxation substance or con-
trast agent gadolinium-DTPA was used. Although this might be a promising
scientific method, the clinical use has yet to be settled [22-26].

The more unfailing way to estimate infarct size is to appraise its impact
on left ventricular function. It has been known that simply the presence of
acute shortness of breath with a myocardial infarction is a bad prognostic
sign; this was taken advantage of in a clinical classification of infarct severity
based on symptoms and signs [27]. In addition, the presence of rales and
gallops on physical exam and of interstitial pulmonary edema on chest radiog-
raphy are other markers of a fairly large infarct causing congestive heart
failure. More sophisticated measurements also confirm the same trends more
reliably. Measurement of pulmonary capillary wedge pressure by the Swan-
Ganz catheter and cardiac output by the thermodilution technique has been
performed extensively in the coronary care unit and shown to characterize
patients with different severities of myocardial infarction and different prog-
noses [3,4]. Indeed, there is a correlation between the elevation of pulmonary
capillary wedge pressure and the amount of creatine kinase enzyme released
to the blood [4]. In addition, both indexes appear to correlate with other
estimates of impaired global or regional left ventricular function 1 month
after acute myocardial infarction [28]. For example, left ventricular ejection
fraction in radionuclide ventriculography shows a rough correlation with
infarct size experimentally and with prognosis in humans. However, the
ejection fraction that correlates with infarct size must be measured 2 weeks
to 2 months after an infarct at a time when the infarcted tissue is clearly
separate from ischemic or stunned myocardium [5,29]. This stunned myocar-
dium can produce more severe initial reduction of left ventricular function
than will result from the final infarct.

The estimation of regional function in a quantitative way is even more
unequivocal to assess infarct size. This can be expressed either as a perimeter
of the left ventricular outline on contrast angiography that does not contract
well [28] or as the area of poorly contracting left ventricle on a radionuclide
ventriculography [30]. Several measurements of this type have been shown
to correlate roughly with infarct size in animals and with the cruder measure-
ments available in humans.

Electrophysiologic variables such as the ease of producing arrhythmias by
programmed electrical stimulation have also been shown to correlate with
the mass of myocardium that is infarcted experimentally. In studies in dogs,
a close linear correlation (r = 0.92) has been found between infarct size
measured by tetrazolium and histology versus a quantitative index of electri-
cal instability measured during programmed electrical stimulation 4 days
after acute myocardial infarction in the dog [8]. Califf et al. [31] found that
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the frequency and type of ventricular premature beats measured on Holter
electrocardiographic monitoring correlated roughly with the regional abnor-
malities of contraction measured on contrast angiograms a few weeks after
infarction. Finally, the presence and quantitative importance of infarction
can approximately be assessed by imaging with indium-111 antimyosin [16—
18]. After acute myocardial infarction, it is necessary to apply several of
these physiologic principles of the patient for follow-up evaluation of the
patient [32]. In general, the patient’s prognosis is determined by the amount
of irreversible myocardial damage and by the amount of myocardium that
becomes reversibly ischemic during stress.

2.2. Area at risk

Complementary to the importance of infarct size in determining clinical
outcome after infarction, the so-called “risk area” (the volume of myocar-
dium supplied by the stenotic or occluded artery) is another critical determin-
ant of the consequences of coronary occlusion [33]. Many studies aimed at
limiting infarct size have not taken into account the risk area of individual
coronary arteries. Since risk area is a potent predictor of infarct size after
coronary occlusion, and since risk areas of the same coronary artery differ
widely from subject to subject, the definition of risk area is an important
additional goal.

A number of new techniques hold promise in providing important infor-
mation concerning the anatomic and metabolic characteristics of myocardial
tissue. Quantitative echocardiography including transesophageal technique
and echocontrast has been shown capable of identifying acute ischemia
[34,35], infarction [36,37], and myocardial contusion [38], and may achieve
similar results in other disorders. However, because of the nonstandard
instrumentation used in most of the previous research, and due to a host of
biological and technical problems, ultrasound tissue characterization is still
an investigative technique.

Magnetic resonance imaging has contributed with interesting data to
characterize infarcted tissue [39,40]. It is safe to predict that magnetic reso-
nance contrast agents like gadolinium-DTPA provide further tissue charac-
terization utilizing gated imaging techniques. To maximize myocardial local-
ization of such contrast agents and to reduce toxic systemic side effects,
magnetic resonance contrast agents that localize in the myocardium could be
injected directly into the heart during coronary angiography for later mag-
netic resonance imaging. Tissue characteristics that appear to be definable
by magnetic resonance imaging techniques include acute ischemia, infarction,
and fibrosis. Magnetic resonance contrast agents linked to monoclonal anti-
bodies specific for ventricular myosin are in the experimental stage. This
might also be of use in transplant rejection [41].

With radionuclide techniques infarct sizing is likely to be considerably
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improved by the application of methods utilizing single photon emission
computed tomography (SPECT). Results of SPECT imaging techniques util-
izing intravenously injected thallium-201 and technetium-99m pyrophosphate
indicate considerable progress in accurately defining infarct size [42,43].
Furthermore, SPECT imaging has been applied to quantify infarct size with
considerable success using iodine-131 or indium-111 labeled monoclonal anti-
bodies to ventricular myosin heavy chain [44].

Comparable progress in infarct sizing has been reported with the use of
positron emission tomography, utilizing new tracers as rubidium-82 [45]. The
success of the strontium-82/rubidium-82 generator is likely to spark the
commercial development of other specialized generators that produce posi-
tron emitters as well as the development of minicyclotrons that produce
short-lived tracers such as carbon-11, nitrogen-15, and oxygen-15. The final
result might be the design and manufacture of less expensive imaging systems
that would allow broader utilization of positron techniques and would mark-
edly expand the role of radionuclide methods in cardiac imaging [46,47].
Myocardial metabolic activities can also be measured with positron imaging
techniques, including myocardial oxygen utilization, fatty acid metabolism,
glucose utilization, and other aspects of myocardial metabolism.

Cine-computed tomography with contrast enhancement also appears cap-
able of defining regional deficits in_myocardial perfusion, which likely are
predictive of infarct size [48].

The evaluation of coronary risk area has been accomplished using a variety
of techniques that will be clinically applicable to a variable degree. These
methods of analysis of risk area include the assessment of regional wall
motion [49], the use of radioactive microspheres injected into the coronary
arteries [50], contrast echocardiography [51], and contrast enhanced cine-
computed tomography.

3. Regional myocardial perfusion

Calculation of myocardial perfusion in humans continues to be remarkably
crude. Although it is now possible to measure total flow to most or all of
the left ventricle, using techniques such as thermodilution and gas clearance
methods, available techniques for assessing regional perfusion have been
limited to qualitative or semiquantitative determinations of thallium-201 dis-
tribution or xenon-133 clearance in the myocardium. Efforts to assess the
transmural distribution of myocardial perfusion in humans have thus far been
uniformly unsuccessful.

The assessment of regional and transmural myocardial perfusion in a
quantitative pattern is greatly needed to characterize the regulation of the
coronary circulation in humans. The dominant heart disease of our time,
coronary artery disease, frequently manifests itself by regional perfusion
abnormalities that primarily involve the subendocardial layers of the left
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ventricle. The inability to measure differentially the perfusion in the inner
and outer layers of the left ventricular wall will continue to limit the diagnos-
tic value and applicability of various imaging approaches for diagnosing
and determining the severity of abnormalities in coronary perfusion due
to coronary atherosclerosis. In addition, the inability to measure regional
myocardial perfusion accurately makes it virtually impossible to determine
the relative importance of the coronary collateral circulation in patients with
obstructive coronary disease.

Presently obtainable approaches to assess regional myocardial perfusion
in humans are limited to radionuclide techniques. Although exercise planar
thallium-201 imaging has had moderate success in the diagnosis of coronary
artery disease, it is far too imprecise to define blood flow changes reliably
in the territories of the individual coronary vessels for the purposes of study-
ing the regulation of myocardial blood flow [52,53]. The recent development
.of quantitative computer techniques, especially when combined with the use
of SPECT systems, promises significant improvement in the determination
of regional myocardial blood flow by thallium-201 scintigraphy [54-57]. The
rapid improvement of the emission tomography techniques and the high
probability for the development of better myocardial perfusion tracers (e.g.
technetium-99m labeled agents) are likely to result in much more accurate
assessment of regional myocardial perfusion during stress, rest, and pharma-
cologic intervention [58-60].

The bulging improvements and increasing utilization of positron emission
tomography should also result in a more accurate technique for defining
regional myocardial perfusion, which could be favourably combined with
parallel determinations of myocardial metabolism. It is unlikely, however,
that either positron or SPECT techniques will ever achieve the spatial resol-
ution necessary to define perfusion differentially for inner and outer layers
of the myocardial wall.

The potential to study contrast clearance curves from the myocardial
wall has been demonstrated by cine-computed tomography [48]. Whether
computed tomography is capable of achieving the resolution necessary for
defining perfusion by analysis of clearance curves from the various layers of
the myocardium is uncertain. The initial encouraging results and the intense
current investigation using cine-computed tomographic techniques in a few
institutions will likely lead to progress toward the goal of perfusion measure-
ments.

Magnetic resonance imaging is another technique that promises to achieve
the goal of myocardial perfusion determination. The nowadays available
magnetic resonance imaging systems have excellent spatial and contrast resol-
ution and the dependence of signal intensity on blood flow is well documented
[61]. Measurement of regional magnetic resonance signal intensities or relax-
ation times after infusion of a paramagnetic contrast agent may prove to be
a robust method of assessment of myocardial perfusion. One significant
problem in the cardiac applications of magnetic resonance is the relatively
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long data acquisition time in most of the sequences and, thus, the need
for electrocardiographic gating during data acquisition. Rapid acquisition in
magnetic resonance imaging has been used for a few years now [62] and may
prove to be a solution to this problem [63,64].

Besides measurement of myocardial perfusion under basal conditions, it
is important to be able to assess maximal coronary dilator capacity. This is
essential because abnormalities in coronary reserve (differences between
basal and maximal coronary flow) are the hallmarks necessary to assess the
physiological significance of individual coronary obstruction. Unfortunately,
several techniques that can accurately measure resting myocardial blood flow
(gas clearance, xenon-133 clearance, etc.) underestimate maximal coronary
flow. Promising approaches to measuring coronary reserve with imaging
techniques include positron emission tomography, fast-computed tomo-
graphy, and digital angiography [65].

3.1. Differentiation between ischemic and scar tissue

Whether a region of myocardium is irreversibly infarcted, reversibly is-
chemic, or normal is absolutely crucial in deciding to perform interventions
such as thrombolytic therapy, angioplasty, or coronary bypass graft surgery
on patients early and late in the course of infarction. A very common
reason that patients are sent for stress radionuclide studies is to distinguish
irreversibly infarcted from reversibly ischemic myocardium. Although
changes in the severity of a defect on thallium from early to delayed rest
images have some value in this regard, they are not perfect arbiters of
viability. Thirty to 40 percent of fixed defects that show no redistribution
from exercise to delayed rest thallium imaging can disappear entirely after
a successful coronary angioplasty [66] or coronary bypass graft surgery [67].
Therefore, late imaging with or without a second injection after 24 hr has
been performed [68-69]. Some redistribution can certainly occur in the
myocardium overlying an infarct and may cause overestimation of the amount
of reversible tissue. Assessment of regional contraction at rest and exercise
or with nitroglycerin, postextrasystolic potentiation [70], or catecholamines
[71] may also be useful but these interventions are not sufficiently specific to
solve this diagnostic dilemma.

Occlusion of a coronary artery induces experimental infarction in the
endocardial third to half of the left ventricular wall thickness supplied by
that artery [72]. There will still be surviving normal tissue in the outer
two-thirds to one-half. Yet, because the artery is still totally occluded and
collaterals may not be adequate, some ischemia may develop with stress in
the middle third of the ventricular wall thickness between the infarct in the
endocardium and normal tissue in the epicardium [72]. When performing
which low-level exercise thallium-201 imaging studies 10 days after an acute
myocardial infarction, reversible thallium-201 defects identify patients who
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are at high risk of future development of unstable angina, infarction, or
sudden death. These results are encouraging because they suggest that thal-
lium-201 imaging can, in this setting, distinguish infarct from ischemia or
stunned myocardium. It is difficult to detect these fine gradations by the
available techniques and the mixture of infarcted, ischemic, and normal
tissue may not be differentiated accurately by current radionuclide methods
[73].

3.2. Ischemic myocardium

The situation where blood flow cannot meet myocardial oxygen demands is
defined as myocardial ischemia,, and this situation leads to the following
abnormalities.

3.2.1. Wall motion abnormalities

In the region supplied by an occluded coronary artery abnormal contraction
has first been demonstrated in the dog by Tennant and Wiggers in 1933 [74].
This developed within a minute of the occlusion. The finding was confirmed
by contrast left ventriculography in humans with coronary artery disease in
1967 by Herman and Gorlin [75]. In addition, they pointed out that the
larger and more severe regional contractile deficits led to impaired overall
function of the left ventricle [76]. The cause of the early contractile failure
of ischemic myocardium has not been determined with certainty but may be
related to an accumulation of hydrogen ions which displace calcium from its
binding sites on contractile proteins [77,78]. The earliest contractile defect
does not depend on a depletion of tissue ATP, when the total concentration
of ATP in heart muscle is considered [79].

The myocardium that is dependent on the stenotic coronary artery is
affected primarily by this impairment of contraction. The ischemic zone
shows impaired systolic wall inward motion on gated equilibrium or first-
pass bloodpool scans [80], echocardiography, digital and analogue contrast
ventriculography [81], dynamic cine-computed tomography, and dynamic
magnetic resonance imaging. Corresponding changes in left ventricular re-
gional systolic wall thickening can be seen on echocardiography, computed
tomography or magnetic resonance imaging. The greater the abnormality of
left ventricular regional function, the greater the impairment of left ventricu-
lar global function [76]. Global function can be assessed by any of the above
methods as the left ventricular ejection fraction. Left ventricular ejection
fraction is a major predictor of patient prognosis in coronary artery disease
[14]. Global cardiac function can also be assessed by cardiac output and
left ventricular filling pressures after insertion of appropriate intravascular
catheters, such as Swan-Ganz balloon-tipped thermodilution catheter in the
pulmonary artery [3,4]. Left ventricular global function can remain nearly
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normal despite impaired contraction of the ischemic zone because of a com-
pensatory increase in contraction of nonischemic myocardium. Thus, mea-
surement of regional contraction is more sensitive than measurement of
global function to assess the effects of coronary artery disease on the heart
[6]: In patients with coronary artery disease, regional contraction is often
normal at rest but becomes abnormal during stress imposed by exercise or
drugs that increase the work of the heart [71,82].

Particularly coronary artery disease also affects the diastolic function of
the left ventricle, making it functionally stiffer. It appears that the diastolic
function of the heart is influenced by native, ATP-dependent, and passive
elastic properties of the myocardium [83]. Acute ischemia can impair ATP
availability for active relaxation during early diastole, and prior infarction
can destroy elastic tissue that is needed: for passive relaxation [84,85]. These
abnormalities can be measured as decreased peak filling rate and delayed
time from endsystole until peak filling rate. In addition, one of the major
abnormalities of ischemic myocardium is delayed contraction [86]. The is-
chemic zone may contract after the remainder of the left ventricle has begun
its early diastolic filling phase. This competition between different left ven-
tricular regions during early diastole impairs the normal increase in left
ventricular diastolic filling volume but increases left ventricular diastolic
pressure. This may cause further inhibition of left ventricular filling from the
left atrium by making the pressure gradient between left atrium and left
ventricle less favorable for left ventricular filling.

Impaired left ventricular diastolic and/or systolic function during acute
ischemia or infarction will cause dyspnea [4]. As the left ventricle becomes
functionally stiffer, a higher filling pressure is required to achieve the same
diastolic left ventricular volume. This higher filling pressure is transmitted
from the left ventricle to the left atrium to the pulmonary veins, and to the
pulmonary capillaries. The higher pressure causes fluid to leak out into the
interstitial spaces of the lung where it impinges upon alveolar air spaces
and increases the work of breathing [87]. In addition, exercise-induced left
ventricular dysfunction is associated with an abnormal increase in thallium-
201 lung uptake during exercise [88], or with increased pulmonary blood
volume by gated blood pool scanning [89]. The latter two markers during
exercise are often associated with three-vessel disease.

The influence of acute myocardial ischemia on contractile function appears
to precede measurable metabolic effects [78,90]. The effects of ischemia on
contractile function, however, can persist even after coronary blood flow is
restored [91]. The cause of this prolonged inhibition of contraction by transi-
ent ischemia is uncertain, but it may be depletion of the precursors of ATP
during ischemia [92]. This phenomenon has been referred to as stunned
myocardium because the contractile function will improve gradually over
time after restoration of coronary blood flow [29]. An important clinical
consequence of this prolonged effect of ischemia on contractile behavior is
that it complicates interpretation of regional left ventricular contraction as
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an index of myocardial viability shortly after a prolonged ischemic event. For
example, regional left ventricular wall motion may remain quite abnormal for
a few days after a myocardial infarction interrupted by acute reperfusion and
then recover substantially a few weeks later [5,6]. Practically, this fact limits.
the clinical value of regional wall motion measurements a few hours or days.
after thrombolytic therapy in deciding whether the patient has viable but
jeopardized myocardium that might benefit from angioplasty or bypass sur-
gery. There have been suggestions that inetropic stimulation can overcome
the prolonged effect of ischemia on regional myocardial contraction [70,93].

3.2.2. Changes in cellular metabolism

Decrease of coronary blood flow causes.two types of problems for myecardial
metabolism: 1) inadequate delivery of oxygen amd other nutrients, and 2)
inadequate washout of carbon dioxide, lactic acid, and other metabelic break-
down produets.

In ischemic myocardium metabolic abnormalities occur rapidly, but
measurable abnormalities do lag somewhat behind contractile defects [79].
There is a depletion of high energy phosphates such as ATP and creatine
phosphate [9,94]. This presumably results because of the lack of oxygen to
serve as the final electron acceptor for mitochondrial oxidative phosphoryl-
ation. When oxidative phosphorylation is impaired, high-energy phosphate
bonds cannot be produced, leading to depletion of ATP and creatine phos-
phate. Ischemic metabolic abnormalities are often characterized by abnormal
lactate metabolism. Normally some lactate is present in arterial blood, and
is taken up by the heart muscle and used as an energy substrate. This is
because lactate can be converted in the presence of oxygen to pyruvate and
metabolized. In contrast, in ischemic myocardium, where little oxygen is
available, the lactate cannot be taken up for production of pyruvate, but
pyruvate is degraded to lactate. When pyruvate is degraded to lactate, it
cannot be metabolized and pyruvate is released into coronary venous blood.
Thus, under ischemic circumstances, more lactate is released from the heart
than is taken up. The accumulation of lactate leads to tissue acidosis, which
may contribute to further contractile dysfunction and to inhibition of anae-
robic glycolysis. The accumulation of lactic acid impairs the further produc-
tion of energy in the absence of oxygen in the heart muscle.

The main energy substrates of heart muscle are fatty acids, which supply
about 70 % of the energy requirements under normal circumstances [94].
However, during ischemia, when oxygen is not available, fatty acids cannot
be metabolized to produce ATP. Thus, ischemic myocardium cannot use
fatty acids because of the absence of oxygen as a final electronic receptor
for mitochondrial oxidative phosphorylation. For this reason, fatty acids
accumulate in the heart and are not taken up when labeled exogenous fatty
acids are injected into the circulation. Knowledge of this fact can be used
for nuclear imaging of cardiac fatty acid metabolism [95].
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4. Reactions on coronary stenoses

Lumen obstruction of coronary arteries by any mechanism leads to several
consequences: 1) limitation of coronary blood flow, 2) development of coron-
ary collaterals, and 3) the potential for coronary steal. Myocardial ischemia
(with abnormalities of contraction, metabolism and electrophysiology), and
finally, myocardial infarction are the consequences of these obstructions.

4.1. Reduction of flow

Coronary artery disease manifests itself as a reduction in the maximum
coronary blood flow that can be carried by an artery when the lumen obstruc-
tion is moderate [96]. The ability of coronary blood flow to increase from
its baseline to its maximum value is called coronary blood flow reserve
capacity. About half the lumen diameter can be obstructed before there is
any reduction in coronary blood flow reserve of the maximum blood flow
under exercise conditions. The artery must be obstructed by 80 to 90 %
before there is any reduction in the flow available at rest. These findings
have emerged from studies in animals in which coronary blood flow can be
measured precisely by an electromagnetic flow probe and coronary lumen
diameter can be measured mechanically. Such precise measurements are not
available in humans.

A major indication for radionuclide studies during stress is to determine
the functional significance of coronary arterial narrowing observed on angiog-
raphy. The angiographer calls a lesion significant when it reduces lumen
diameter by 50 to 70 % [97]. However, it is well known that the angiographic
appearance of coronary arterial narrowing, especially when interpreted sub-
jectively, is not a precise predictor of reduction in coronary blood flow.
Studies comparing coronary arteriography with postmortem analysis of the
coronary arteries showed a very poor correlation between experienced angio-
graphers’ readings of the coronary arteriogram and the postmortem appear-
ance of the coronary artery [98]. More importantly, White et al. [1] correlated
coronary arteriographic findings with the peak coronary blood flow velocity
during stress measured in the coronary artery at the time of open heart
surgery by a minimally invasive ultrasonic Doppler flowmeter. They found
a very poor correlation between peak flow velocity and angiographic esti-
mates, such as a computer program to characterize the coronary arterial
lumen size and shape more accurately [99], as well as videodensitometric
methods to estimate coronary blood flow from dye injections during coronary
angiography [100].

Estimating the functional significance of a coronary lesion in clinical prac-
tice, however, often falls to nuclear studies. The angiographer most often
seeks help in assessing the significance of borderline lesions that reduce lumen
diameter by 30 to 70 % . The idea is to impose a stress on the circulation so
that coronary blood flow is increased to near maximal values. This can
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be done by exercise in most circumstances but may occasionally be better
performed by intravenous administration of dipyridamole, a coronary vaso-
dilator drug [101]. When coronary blood flow is increased to a maximum
value in normal arteries, it is easier to detect a difference in flow between a
normal artery and an artery that is blocked by atherosclerotic plaque. In this
way, it is easier to appreciate the contrast between the blood flow rates in
normal versus partially occluded coronary arteries. The common interpreta-
tion is that if a patient shows a defect on exercise thallium-201 imaging or a
wall motion abnormality or decrease in ejection fraction on exercise measure-
ment of left ventricular function, the anatomic lesion observed by angiogra-
phy is functionally significant.

Qualitative planar thallium-201 imaging [101,102] and studies with qualita-
tive SPECT imaging by Shonkoff et al. [103] showed a significant increase
in the number of positive tests as the severity of coronary narrowing mea-
sured by calipers on arteriograms increased. In another preliminary study of
SPECT thallium-201 imaging, in animals, Cedarholm et al. [104] found that
quantitative analysis by the bull’s-eye ischemic score correlated well with the
severity of reduction in maximum coronary blood flow during isoproterenol
infusion and could distinguish between coronary stenoses that did or did not
impair regional myocardial contraction as measured by ultrasonic crystals.
These data suggest that a defect on SPECT thallium-201 images during
catecholamine stress in an animal with a coronary stenosis implies ischemia,
and not merely a difference in perfusion. Also clinical studies show the high
value of quantitative programs in thallium-201 scintigraphy [105,106].

Radionuclide imaging procedures for defining a functionally significant
coronary stenosis in humans assume that the nuclear test may be the gold
standard and that the coronary arteriogram has become the variable to be
assessed. This approach is the opposite of the standard approach, whereby
nuclear cardiology procedures are validated against the coronary arterio-
graphic gold standard. For example, there have been several indications
during the past years that patients with mild 20 to 60 % narrowing of lumen
diameter will often be those who exhibit positive exercise thallium scans,
consistent with the idea that thallium-201 scintigraphy may provide a better
‘gold standard’ than does the coronary arteriogram, under some circum-
stances. The issue of whether coronary angiography or stress radionuclide
imaging provides the better reference method is not yet settled [107]. Clinical
practice in many centers, however, allows for the referral of patients for
angioplasty or coronary bypass surgery on the basis of abnormalities demon-
strated on stress radionuclide imaging when coronary arteriography shows a
borderline significant lesion.

4.2. Inception of coronary collaterals

When antegrade coronary flow is reduced by an atherosclerotic plaque, the
opening of coronary arterial collateral vessels is starting in consequence of
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and compensation for coronary arterial lumen obstruction [108]. The col-
lateral coronary arteries are present in rudimentary form from birth onward
and are called upon to enlarge and carry larger volumes of flow when there
is an obstruction developing in the normal channels. The collaterals can then
take flow from a normal coronary artery around an obstruction in another
coronary branch to perfuse the distal vascular bed. Thus, the collaterals are
relatively large channels that supply blood to a major coronary arterial branch
and distribute the blood within the same vascular distribution as that major
arterial branch with the occlusion. Coronary collaterals are not small arteries
but their size is larger than the size of capillaries [109].

There is a high degree of variability in the development of collaterals in
members of any one species as well as differences among species (e.g.,
dogs, pigs, sheep, primates, and humans). The variability among different
individuals of the same species may outweigh the variability among different
species. Any comparison of different species with humans must first take
note of the major methodologic problem of measuring collateral blood flow
in humans [108]. Thus, the most obvious species difference between humans
and animals is the ability to measure collateral coronary blood flow accurately
in animals by radioactive plastic microspheres and other techniques, used in
controlled conditions, in contrast to the very limited methods and conditions
available for estimating collateral perfusion in humans [108].

In animals it has clearly been demonstrated that when the collateral
circulation is well developed, it can restore resting coronary blood flow to
normal after a gradual total occlusion of a coronary artery [108-110]. Thus,
if an artery is gradually occluded by controlled coronary constriction, the
myocardium supplied by that vessel will not undergo infarction, and col-
laterals will be well developed. Under stress conditions many of these animals
that show adequate protection of the myocardium at rest, show that blood
flow does not increase as much through collaterals as it does through native
vessels supplying normal myocardium [109,110]. This has been most clearly
demonstrated by exercise tests in dogs measuring collateral coronary blood
flow by the radioactive plastic microsphere method with in vitro postmortem
counting, which measures flow per gram of tissue supplied by normal arteries
compared with flow per gram of tissue supplied by collaterals [109,111].

Problems with techniques to estimate collateral function limit such studies
in humans. Any human study that attempts to assess the functional signifi-
cance of large collaterals seen on angiography in patients with partial or total
occlusion of a coronary artery is subject to serious misinterpretation
[108,112]. First, partial occlusion permits a variable amount of antegrade
flow, which is not measured. As a result, the contractile function of the
myocardium distal to the stenosis will depend not only on collaterals but on
a variable amount of antegrade flow as well. Second, the criteria to identify
functionally adequate collaterals on angiography are poor. Several such crite-
ria of the adequacy of collateral filling include the size of the vessel beyond
the point of stenosis, subjective grading of the intensity of visualization of
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contrast material in the artery beyond the occlusion [97,112,113], and the
time required for a dye to pass from the normal artery to the obstructed
artery (which appears to be inversely related to collateral perfusion measured
by intracoronary xenon) [112,113]. Finally, one way to determine whether
the myocardium supplied by collaterals functions adequately is to assess its
regional contraction from a contrast angiogram [97].

Coronary collaterals in general are not adequate to supply the demands
of the myocardium in humans [97]. The relevant studies have generally been
flawed by trying to assess collaterals in the presence of some antegrade flow,
by the difficulty in assessing the degree of collateral development, and by
the difficulty in determining whether the myocardium supplied by the col-
laterals is necrotic (and therefore does not need collateral flow) or viable
(and therefore does need collateral flow) [108,112]. For example, one study
found that in a group of 22 patients with totally occluded coronary arteries,
6 patients showed normal planar thallium-201 scintigrams in the distribution
of the occluded coronary artery during exercise [112]. This normal exercise
thallium-201 image correlated with shorter dye appearance times on coronary
arteriography as another index of the adequacy of their collateral develop-
ment. An interesting finding in that study was that people with totally oc-
cluded left anterior descending coronary arteries rarely had adequate col-
laterals defined by exercise thallium-201 scintigraphy, whereas patients with
totally occluded right or circumflex coronary arteries usually had adequate
protection by collaterals measured by exercise thallium-201 scintigrams [112].
There was no differential sensitivity of the planar thallium-201 imaging tech-
nique for the anterior versus inferior walls of the heart in a group of patients
with myocardial infarctions represented by Q-waves and akinetic segments
of the contrast ventriculogram. In those patients, there was an equal sensiti-
vity of planar thallium-201 imaging to detect the infarct in the anterior wall
(92 %) versus the inferior or posterolateral walls (88 %). It appears that the
left anterior descending coronary artery cannot be protected as well by
collaterals as can the right or circumflex coronary arteries [112]. The most
likely explanation for this difference is that the mass of myocardium supplied
by the left anterior descending coronary artery in normal cases is larger than
the mass supplied by the right or circumflex coronary artery in humans. This
is supported by animal studies that have shown that the collateral flow per
gram of tissue is lower when the mass of the left ventricle supplied by the
occluded coronary artery is larger [9].

4.3. The phenomenon of coronary steal

The experiment defining coronary steal was first performed by Fam and
MacGregor [114], who showed that when one artery was totally occluded
and dependent for its blood flow on collaterals from an adjacent artery, they
could demonstrate a reduction in collateral flow, under certain circumstances.
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In their experiments, they produced a severe partial occlusion in the artery
that was supplying collaterals to an artery with total occlusion. During admin-
istration of the vasodilator dipyridamole, these investigators were able to
show a reduction in collateral flow measured directly as retrograde flow from
the cut end of the occluded artery distal to the site of ligation, which was
proposed to be as follows: Dipyridamole increased flow velocity through the
partially occluded coronary artery, and this increase in flow velocity would
be expected to cause a decrease in pressure in that partially occluded artery.
If one recalls from physics that total energy in such a system must remain
constant and is the sum of kinetic energy (roughly equivalent to flow velocity)
and potential energy (roughly equivalent to the pressure gradient), this is
easy to understand. As dipyridamole dilates the small arterioles in the myo-
cardium supplied by the partially occluded artery, it can have no further
effect on the arterioles in the ischemic region, which are already maximally
dilated by the process of ischemia itself. With the dilation of these arterioles,
more blood rushes through the artery; therefore, flow velocity must increase
as flow crosses the partial coronary stenosis. In that partially occluded artery,
there is a further drop in pressure distal to the stenosis. This drop in pressure
distal to the partial stenosis means that the pressure at the origin of the
collateral vessels will now be decreased. Collateral vessels are quite depen-
dent on the pressure gradient across these vessels to drive blood flow into
the ischemic myocardium; thus, collateral flow will drop when pressure in
the artery from which the collaterals originate decreases.

Becker indicated in following studies [115] that coronary steal would not
occur when only one artery was occluded and other arteries were normal.
His experiments were based on microsphere studies designed to identify the
ischemic zone and to measure collateral blood flow during administration of
dipyridamole plus methoxamine to hold aortic pressure constant. Patterson
and Kirk [116] performed studies using adenosine as a vasodilator while
holding left main coronary artery pressure constant with a special cannula
and perfusion pump. When one artery was occluded and the left main
coronary artery pressure was maintained constant, adenosine was able to
induce a small coronary steal, indicating that there is some pressure gradient
across the coronary circulation proximal to the origins of the coronary col-
laterals. This pressure drop would predict that about 10 % of the resistance
of the coronary circulation is present in the large coronary arteries proximal
to the origin of the collaterals.

When one artery is totally occluded and other arteries are normal, the
magnitude of coronary steal is small or not existing. The magnitude of
coronary steal is amplified greatly when there is a partial stenosis in the
coronary circulation in another artery proximal to the origin of collateral
vessels. There is a roughly linear relationship between the magnitude of
coronary steal and the severity of stenosis of the left main coronary artery
proximal to the origin of the collaterals. This phenomenon helps explain why
multivessel coronary disease, and especially left main coronary disease, has
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such a serious impact on the coronary circulation and the life expectancy of
the patient. Multivessel disease jeopardizes the origin of collateral vessels
and thus further decreases perfusion of the myocardium.

During thallium-201 imaging with dipyridamole, the myocardium does not
need to be ischemic in order to produce a thallium-201 defect in contrast to
exercise or catecholamine stress [101]. Dipyridamole dilates normal vessels,
delivers more flow through normal arteries, and gives a brighter image at
thallium-201 scintigraphy in those regions. In contrast, myocardium supplied
by a stenotic coronary artery will not show as great an increase in blood
flow or thallium-201 distribution so that it will appear as a defect [117].
Furthermore, in the occasional patient in whom evidence of ischemia such
as chest pain and/or electrocardiographic changes do develop during dipyrid-
amole imaging, one mechanism could be arterial hypotension and bradycar-
dia [118]. When blood pressure is reduced below the level that sustains
coronary blood flow across the stenotic coronary lesions, the patient may
well experience ischemia. Coronary steal cannot be differentiated in these
circumstances. When arterial pressure is reduced, the reduced arterial pres-
sure is transmitted down the partially occluded coronary artery, further
reducing collateral perfusion of the area supplied by the collateral vessels.
Thus, one cannot distinguish coronary steal when arterial pressure has also
decreased. This mechanism, however, of increased flow velocity reducing
the pressure at the origin of collaterals probably contributes to ischemia
under these conditions. In fact, recent studies have demonstrated develop-
ment of transient abnormalities of left ventricular regional contraction during
dipyridamole infusion to confirm ischemia in a few patients.

4.4. Noninvasive quantification of coronary anatomy

The anatomy of coronary arteries can at present be studied only by selective
analogue or digital contrast angiography. This investigation remains manda-
tory and is there to stay in patients who are candidates for coronary bypass
surgery or percutaneous transluminal coronary angioplasty.

Various techniques make it possible to visualize proximal segments of
coronary vessels noninvasively. Such techniques include echocardiography
[119], digital subtraction angiography with peripheral or central intravenous
contrast administration [81,120], computed tomography [121], and magnetic
resonance imaging. In addition, intravenous digital subtraction angiography
[122] and computed tomography [123] can be utilized to visualize aortocoron-
ary bypass grafts [81,124]. The only technique that may someday provide a
noninvasive approach to image coronary anatomy directly is digital angiogra-
phy with intravenous injection of contrast media. However, we are unaware
of successful attempts to date of visualizing the smaller branches of the
coronary arteries using any imaging technique other than selective coronary
angiography.
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5. Conclusion

The boundaries for the future of cardiac imaging and image processing have
been enumerated with great ambitions, but the attainment of those goals
will require a unique approach to further investigations. To succeed, this
approach must focus on the biological and technical problems remaining to
be solved before complete characterization of cardiac structure, function,
perfusion, and metabolism by imaging techniques will become a reality.
These goals can only be met by interdisciplinary teams of investigators,
representing expertise in the divergent areas of physics, electrical and com-
puter engineering, physiology, biochemistry, computer science and the clin-
icians in cardiology, radiology, and nuclear medicine. Although there is
precedent for such wideranging collaboration, the problems inherent in inter-
disciplinary investigation can be formidable. Nonetheless, for the successful
attainment of our shared objectives, a close interaction will be necessary
among the several academic disciplines cited, including collaboration with
industrial research and development laboratories.

Interdisciplinary investigative groups are now developed in our European
Society of Cardiology, increasing attention will need to be addressed es-
pecially to methods of computerized quantitative image analysis. Traditional
imaging research has focused on the hardware of image acquisition, with
less emphasis on innovations in analytical procedures. Increased effort at
developing interactive or fully automated computer-assisted quantitative
image analysis techniques promises to yield substantial benefits to clinical
imaging, such as improved reproducibility, standardization of methods, and
an enhanced ability to compare data among institutions. Computer-based
quantitative methods will also allow the clinician and investigator to evaluate
certain types of information not readily appreciated by simple visual inspec-
tion. This will be particularly true for time-related data, for example, such
as thallium-201 wash-out curves.

The achievements of imaging research to date are extraordinary and sug-
gest that the application of quantitative analytical techniques to cardiovascu-
lar images will continue to yield impressive and meaningful results which
should increase our knowledge of the cardiovascular system and the subjec-
tive utility for our patients.
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2. Reconstruction and filtering methods for
quantitative cardiac SPECT imaging

BENJAMIN M.W. TSUI

Summary

Cardiac SPECT has become an important imaging tool for the diagnosis of
cardiac diseases. In order to obtain the best image quality for clinical diag-
nosis, it is necessary to understand factors which affect reconstructed images.
The understanding allows us to devise image reconstruction and filtering
methods which provide quantitative cardiac SPECT images. In this paper, we
demonstrate individual and collective effects of major factors which degrade
cardiac SPECT images obtained using conventional reconstruction and l-
tering methods with 180° and 360° projection data. We also present recc 1-
struction methods which provide accurate compensation for the image de-
grading factors. The improved reconstructed images are compared with those
obtained from conventional methods in terms of artifacts, distortions, spatial
resolution, contrast, noise and quantitative accuracy. Data from a simulation
study using a realistic cardiac-chest phantom and from a clinical TI-201 study
are used in the investigation.

1. Introduction

Cardiac imaging using T1-201 is widely used for assessing regional myocardial
perfusion and evaluating coronary artery disease. Conventional planar imag-
ing techniques suffer from poor contrast due to overlying and underlying
radionuclide activity distribution. With the advance of single-photon emission
computed tomography (SPECT), an imaging method is now available which
provides increased image contrast compared with the planar method [1]. The
improved clinical efficacy of T1-201 SPECT over the planar method has also
been confirmed in initial evaluation studies [2,3]. This has led to the emerg-
ence of T1-201 SPECT as the favorite radionuclide imaging technique for the
diagnosis of myocardial disease and dysfunction.

Cardiac SPECT imaging, however, is affected by a number of image
degrading factors. These include statistical fluctuations in photon detection,
attenuation of photons through the body before detection, the spatial re-
sponse function (or spatial resolution) of the collimator-detector system, and
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scatter radiation. If these factors are not properly compensated for or the
image data are not appropriately filtered, the reconstructed image will exhibit
undesirable artifacts and distortions, poor spatial resolution, low image con-
trast, or inaccurate quantitative information as compared to the true radionu-
clide distribution which the reconstructed images are supposed to represent.

In this paper, we first investigate the effects of major factors on cardiac
SPECT image quality. The purpose is to understand the characteristics and
extent of these effects. A realistic cardiac-chest phantom is constructed based
on an x-ray CT study of a normal patient. The phantom closely mimics the
anatomy of the thoracic region and the T1-201 uptake distribution. Simulated
projection data are generated from the phantom that include individual and
combined effects of the image degrading factors. Reconstructed images are
obtained using different reconstruction and filtering methods including con-
ventional and quantitative methods. The results demonstrate the effects of
the image degrading factors on the reconstructed images and the effectiveness
of various compensation and reconstructed methods in providing good recon-
structed image quality.

2. Image degrading factors

There are a number of physical factors which have significant influence
on cardiac SPECT imaging. Among these factors attenuation is the most
important. Photons emitted from deep inside the patient are less likely to
be detected than those emitted from regions close to the surface. This is due
to the higher probability of attenuation from intervening tissues. If attenu-
ation is not compensated for, the quantitative accuracy of the reconstructed
image will be severely degraded. Also non-uniform attenuation distribution
such as that found in the thoracic region will generate undesirable artifacts
and distortions.

Another factor is the response function of the imaging system which is
largely determined by the geometric response of the collimator. Its primary
effect is degradation of spatial resolution in the reconstructed image. Also,
the broadening of the collimator response function as a function of distance
from the collimator results in variation of spatial resolution throughout the
SPECT reconstructed image.

Due to Compton scattering, photons emitted from the radioactive source
may experience scattering in the patient before detection. In the process the
direction of travel and the energy of the scattered photon vary from that of
the emitted photon. These result in misregistration of the position of the
photon and reduction of contrast in the detected image. The effects of scatter
can be characterized by the scatter fraction, defined as the ratio of the
amount of scattered to unsheltered photons, and the scatter response function
which describes the spatial extent of scatter radiation from a point source.
Both the scatter fraction and scatter response are complex functions of
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photon energy, energy resolution of the detector and energy window used
in data acquisition. In SPECT imaging, the scatter response function is
spatially variant throughout the reconstructed image and its shape becomes
increasingly asymmetric at positions closer to the edge of the scattering
medium.

Cardiac SPECT data especially from TI-201 studies are affected by low
counting statistics leading to a high level of image noise. The presence of
image noise has important effects on the detection of image features and
clinical diagnosis.

Quantitative cardiac SPECT imaging has been a topic of much research
and many investigations in recent years. However, the criterion for quantit-
ation has usually been relative in nature. In our study, we are interested in
absolute quantitation where the goal is to obtain a reconstructed image which
accurately represents the radioactivity distribution in vivo and without image
artifacts and distortions. With proper calibration, the quantitative recon-
structed image allows accurate determination of volume, radioactivity con-
centration and total radioactivity of selected regions of interest for clinical
diagnosis. This important goal can only be achieved with proper compen-
sation for the physical factors described earlier.

3. Conventional reconstruction and filtering methods

The filtered backprojection (FB) algorithm is a powerful method for image
reconstruction and has been widely used in SPECT imaging. However, the
simple FB algorithm assumes an idealized imaging process without any degra-
dation factors. When it is applied to realistic SPECT data, the resultant
reconstructed images are less than desirable.

Filtering is usually included as part of the conventional FB reconstruction
method for noise smoothing to improve SPECT image quality [4]. Smoothing
filters such as the Han filter are considered inadequate because of too much
loss of spatial resolution in return for noise smoothing. Filters such as the
Butterworth filter have the ability to preserve low spatial frequency image
features by selectively smoothing out high frequency noise. Restoration fil-
ters, such as the Metz and Wiener filters, attempt to restore image features
degraded by the modulation transfer functions (MTF) of the imaging system
[5-7] and scatter [8] in the lower spatial frequency region. Although these
filters tend to restore spatial resolution in the image, they also have the
potential to enhance undesirable noise structures if they are not designed
properly. In SPECT imaging, due to the spatially variant imaging and scatter
response functions, average MTFs are assumed for use with the restoration
filters. The abilities of these filters to improve detection in SPECT images
have been investigated [8].

In cardiac SPECT imaging, it has been found that reconstruction from
projection data spanning 180° from 45° LPO to 45° RAO around the front
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side of the patient produces higher image contrast in the myocardial region
as compared with 360° reconstruction [9,10]. This is due to the poorer projec-
tion data obtained from the posterior side of the patient, as a result of more
attenuation, as compared to that obtained from the anterior side. However,
it has also been shown that image artifacts and distortions may result from
180° reconstruction [11,12]

A number of attenuation compensation methods have been proposed
for situations where the attenuation coefficient is constant throughout the
reconstructed image slice. These methods can be grouped into the intrinsic
techniques [13,14], techniques which preprocess the projection data [15,16],
and techniques which postprocess the reconstructed image [17]. However,
these compensation methods for uniform attenuation are inadequate for
cardiac SPECT imaging where the attenuation coefficients of various tissues
in the thoracic region are very different. Here, compensation methods which
incorporate information about the attenuation distribution must be used.

4. Quantitative reconstruction methods

In order to obtain quantitative cardiac SPECT images, accurate compen-
sation for the image degrading factors must be achieved. As described earlier,
conventional compensation techniques and reconstruction and filtering meth-
ods are inadequate because they have to make certain approximations to the
imaging process and as a result compromise the accuracy of quantitation.

An effective method for attenuation compensation in cardiac imaging
is the Chang algorithm modified to include the non-uniform attenuation
distribution [18-20]. In the modified algorithm, the attenuation correction
factor for each reconstructed image pixel is calculated using the known
attenuation map. The attenuation compensation method has proven effective
in quantitative cardiac SPECT imaging [21].

A new class of reconstruction methods has been studied for use in SPECT
imaging. These methods employ iterative reconstruction algorithms which
are derived from statistical criteria and estimate the reconstructed image
from the measured projection data using parameter estimation techniques.
A projector and backprojector pair is required in the iterative reconstruction
method. The iterative process continues until the difference between the
measured projection data and the projection of the current estimate of the
reconstructed image is less than a predetermined value. That current estimate
of the reconstructed image is considered to be the solution of the reconstruc-
tion problem. Examples of iterative reconstruction algorithms include the
ML-EM (maximum likelihood with expectation-maximization) [22,23], WLS-
CG (weighted least squares with conjugate gradient) [4] and MAP-EM (maxi-
mum a posteriori with expectation-maximization) [24] algorithms.

The projector and backprojector pair used in the iterative reconstruction
method models the process of SPECT data acquisition. It is where various
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image degrading factors can be incorporated into the reconstruction. By
doing so, the iterative algorithm compensates for the degrading factors during
reconstruction. For example, the exact attenuation map through the patient
can be incorporated into the projector and backprojector pair for accurate
compensation of non-uniform attenuation in cardiac SPECT imaging [25,21].
By modeling the detector response function in the projector and backprojec-
tor pair, one can compensate for the spatially variant detector response
[20]. A projector and backprojector pair which model both attenuation and
detector response has been shown to provide improved quantitative accuracy,
spatial resolution and decreased noise in the reconstructed image [26].

The iterative reconstruction methods are inherently computationally inten-
sive as compared to the conventional reconstruction and filtering methods.
Each iteration consisting of a projection and a backprojection step requires
about twice as many computations as the FB algorithm. Projectors and
backprojectors which model the imaging process require even more calcu-
lations. Furthermore, multiple iterations are necessary to achieve satisfactory
reconstructed image quality. The exact number of iterations required de-
pends on the convergence properties of the particular iterative algorithm in
use [26].

5. Experimental study

The experimental study has two specific aims. First, it is designed to demon-
strate the individual and combined effects of image degrading factors on
cardiac SPECT images obtained from conventional reconstruction and fl-
tering methods. We are particularly interested in the artifacts, distortions,
spatial resolution, contrast and quantitative accuracy of the reconstructed
image. The second aim is to demonstrate the effectiveness of quantitative
reconstruction methods in compensating for image degrading factors and in
providing quantitative cardiac SPECT images.

5.1. Simulated phantom

In order to investigate the individual and combined effects of the image
degrading factors, a realistic phantom is needed in the simulation study. We
have developed a cardiac-chest phantom which is derived from an x-ray CT
study of a normal patient [27]. The phantom models the anatomy of the
human thorax. An image slice through the center of the myocardium is
chosen for use in the study (Fig. 1a). From the CT image, the non-uniform
attenuation distribution of the chest region can be derived. The CT image
also allows identification of the myocardium and other tissue organs such
that the uptake of TI-201 can be simulated from known biodistributions in
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Figure 1. Cardiac-chest phantom used in the experimental simulation study. (a) A section of
attenuation distribution through the center of the myocardium. The data are derived from an
X-ray CT study of a normal patient. (b) Simulated distribution of TI-201 uptake.

humans (Fig. 1b). In the phantom, the ratio of average TI-201 radioactivity
concentrations in the myocardium to the lung is set to be 6:1.

Using the emission phantom shown in Fig. 1 alone, we simulated projec-
tion data from 128 views over 360° around the patient without any image
degradation. The projection data are reconstructed, using the conventional
filtered backprojection (FB) algorithm, into a 64 X 64 reconstructed image
matrix. The top and bottom images in Fig. 2a are reconstructed images

360°

180°

a b

Figure 2. Transaxial reconstructed images of the cardiac-chest phantom obtained using the FB
algorithm. Images in the upper and lower rows are from 360° and 180° reconstructions, respec-
tively. The simulated projection data used in the reconstructions include (a) no image degrading
factors and (b) the non-uniform attenuation distribution shown in Fig. 1a.
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Figure 3. Transaxial reconstructed images of the cardiac-chest phantom obtained using the FB
algorithm. Images in the upper and lower rows are from 360° and 180° reconstructions, respec-
tively. The projection data used in the reconstruction include the effects of non-uniform attenu-
ation shown in Fig. 1a. Also included are the effects of (a) the response function of a LEGP
collimator, plus (b) the scatter response function, and plus (c) Poisson noise.

obtained using the complete 360° and a section of 180° (from 45° LPO to 45°
RAO) projection data, respectively. The images demonstrate the generally
good reconstructed image quality that can be obtained from the FB algorithm
in the absence of image degrading factors. There are little differences be-
tween the 180° and 360° reconstructions. The small artifacts in the recon-
structed image are due to the digitization of the image data and the finite
number of projection views.

5.2. Effects of image degrading factors

To study the effects of photon attenuation, the emission projection data were
generated by incorporating the non-uniform attenuation map shown in Fig.
1b. The top and bottom images in Fig. 2b show the 360° and 180° reconstruc-
tions, respectively. In general, both images show decreased intensity in the
mid-portion of the reconstructed image. There is a distinct pattern of intensity
artifacts emanating from the apex region of the myocardium. Also the 180°
reconstruction exhibits more distortions in the posterior portion of the image
than the 360° reconstruction.

In Fig. 3, the images in the top and bottom rows are from 360° and
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Figure 4. Transaxial reconstructed images of the cardiac-chest phantom obtained using the FB
algorithm. Images in the upper and lower rows are from 360° and 180° reconstructions, respec-
tively. The projection data used in the reconstruction are the same as those used in generating
the images in Fig. 3c except that the reconstructed images are filtered with (a) a Han filter with
fc = 0.3 cycles/pixel, (b) a Butterworth filter with fc = 0.22 cycles/pixel and order of 8, and (c)
a Metz filter which includes the average MTFs of the LEGP collimator and scatter and a power
of 10.

180° reconstructions, respectively. The images in Fig. 3a are reconstructions
from projection data which include, in addition to attenuation, the effects of
the spatially variant response function of a low energy general purpose
(LEGP) collimator which is fitted on the SPECT imaging system. Four
adjacent image slices were included in the simulation to model the three-
dimensional effects of the detector response function. When compared to
Fig. 2b, similar patterns of image artifacts and distortions are found except
for smoothing by the imaging system. The contrast in the myocardial region
is found to be higher for the 180° than the 360° reconstruction.

Figure 3b shows results of the reconstructions when scatter radiation is
added to the projection data. The general decrease in image contrast is
apparent. However, the pattern of image artifacts and distortions described
earlier persists. Reconstructed images with Poisson noise fluctuations added
to the projection data are shown in Fig. 3c. The level of noise fluctuations
is consistent with that found in clinical T1-201 studies where the average total
counts of the projection data are about 150,000. To simulate acquisitions
with the same imaging time, the total counts of the projection data used in
the 180° reconstruction are twice the total counts of projection data summed
over the same projection angles in the 360° reconstruction. The images shown
in Fig. 3c show that the noise fluctuations mask details of image artifacts and
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360°

180°
a b c

Figure 5. Transaxial reconstructed images of the cardiac-chest phantom obtained using the
modified Chang algorithm which utilizes the attenuation map shown in Fig. 1la in calculating
the attenuation correction factors. Images in the upper and lower rows are from 360° and 180°
reconstructions, respectively. The projection data used in the reconstruction are the same as
those used in generating the images in Fig. 3a. The reconstructed images are filtered using (a)
a Butterworth filter with fc = 0.3 cycles/pixel and order of 8, (b) a Metz filter which includes
the collimator MTF and power of 10, and (c) a Metz filter which includes the MTFs of both
the collimator and scatter and power of 10.

distortions shown in the noise-free situation (Fig. 3b). However, the general
pattern of artifacts and distortions remains discernible at close examination.

The images in Figs. 4a, b and c are results from filtering the reconstructed
images in Fig. 3c using the Han, Butterworth and Metz filters, respectively.
The Metz filter utilizes the MTFs of the LEGP collimator and scatter at a
source distance equal to the radius-of-rotation of 22.5 cm. The reconstructed
images exhibit image quality consistent with the expected performance of
the filters. However, they do not eliminate the image artifacts and distortions
described earlier.

5.3. Performance of quantitative reconstruction methods

To evaluate the performance of various quantitative reconstruction methods,
we assume that the attenuation coefficient map about the patient (Fig. 1a)
is available. The images in Fig. 5a show the 180° and 360° reconstructions,
respectively, from the same projection data used in Fig. 3a but with the
modified Chang algorithm which utilizes the attenuation map. The 360°
reconstruction shows excellent image quality while the 180° reconstruction
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360°

180°

Figure 6. Same as Fig. 5 except that the projection data used in the reconstruction are the same
as those used in generating the images in Fig. 3c.

exhibits a distinctive pattern of artifacts and distortions in the noise-free
situation. The images in Figs. 5b and c are the same as those in Fig. Sa,
except after postprocessing using the Metz filter to incorporate the average
collimator MTF and additional scatter MTF, respectively. The sharpened
features and increased contrast in the images are apparent.

Similar to Fig. 5, the images shown in Fig. 6 were obtained using the
modified Chang algorithm and the same postprocessing filters, except that
the projection data in reconstructing the images in Fig. 3¢ were used. The
filtered images demonstrate the effects of the various filters on noisy data.

To demonstrate the performance of the iterative reconstruction methods,
Fig. 7 shows reconstructed images obtained from the iterative ML-EM algo-
rithm. The images in Fig. 7a were obtained with a projector and backprojec-
tor pair which assumes idealized imaging process, i.e. without any image
degrading factors. For the reconstructed images in Fig. 7b, the projector and
backprojector pair include the non-uniform attenuation distribution and for
the reconstructed images in Fig. 7c, both the attenuation and collimator
response function. By comparing the images in Figs. 3a and 7a, we see little
difference between the FB and the iterative reconstruction algorithms when
no compensation was incorporated.

The reconstructed images shown in Fig. 8 are obtained using the same
reconstruction method as in Fig. 7. However, the noisy projection data used
are the same as those used in generating the reconstructed images in Fig.
3c. Figure 9 shows the same reconstructed images after postprocessing with
a Butterworth filter with a cut-off frequency of 0.25 cycles/pixel and an order



Reconstruction and filtering methods for cardiac SPECT imaging 39
-.- 360°

180°

a b c

Figure 7. Transaxial reconstructed images of the cardiac-chest phantom obtained using the
iterative ML-EM algorithm. Images in the upper and lower rows are from 360° and 180°
reconstructions, respectively. The projection data used in the reconstruction are the same as
that used in generating the images in Fig. 3a. The projector and backprojector pair used in
the iterative method (a) assumes idealized imaging process, (b) incorporates the non-uniform
attenuation distribution shown in Fig. 1a and (c) incorporates both the attenuation distribution
and response function of the LEGP collimator. All reconstructed images result from 100 iter-
ations.

of 8. The images in Figs. 8 and 9 show the improved image quality and
quantitative accuracy obtained using the iterative reconstruction methods.

The quantitative accuracy of the reconstruction methods is assessed using
the normalized mean-squared-error (NMSE) calculated from the difference
between the reconstructed image and the emission phantom. Figure 10a
shows a plot of NMSE as a function of iteration number for the iterative
ML-EM reconstruction methods in comparison with the conventional recon-
struction methods in the noise-free case. The results show the higher accuracy
of the quantitative reconstruction methods.

For noisy data the image noise in the reconstructed images was evaluated
by the normalized standard deviation calculated over a 33-pixel region-of-
interest placed over the flat area of the background in the phantom image.
The results shown in Fig. 10b support the observations found in Fig. 9 that
at a low iterative number, with both attenuation and detector response
compensation, the image noise is lower than that obtained without any
compensation or with attenuation compensation alone. Also, the level of
noise fluctuations is lower for the iterative ML-EM compared with the con-
ventional reconstruction methods.
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Figure 8. Same as Fig. 7 except that the noise projection data used in the reconstruction are
the same as those used in generating the images in Fig. 3c.

a b c

Figure 9. Same as Fig. 8 except that the reconstructed images are postprocessed using a But-
terworth filter with cut-off frequency of 0.25 cycles/pixel and order of 8.
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Figure 10. (a) Plot of the normalized mean-square-error (NMSE) between the phantom and
the reconstructed images obtained using the iterative ML-EM algorithm with different projector
and backprojector pairs as a function of iteration number. The NMSE from images obtained
using the conventional reconstruction methods are also plotted for comparison. (b) Plot of the
normalized standard deviation of images obtained from the same reconstruction methods.

5.4. Clinical study

The performance of the conventional and quantitative reconstruction meth-
ods were compared using data from a TI-201 patient study. The attenuation
distribution of the patient, information necessary for the quantitative recon-
struction methods, was derived from transmission CT data acquired using a
sheet source mounted on the GE SPECT system [21]. Figures 11a and b
show a slice of the original and filtered transmission CT image. In Fig. 12,
we show the emission reconstructed images at the same level as the transmis-
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Figure 11. Transmission CT image through the myocardium from a patient study (a) before
and (b) after filtering.

sion CT slice from the FB algorithm without any compensation (Fig. 12a),
followed by filtering with a Metz filter which includes the collimator MTF
(Fig. 12b) and from the Chang algorithm, which assumes that the attenuation
distribution is uniform throughout the chest region (Fig. 12c). The image
quality obtained with the conventional reconstruction and filtering methods
is similar to that found in the simulation study.

In Fig. 13, the reconstructed image from the FB algorithm is compared
with those obtained from the iterative ML-EM reconstruction method with-
out any compensation, with compensation for attenuation by using the at-
tenuation distribution map shown in Fig. 9b and with compensation for both

b c

Figure 12. Transaxial reconstructed images from a clinical T1-201 SPECT study. The images
were reconstructed using the FB algorithm without any compensation (a) before and (b) after
filtering with a Metz filter which incorporates the collimator MTF, and (c) using the Chang
algorithm which assumes uniform attenuation throughout the body.
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Figure 13. Transaxial reconstructed images from a clinical T1-201 SPECT study. The images
were reconstructed using (a) the FB algorithm without any compensation, and the iterative ML-
EM algorithm using a projector and backprojector pair which (b) assumes idealized imaging
process, (c) incorporates the attenuation distribution shown in Fig. 11b, and (d) incorporates
both attenuation and collimator response function. The reconstructed images in (b) and (c) are
results after 30 iterations and (d) after 50 iterations.

the non-uniform attenuation and detector response function. It is shown that
without any compensation, the performance of the iterative reconstruction
method is very similar to that of the conventional FB method. However,
when compensation for attenuation and detector response is included, the
iterative methods provide improved image quality not achievable by the
conventional techniques.

6. Discussion

By using a realistic cardiac-chest phantom, we demonstrated the individual
and combined effects of major image degrading factors on cardiac SPECT
imaging. In particular, the non-uniform attenuation distribution of the thor-
acic region is the single most important image degrading factor. If not com-
pensated, grossly inaccurate quantitative information, severe artifacts and
distortions in the reconstructed image will result. The detector response
function degrades the spatial resolution, and scatter radiation is responsible
for lowering the contrast of the reconstructed image.

Conventional reconstruction and filtering methods only approximately
compensate for the image degrading factors. In cardiac SPECT imaging, they
are not effective in removing image artifacts and distortions, or in providing
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accurate quantitative information. Also, although 180° reconstruction gives
better image contrast in the myocardial region, it generates more image
artifacts and distortions as compared to 360° reconstruction.

Quantitative reconstruction methods, especially those using iterative algo-
rithms, are effective in compensating for the non-uniform attenuation distri-
bution in the chest region and the spatially variant detector response function.
They also provide better noise smoothing without the expense of degradation
in spatial resolution. The main disadvantage of iterative reconstruction meth-
ods is the large amount of computations involved. However, with advances
in the development of iterative algorithms and computer hardware, im-
plementation of these methods in clinical environments will be increasingly
likely in the near future.
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3. Volume and activity quantitation in SPECT

MICHAEL A. KING and DAVID T. LONG

Summary

This chapter reviews some of the factors which influence the quantitation of
volume and activity with SPECT imaging. For volume quantitation we first
compare seven methods of volume quantitation, and then illustrate the bias
caused to the measurement of volume by the blurring of the objects inherent
in imaging. For activity quantitation, we discuss the influence of attenuation,
scatter, and spatial resolution on the accuracy of activity estimation.

1. Introduction

One of the major advantages of single photon emission computed tomogra-
phy (SPECT) over planar imaging is that SPECT results in a true three-
dimensional (3D) image of the radionuclide distribution. As a result, quanti-
tative analysis of SPECT images is possible because overlying structures,
which can impede true quantitative analysis of planar images, are separated
into their true 3D spatial relationships. As compared with visual assessment,
quantitative analysis of nuclear medicine images offers the advantages of
reduced inter- and intra-observer variability, and use of numerical criteria
for separating normal from abnormal studies. Quantification of the volume
of, or activity within, an organ, anatomical structure, or lesion plays a crucial
role in quantitative analysis, and is the topic of this review.

2. Volume quantitation
2.1. Planar imaging vs SPECT

The volume of a source distribution can be estimated from single or multiple
planar images given a geometrical model of the source. An example of this
is the use of a prolate ellipsoid model for the cardiac ventricles [1,2]. With
the assumptions that the concentration of activity is constant within the
volume, and that locations within the volume are counted with approximately

Johan H.C. Reiber & Ernst E. van der Wall (eds.), Cardiovascular Nuclear Medicine and MRI, 47-60.
© 1992 Kluwer Academic Publishers.
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the same sensitivity, changes in the background corrected counts are pro-
portional to changes in the volume of the activity distribution. This has been
used with planar imaging to quantitate changes in the relative volumes of the
cardiac chambers as a function of time [3,4]. Non-geometric determination of
the absolute volume of the ventricles has been accomplished by obtaining a
blood sample from the patient and the use of either a regression relation
obtained by comparison to contrast angiographic volumes [5], or attenuation
correction of the counts from the ventricular regions of interest (ROIs) [6].
Geometric models have also been combined with use of the counts to obtain
absolute volumes [7]. The determination of the volume occupied by a source
distribution is, in principle, easier in SPECT slices than in planar images.
This is because the third dimension, which is lacking in planar images, is
provided in SPECT slices.

2.2. Methods of SPECT volume quantitation

‘The methods of SPECT volume quantitation can be broken up into either
geometrical or count based methods. With geometrical methods, a definite
3D surface boundary is determined in some manner, and the volume is
estimated as the sum of the voxels within the 3D boundary times the unit
volume of a single voxel. The geometrical methods which have been used to
determine the boundary location in SPECT can be classified as: 1) operator-
determined regions of interest (ROI) [8,9], 2) fixed and adaptive count
thresholding techniques [10-13], or 3) methods based on edge-detection
using derivative operators [14,15]. With count based methods, the volume is
calculated as the product of the volume of a voxel and the ratio of the total
number of counts within the region determined by a geometrical method to
the maximum count per voxel [16]. Count based methods assume that the
concentration of activity is constant within the source volume. They provide
estimated volumes which are less dependent on the boundary definition than
the geometrical methods for high contrast objects.

Recently, a comparison of a number of methods of image segmentation
for volume quantitation in SPECT was conducted [17]. The specific methods
evaluated included: 1) operator drawn ROlIs, 2) count-based correction of
these ROIs, 3) fixed 50 %, 40 %, and 25 % count thresholds with interpol-
ative correction for surrounding activity, 4) an adaptive thresholding tech-
nique based on gray-level histograms [14], 5) a two-dimensional (2D) gradi-
ent-based edge detection method, and 6) a 3D gradient-based edge detection
method. Simulated SPECT images of six Tc-99m filled spheres in an elliptical
cross-sectional attenuator were used to study volume quantitation with these
methods. The diameters of the spheres were 6.0, 5.0, 4.0, 3.0, 2.0, and 1.5
cm, respectively, resulting in ideal sphere volumes of 113.1, 65.5, 33.5, 14.1,
4.2, and 1.8 cc, respectively. Simulated images were generated using a 3D



Volume and activity quantitation in SPECT 49

180+ 180
’7 D :'\"'c‘“:":; A wee True Volume B %
 Contr O 8:1 Controst
/'i’? 150+ 6 ;: g::::::: ’g 150+ A 4:1 Controst
~ ~ Q 2:1 Controst
Y 1204 Y 1204
p=} =]
3 3
S 90 S 90
o o
& &
% 604 X 60+
73 (%]
3 o
s 304 s 304
I A Y P o+H————+—+—
0 20 40 60 80 100 120 0 20 40 60 80 100 120
TRUE VOLUME (cc) TRUE VOLUME (cc)

Figure 1. Plots of measured vs true volume for (a) Operator-drawn ROIs, and (b) Count-based
correction of operator-drawn ROIs (reproduced with permission from ref. 17).

analytical, non-stationary simulation of SPECT for object to background
activity contrast ratios of 8:1, 4:1, and 2:1. Poisson noise was introduced into
the projection images, and five independent noise realizations were made
for count levels of 100,000 counts per projection image. Pixel size was set at
0.58 cm.

Volume estimation results are shown in Figs. 1-3. In each figure, the
average measured volume for the five noise realizations of each sphere are
plotted on the ordinate axis with the true volume plotted on the abscissa.
The error bars indicate the standard deviation. Volume data are shown for
the 6.0, 5.0, 4.0, 3.0, and 2.0 cm diameters spheres. The dotted line indicates
the line of identity between the true and measured volumes.

The results for the operator-drawn and count-based methods are shown
in Fig. 1. The operator was given knowledge of the true shape of the objects,
and encouraged to mark the regions with care. It can be seen that this
resulted, on occasion, in excellent results (4:1 contrast Fig. 1A). However,
the volumes were more commonly significantly overestimated and there was
a very large standard deviation between the five noise realizations. Use of
the count-based correction resulted in good agreement between the measured
and true volumes for the 8:1 and 4:1 contrast spheres (Fig. 1B). However,
as the contrast decreased to 2:1 the measured volumes were significantly
larger than the true volumes. The results of Fig. 1B were obtained with the
operator redefining his ROIs at the full extent of the spheres. When the
original ROIs used to quantitate volume (Fig. 1A) were corrected by the
count-based method, the volumes of the 6.0, 5.0, and 4.0 cm diameter
spheres were consistently underestimated for the 8:1 and 4:1 contrast levels.
Similarly, without the count-based correction, the volumes of the spheres
drawn for use with count-based quantitation of volume overestimated the
volumes consistently.
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Figure 2. Plots of measured vs true volume for (a) fixed 50 % threshold, (b) fixed 40 %
threshold, (c) fixed 25 % threshold with boundary voxels weighted by one-half, and (d) adaptive
count threshold for each subregion (reproduced with permission from ref. 17).

The measured volumes by the thresholding methods are plotted in Fig. 2.
Figure 2A shows the measured volumes underestimate the true volume of
all but the smaller spheres when a 50 % threshold is employed. The volumes
measured with 40 % and 25 % thresholds are also shown in Fig. 2 to illustrate
what happens as the threshold changes. The volumes for the 25 % threshold
would have been overestimated except for the inclusion of weighting the
boundary voxels by one half [13]. The usefulness of the trilinear interpolative
correction for surrounding activity is shown in Fig. 2 by the close agreement
in the results with the different contrasts. Also shown in Fig. 2D are the
results for an adaptive threshold method [11]. It was necessary to include
trilinear interpolative correction with this method since without it the method
was found to be very sensitive to contrast. Even with this correction, the
method was found to produce a systematic overestimation of the volume of
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Figure 3. Plots of measured vs true volume for (a) 2D gradient-based edge detection, (b)
3D gradient-based edge detection, and (c) 3D zero crossing of directional second derivative
(reproduced with permission from ref. 17).

the spheres which became worse with a decrease in contrast or size of the
spheres.

The measured volumes for the gradient-based methods are shown in Fig.
3. Figure 3A shows that with the 2D method there is a consistent overesti-
mation of sphere volume which seems to increase with decreased contrast.
The 3D method (Fig. 3B) shows a small underestimate of sphere volume
with the larger spheres which is independent of sphere contrast. The 3D
gradient operator calculates the gradient as the maximum change in count
in 3D normal to the surface of the spheres. Note that at the top of the
spheres, the gradient direction is aligned with the Z axis, or perpendicular
to the transverse slices. The 2D gradient operator applied to the transverse
slices calculates the gradient based on the 2D disks which compose the
individual tomographic slices. The inclusion of the Z axis or interslice compo-
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nent to the 3D gradient results in edges which ‘close up’ as the object
boundary is resolved in the third dimension. Thus, for the 2D gradient
method, object boundaries will be detected that extend beyond the range of
those detected by the 3D gradient method. This causes an over-estimation
of volume as shown in Fig. 3A.

At low object contrast levels and high noise levels the boundaries deter-
mined by the 3D gradient based method are not always closed [15]. When
the region is determined by the zero-crossings of the second directional
derivative operator, a closed boundary is determined each time [18,19]. The
results for a 3D extension of the second directional derivative method are
shown in Fig. 3C, and can be compared to the results for the 3D gradient with
non-maximum suppression shown in Fig. 3B. Although second directional
derivative operators are related to non-maximum suppression, the second
directional derivative operator produces significantly more accurate volume
quantitation than use of non-maximum suppression with the 3D gradient
operator [19].

Of the methods compared, we believe the 3D second directional derivative
method to be the most useful. This is because it diminishes the reproduc-
ibility, subjectivity, and tedious time consuming user-interaction problems
associated with operator drawn boundaries, while producing a method which
is reasonably accurate and consistent across changes in object contrast and
volume.

2.3. Influence of spatial resolution, and source size and shape on SPECT
volume quantitation

A number of factors influence the accuracy of estimation of source volume
with SPECT. One of the most influential of these is the source size and
shape relative to the system spatial resolution. In a recent investigation
[20], a rectangular parallelepiped (bar), a right cylinder, and a sphere were
mathematically modeled as being imaged with a SPECT system by calculating
the 3D convolution of them with symmetric Gaussian functions. The resulting
activity profiles were analyzed to determine the location of the edges as a
function of the source size relative to the system full width at half-maximum
(FWHM). The edge definition criteria studied were: 1) the location of the
50 % count threshold, and 2) the maximum in the local gradient. In addition,
the threshold which yielded the correct edge location was also determined.
Figure 4 shows a plot of the percent error in the location of the edge
determined by the 50 percent count threshold criterion along the x-axis of
each of the three sources as a function of the ratio of the source width along
the x-axis to the FWHM of the system blur. For the bar source, the estimated
location of the edge is essentially equal to the actual location of the edge
until the width of the object has decreased below 2 times the FWHM. Using
a 50 % threshold to determine the location of the edge along the x-axis of
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Figure 4. Plot of percent error according to 50 percent count threshold criterion in location of
edge along x-axis of three source distributions as a function of the ratio of source width or
diameter to spleen FWHM (reproduced with permission from ref. 20).

the cylindrical and spherical sources leads to an underestimate of the source
volume even with large ratios of the diameter of the source to FWHM. Once
the ratio decreases below 2.0, the edge starts to move back out, and eventu-
ally the volume is overestimated as the ratio increases further. The result is
that the direction and amount of the error in the volume estimation depends
on the shape of the source, and the ratio of the width of the source to the
FWHM of the system.

A plot of the count threshold required to yield the correct location of the
edge along the x-axis of each of the source distributions is presented in Fig.
5. There it can be seen that the threshold required for accurate edge location
is a function of the source size and shape relative to the system FWHM.

Plots of the percent error in the location of the edge determined by the
maximum local gradient criterion vs object width along the x-axis are given
in Fig. 6 for the three source distributions. The results are similar to that of
using the 50 percent threshold (Fig. 4) except that the negative errors display
a greater maximum magnitude and continue negative to lower ratios. Also,
the overestimation of source size is slightly less with the maximum gradient
than it would be with the 50 percent threshold criterion for very small sources
(diameter equal to FWHM or less). The pattern of under- and overestimation
of source size is similar to that seen with the 3D gradient, and 3D directional
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second derivative methods of Fig. 3, and thus explains the biases observed
with these methods.

3. Activity quantitation
3.1. Planar imaging vs SPECT

Methods which estimate activity from planar images have to address the
problems of correcting for attenuation and the imaging of scattered photons,
correcting for the contribution of counts from surrounding activity, identifi-
cation of boundaries, and possibly correction for camera nonuniformity.
Correction for attenuation and scatter is typically performed by using some
combination of the counts from conjugate views [21-23]. One of the major
problems with such methods is the correction of counts from over- or underly-
ing tissues and organs. This, in principle, also is easier with SPECT, and
thus is one of the advantages of SPECT quantitation over planar imaging.

3.2. Attenuation correction of SPECT studies

One of the major factors which must be addressed with activity quantitation
is attenuation [24]. A number of attenuation correction methods have been
developed for use with filtered backprojection. These include pre-reconstruc-
tion [25], post-reconstruction [26], and intrinsic methods [27-31]. Intrinsic
methods solve explicitly for attenuation by inverting the Radon transform.
In a comparison of a number of intrinsic correction methods for the case of
uniform attenuation [32], the methods of Bellini, et al. [30], and Hawkins,
et al. [31], were observed to yield the least positionally dependent three-
dimensional modulation transfer function. Both of these methods are exact
solutions for uniform attenuation within a convex body, and both make use
of the frequency-distance relationship [33,34] to provide improvement in the
signal-to-noise ratio of the reconstructions obtained with intrinsic attenuation
compensation.

To perform attenuation correction for the case of non-uniform attenuation
some estimate of the variation in the attenuation coefficient throughout the
body is required. This can be obtained by using a planar source [35,36], or
moving line source [37] with a parallel hole collimator, a point source with
a cone beam collimator [38], or from CT images [39]. It has been noted that
small errors in determining the body outline can significantly influence the
accuracy of activity quantitation [40]; therefore, it would seem that simulta-
neous acquisition of the emission and transmission images is the desired
approach. With filtered backprojection, both an iterative Chang post-correc-
tion [41], and a correction based upon simulated build-up functions [42] have
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been shown to improve the accuracy of quantitation. Alternatively, full
iterative reconstruction can be used [43].

3.3. Correction of scatter with SPECT imaging

The interaction of the primary photons in the patient’s body not only leads
to a loss of counts for which attenuation correction is required; it also leads
to the inclusion of misplaced or scattered events within the image. The
inclusion of these events leads to a loss of contrast, and necessitates numerical
compensation for them with attenuation correction. The best way to compen-
sate for scatter would be to not include it in the image in the first place by
using a camera system with excellent energy resolution. However, most
SPECT systems available employ Nal (Tl) with its finite energy resolution.
A number of scatter compensation techniques have been developed. These
include: 1) decreasing the value of the linear attenuation coefficient used
with attenuation correction to account for the additional scattered photons
being images [44], 2) use of an average scatter fraction (SF) to numerically
correct for scatter [44], 3) use of convolution methods to estimate the amount
and spatial distribution of scatter [44-51], 4) use of an asymmetric energy
window to decrease the amount of scatter imaged to begin with [44], 5) use
of a fraction of the counts from a second (or multiple) lower energy win-
dow(s) to estimate scatter in the primary window [44,48,50,52,53], use of
holospectral imaging [54], and 7) prediction of the number of scatter counts
in each pixel by use of information from the energy spectrum of each pixel
[55-57].

In Monte Carlo simulated energy spectra for Nal(Tl) [50,55], it was noted
that scattered photons contribute more to the lower energy portion of the
photopeak than the high energy side. It was, therefore, hypothesized that if
the photopeak was divided into two non-overlapping energy windows, a
regression relation could be obtained between the ratio of counts within
these windows and the scatter fraction (SF) for counts within the total region
[58]. This idea was tested by dividing the standard 20 % energy window used
for Tc-99m imaging into two 10 % windows, and acquiring planar acquisitions
of a point source at a number of locations in a 30 X 23 cm tub phantom.
From these and acquisitions of the same source at the same locations in air,
a regression between the SF and the window ratio was determined. When it
was applied to correct the acquisitions of the point source in the tub on a
pixel by pixel basis, the residual SF was reduced below 0.05. SPECT acqui-
sitions were made of a 5 cm diameter sphere at the center of a tub phantom
and a 5 cm sphere at one fourth, one half, and three fourths the distance
from the center along the major axis of the phantom. When the activity at
the center of the sphere was determined, a significant improvement in the
accuracy of activity quantitation was noted with use of the dual photopeak
method of scatter correction [58].
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3.4. Influence of spatial resolution on quantitation of activity

At the center of small objects (objects whose width is less than 2 to 2.7 times
the system FWHM depending on shape [59]), and at the edge of large
objects, the finite spatial resolution of the system blurs the counts out such
that the counts per voxel are distorted [59]. Since the FWHM varies with
location and direction in SPECT, this can cause a variation in the maximal
counts determined in extended thin objects [60,61]. A number of methods
have been tried to diminish the influence of spatial resolution on quantitation.
These include: 1) the use of recovery coefficients [59,60], 2) the use of
restoration filters [62], and maximum-likelihood estimation from the projec-
tion data [63,64] and in the slices themselves [65].
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4. Computer techniques for quality control in planar
imaging and SPECT
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Summary

The sophistication of modern imaging instruments. requires a comprehensive
quality control program. The spread of differential uniformity and the Uni-
formity Index is known to be a sensitive measure of field uniformity but
should be supplemented with a visual display of nonuniform areas. Spatial
resolution can be quantitated by Fourier techniques that appear to be sensi-
tive to small changes with time. SPECT imaging systems require additional
calibrations and quality control. Periodic calibration of the Center-of-Ro-
tation will prevent loss of spatial resolution in clinical studies. High count
floods are needed for studies that involve high count density but may not be
required for low count density imaging (e.g. T1-201). On a quarterly basis
two additional studies should be done with phantoms. Reconstructions of a
line source is useful for monitoring system spatial resolution. Reconstructions
of a Jaszczak phantom provide information on image noise, contrast, the
presence of artifacts, and the accuracy of attenuation correction.

Introduction

The sophistication of modern imaging instruments demands a comprehensive
quality control (QC) program for planar imaging and Single-Photon-Emiss-
ion-Computed-Tomography (SPECT). The presence of automatic tuning and
energy and linearity correction circuits on most state-of-the-art cameras does
not obviate the need for quality control. It has been documented that a lack
of uniformity can be a serious problem in the interpretation of scintillation
images [1]. It was found that overall accuracy of interpretation decreases
with increasing nonuniformity. In addition, it must be noted that nonuniform-
ities that are not visible in ordinary flood field QC images can produce
ring artifacts in SPECT studies. Although analog techniques are useful for
evaluating the performance of scintillation cameras, computer techniques
provide more sensitive and objective measures and facilitate the appreciation
of temporal changes. They also provide the potential for automated evalu-
ation and the use of action levels.

Johan H.C. Reiber & Ernst E. van der Wall (eds.), Cardiovascular Nuclear Medicine and MRI, 61-74.
© 1992 Kluwer Academic Publishers.
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Planar flood field uniformity

When a distant point source of radiation is used to expose the uncollimated
detector of an Anger scintillation camera, the resultant image will show
variations in the number of detected photons per cell. Some of the variation
is expected since each cell in the image is a Poisson random variable. In
addition, variations will be caused by spatial distortions and changes in point-
source sensitivity across the detector [2—4]. Uniformity is often judged by
looking at images recorded on x-ray film. Although it has been suggested
that some quantitative statements can be made after viewing these images,
it is generally agreed that this method cannot distinguish subtle variations in
field uniformity.

Data acquisition

For a comprehensive quality control program it is important that techniques
be available for the quantitation of field uniformity. From the standpoint of
camera setup, the first decision must be to determine the number of counts
to be collected. Quality control flood field images typically contain 1.25
million (small field-of-view), 2.5 million (large field-of-view), or 4 million
(rectangular large field-of-view) counts [5]. Flood field images that are to be
used for acceptance testing contain counts ranging from 14 million to 20
million [6]. The former has the advantage of requiring less time; the latter
provides images that are less subject to statistical errors. As will be discussed
below, some indices of uniformity can be used on images containing a rela-
tively small number of counts; others require many more counts.

A decision must also be made as to whether intrinsic or system uniformity
is to be measured. Intrinsic methods expose the technologist to less radiation
and are useful for testing field uniformity for different photon energies [5,7].
However, they are more time consuming because the collimator must be
removed. System methods are faster and test for collimator damage, but
produce higher personnel exposure. In addition, if liquid-filled phantoms are
used, extra care is required to thoroughly mix the solution of Tc-99m.

Data analysis

Over the years several numerical methods have been suggested for measuring
uniformity when the Anger scintillation camera is interfaced to a computer.
A study by Sharp and Marshall was carried out to investigate the effectiveness
of four indices for measuring image uniformity: 1) Integral nonuniformity;
2) Differential nonuniformity; 3) Coefficient of variation of the counts per
element; 4) The width of the frequency distribution of the contrast between
neighboring elements (spread of differential uniformity) [8]. Spearmans rank
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correlation coefficient was used to see how well the subjective impression of
uniformity agreed with the values provided by each of the objective measures
[9]. Further, the sensitivity (i.e., the degree of change of each of the four
indices that indicates a significant subjective change in image uniformity) of
each index in assessing uniformity was investigated.

A significant correlation (r = 0.4-0.87) was found between the objective
measures of uniformity and subjective assessments, except between the inte-
gral uniformity values and the black and white analog images (r < 0.4). For
both analog and digitized images, the mean correlation coefficients for mea-
sure four (the spread of differential uniformity) were highest, while integral
uniformity had the lowest correlation. In general, the correlation for color
images were higher than black and white ones.

In their estimations the sensitivity of each measure of uniformity was
about 10 %. If a change of two standard deviations indicates a significant
difference, they conclude that a 20 % change in the uniformity measure
would be needed to produce visually perceptible differences in uniformity.

A subsequent study by Hughes and Sharp revealed that all four indices
showed a marked dependence on count density over a range of 1-30 million
counts per image [10]. The four indices for the smoothed (9 point smoothing
according to NEMA specifications) 10M count images were significantly
smaller than those for the 30M count images for all the three cameras (t-
test, p < 0.05).

The daily variability of the indices as a function of count density was also
measured. At higher count densities the indices were sensitive to variations
in detector response rather than Poisson noise which indicates that a genuine
change in camera performance would cause a significant alteration in the
indices. With the exception of the smoothed images, a large part of the daily
variability of the two indices specified by NEMA (indices 1 and 2) was shown
to be due to the poor reproducibility of the indices themselves, whereas the
indices 3 and 4 were only responsible for approximately half of the variation
observed from day to day. A fifth index, the ‘Uniformity Index’ derived by
Cox and Diffey, was also estimated [11,12]. It is based on the total variance
of all the pixels in the flood, minus the Poisson variance of each pixel, and
hence it is much less dependent on the count density than the spread of
differential uniformity. The Poisson variance is estimated by the average
pixel count.

The sensitivity of the indices to the presence of a computer simulated cold
spot as a function of count density was also quantitated by them. Of all, the
most effective for detecting the presence of the cold spot artifact, the spread
of differential uniformity, had displayed the greatest sensitivity at all count
densities. The authors of this paper have found that for low count images
(2.5 million), the weekly change in the uniformity index was more sensitive
than integral or differential uniformity.

Either the spread of differential uniformity which requires on the order
of 30 million counts, or the uniformity index which requires 5-10 million
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counts, can be profitably supplemented by a different measure. Keyes et al.
proposed measuring the number of pixels in the computer image where the
counts fell within an acceptable range- [13]. A computer image was then
generated with pixels outside the acceptable range highlighted. The accept-
able range was centered around the average pixel count and was a specified
percent of the average pixel count. Extending the acceptable range by twice
the square root of the average pixel count was intended to compensate for
the Poisson nature of each pixel count.

Computer images produced by the method of Keyes et al. [13] provide
an indication of focal nonuniformity based on the highlighted locations of
the pixels outside the acceptable range. Overall uniformity can be measured
with the Keyes method using the number of pixels in the acceptable range.

Hence the conclusion is that the indices specified by NEMA to measure
camera nonuniformity do not appear to be very sensitive. A more acceptable
alternative appears to be to use those indices calculated using all the pixels
in the images and to supplement these data with an image showing the
location of nonuniformities.

An interesting alternative for evaluating uniformity was proposed in 1986
by Grossman et al. [14]. Their method was designed to separate stochastic
and non-stochastic effects by calculating the noise power spectrum which
carries information about the patterns of noise in flood field images. In their
initial implementation only small regions in the center of the field were
utilized. Borm and Busemann-Sokole recently described a similar technique
for checking A/D and D/A artifacts [15]. They evaluated the entire field-of-
view. However, it seems unlikely that this method would be useful for routine
quality control by the technical staff.

Action levels

A logical extension of the calculation of numerical indices is the use of action
levels. The IAEA recommends that action levels be set at 20 % for most
scintillation camera performance parameters [16]. Unfortunately, TECDOC-
317 [16] does not describe the logic behind selection of 20 % as an action
level. However, it is interesting to note that Sharp and Marshall had found
that a 20 % change in the uniformity measure was needed to produce visually
perceptible differences in uniformity as described above. On the other hand,
Kasal et al. had reported that a functional change in FWHM of approximately
10 % produced a perceptible change in image quality over a considerable
range of values of the full-width-at-half-maximum (FWHM) [17]. More work
needs to be done in this area.
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Expert systems

Slomka and Todd-Pokropek are currently developing an expert system for
use in quality control [18]. Highly automated quality control protocols seem
appropriate for busy departments and/or centers where experience in imaging
with a scintillation camera is limited. The system will provide intelligent
responses in cases of abnormal function. It compares observed features in
flood field images with predefined configurations. The data base will include
different types of cameras, results from many cameras, tolerance limits, and
recommend actions to be taken.

Spatial resolution

Properly exposed four quadrant bar pattern analog images can be useful for
evaluating camera intrinsic spatial resolution. The same is true of digital
images provided there is adequate spatial sampling. The general rule-of-
thumb is that the full-width-at-half-maximum is approximately 1.8 times the
minimum bar pattern spacing that can just be resolved [S]. To sample the
entire field in both dimensions eight images are needed. If a PLES phantom
with small bar spacing (FWHM/1.8) can be found, only two images are
needed. Of course it must be kept in mind that the display system and/or
the formatter may produce a loss of spatial resolution independent of the
camera.

Although the FWHM of line spread functions can be used to quantitate
spatial resolution, it only provides information about one region and is
probably inappropriate for routine quality control measurements. We have
investigated the feasibility of analyzing bar pattern images using Fourier
analysis. Profiles automatically drawn perpendicular to the bars of a four
quadrant pattern are processed using a FFT algorithm to output the dominant
frequency and its amplitude. The amplitude can be expressed as a percent
of a benchmark amplitude measured at the time of acceptance testing or by
comparison with the DC value. By using three profiles oriented radially, the
change in resolution across a quadrant can be evaluated.

Preliminary work by the authors of this manuscript indicates the method
shows promise. A 25 % loss of spatial resolution caused by a noisy computer
ADC produced a 25 % decrease in the amplitude of the dominant frequency
of 3.5 mm bars (Table 1). Analysis of bar pattern images on an older camera
revealed poor linearity as an increase in the dominant frequency from the
center of the field to the edge (Table 2). Although there are potential
problems, rotation of the bars relative to the camera/computer axes, a loss
of resolution due to ‘grid cutoff,” and inadequate digital sampling on some
computer systems, only the latter appears to be a significant limitation in the
use of this technique.



66 L. Stephen Graham et al.

Table 1. Change in amplitude of dominant frequency (Siemens Orbiter 75)

Amplitude*
Stationary bar pattern Bar pattern rotated Loss of amplitude
13.6 % 18.2 % 25%
12.8% 13.1% -
3.4% 6.8% 50 %
2.0% 1.7% -

*Calculated as percent of DC value.

Table 2. Change of dominant frequency as a function of radial distance from center

ROI location Dominant frequency (cycles/cm)

Quadrant 1 Quadrant 2

Tech Siem Tech Siem

$420 Orb 75 S420 Orb 75
Center 1.42 1.24 2.27 2.17
Middle 1.42 1.24 2.27 2.17
Outside 1.71 1.24 2.56 2.17
SPECT

Although the value of quality control for planar imaging must not be undere-
stimated, it is of even more critical importance in SPECT. A camera may
be operating at the peak of its ability as a planar imaging instrument but
give SPECT images that contain no more, or perhaps even less, information
than can be obtained from a planar study. More seriously, artifacts can be
present that will produce incorrect diagnoses. The goal of quality control
tests must be to provide the highest level of confidence that all components,
hardware and software, are working properly, not just to provide information
for the quality control file.

Spatial Resolution

Because of the importance of spatial resolution in SPECT studies it is impor-
tant to periodically verify that the software for performing the center-of-
rotation correction is working properly, especially after any modification of
software [19,20]. Verification is also needed after service on the interface
and/or analog-to-digital converter (ADC).

The best method for measuring spatial resolution in tomographic images
involves use of the phantom described in the 1986 edition of Performance
Measurements of Scintillation Cameras, section 4.4.3 [6]. At the present
time, performance values measured in accordance with this document have
been published by only two vendors. The phantom is commercially available
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(Nuclear Associates, Carle Place, NY) and consists of a lucite cylinder 20
cm in diameter which contains three line sources. When all three lines are
filled with Tc-99m, streak artifacts sometimes interfere with calculation of
the full-width-at-half-maximum (FWHM), especially if less than 180 views
are used. This problem is not present if only the central line is filled with
radioactivity.

A simpler procedure can be used to determine the extent to which resol-
ution is lost when tomography is performed [21]. The camera should be set
with a 15 or 20 % symmetrical window (whichever is used clinically) and the
count rate should not exceed 20000 cps. A general purpose collimator should
be used for this study and the phantom must be parallel to the axis of
rotation. A circular orbit of radius 200 mm is appropriate for most cameras.

The AAPM and NEMA recommend use of 256 X 256 matrices [22,6]. As
an alternative, a 128 X 128 matrix can be used with a two-fold zoom. In the
author’s experience a 128 X 128 matrix without zoom is satisfactory. For a
single line source, adequate angular sampling can be obtained with 120
(128) views. Each view should contain at least 100,000 counts. The highest
resolution filter that is available, preferably a ramp or its equivalent, must
be used for reconstruction. Both attenuation and uniformity correction can
be applied but this is not necessary.

Two different transverse sections, each 10 = 3 mm in thickness, should
be used for evaluating spatial resolution. Each should be located near the
end of the line source, but partial volume effects must be avoided.

Visual inspection can be used to evaluate the reconstructed images. If the
COR correction software is working properly, and there has been no shift
of the COR since calibration, the reconstructed sections will appear as a
Gaussian shaped point. Large COR errors will produce a doughnut shaped
image.

A more sensitive technique involves calculating the FWHM for single
pixel straight line profiles that pass through the maximum point in both the
horizontal (X) and vertical (Y) directions. All computer systems provide
some means for listing these data. Linear interpolation can be used to calcu-
late the FWHM. FWHM values expressed in pixels can be converted to mm
if the pixel size is known but that is not required.

To compare the planar spatial resolution with that obtained in a SPECT
study, the same phantom must be used. The distance from the collimator
face to the center line must be 200 mm. FWHM values can be calculated
from 10 mm wide profiles drawn across the line source in the same positions
that were used for the SPECT analysis. The FWHMs (X and Y direction)
calculated from the SPECT study should be within = 10 % of the FWHM
calculated from the planar image. Table 3 presents a summary of the results
for 24 systems.

Loss of resolution in the reconstructed sections as compared to that which
is present in the planar image may be due to an incorrect COR calibration
value or an improperly applied COR correction [23-26]. If a significant error
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Table 3. Loss of spatial resolution in SPECT line phantom study*

Magnitude of spatial resolution loss in SPECT Percent of FWHM measurements
relative to planar
<5% 66.1
5-<10 % 19.5
10-<15% 10.2
>15% 4.2

*128 X 128 X 16 matrix; 120 views; 100K cts/view; Ramp filter with 1 Nyquist cutoff; radius of
rotation = 200 mm; General purpose collimator.

is detected, the first step would be to perform a new center of rotation
calibration and repeat the study.

Field uniformity

Nonuniformities that are not apparent in planar images can produce signifi-
cant errors in reconstructed tomographic sections [27,28]. These may be due
to true detector nonuniformities or may be due to damaged septa in the
collimator that look like ‘cool’ photomultiplier tubes. Nonuniformities in
individual views produce full or partial rings in the reconstructed images
[28,29].

Evaluation of uniformity

Although it is essential to display the image that is to be used for flood
correction and carefully inspect it, quantitative evaluation of the flood is
preferred if the appropriate software is available [30]. Vendors do not publish
specifications for system uniformity but the sensitive indices described earlier
would be the most appropriate choices for quantitation. In general, all images
will exhibit some nonuniformity, mostly due to the collimator, but ADC
nonlinearities should not be seen with 30M counts [31].

One important fact must be kept in mind. Flood field correction cannot
be used as a substitute for poor camera uniformity or collimator damage.
Flood correction can significantly change the appearance of artifacts in an
image taken with a camera that has poor system uniformity but does not
necessarily eliminate them.

System performance

The existence of a current COR calibration and high count flood does not
guarantee optimum operation of a SPECT system. Changes in analyzer
window size and a loss of energy resolution will produce a loss in image
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Table 4. Measured uniformity and RMS noise for Jaszczak phantom study”

Parameter Average (%) +1 SD (%) Range
Integral uniformity
No flood correction 13.9 9.3-18.5 4-29
Flood corrected 14.7 10.2-19.2 7-24
Root-Mean-Square (RMS) noise
No flood correction 5.15 4.4-59 4-6
Flood corrected 5.08 3.3-6.8 3-9

*64 X 64 X 16 matrix; 64 views; 500K cts/view; Hann/Hamming filter with 1 Nyquist cutoff;
radius of rotation = 200 mm; General purpose collimator; attenuation correction applied.

quality that will not be evident from any of the tests that have been described
so far.

One of the primary advantages of SPECT imaging is the improvement in
contrast, which determines the detectability of small lesions [32]. On the
other hand, statistical and reconstruction noise produce artifacts and can
reduce apparent contrast. These parameters can be quantitated with a ‘Jasz-
czak’ or ‘Carlson’ phantom. Phantoms are also useful for assessing the accur-
acy of field uniformity and attenuation corrections [23].

Data acquisition

The phantom should be filled with 8 to 10 mCi of a uniformly mixed solution
of Tc-99m. For comparison with the data presented below, a general purpose
collimator should be used. However, the individual user may choose to use
the collimator that is most commonly used for SPECT studies. If this is the
high resolution collimator a larger amount of activity can be used (approxi-
mately 15 mCi). Position the phantom on the end of the ECT table and tape
it firmly in place. Care must be taken to be sure that the central axis of the
phantom is parallel to the axis of rotation. Adjust the detector so the average
radius of rotation is 200 mm. Set the pulse height analyzer window to 20 %
if it is desired to compare the results of these tests with the values shown in
Tables 4 and 5.

Before acquisition is initiated, images that are taken through the ECT
couch should be checked. Some tables have metal plates near the end and
these should be avoided if possible. Move the detector to a position directly
above the phantom and determine the time required to collect 500K counts.
Set the computer for acquisition of a 64 X 64 matrix, 64 (or 60) views, 360
degrees, and the time for 500K counts per view as determined above. Do
not apply zoom unless a jumbo or large rectangular field camera is used.
When either of these camera types is used, a zoom factor that gives a pixel
size between 0.6 and 0.7 cm for a 64 X 64 matrix should be selected.

At the completion of data acquisition, reconstruct the images with a Hann
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Table 5. Measured contrast for Jaszczak phantom study” (no high count flood correction)

Parameters Measured values

Sphere size Mean sphere Sphere contrast Range
(mm) contrast (%) (1SD) (%)

31.8 64.1 54.9-73.3 43-79
25.4 44.8 34.5-55.1 27-69
19.1 29.1 20.0-38.2 13-56
15.4 19.3 11.4-27.2 3-37

*64 X 64 X 16 matrix; 64 views; 500K cts/view; Hann/Hamming filter with 1 Nyquist cutoff;
radius of rotation = 200 mm; General purpose collimator; attenuation correction applied.

filter using a one Nyquist cutoff. Apply an attenuation correction using
0.12/cm as the linear attenuation coefficient, or its equivalent.

Analysis of data

Display a transverse section from a uniform part of the phantom (e.g. above
the spheres in the Jaszczak phantom). Draw a six pixel wide horizontal
pr-file across the center of the phantom and verify that it is flat. A profile
that is flat but which is higher on one side than the other indicates that the
boundary drawn for attenuation correction is closer to the edge of the object
on one side than the other. If the profile shows over- or under-correction, the
data set should be reconstructed again with a different attenuation coefficient
and/or a new pixel size calibration should be performed. This process should
be repeated until the appropriate attenuation coefficient is found.

On the same slice draw a 15 X 15 pixel square region-of-interest (ROI)
centered on the reconstructed image. A 60 X 60 pixel ROI must be used for
ADAC systems. Record the mean counts per pixel, the maximum and mini-
mum pixel counts within the ROI, and the standard deviation, if provided.
Carefully examine the images for the presence of any ring artifacts. If both
the maximum and minimum pixel counts within the ROI are available,
calculate the reconstructed image uniformity by the equation:

Image Uniformity (%)

— 100 X (maximum pixel ct — minimum pixel ct)

(maximum pixel ct + minimum pixel ct)

Image uniformity values obtained with a Jaszczak phantom on a small
number of cameras [23] are presented in Table 4.

When standard deviation values are output by the ROI program, the root-
mean-square (RMS) noise can be calculated by the equation

RMS Noise (%) = (Standard Deviation X 100)/Mean pixel value

The calculated value should fall within the range shown in Table 4.
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Table 6. Measured contrast for Jaszczak phantom study” (high count flood correction applied)

Parameters Measured values

Sphere Size Mean sphere Sphere contrast Range
(mm) contrast (%) (1 SD) (%)

31.8 63.4 42.9-78.0 43-78
25.4 45.5 34.5-56.5 27-68
19.1 29.6 20.4-38.8 15-54
15.4 20.3 12.7-27.9 7-34

*64 X 64 X 16 matrix; 64 views; 500K cts/view; Hann/Hamming filter with 1 Nyquist cutoff;
radius of rotation = 200 mm; General purpose collimator; attenuation correction applied.

Next, select the transverse section where the cold spheres are most clearly
defined. Note the number of spheres that can be visualized. For each sphere,
determine the number of counts in the ‘coolest’ pixel. In some software a
ROI the size of the sphere can be drawn and the program will list the number
of counts in the ‘coolest’ pixel. In other software packages it may be necessary
to mark multiple individual pixels for each ‘sphere’ until the one with the
smallest number of counts is located. Record the lowest pixel value for each
sphere that can be visualized. Calculate the contrast for each sphere using
the equation

(Average pixel cts from uniform section — min pixel cts) X 100

Contrast = - - -
Average pixel cts from uniform section

Calculated values should fall within the average plus or minus one standard
deviation range shown in Tables 5 and 6. If a Hamming filter is used the
contrast values generally fall at the upper end of the range. Keep in mind
that head tilt, gantry flexing, and tilt of the phantom relative to the axis of
rotation will produce a loss of contrast in the section that contains the
spheres.

Although the sample size for the data shown in Tables 5 and 6 is relatively
small, systems that produce values below the limit of plus or minus one
standard deviation are probably not operating properly. When larger radii
of resolution are used, the contrast values will be slightly lower. On the
other hand, if 15 % pulse height analyzer window widths are used the contrast
values will generally be higher.

Summary and conclusions

A comprehensive quality control program is an essential ingredient of high
quality planar and SPECT imaging. The spread of differential uniformity
and the uniformity index have been found to be sensitive indicators of flood
field nonuniformity and these indices correlate well with observer studies.
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However, for maximum effectiveness a larger number of counts is required
for the latter (approximately 30 million). Display of the uniformity as a
function of time greatly enhances the value of quantitation. Expert systems
which are under development require quantitative measures and should be
helpful for busy departments and those which utilize personnel with limited
experience in the use of scintillation cameras. A method for quantitating
camera spatial resolution has been proposed which uses Fourier analysis of
bar pattern images. A preliminary study suggests that method may be useful
for evaluating changes in spatial resolution as a function of time. Studies of
SPECT system performance using a Jaszczak phantom can also provide
quantitative information concerning uniformity, noise, attenuation correc-
tion, and contrast. Data collected on a number of different SPECT systems
are provided.
It seems appropriate to conclude with the following quotation:
“Certainly, the need for careful quality assessment, and thoughtful quality
assurance will grow with instrument complexity if new performance capa-
bilities are to be translated into clinical gain.”” (Herrera NE et al.: Medical
Radionuclide Imaging, Vol 1I, 177-187, IAEA, Vienna, 1981.)
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5. Mpyocardial ischemia detection by expert system
interpretation of thallium-201 tomograms
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Summary

The accuracy of interpreting tomographic nuclear medicine images of the
heart varies depending on the expertise of the diagnostician. This variability
is a problem at some community hospitals or private imaging centers where
expertise is limited due to the small number of studies performed. In order
to standardize image interpretation at an expert’s level, we developed a
totally automated rule-based expert system for interpreting three-dimen-
sional myocardial perfusion distributions obtained from stress and delayed
thallium-201 perfusion tomograms. The rules of the expert system determine
the presence, location, and certainty of each fixed or reversible coronary
lesion, combining certainty factors according to the MYCIN algorithm. Com-
puter consultations were compared with interpretations of a human expert
for a pilot group of 20 patients. The expert system interpreted myocardial
perfusion distributions with artifacts, coronary territory overlap and multiple
defects at a level approaching that of the human expert.

Introduction

Quantitative tomographic imaging of stress/delayed thallium-201 (TI-201)
three-dimensional (3D) myocardial perfusion distributions has attained wide-
spread clinical use for the non-invasive assessment of coronary artery disease
(CAD) [1,2]. At present, identifying myocardial hypoperfusion involves vis-
ual detection of myocardial regions with relatively lower count density from
T1-201 tomograms. However, unaided visual detection of defects is subject
to observer variability, is not standardized, and requires a significant degree
of nuclear cardiology experience. Previously, we developed a prototype com-
puterized expert system to overcome this problem [3]. The reports generated
by this prototype knowledge base, which handled multiple stress defects,

*This work was supported in part by grant RM29-LMO4692 from the National Library of
Medicine.

Johan H.C. Reiber & Ernst E. van der Wall (eds.), Cardiovascular Nuclear Medicine and MRI, 77-88.
© 1992 Kluwer Academic Publishers.
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considered age- and gender-related artifacts, and provided certainty factors
for its conclusions, compared favorably to the interpretations of the same
data by human experts and to the results of coronary arteriography [3].
Nevertheless, this preliminary approach was limited since the users were
required to describe perfusion defects subjectively and enter the information
manually, and the system did not utilize data from delayed scans to assess
perfusion defect reversibility. Investigators have documented and used the
visual finding of “normalization” or “reversal” of a stress-induced perfusion
defect several hours after stress as a reliable marker of myocardial ischemia
[4], not previously assessed by the prototype expert system. In order to
overcome these limitations, we have implemented an automated process of
systematically describing the perfusion defects to the expert system. Impor-
tantly, we also have incorporated new rules which use information from
delayed myocardial tomograms to draw specific inferences regarding the
degree of perfusion defect reversibility associated with coronary lesions. This
report describes in detail the new features and the performance of this expert
system in interpreting myocardial perfusion studies.

Methods
Exercise, imaging and standard processing procedures

Our procedure for standard quantitative single photon emission computed
tomography (SPECT) thallium studies has been previously described in detail
[2]. A patient undergoes stress on the treadmill according to the Bruce
protocol. At peak exercise, a dose of 3.5 mCi of TI-201 is injected and
exercise continues for approximately 60 sec. Each patient is then imaged
using a 400 mm field of view gamma camera six to ten minutes after exercise
(stress) and three to five hours later (delayed). The acquisition is performed
using a circular orbit over a 180° range starting at the 45° right anterior
oblique projection and ending at the 45° left posterior oblique projection.
Each of 32 projections is acquired using a 64 X 64 matrix at 40 sec per image.
Each projection is corrected for nonuniformity using a 30 million count Co-
57 flood source. Each projection is then filtered using a 2—dimensional Han-
ning filter with a cut-off frequency of 0.83 cycles/cm. Filtered back-projection
is then applied to these preprocessed projections using a Ramp filter in order
to generate transaxial slices. No scatter or attenuation correction is used.
From these transaxial images the long axis of the left ventricle is identified
and oblique angle images are generated in the short axis, vertical long axis,
and horizontal long axis orientations. Maximal count circumferential profiles
are generated on each of the short axis slices in forty 9° arcs and ranging from
apex to base. These count profiles are then interpolated to the equivalent of
15 slices and stored in two 15 X 40 arrays, one for the stress and one for the
delayed distribution. For display purposes, these arrays are then transformed
into a polar plot known as the “raw bull’s-eye map.” See Fig. 1.
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Figure 1. Bull’s-eye polar representations of stress/delayed three-dimensional thallium-201 my-
ocardial distributions. Raw stress and delayed data are depicted on the top row, and the black-
out and white-out representations are on the bottom row. This example shows reversible
perfusion defects. See text for further explanation.

In order to identify stress perfusion defects objectively, each patient’s
profiles are compared with gender-matched normal files. The normal files
were developed using individuals with <5% probability of CAD based on
Bayesian analysis of age, gender, chest pain history and exercise treadmill
performance. Previously, we established the profile curves representing 2.5
standard deviations (SDs) below the mean normal response as our threshold
for stress perfusion defect detection. The clustered profile points falling
below this established normal limit are identified as the ‘“‘extent” of the
defect. Subsequently these abnormal points are transformed to polar coordi-
nates and plotted in a “blackout” bull’s-eye in which the black region within
the bull’s-eye plot defines the extent of the stress perfusion abnormality.

Quantification of defect reversibility

Our procedure for quantification of defect reversibility has been described
previously [4]. Using the 15 x 40 array representing the stress myocardial
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TI-201 distribution, the 5 X 5 pixel area with the greatest counts is identified
as the most normal area and used for normalization so that this area has a
maximal count of 1000. Using the delayed array, the same 5 X 5 pixel region
location is used to normalize the maximal counts to 1000. Each point in the
normalized stress array is subtracted from the corresponding point in the
normalized delayed array resulting in an new 15 X 40 array representing
improvement from stress to rest or defect reversibility. For display purposes,
these arrays are transformed into a polar plot known as a “reversibility
bull’s-eye.” In order to identify defect reversibility objectively, each patient’s
reversibility array is compared with gender-matched normal files developed
from the low likelihood of CAD group in which the mean values and SD
were established from the pooled reversibility arrays of these normal patients.
Previously, we established the points representing 1.5 SDs above the mean
normal response as our threshold for detecting reversibility in regions already
identified to exhibit a stress perfusion defect [4]. The clustered array points
falling above this established normal limit are identified as the “extent” of
the reversibility. We also established that if a stress defect was considered
visually reversible by experts, in general, the extent of reversibility was at
least 15 percent of the extent of the stress perfusion defect, although regions
as small as 5 percent were perceived by the experts as having partial revers-
ibility. Therefore a 5 percent threshold has been used as the cut-off point in
interpreting reversibility. In order to display the relation of the region which
reverses to the stress perfusion defect extent, the points which reverse in the
black region (perfusion defect) of the stress blackout bull’s-eye are set to
white, generating what is known as a ‘“‘reversibility whiteout bull’s-eye.”
Examples of the stress, delayed, blackout and whiteout bull’s-eyes are shown
in Fig. 1.

Feature extraction and certainty factor assignment

The automatic feature extraction program on the nuclear medicine computer
[5] uses as input the 15 X 40 blackout and whiteout bull’s-eyes and their
associated standard deviation arrays. To identify the first perfusion defect,
it searches through the blackout array for any pixel that has been set to zero
(blacked out as abnormal) and performs edge-hugging operations to isolate
all other pixels set to zero that are also connected to the first blackout pixel.
This procedure repeats for each perfusion defect. The location of each defect
is expressed in the form of 32 possible descriptor pixels or “dixels.” The
perfusion defect dixels are defined as coordinates of both depth (basal,
medial, apical) and angular location (subsets of septal, anterior, inferior, and
lateral myocardial walls). The values from the corresponding dixels in the
standard deviation array are used to determine a certainty factor (CF) associ-
ated with the dixel and are measures of both the extent and severity of the
perfusion defect. The range of values assigned to certainty factors follows
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the system designed for the MYCIN expert system developed at Stanford
[6]. In this system, a CF of 1 corresponds to a “definitely abnormal’ state,
—1 corresponds to “definitely normal.” Most values fall somewhere between,
depending on how abnormal or normal the perfusion distribution is. Dixels
having all of their pixels in the normal range are set to a certainty factor of
—1. Abnormal dixel CF values are calculated according to the following
formula:

CF =0.145 SD — 10.163 1)

where SD is the average number of standard deviations below the mean
normal response for the abnormal pixels. Equation [1], which was derived
empirically, provides a linear relation between the CF and the SD such that
a dixel whose SD was at the threshold level of 2.5 standard deviations below
mean normal would result in a borderline equivocal CF of 0.2. If the dixel
averages 8 standard deviations it would result in a CF of 0.99 (almost defi-
nitely abnormal). A similar procedure is used on the reversibility data, using
the following equation to convert SD to CF:

CF = 0.229 SD — 10.145 2)

Thus, the feature extraction program generates a descriptor file which is used
to specify to the expert system the number of perfusion defects detected in
the stress distribution, the dixels occupied by each defect, the dixels within
the perfusion defect which showed reversibility, and the certainty factors for
each abnormal and each reversed dixel.

Expert system implementation

The IBM Expert System Development Environment running on an IBM
3090 supercomputer was used for this project. The inference engine of the
expert system uses our knowledge base to determine automatically the lo-
cation and shape of each of the perfusion defects from the features extracted
from bull’s-eye polar maps. The knowledge-base makes these determinations
based on the firing or execution of about 200 heuristic rules to produce new
facts or draw new inferences. These rules were initially based on a review
of 291 patient studies with angiographic correlation [3]. For each input
parameter and for each rule, a certainty factor is assigned (between —1 to
+1) that is traced to infer the certainty of each conclusion reached during
the consultation. A diagram depicting how information flows in and out of
the expert system is shown in Fig. 2.

The automatic consultation procedure is initiated by the IBM expert
system by using the PASCAL interface to request the output files of the
feature extraction program. Each file provides the following: patient’s name,
age, sex, the number of perfusion defects, the number of abnormal dixels
per defect, a set of 32 CF values for each defect corresponding to the 32
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Figure 2. Information flow in the knowledge-based expert systems for interpreting thallium-201
myocardial distribution. CF = certainty factors, LAD = left anterior descending, RCA = right
coronary artery, LCX = left circumflex.

descriptors of the defect, the number of reversible defects, the number of
reversible dixels per defect and the corresponding 32 descriptors CF values.
A simple example of how two heuristic rules use the values from these input
parameters to infer a conclusion is as follows:

RULE ILM_LOCATION
FIF DEFECT _DESCRIPTOR IS ‘ilm’
THEN DEFECT _LOCATION IS ‘infero__lateral.’

RULE RCA _INFEROLATERAL

FIF DEFECT _LOCATION IS ‘infero _lateral’

THEN THERE IS STRONG EVIDENCE THAT DISEASED _CORON-
ARIES IS ‘RCA"”’

The rules are composed of a premise and an action or conclusion following
the format: IF premise THEN action or conclusion. FIF stands for a “fuzzy
if”’ operator which uses the certainty of the premise to update the certainty
of the action. Rule ILM_LOCATION states that if the certainty that the
input parameter defect descriptor ilm (infero-lateral-medical location) is
greater than 0.2 then the rule should fire and affirm that the location of the
defect is in the infero-lateral wall. Rule RCA _INFEROLATERAL states
that if the location of the defect is in the infero-lateral wall with a certainty
greater than 0.2, then the rule should fire and affirm that the RCA (right
coronary artery) is diseased. The certainty factors of the affirmed statements
are derived according to MYCIN algorithms [6] which combine the certainty
of the premise, the certainty of the rule (strong evidence = 0.7), and any
prior certainty of the affirmed statement (from previously fired rules).
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Knowledge Base Configuration
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Figure 3. Frame configuration of the knowledge-based expert system.

Knowledge base configuration

Figure 3 illustrates how the current knowledge-based expert system, which
contains approximately 200 heuristic rules, was structured into six major
subsets of rules known as frames (or focus control blocks). These six major
frames have been defined as follows: (a) “PATIENT” in which patient-
specific information is obtained; (b) “DEFECT DESCRIPTION” which uses
the symbolic descriptors to determine the shape and location of each stress
perfusion defect in a medically useful representation to assign incremental
evidence that the perfusion defect corresponds to disease in the left anterior
descending (LAD), left circumflex (LCX), and right coronary artery (RCA);
(c) “REVERSIBILITY DESCRIPTION” which emulates part of the rule
base in b above using the reversibility descriptors to determine whether the
defect is consistent with ischemia or scar; (d) “ARTIFACT” which uses
patient information such as sex and age coupled with the defect shape and
location to determine if this defect is a possible artifact; (¢) “UPDATE
CORONARIES” which combines the incremental evidence of coronary ar-
tery disease from all defects and (f) “PATIENT CONDITION” which draws
conclusions regarding the overall condition of the patient.
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Inference engine

The inference engine (inferencing mechanism) searches through the knowl-
edge base to evaluate pertinent rules and to produce new facts. The strategy
used in the search is backward chaining, a goal-oriented control strategy. A
goal, or set of goals, is usually associated with each frame such that the
system can reach specific, near-term goals as it moves toward achieving its
overall objective. For example, the goal of the frame “DEFECT_DE-
SCRIPTION” is to ensure that the defect’s shape and location have been
determined, and to determine the degree to which evidence has been found
for the presence or absence of disease in the vascular territories.

Reversibility rules

The rules in the prototype knowledge base which assessed the size, shape,
and certainty of perfusion defects in stress blackout bull’s-eyes provided the
framework for a set of new rules which assessed the certainty of reversibility
within stress defects from the delayed whiteout bull’s-eyes. These rules pro-
duced certainty factors regarding the presence or absence of disease and/or
reversibility in each of the three coronary vascular territories: LAD, LCX,
and RCA. New rules utilized these inferences as input to characterize the
coronary lesions, as shown in the following examples:

RULE LAD _LESION_NOT_PRESENT
FIF PT_DISEASED _CORONARIES IS NOT ‘LAD’
THEN PT_LESIONS_PRESENT IS NOT ‘LAD’

RULE LAD _LESION_PRESENT
FIF PT_DISEASED _CORONARIES IS ‘LAD’
THEN PT_LESIONS_PRESENT IS ‘LAD’

RULE LAD _LESION_REVERSIBLE

FIF PT _REVERSED _CORONARIES IS ‘LAD’
THEN PT_LESIONS_REVERSIBLE IS ‘LAD’
AND PT_LESIONS_PRESENT IS ‘LAD’

RULE LAD_LESION_FIXED

FIF PT _DISEASED _CORONARIES IS ‘LAD’

AND PT_REVERSED _CORONARIES IS NOT ‘LAD’
THEN PT—LESIONS _FIXED _AT-4HRS IS ‘LAD’

The first two rules determine whether or not a lesion is present in the
LAD, based on the conclusions drawn from rules fired previously and influ-
enced by the perfusion defect’s size and severity. The third rule determines
whether the LAD lesion is reversible, and if it is, the action statement of
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this rule also reaffirms that there is a lesion present in the LAD. The
MYCON algorithm increments the certainty factor of the ‘LAD’ value of
the parameter PT_LESIONS _PRESENT, just as a human expert might
increase his or her confidence that a lesion is present if reversibility is
demonstrated in the same region of myocardium. The fourth rule infers that
a lesion is fixed if it lacks reversibility.

Pilot study

To compare the interpretations of the expert system to those of a human
expert (EGD), a set of 20 tomographic thallium studies (from 13 males and
7 females, 52-79 years old) were chosen for the pilot group. There were no
strict inclusion criteria for this group other than a desire to challenge the
computer expert system with thallium scans from patients with single fixed
defects, single reversible defects, multiple vessel disease, imaging artifacts,
and normal scans. The human expert, whose opinions were considered the
gold standard in this study, was asked to examine the stress, blackout,
delayed, and whiteout bull’s-eyes. His interpretations were constrained to
the following information: normal or abnormal, identification of possible
artifacts if present, and reversible or fixed lesions in each of the three vascular
territories.

Results

According to the human expert, whose interpretations were considered the
gold standard of this study, 4 of the 20 patients’ studies were normal and 16
were consistent with CAD, eight with fixed lesions only (consistent with scar)
and eight with at least one reversible lesion (consistent with ischemia). One
of the normal studies was said to exhibit a count reduction in the anterior
wall due to breast attenuation, but was still probably normal. In three of the
studies interpreted as CAD, two were also interpreted to exhibit a probable
breast artifact, and one an anteroapical count reduction due to an anatomic
variant. The computer expert system identified all 16 abnormal studies of
patients with CAD. The expert system also identified all four of the artifacts
correctly, but called the one normal study with breast artifact probably
abnormal. The computer agreed with the human expert in 7 of 8 patients
with ischemia and all 8 patients with scar (and no ischemia). All of the 28
abnormal vascular territories identified by the human expert were correctly
localized by the expert system (although the expert system incorrectly ident-
ified an additional 10 abnormal vascular territoriesy. Of the 28 abnormal
vascular territories, the expert system correctly classified 12 of 16 as reversible
(ischemic) and 11 of 12 as fixed (infarcted).
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Figure 4. Performance of the computer expert system compared with a human expert.

Results for individual vascular territories

Six of 11 LAD territories identified as normal were correctly classified by
the expert system for a 55 % true negative rate. The true positive rate for
identification of LAD ischemia (reversible perfusion defects) was 3/4 or
75 %, for LAD scar (fixed at four hours) 4/5 or 80 %, and for LAD disease
without regard to reversibility 9/9 or 100 % . For RCA territories, the true
negative rate was 5/7 or 71 %, and the true positive rates for ischemia, scar
and disease were 5/7 (71 %), 6/6 (100 %) and 13/13 (100 %) respectively.
For LCX territories, the true negative rate was 10/13 or 77 %, and the true
positive rates for ischemia, scar and disease were 4/5 (80 %), 2/2 (100 %)
and 7/7 (100 %) respectively. These data are illustrated in Fig. 4.

Example

Figure 1 shows a study from a 79 year old male with a large anterior, lateral,
and inferior stress perfusion defect with inferolateral redistribution. The
polar maps were interpreted as ischemia in the LAD and in the RCA-or-
LCX vascular territories by the human expert. The computer identified
disease in the LCX (CF = 0.993), RCA (CF = 0.889) and LAD (CF = 0.478)
vascular territories, but characterized only two of them as reversible: LCX
(CF = 0.886) and RCA (CF = 0.879). The presence of reversibility in the
LAD territory was equivocal, so it was not identified as either fixed or
reversible.
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Discussion

How good is the computerized expert system? Compared to the human
expert, the computer was equally able to identify the abnormal patients and
equally able to identify artifacts which could affect the readings. It was nearly
as good as the human expert in distinguishing patients with some ischemia
from those with fixed lesions only. It called more abnormal vascular territo-
ries than the human expert, but did not mistakenly call any abnormal territo-
ries normal. Using bull’s-eye maps to identify CAD, agreement among ex-
perienced readers exceeded 90 % [2]. In this pilot group, the computer expert
described correctly 50 or 60 vascular territories, or 83 %. This difference
may not be significant, since the test groups were not the same. We showed
previously that the reversibility plot could identify 73 % [7] or 82 % [4] of
the reversible lesions and 80 % [7] or 81 % [4] of the fixed lesions compared
with a panel of human experts. Kiat and coworkers [8] reported 72 % and
83 % agreement rates between reversibility plots and human experts for
reversible and fixed lesions respectively, using a different approach to their
reversibility polar maps. Our results show that the computer expert system
using the reversibility plots can identify reversible lesions at a 75 % rate and
fixed lesions at a 92 % rate compared to a single human expert. Although
these results indicate that the computer could be close to the human expert
in proficiency, further evaluations are needed to determine the true accuracy
of the method on a large prospective patient population.

Conclusion

Noninvasive cardiovascular nuclear medicine screening is becoming wide-
spread. However, the human task of interpreting stress and delayed quanti-
tative myocardial thallium-201 scans is complex. It requires visual recognition
of differences in myocardial radionuclide activity and awareness of coronary
artery distributions. For readings to be clinically useful, the diagnostician
must compare the patient’s scan with known normal limits, consider the
patient’s age and gender, and distinguish between real abnormalities and
artifacts. The complexity of the task, the large number of studies performed
yearly, and the resultant relative shortage of available human experts make
myocardial thallium-201 imaging a good candidate for application of artificial
intelligence methods. While the finer points of interpretation will probably
always require a human expert, the essential skills and knowledge can be
analyzed, simulated by computerized feature extraction and a knowledge-
based system, and automated.

Previous efforts have laid the groundwork for the advances described here
[9]. Quantitative bull’s-eye maps and automatic feature extraction programs
portray three-dimensional data in a convenient two-dimensional format.
Comparison with gender-matched control files allows detection of abnormal
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myocardial radionuclide activity. A successful prototype rule-based expert
system was limited, but promising. The ability of the current expert system
to consider reversibility of myocardial perfusion defects and its automation
are additional advances. The current implementation of the expert system
can be used as a training tool for residents and fellows. A new version of
the expert system is being implemented on a workstation computer using
NEXPERT environment where it may eventually provide expert interpreta-
tion of T1-201 scans to novice readers.
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6. Three-dimensional display in SPECT imaging:
Principles and applications

JEROLD W. WALLIS

Summary

Tomographic studies may be viewed in several forms: orthogonal slices,
oblique slices, mappings (projections of curved surfaces onto two dimen-
sions), surface rendering, and volume rendering. The best form of display
varies depending on the type of tomographic study; the display should be
chosen so as to best preserve the information needed for study interpretation.
Cardiac perfusion studies are best viewed as oblique slices or polar (Bull’s-
eye) maps, optionally with the information from the Bull’s-eye display
mapped onto a perspective view of the myocardium. In ‘hot-spot’ imaging,
volume rendering utilizing maximum activity projection from multiple angles
is preferred. Surface rendering may have some role in ‘cold-spot’ imaging,
but surface rendering is of limited value overall in display of SPECT images.
Regardless of the form of three-dimensional display used, slice data should
be reviewed in addition to the rendered images.

Introduction

As tomography is employed to a greater degree in Nuclear Medicine, there
is increasing interest in three-dimensional displays. Three-dimensional dis-
plays can combine the many sagittal, coronal, and transverse slices into a
single unified image, with the goal of aiding in image interpretation and
providing enhanced perception of continuity of structures across slices. A
given display technique can either enhance or obscure diagnostic information;
knowledge of the methods used in constructing each three-dimensional dis-
play is essential in choosing the appropriate display method for a particular
type of tomographic image.

Johan H.C. Reiber & Ernst E. van der Wall (eds.), Cardiovascular Nuclear Medicine and MRI, 89-100.
© 1992 Kluwer Academic Publishers.
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Three-dimensional display techniques
Conventional techniques

The most common form of displaying three-dimensional data is in the format
of multiple slices. While the data are typically reconstructed in the form of
transaxial slices, the degree of axial sampling readily allows reformatting the
data into coronal and sagittal slices. In cases where the structure being
evaluated lies obliquely with respect to the axis of the body (such as cardiac
imaging), the cube of data may be rotated to produce oblique slices. The
major disadvantages of slice display are the number of images that need to
be reviewed and the difficulty in integrating information about structures
that do not lie entirely in a single plane.

When the three-dimensional object being represented approximates a
curved surface, standard cartographic techniques may be employed. Polar
and Mercator maps have been used for many years to depict the curved
surface of the earth; although they introduce distortions, such techniques are
quite effective. These types of maps have been extensively used in nuclear
cardiology, since at typical imaging resolutions the thin myocardium can be
considered to be a curved surface.

Surface rendering

Rendering is the process of converting a three-dimensional data set into two
dimensions, usually for viewing on a two-dimensional computer display. One
of the most commonly used forms of rendering is surface rendering. The
process of surface rendering can be divided into several steps: (1) surface
definition, (2) selection of viewing perspective, with elimination of hidden
structures, and (3) addition of depth cues. The first step, surface definition,
distinguishes this technique from volume rendering. In surface definition,
some segmentation process is performed to convert the grey scale image into
a binary image; all voxels within the background are set to zero, and all
voxels within the organ or structures being imaged are set to one. This
segmentation process can be based upon several factors, including voxel
intensity (thresholding), rate of change of voxels in the image (gradient-
based edge detection), or voxel location with respect to manually drawn
regions on each slice.

The next step is to determine which voxels will be visible from a given
viewing perspective. As interior voxels will not be seen, all interior voxels
can be set to zero, leaving only the surface voxels for further processing. A
viewpoint is then chosen, and rays are traced from the chosen viewpoint
through the cube of data; either diverging rays (a viewing point) or parallel
rays (a viewing plane) may be employed. The first non-zero voxel found
along each ray will determine the pixel value in the final rendered image. It
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is useful to note the depth of the first non-zero voxel from the viewpoint;
this information is frequently stored in a ‘Z-buffer’, so-called because it
records the depth in the Z direction with respect to the final rendered image.

If the image were displayed at this point, it would still be a binary image
with only two colors: black and white. Grey scale or color information is
then added back to the image in order to provide the perception of a third
dimension; the coloring provides depth cues to the viewer. The simplest
depth cue is depth coding or depth weighting, in which distant objects in
the image are displayed at a lesser intensity than near objects. The depth
information is readily available directly from the Z-buffer, described above.
However, rendered images using only depth coding appear rather crude.
Fine surface detail is not shown, since the extent in the Z direction of
variations on the object surfaces is small with respect to the total Z dimen-
sions of the image. For this reason simulated illumination is typically added
as a second depth cue.

In computer illumination, the first step is to choose the position of the
light source with respect to both the cube of data and the viewpoint. The
next step is to calculate the angulation of the surface at each point in which
the surface is visible. Where the surface forms a 45 degree angle with respect
to both the light and the viewer, light will ‘bounce’ off the surface and reach
the viewer at maximum intensity; these highlights are referred to as spectral
illumination. At other angles, a lesser degree of light reaches the viewer. If
desired, a diffuse illumination component may be added as well, which is
independent (or less dependent) on the surface angle. Various illumi-
nation/shading models have been employed [1,2]; typically the final illumi-
nation value depends on the light source vector, the illumination vector, the
surface normal, and the settings for the amount of spectral and diffuse
reflection to be used in the rendering. Approximate surface normals can be
computed quickly from the Z-buffer information, but it is more accurate to
calculate them from gradients in the original data set.

If desired, other depth cues can also be added. Additional depth cues
include stereoscopic display (in which an image from a slightly different
viewpoint is produce for each eye), use of simulated illumination from multi-
ple angles (possibly with different colored light sources), and production of
a sequence of images from successive angles to be viewed in a cine format
(simulating rotation of the three-dimensional object).

It is important to keep in mind that no matter how realistic the depth
cues, the underlying data being depicted is still binary; grey scale information
from the original data was discarded at the initial segmentation step.

Volume rendering

Volume rendering differs from surface rendering in that there is no initial
segmentation step. Instead, the voxel intensities are retained, and utilized
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Figure 1. For each column of data in the tomographic study, intensities are combined using the
chosen rendering operation. The resulting value is placed in the corresponding location in the
rendered image. In this example the chosen viewpoint is a plane located in front of the cube.

throughout the rendering process. The volume rendering operation consists
of combining voxel intensities along columns to produce a value for the
corresponding pixel in the rendered image, as shown in Fig. 1. This process
is done for each column of data, resulting in the two dimensional rendered
image. Various mathematical techniques have been proposed for the combin-
ing or compositing operation, and are described below.

Summation

The simplest compositing operation is summation, optionally with distance
weighting. This results in a volume rendered image that is quite similar to a
planar projection, as the process mimics addition of gamma rays from various
depths during planar acquisition. Summation has been proposed for use in
nuclear medicine [3,4], but results in loss of the enhanced contrast gained
during tomographic acquisition [5].

Volumetric compositing

Another form of compositing, sometimes referred to as volumetric composit-
ing, is frequently used in X-ray computed tomography and magnetic reson-
ance imaging [6,7]. This technique is illustrated in Fig. 2. Each voxel in the
image is assigned a color (C;) and an opacity (). For each column, colors
are accumulated from the back to the front, relative to the viewing direction.
The color entering a voxel (C;,) will be decreased in proportion to the voxel’s
opacity (a); this color will then be combined with the color of the voxel
itself, resulting in the exiting color (Cgy).

Cout = Ci + (1 - ai) Ci_n

Opacities and colors are assigned in a classification step based on the
voxel intensities. For example, on a CT scan, bone densities could be assigned
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Figure 2. Each voxel in the image is assigned a color and and an opacity. After choosing a
viewing direction (top), intensities are combined from farthest to nearest. The entering color
(Cin) is diminished by the opacity of voxel I, and the result is combined with the voxel’s color
(G) to form the exiting color (Cou)-
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‘white/opaque’ and water density assigned ‘red/translucent.” Intermediate
densities are assigned intermediate values (e.g. ‘pink/partially translucent’).
This differs from the thresholding process used in surface rendering, as
the classification is not binary. This multi-valued classification reduces the
potential for artifacts in the image, although it makes the computation more
complex.

Optionally, opacity can be a function of gradients in the image, so that
the uniform interior of each object is transparent and only object surfaces
are portrayed [6]. Calculation of surface normals from the gradients allows
use of simulated illumination, as described above in the section on surface
display. If illumination is employed, the color (C;) at each voxel is determined
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by the tissue classification and the amount of light reflection off a surface
oriented with respect to the gradient at that voxel. The above equation can
then be modified so that the contribution of a voxel to the output color is
also a function of its opacity, since a transparent voxel would not be expected
to reflect light well.

Cow=aiCi+ (1 — o) Ciy

Maximum activity projection

Another compositing technique is to select the maximum voxel along each
column, and record this value in the rendered image. This technique of
maximum activity projection was independently developed for nuclear medic-
ine tomography by our group at Washington University [5,8,9] and by other
investigators for magnetic resonance angiography [10,11]. Maximum activity
projection results in substantially greater image contrast than present in
either planar imaging or summed projection, and results in contrast nearly
equal to that present in the tomographic slices [5]. Furthermore, the final
image depicts relative intensity values, rather than light reflection from sur-
fac s, thus preserving diagnostic information.

bince illumination is not employed as a depth cue, other depth cues need
to be incorporated into the rendering process to provide the three dimen-
sional effect. Given the computational simplicity of the algorithm, it is feas-
ible to produce rendered images from a series of angles about the patient.
Subsequent display in cine form conveys a strong three-dimensional effect,
and likely increases the ability of the viewer to discern subtle abnormalities
[12]. If no depth weighting is employed, there is ambiguity regarding the
direction of rotation [13]. Addition of depth weighting prior to choosing the
maximum voxel eliminates this ambiguity, and allows the closer structures
to be examined with less interference from distant structures as the rotated
images are viewed. Any decreasing function can be used for depth weighting;
we have found exponential weighting with attenuation coefficients of 0.024
to 0.049 cm ~ ! to be useful for most tomographic acquisitions.

The result of application of the different rendering methods can be seen
in Fig. 3, which shows a liver with a metastatic lesion in the dome of the
liver, imaged using sulfur-colloid and rendered from several angles. The
surface rendered images in the top row were produced with a simulated light
source in the upper left of the image. The lesion can be clearly seen at the
dome of the liver as it is on the surface of the liver; an interior lesion would
not be visible. The second row illustrates summed projection; the result is
similar to planar images, with fewer counts at the thin inferior margin.
The third row shows images produced utilizing volumetric compositing with
illumination, as described above. The net effect is similar to that of surface
rendering, however the margins are slightly smoother than seen with surface
rendering and the effect of transparency can be seen at the thin inferior
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Figure 3. Images from a tomographic sulfur-colloid liver-spleen scan, rendered from several
angles. A metastatic lesion is present in the dome of the liver. Row 1: surface rendering. Row
2: Summed projection. Row 3: Volumetric compositing with illumination. Row 4: Depth-
weighted maximum activity projection. See text for discussion.

margin of the left lobe. The last row of images was created using depth-
weighted maximum activity projection. The outline of the liver parenchyma
is clearly depicted, but the cold lesion is not shown well in this ‘hot-spot’
rendering technique.

Applications

Imaging in nuclear medicine can be roughly divided into studies where the
primary goal is to detect areas of increased uptake (‘hot-spot’ imaging) and
studies where the diagnostic information is contained in areas of decreased
tracer uptake (‘cold-spot’ imaging). Bone scintigraphy, gallium scintigraphy,
and hepatic blood pool imaging are examples of hot-spot imaging, and my-
ocardial perfusion imaging and sulfur-colloid liver/spleen imaging are ex-
amples of cold-spot imaging. Both the diagnostic goals and the optimal forms
of three-dimensional display are different for these two categories of images,
and it is appropriate to examine them separately.
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Hot-Spot Imaging

Each of the above rendering methods have been applied to hot-spot SPECT
studies. Prior to choosing the best method, it is appropriate to examine the
characteristics of hot-spot scintigraphic studies:

1) There can be substantial variation of normal activity within an organ in
different anatomic locations (e.g. bone in ribs vs spine), and the degree
of uptake varies significantly between patients;

2) There is substantial overlap between normal organ uptake and abnormal
uptake (e.g. abnormal uptake in a rib might reach the same intensity as
normal uptake in the sacroiliac joint);

3) Variations of uptake within organs contain the majority of the diagnostic
information and are important to depict in the rendered image;

4) Surface detail of organs is of little importance, and subtle surface features
are not present in the acquired tomographic data due to noise and resol-
ution limitations;

5) The most intense areas of uptake contain the majority of the diagnostic
information.

The variation of uptake and overlap between normal and abnormal activity
(#1 and #2 above) imply that segmentation using thresholding is not useful,
and make any form of automatic segmentation quite difficult. The location
of the diagnostic information and the limited usefulness of surface detail
(#3 and #4 above) make use of surface displays inappropriate, as surface
renderings are essentially binary images with superimposed depth cues. The
fact that areas of increased uptake are most important to detect (%5 above)
suggests that when regions of moderate/low uptake and regions of increased
uptake overlap, the region of increased uptake should be emphasized in
the rendered image. These principles suggest that volume rendering using
maximum activity projection will be the most useful of the above-described
techniques for three-dimensional display in hot-spot imaging.

One major advantage of maximum activity projection is the fact that no
arbitrary thresholds need be chosen. This increases reproducibility and per-
mits automatic generation of rendered images as part of the tomographic
reconstruction process. Volume rendered images using depth-weighted maxi-
mum activity projection have been produced routinely in our clinic for all
bone, gallium, and hepatic blood pool studies for several years as an adjunct
to review of slice images, and the rendered images have been found to be
valuable both in study interpretation and in communicating of information
to the referring physician. An example of volume rendering in hepatic blood-
pool imaging is shown in Fig. 4.

Several factors should be considered when implementing this algorithm.
We have found it most useful to produce renderings from 64 angles about
the patient, roughly corresponding to the views that were obtained during
the 360 degree tomographic acquisition. Production of renderings from these
oblique angles can be achieved either by tracing oblique paths through the
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Figure 4. Blood-pool study of the chest and abdomen in a patient with a large hepatic hemangi-
oma and several small hemangiomas; anterior (left) and posterior (right) images are shown.
Contrast and image quality are superior in rendered SPECT images (bottom) compared to the
planar images (top).

data, or by rotating the cube of data to the desired angle and tracing along
rows and columns. The latter has the advantage that one can render from
four directions with each rotation of the cube. If speed is critical, nearest
neighbor interpolation when rotating the cube yields results that are only
slightly inferior to bilinear interpolation. Interpolation of slices from 64 X 64
up to 128 x 128 prior to rotation allows use of nearest neighbor interpolation
without loss of image quality. Rotation to any angle should always be per-
formed from original (unrotated) cube of data, as successive rotations of
the data would accumulate error and introduce additional blurring. As the
rotations are typically about the Z axis, they can be performed on a slice-
by-slice basis, if needed, to reduce computer memory requirements. It may
be appropriate to use a lesser depth weighting factor in studies with a high
degree of background activity, in order to maintain image contrast [5].
Careful attention to optimal programming techniques allows a 64 view cine
of volume rendered images to be produced in 2—-4 minutes on current high-
end personal computers and low-end workstations, and processing is substan-
tially faster on current RISC workstations.

Gated tomographic blood-pool imaging is an exception to the principles
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described above. While maximum activity projection can be employed suc-
cessfully in this setting [9], principles #2, #3, and #4 are no longer appli-
cable. There is little or no information contained in the interior of the blood
pool, and all the diagnostic information is contained in the surface contours.
This allows surface displays to be employed in a useful manner [14,15,16].
Due to limited resolution and the partial volume effect (which may change
with chamber size during the cardiac cycle), thresholding is still not the
optimal method of segmentation for use during production of surface
rendered images. More complex gradient based techniques should be em-
ployed for detection of chamber boundaries.

Cold-spot imaging

Myocardial perfusion imaging is the most commonly performed form of cold-
spot imaging. The myocardium can be considered to be a curved surface as
it is thin with respect to the imaging resolution, allowing use of mapping
techniques for three-dimensional display. Polar ‘Bull’s-eye’ maps were intro-
duced for thallium tomographic imaging in 1985 [17], and have been demon-
strated to be useful in study interpretation [18]. Several methods of producing
the Bull’s-eye maps have been proposed. The original technique involved
construction of each ring of the Bull’s-eye map separately from maximal
count circumferential profiles on individual short axis slices. As one ap-
proaches the apex, the slices are increasingly tangential to the myocardium.
For this reason, it becomes difficult to distinguish between a true apical
perfusion defect and decreased counts due to partial volume effect involving
a slice which includes only a portion of the apex. One approach has been to
use information from a long axis slice for the central portion of the Bull’s-
eye. Another more recent technique is to construct the polar map using a
three-dimensional search for maximal wall counts, searching radially outward
from the center of the ventricle [15]. Searches perpendicular to the wall have
also been proposed.

All of these techniques produce Bull’s-eye maps which overemphasize
defects near the base of the heart, due to the distortions inherent in Polar
maps. This is analogous to the falsely enlarged size of Greenland on maps
of North America. Investigators have proposed decreasing the thickness of
the rings of the Bull’s-eye as one moves from apex to base, in order to
compensate for this effect [19,20].

Another approach to minimizing distortion is to portray the maximal
myocardial counts in three-dimensional format with cine presentation, anal-
ogous to viewing a slowly rotating globe of the earth. The counts may be
mapped either onto a standard geometrical form [20,21] or onto the detected
myocardial surface [15]. It is interesting to note that this latter method is
equivalent to maximum activity projection with searching radially from the
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ventricular center, as opposed to the front-to-back search used for hot-spot
imaging described above.

Surface displays have been employed for detection of cold defects in renal
imaging, where the defects can be expected to lie at the cortical surface. It
is unclear, however, whether three-dimensional display is needed in these
small, relatively homogeneous organs.

Evaluation of the brain is a complex task, since both areas of increased
and decreased uptake may be present. Bull’s-eye maps have been proposed
as a display method [22], however this will result in loss of information
regarding the radial position of the abnormalities, and may be misleading if
abnormalities do not extend across the full thicknéss of the brain. Limiting
the search to the area between concentric ellipses may improve display
accuracy [23]. Surface displays employing thresholding and maximal activity
projection have also been employed in display of brain perfusion, however
each has limitations in this setting. They may be used for aiding in orien-
tation, but individual slices must be carefully examined as well.

Detection of areas of decreased uptake in large solid organs, such as the
liver, require a different approach, and work is in progress in this area at
our institution [24].

Future work

Improved methods of display of complex images containing both areas of
increased and decrease uptake are needed. Although preliminary experience
with three-dimensional displays has been quite encouraging, formal evalu-
ation of the effect of rendered images on accuracy of diagnostic interpretation
is necessary. Three-dimensional displays also clearly have a role in communi-
cation of information to the referring physician, and in correlation of infor-
mation between different diagnostic and therapeutic modalities [21,25-28].
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7. New workstations for nuclear medicine

JOSEPH AREEDA and KENNETH VAN TRAIN

Summary

Modern nuclear medicine has benefitted from the recent development of
more powerful and easier to use computer systems. The concept of a work-
station, a powerful single user machine, has become feasible in recent years
with the advent of high performance computers in relatively low cost and
small packages. Furthermore local area networks using standard protocols
have made the interconnection of multiple workstations from a single manu-
facturer routine, and soon will allow systems from multiple vendors to be
integrated.

Requirements for a new nuclear medicine workstation are best expressed
in terms of which studies will it acquire and/or process, and the necessary
throughput. In addition acceptance testing for computer equipment, pat-
terned after the gamma camera test, is important. The systems available are
mostly full function systems providing acquisition, processing, display and
reporting capabilities, with a few providing acquisition only modules. By
dedicating workstations to a particular task and thereby reducing the impor-
tance of unrelated functions cost can be minimized. The most important
factors for stations doing clinical acquisition are image resolution, count rate
capabilities, planar as well as SPECT capabilities, gated data acquisition for
SPECT and planar studies, and possibly on the fly SPECT reconstruction
and ease of operation. For stations assigned to processing studies, ease of
operation, speed of the programs, the availability of clinical quantification
procedures and SPECT reconstruction are important. Display and reporting
stations require the highest image resolution and viewing area. Furthermore
they must be optimized for quick review by busy physicians, implying that
ease of operation and speed are paramount.

Several current systems are examined and compared in terms of architec-
ture, capabilities, and performance. The Siemens MaxDelta, DeltaManager
and the integration of the soon to be released ICON provide an example of
a server/client organization with a Digital Equipment VAX as the server.
The ADAC Pegasys is based on a Sun workstation with special purpose
stations for acquisition that communicate via Ethernet. The Picker Prism
system uses a Stardent minisupercomputer based imaging workstation with
a separate acquisition module. Several metrics will be presented which will
allow the participants to judge aspects of different systems on their own.

Johan H.C. Reiber & Ernst E. van der Wall (eds.), Cardiovascular Nuclear Medicine and MRI, 101-111.
© 1992 Kluwer Academic Publishers.
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Productivity and indeed the future of nuclear medicine is in a large part
controlled by the tools available. The current systems available (or soon to
be) are dramatic improvements from the previous generation in the perfor-
mance available, their graphical user interfaces, and their interconnectivity.
Furthermore, the introduction of object oriented software development tools
promises long term benefits for the developers by being able to reuse more
software, and more effective methods for program design.

New hardware platforms

Trends in the industry are showing us more of a continuum from low cost low
performance personal computers, to high performance imaging workstations.
The personal computers are increasing in power while traditional high perfor-
mance systems are coming down in price with a good deal of overlap.

Of the systems we will be looking at, the Siemens ICON and the MedIm-
age produced DeltaManager are based on a Macintosh personal computer.
The ADAC is based on a Sun SparcStation and the Picker Prism is based
on a Stardent minisupercomputer.

These systems all are based on 32-bit CPUs; the Macintosh is based on
the Motorola 68030, a CISC (complex instruction set computer) micropro-
cessor. On the other hand, the Sun uses a SPARC microprocessor and
the Stardent uses up to 2 R3000; these are RISC (reduced instruction set
computers). These systems provide a large memory address space and sig-
nificantly improved processing power over previous generations. The Sun
SparcStation 1 + used in the ADAC system is rated at 15.8 MIPS (million
instructions per second) and 1.7 MFLOPS (million floating point instructions
per second), while the Stardent GS-3020 is rated at 32 MIPS and 8.5
MFLOPS. A Macintosh IIfx is rated at about 2.6 MIPS and 1.2 MFLOPS.
Compare these figures with previous generation systems in which even large
servers such as the Vax 780 used in the Siemens MaxDelta configuration
offered about 1 MIPS, while typical minicomputers such as the Digital Equip-
ment PDP-11 and Data General Nova had about 0.7 MIPS.

Even with performance offered by the new systems general purpose CPUs
most manufacturers continue to augment the power with special purpose
array processors. The Stardent systems, as powerful as they are, cannot
match the reconstruction speed of the attached backprojection engine used
in tomographic reconstructions. The ADAC systems used proprietary proces-
sors, while the Siemens uses dedicated RISC processors to control display
and additional array processors for computationally intensive functions such
as backprojection, filtering and other image manipulations. In the systems
we are considering only the DeltaManager relies on off the shelf hardware,
and its functions are limited to display of existing data with no acquisition
and minimal processing capabilities.

Large high resolution displays make many functions possible. The new
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software technologies discussed below rely upon bitmapped (each pixel is
directly addressable) display to implement multiple windows with indepen-
dent controls.

On line storage has not advanced to the same extent as the computing
power. While computing power has increased by a factor of 10-20 over the
previous generation of 16-bit processors, current disk technology is on the
order of 3-5 times the capacity and 2-3 times the speed — a healthy improve-
ment with some networked systems having over a gigabyte (1 billion bytes)
of on line magnetic media.

Archival storage using optical disk drives is common. This media provides
high capacity, up to 900 MB at each workstation, of reliable long term
storage. The cost per megabyte is very reasonable at about US$ 0.15 for a
900 MB WORM cartridge, compared to US$ 1.00 per MB for a floppy disk.
Thus more and more it is feasible to store all studies which is important for
later recall if the patient returns and for potential research purposes.

New software technology

Advances in software have been steady over the years and the current
generation is easier to use and to maintain, offering multiple sessions (if not
multi-tasking) allowing easier transfer of data between programs, or viewing
of complementary data simultaneously. In addition advancements and stan-
dardization of networking technology allow independent systems, often from
different manufacturers, to communicate freely.

Windowing environment

The most striking difference of the new software is the windowing environ
ment and graphical user interface. Windowing is a metaphor allowing multi-
ple logical terminals to be open at one time. A window is basically a frame
for viewing something. The contents are determined by the application. More
than one window may be open at a time, and they may overlap. In other
words the currently active window may obscure other information on the
screen. This arrangement allows the operator to set aside information, yet
have easy access to it. It also facilitates easy transfer of information between
windows. Using operations such as cut and paste, parts of a document
or image may be moved between windows or programs. In a windowing
environment actions such as moving windows, resizing them or overlapping
them, are done in a consistent system wide fashion, however, the application
program must be involved. For example, in most window systems only the
applications program knows the contents of its windows; when one window
is uncovered by moving an obstructing window, the program must redraw
that section of the screen. These operations do not affect the contents of the
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Figure 1. Example of how multiple overlapping windows can be used.

windows, only the user’s view of them. Thus the user is able to tailor
the work environment without fundamentally changing the elements of the
applications.

Figure 1 shows multiple overlapping windows taken from a DeltaManager
system. It presents the users with considerable information yet allows them
to focus on an individual window and perform related functions. In this
example we see six open windows as they may be presented during the
diagnosis of a planar thallium study. At the bottom there are 3 views of
stress and three views of delayed thallium-201 images. On the right are the
results of quantification with circumferential profiles plotted, and ellipses
encoding the comparison against normal limits. In the background on the
left is the clinician’s report. The strong point of the windowing environment
is the ease with which the application program context can be changed. If
the doctor uses a mouse or other device to activate the report window he
may type in his clinical impressions or conclusions. If he wishes to look at
the images in detail he selects that window and may adjust contrast.

Graphical user interface

A graphical user interface or GUI is an alternate man-machine interface.
All implementations of GUI’s to date have been combined with windowing
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to provide a more intuitive user environment. A GUI uses symbols, icons
and tools which are meant to represent things people are familiar with (Fig.
2).

These metaphors from the real world give the users a set of expectations
which they can apply to the computer [1,2]. In addition, these objects are
directly manipulated with a mouse or other pointing device. For example,
to delete a file from a disk one will identify the file by pointing to it and
clicking the button on the mouse, then dragging it to a trash can icon. In
most cases this trash can icon will then change in some way to indicate there
is something in it. The file itself is not actually deleted until another action
called emptying the trash is performed.

The direct manipulation of objects gives people the feeling they are in
charge. In addition, the users are now put in the position of seeing and
pointing to what they want to do rather than remembering and typing a
command. So the process becomes one of recognition rather than recall. Most
programmers, or people who use computers extensively, work efficiently with
a command line interface which requires memorization and Boolean logic.
However new computer users or occasional users gain impressive increases
in productivity from the graphical interface.

When a system is designed around a graphical interface, programs acquire
a consistency of operator interaction not seen in other approaches. Both
within a single program and across applications this consistency is the key to
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GUI effectiveness. A person is thus able to use a general set of skills learned
in one program and apply those skills to all others. This consistency is
developed in two ways. First of all the system level tools for developing a
program interface give a certain look to the objects drawn on the screen,
but it is not enough to enforce consistent behavior across applications. This
behavioral consistency is demanded by the users and quickly becomes a
major standard for judging the quality of a program.

The development of programs which operate under a graphical user in-
terface tend to be more complicated than similar programs in a more tra-
ditional environment. This is the result of a subtle concept of user control
central to the GUI. In a command line interface the program has control, it
gives the users a limited set of options depending on the current context, it
gets a command, performs an operation, and prompts for the next action.
The user is in the passive position of responding to the computer’s prompts.
Under a GUI the program has a wider range of events to respond to. The
user may pick a choice from a menu, type in characters, use the mouse to
select a new tool, or use the mouse to select another window belonging to
another application. Because of this wide range of events it is harder to
predict what path a user will take to get to any section of the program.

To handle this wide range of events, programs are usually organized into
what is called an ‘event loop’. The main program is a large case statement.
The system provides the program with events, and the main program looks
for events it knows how to process. An event may be a mouse click in one
of its windows, a menu selection, a character typed, or a network message.
If the program does not process an event it may be passed back to the system
to try other running applications. This does not mean, however, that a
program must be able to perform any command at any time. For example,
before a user has opened a file, say, holding images, the commands to save
or close the file make no sense. These situations are usually handled by
disabling certain menu options until they are applicable.

Networking

Most current systems provide network hardware and software. The most
common standard is Ethernet which was developed by Xerox Corp in the
1970s. It defines the low level physical connections but not higher level
program to program communications protocols. This means there can be
multiple systems using the same Ethernet cable which cannot communicate
with each other. For example, Fig. 3 shows a typical Ethernet configuration.

Note that Ethernet is a bus structured network. This means that there is
no central node, and the network is not a loop, so there is a ‘backbone’
cable running through the area with systems simply tapping into it. Some of
these systems could be Macintoshes using an Appletalk protocol to send files
back and forth, and others could be Sun workstations using TCP/IP. Except
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Figure 3. Typical network configuration.

for the availability of the backbone these systems would not know of each
other’s existence.

There are many protocols in use by the different workstations. Fortunately
though, many of these systems can support multiple protocols simulta-
neously. For example, a Macintosh on a network with other Macintoshes,
DEC VAXes, Sun Workstations, and other Unix based systems could easily
use different network software to communicate with each type of system.
Appletalk would be used for the Macintoshes, DecNet for the VAXes, and
TCP/IP for the Unix based systems. This software would allow a Macintosh
user to sign onto any system as a terminal, or transfer files to and from the
other system, and possibly use part of one of the other systems disks as
though it were physically attached to the Mac.

Networks are cost effective because workstations are dedicated to a parti-
cular task, yet have access to all the information on other systems in the
network. This allows the workstation to be configured to perform its task
rather than to be loaded with expensive hardware and software to perform
any task. For example, the imaging rooms contain acquisition—only stations,
the physician offices and reading rooms, contain display—only stations with
a few additional processing stations to analyze the studies. In this way,
camera time is maximized, and stations for reading studies are more avail-
able.

Networks can extend beyond a department or hospital. Local area net-
works are usually defined as those which can be wired together, or use low
power radio transmitter/receivers. It is often desirable for a Nuclear Medicine
department to be connected with remote sites. This often means connecting
a hospital with a related outpatient facility, or multiple related facilities. The
major alternatives are to use low speed phone line connections to transmit
data on demand. These connects vary in speed up to about 2000 bytes per
second using current state of the art dial-up modems (V.42).

If higher data rates are needed T1-bridges may be used. These devices
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use high speed (1.2 million bits per second/150,000 bytes per second) lines
leased from the phone company to connect two or more local area networks.
When they are operational, data from either site may be accessed at close
to normal network speeds. There are solutions with even higher data rates,
such as direct fiber optic connections, or even microwave transceivers which
are used by businesses which demand highly reliable, high volume data
transmission but the need for this kind of equipment in Nuclear Medicine
has not been demonstrated.

Object oriented programming

The object-oriented paradigm, or model, is a new approach to analysis,
design, and implementation of computer software. It involves abstraction
mechanisms developed to address increasing complexity in today’s software
and also addresses issues regarding the reuse of code as a means of increasing
productivity and reliability. There are three concepts basic to the object-
oriented approach, they are called encapsulation, polymorphism, and inheri-
tance [3]. Object-oriented languages such as C* ", Object Pascal, and
Smalltalk provide mechanisms for easily using these concepts but one should
not confuse these languages with the methodology which is independent of
the implementation. There are many object-oriented ideas currently im-
plemented in operating systems, and user interfaces developed in older proce-
dural languages.

The basic unit in the object-oriented paradigm is not surprisingly called
an object. An object is an abstraction encapsulating both data and functions.
Finding and creating these objects is a problem of structuring knowledge and
activities. This encapsulation takes the structured programming concept of
modularity even further.

As a matter of contrast, procedural programming separates functions and
data structures. In structured procedural design we first try to define what
needs to be done. Then through a process step wise refinement each task is
broken into smaller tasks until we reach a point where a unit of code called
a module can be written. Thus procedural programming deals with the
implementation of a program almost from the beginning. The first question
we ask ourselves is how.

Object-oriented programming begins more abstractly. We first look at the
intent of the program. We define objects and their connections. These objects
model the problem in terms more easily understood by the end user. Objects
may be formed of things such as images, studies, or protocols, on the user
level, or windows, tools and controls on the interface level. It is important
to note that objects are models of the problem space as opposed to programs
which are models of the solutions. Thus in object-oriented design the first
question we ask is what.

Once an object is defined and its functionality and necessary information
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are combined and encapsulated a public interface is created. This defines
how other objects and parts of the program may access this object. Everything
else is hidden. In this way objects may evolve without affecting the other
objects which refer to them. Limiting access to a strictly defined interface
allows the use of another abstraction called polymorphism. Polymorphism is
the ability of two or more objects to respond to the same request, each in
its own way. In other words the requesting object does not need to know
much about the object it is making a request of. It just needs to know that
many different kinds of objects can respond to a particular request.

For example, consider objects called Time-Activity-Curve, Region-of-
Interest, Static-Image, and Dynamic-Image. Each type of object has different
requirements for data storage, applicable functions, and presentation, how-
ever each could respond to a display message (request). Each would im-
plement the display function in a completely different manner but the object
requesting this function would only need to know that each could be dis-
played.

Polymorphism allows us to exploit similarities between different classes
of objects. We can recognize that many objects could respond to the same
message, each in their own way. The object requesting the function can be
indifferent to how the individual classes perform their functions. Similar
generality is much more complicated in a procedural environment, although
not impossible. It becomes a matter of maintaining the data structure and
corresponding routines, at some level, though these must be matched and
different procedures called.

Inheritance is another abstraction mechanism which allows one class to
define its behavior and data structures as a superset of another class or
classes. In other words, we can say that the new class is almost like the old
class except that it includes something extra. This is a powerful mechanism
to produce code that can be reused many times. We can design groups of
classes (all somehow related) which share common behavior and data. The
terms superclass and subclass are defined such that the subclass inherits
behavior from its superclass.

Figure 4 shows a simple inheritance diagram, or class hierarchy. At the
top is a class called Patient-Data. It is the superclass. It could define basic
functions common to many of the subclasses such as creating index entries
and data files, operator interaction for selection, deletion of files. It may
even have some sort of rudimentary display methods. Obviously on this level
we don’t even know what we are going to display but there may be functions
common to all displays, such as opening a window displaying tools for
changing color tables.

On the next level down each subclass would use the methods (functions)
defined by the superclass but would add methods particular to each object
class such as display, read, write. Each would have methods called the same
name so polymorphism could take advantage of the similarities between the
classes on the same level, while inheritance would take advantage of similari-
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Figure 4. Sample class hierarchy.

ties between superclasses and subclasses. Note that with an inherited display
routine each subclass may add functionality specific to its class but use all
appropriate methods.

New problems

The new technologies discussed are not without their own problems. The high
resolution displays and graphical user interfaces require extensive computing
power to be responsive. With bitmapped displays in full color these systems
use the power of today’s CPUs to the full extent.

Graphical user interfaces are complex to program. This is partially because
the user has the freedom to select almost any action at any time. This results
in more paths through a program, making it more difficult to test thoroughly.
Also because of the advanced display capabilities, programs tend to display
full graphics on line. For example, word processors will display a document
as it would look when printed, even as text is being entered. There is also
a great deal of code which simply deals with the user interface. There is little
doubt that this effort is well spent, but these programs may spend 30-50 %
of the lines code on the user interface compared with 10-30 % for a command
line oriented program. Object-oriented programming with object libraries
dedicated to user interaction makes these problems more manageable.

Networking ties different systems together into a distributed department,
with each system tailored to a particular task. The whole network may be
vulnerable to failure in some new ways. For example, a system could go
down in such a way that it overloads the network with spurious messages.
While not a major service problem, the network may be unusable until the
offending unit is identified and brought off-line for repair. Thus equipment
redundancy and emergency planning are more important.
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Conclusion

Nuclear Medicine workstations have advanced significantly since the previous
genciation. This generation is based on commercial image processing systems
and has shown improvement in computing power, operator interfaces, display
technology, interoperability, and software engineering tools. This paper has
examined the hardware and software components involved and has presented
the basics of the new technologies.
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8. Multi-modal data fusion to combine anatomical and
physiological information in the head and heart

DAVID J. HAWKES, DEREK L.G. HILL and
EMMA C.M.L. BRACEY

Summary

This chapter describes our recent experiences in multi-modal image combi-
nation and fusion at Guy’s Hospital in London. We are investigating opportu-
nities for synergism that might derive from the combination of images from
different modalities.

A prequisite for image combination is the accurate registration of data
between modalities. Applications in the head are described which use exter-
nal skin markers to register 3D MRI and SPECT images with an accuracy
of about 4 mm. Using user identified point-like landmarks we can register
MR and CT images of the head for skull base surgery with an accuracy of
between 1 and 2 mm.

Preliminary work using object centred representations of an anatomical
structure has shown that we can register reconstructions of the vascular tree,
derived from DSA images, with the brain surface, derived from MR images,
with an accuracy of about 1.5 mm. We demonstrate the combination of gated
MR and SPECT images of the heart based on establishing the long axis of
the left ventricle in each modality.

Introduction
Motivation

In the last 3 decades there have been major advances in our ability to
examine the structure and function of the human body using a wide range
of imaging sensors. Medical imaging primarily provides spatial information
on the location of anatomical structures, their size and shape, and whether
any pathological structures exist. This wealth of information can be duplica-
tory (and therefore redundant), confirmatory (necessary at certain critical
stages of patient management), complementary (providing separate but use-
ful information), synergistic (the combination of information provides useful
extra information) or, occasionally, conflicting (although conflict will always
demand explanation).

Johan H.C. Reiber & Ernst E. van der Wall (eds.), Cardiovascular Nuclear Medicine and MRI, 113-130.
© 1992 Kluwer Academic Publishers.
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Our group is engaged in work to address issues arising from the clinical
use of multiple imaging modalities. We pose the following questions:

1. Are we extracting all relevant clinical information potentially available
from the combination of these multiple modalities?

2. Would this extra information change patient management (by improving
diagnosis and therapy planning or by removing the necessity for other
more expensive investigations)?  Our particular interest is in the opportu-
nities for synergism that might be provided by using image processing
techniques to combine or ‘fuse’ data from multiple imaging modalities.
We take the term ‘data fusion’ to mean the process which combines
relevant information from two or more separate sources to produce new
information.

As all imaging modalities primarily provide spatial information, key pre-
requisites for data fusion are the establishment of a common coordinate
frame, i.e. image registration, and determining the accuracy with which we
can achieve this.

In this paper we present our experiences in establishing image registration
in a number of clinical applications. We will also describe our methods for
computing and presenting the extra information available following regis-
tration. An appropriate term that has been coined for these processes is
‘synergistic imaging’.

Image registration

Conventionally, image data are acquired with a coordinate system relative
to the imaging device. Good radiographic practice usually results in images
in which the patient is positioned carefully in relation to the imaging device.
External anatomical landmarks, laser positioning devices, etc., are routinely
used to ‘set-up’ the patient for imaging. Images are usually acquired with a
positional reproducibility of between 5 and 20 mm and at an orientation
within 5 to 10 degrees depending on the modality, the region of the body
and the clinical application.

Images can be registered to a common coordinate system after identifying
features, visible in each image, which are equivalent, or have known corre-
spondence. These features might be external markers or frames attached to
the patient, or features such as points, lines, surfaces or volumes which
correspond to specific anatomical structures.

In surgical or radiotherapy treatment planning it may also be necessary
to establish the geometric relationship between the patient and the surgical
or therapy equipment.
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Registration using external markers attached to the head

Markers attached to the skull provide an excellent basis for a coordinate
system for registration of images of the head. The most invasive yet until
recently most accurate means of establishing registration between images of
the head is to use markers attached to the base ring of a stereotaxic frame
which is bolted or pinned directly to the skull. Several groups have shown
that in stereotaxic neurosurgery registration to an accuracy of about 1 mm
can be achieved when combining images obtained by magnetic resonance
(MRI), x-ray computed tomography (CT), positron emission tomography
(PET) and digital subtraction angiography (DSA), for example [1-4]. Accur-
acy better than 1 mm is unlikely to be useful due to the finite resolution of
the imaging devices, the natural movement of the brain during the cardiac
and respiratory cycles and the distortion of brain tissue that occurs during
stereotaxic procedures [5]. Thomas et al. have reported the use of a relocat-
able frame which is attached to a dental impression to register MR, CT, and
PET images [6]. We have also experimented with such a device and our
experiences are outlined below.

External markers attached to the skin and visible in each modality provide
a convenient, non-invasive method for registering images of the head. In our
implementation described below, the markers are fixed in position for the
duration of acquisition of all images to be registered. The markers are difficult
to relocate. Elsen and Viergever claim to have overcome this problem by
designing ‘V’ shaped markers which point to marks drawn on the skin with
indelible ink [7]. They have applied this technique to the registration of
images of electric dipole activity derived from the EEG with MR images of
the head.

Anatomical landmarks and features

The use of external landmarks necessarily requires changes to the acquisition
routine and therefore the decision to register data must be taken prior to
image acquisition. These limitations have precluded the widespread use of
multi-modal or synergistic imaging. Images of the head, however, provide a
large number of natural landmarks which may be used for registration.
Pelizzari et al. have shown how images of the skin surface or brain surface
derived from MRI and PET transmission data can be used for registration
[8]- They have developed an algorithm which automatically registers points
derived from one surface with the other surface. This technique has been
widely used and has been found to be robust when sufficiently well defined
overlapping skin surface data is available from the two modalities. Below we
outline an improvement which allows explicit coding of uncertainty in surface
location and the use of different surfaces which have a well defined anatom-
ical relationship. Evans et al. [9] have demonstrated registration of PET and
MRI images using user identified landmarks to establish the rotation and
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translation transformations between two image data sets. They propose that
by identifying more than the three landmarks strictly necessary to derive the
transformations of rotation and translation, they can improve the accuracy
of registration of PET and MRI data.

Lemoine et al. have developed a potentially effective system for regis-
tration of DSA, CT and MRI images based on the identification of the mid-
line fissure, the surface of the brain and corpus callosum on MRI, the vessels
around the corpus callosum visible on DSA and the inner surface of the skull
and mid-line fissure on CT [2]. Their system is used for planning neuro-
surgery.

These techniques rely on identification of structures which form a part of
the object being imaged. We propose that an ‘anatomical object centred’
representation will provide the most effective framework for data representa-
tion not only for developing software to achieve registration but also for data
fusion, display and interaction. In an object centred representation a co-
ordinate system and geometric description is defined for a particular feature,
anatomical structure or object of interest. This approach is particularly impor-
tant outside the head where external landmarks do not have fixed relation-
ships to internal structures and internal landmarks are difficult to define. In
this paper we outline and show preliminary results of such schemes, firstly,
for registering 3D information on blood vessels derived from DSA images
and the surface of the brain derived from MR images and, secondly, for
registering MR and SPECT (single photon emission tomographic) images of
the heart.

Assessment of registration accuracy

The validity and hence clinical utility of the combined or fused data sets are
critically dependent on the accuracy of registration. The required registration
accuracy will depend on the inherent spatial resolutions of the individual
imaging modalities and on the specific clinical applications for which the
registered data sets are required. Previous work in this area has tended to
neglect thorough assessment of registration accuracy. Although our work is
not complete in this area we will present results achieved to date.

Registration to anatomical atlases

In many parts of the body, but in particular in the brain, anatomical atlases
can assist in the interpretation of medical image data and in therapy planning.
In the brain there is remarkable consistency of size and shape of anatomical
structures between individuals provided that the image of the brain is scaled
and orientated relative to deep internal structures. Tailarach has proposed
a co-ordinate system based on the AC-PC line with proportional squaring to
the most anterior, posterior, inferior, superior and two most lateral dimen-
sions of the brain [10]. This significantly reduces inter-individual variations.
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Keyserlingk in his statistical voxel model has shown that deep basal structures
can be located with an accuracy of 5 mm after this alignment and scaling
[11].

We have implemented a simple scheme, described below, in which MRI
data from a volunteer is labelled approximately according to tissue type and
aligned and scaled to external skin markers.

Multi-modal or synergistic imaging at UMDS

In this paper we will outline several techniques for achieving registration
that we have devised and evaluated for accuracy. To date multi-modal regis-
tration work has been mainly confined to the head due to the greater ease
of establishing a common coordinate system relative to the skull. Our appli-
cations of multi-modal synergistic imaging have been confined to two main
clinical areas:

1. The use of anatomical information derived from high resolution data
(usually MRI, CT or x-ray), to aid in the interpretation of lower resolution
functional or physiological nuclear medicine images; and

2. The accurate registration of high resolution images to aid in surgical
planning.

Image transformation

Image registration requires the derivation of a transformation between the
coordinate frames of each set of images. In most of our work at UMDS we
assume that geometric distortion in each modality is negligible or has been
corrected and that the pixel dimensions of each modality are known before
registration. Only rigid body translation and rotation transformations are
therefore required. The co-ordinates of at least three non-collinear points
are required to register 3D images.

In general no skewing or warping of either data set is performed. We
calculate the transformation which minimizes the root mean square displace-
ment error of each marker point. We use the algorithm presented by Arun
et al. which decouples the rotation and translation components [12].

Display strategies

We display our registered images as slices of the registered 3D data sets.
Either images are displayed side by side with a linked cursor indicating
corresponding locations, or a color overlay technique is used, or a single
fused grey scale image is generated. In the color overlay method alternate
pixels are assigned, as in a chequer board pattern, to each modality. For one
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modality, usually the anatomical image (MR, CT or X-ray), the pixel is
displayed grey with an intensity related to the pixel value. For the other
modality, usually nuclear medicine, the image pixel value is assigned a satur-
ated color on a ‘rainbow’ color scale. By sacrificing half the potential spatial
resolution of the display and half the potential dynamic range, this technique
allows the viewer to perceive, in principle, 128 X 128 colors on a display only
physically capable of displaying 256 separate colors.

A single combined grey scale display of bone derived from CT and soft
tissue derived from MR is used to display registered MR and CT data of the
head.

3D Registration of SPECT images of the brain to MR images or an MR
derived atlas

Method

We have devised two methods in which we use MRI data to assist in the
delineation of anatomical structures in SPECT images of the brain. In the
fir: : method we register 3D MRI and SPECT images of the head of the same
pa ient acquired consecutively with markers visible in each modality. In the
second method we have constructed a segmented and labelled 3D MRI data
set from a normal volunteer. This data set is acquired with markers in the
same position on the skin surface. More technical detail is provided in
[13,14].

Registration of the 3D image data sets was accomplished by means of
four external markers which were attached to the skin surface above the
mastoid processes of the temporal bones and the zygomatic processes of the
frontal bone. The markers were designed to be visible in both modalities
and they were left in place on the patient’s skin for the duration of both
scans. The position of the vertex of the skull was also used when aligning
image data to the atlas.

Results

Two examples of registered MRI and SPECT images are shown on Figs. 1
and 2. The transaxial MR scans were acquired on a Philips Medical Systems
Gyroscan S15. The pulse sequences and slice thicknesses were determined
by the routine clinical protocol. The SPECT images were acquired on an
IGE Starcam AC400 Tomographic Gamma Camera using 64 30 second
acquisitions and a 360 degree camera rotation. The patients were injected
with hexamethylpropyleneamine oxime (HMPAO) labelled with 750 MBq
of Tc-99m 20 minutes prior to image acquisition. Figure 1a shows a study of
a patient after interstitial radiotherapy showing the correspondence between
oedematous changes in the MR image and reduced blood flow in the
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Figure 1. Registered transaxial slices through the brain showing an MR image on the left
and corresponding Tc-99m HMPAO SPECT image on the right. A ‘linked cursor’ connects
corresponding points in the two studies. (a) Shows correspondence between the oedematous
region after interstitial radiotherapy seen in the MR image and the region of reduced blood
flow in the nuclear image. (b) Shows correspondence between MR image and nuclear medicine
image of an infarcted region.

HMPAO study. Figure 1b shows aligned transaxial images of a patient with
established infarct. The clinical images are displayed with a linked cursor
indicating corresponding points in the two images. Our clinical colleagues
have found this display the most informative and intuitive and therefore
most useful. Occasionally the alternate pixel display has proved useful. An
example is shown in Fig. 2a. This display was derived from the images shown
on Fig. 1b. Hue is related to isotope activity, with blue through to red
corresponding to the lowest through to the highest isotope activities. In this
image a narrow rim of lower activity is seen posterior to the infarct site
which was not immediately apparent in the image displayed in Fig. 1b.
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_reurc-anatomical_atlss 38/77 registered_patient]_sP
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Figure 2. (Colour plate.) (a) Colour overlay display of images in Fig. 1b showing rim of reduced
isotope uptake posterior to the infarct. Red corresponds to the highest isotope uptake and blue
corresponds to the lowest uptake. (b) One transaxial slice of the atlas data, derived by labelling
a high resolution MR data set, aligned with a normal Tc-99m HMPAO scan [14]. (c) Shows the
combined gated MR and Tc-99m SestaMIBI image of a horizontal long axis slice through the
apex of the heart. The isotope activity is colour coded as in Fig. 2a. Alignment was achieved
by defining the long axis of the left ventricle in each modality.

For each study the individual RMS displacement between corresponding
markers in the aligned data sets was calculated. The mean RMS displacement
for the three studies described above was 4.1 mm. Experiments with a
phantom constructed from Lego Technic have shown that internal structures
can be located with an accuracy of better than 4 mm when four markers,
corresponding in position to the skin surface, were used for registration.
Separate work on the measurement of the geometric distortion produced by
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our MR scanner has shown that distortion is less than 2 mm within the field
of view of the head coil [15].

Figure 2b shows an example of the atlas data aligned with a normal
transaxial HMPAO scan. For the anatomical atlas 126 transaxial 256 X 256
pixel 2 mm thick contiguous MR slices were collected (TR 350 msec, TE 30
msec). In order to assess the accuracy of location of neuro-anatomical struc-
tures using the atlas we acquired seven MR scans with markers in place on
patients undergoing routine brain imaging. We assessed the accuracy of
registration of several anatomical structures including the optic chiasma and
the anterior and posterior horns of the lateral ventricles. As expected the
tips of the lateral ventricles showed the greatest discrepancy (12 mm standard
deviation) while the optic chiasma had a discrepancy of only 4.6 mm. These
results showed that the location accuracy for internal structures compares
well with the inherent resolution of SPECT (approximately 10 mm) despite
using only linear scaling, rotation and translation to establish registration to
external skin markers on a single individual’s MR scan.

High precision registration of MRI and CT images of the head for
neurosurgery and skull base surgery

We have identified applications in neuro-surgery and skull base surgery in
which accurate registration of MR and CT images of the head could be of
considerable benefit in surgical planning. We have developed two alternative
methods to achieve image registration. The first method uses an adaptation
of alocalizing frame attached to a dental impression first proposed by Thomas
et al., while the second method relies on the identification of a number of
corresponding anatomical point-like structures in both data sets [6].

Method 1: registration using the frame attached to a dental impression

The localizing frame is shown in Fig. 3. The frame is fixed to the patient’s
teeth by means of a silicone rubber dental impression. The frame consists of
two perspex plates, each of which contain two Z-shaped line markers orien-
tated at 90° to each other. The markers are tubes of rectangular cross section
(4 mm X 2 mm) which are filled with contrast material with a concentration
of 30 mg/ml of iodine. This fluid produces sufficient image contrast to be
visible both in CT and MR images without causing artefact. The intersection
of the image plane with the marker lines visible in each set of images is used
to create a set of points for registration. The method of registration is similar
to that used with stereotactic frames except that for patient comfort we use
only two localizing plates, one on each side of the head [1-4]. Two Z markers
are required in each plate, orientated at 90° to each other, in order to
resolve the ambiguity of cranio-caudal tilt. The markers will also be visible in
unsubtracted digital angiographic images. The registration accuracy achieved
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Figure 3. The dental impression attached to two plates. each containing 2 ‘Z’ shaped markers
oriented at right angles.

with this frame was assessed by performing an MR scan on a volunteer with
the dental impression in position, removing the volunteer from the scanner,
repositioning the dental impression and re-scanning.

Results

Two observers identified six anatomical landmarks in both MR images after
alignment using the frame and obtained RMS displacements of identified
points of 1.9 and 1.15 mm respectively. Figure 4 shows two slices from
separate MR scans which had been aligned using the images of the markers
attached to the tooth frame. Only one patient has been studied so far using
the frame and further work is necessary to evaluate its utility in clinical
practice.

Method 2: identification of internal fiducial markers

It became apparent in our assessment of errors in the use of the frame
attached to the dental impression that we could identify structures in the
base of the skull and temporal bones with a high level of precision in both
MR and CT. We have, therefore, used a number of features to register MR
and CT images of 6 patients. Images from two will be presented here. The
first had an acoustic neuroma on the right side which was surgically removed
using a translabyrinthine approach. The second patient had a glomus tumour.
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Figure 4. Two corresponding slices from MR scans, acquired on separate occasions and aligned
with the aid of the markers on the frame.

The following point-like structures were used to register the two data sets
in the first study:

1. The tip of the alar cartilage (visible in both modalities).

2. The most inferior junction of the anterior wall of the sphenoid sinus with
the sphenoid inter-sinus septum (visible in both modalities).

3. The modiolus of the left and right cochlea (visible in both modalities).

4. The termination of the nasolacrimal duct in the right maxillary sinus
(visible in both modalities).

5. The confluence of the superior sagittal sinus and the transverse sinus
(visible using MR) and the internal occipital proturberance (visible using
CT).

Further details of this study are provided in [16]. Three non-colinear
marker co-ordinates are sufficient to achieve registration. We use between
6 and 12 and this leads to some averaging of registration errors. Our regis-
tration algorithm calculates the registration error for all marker points in the
registered data sets, together with the root mean square (RMS) error for all
points [17]. We use the latter measure to assess registration accuracy.

Results

The inter- and intra-observer error (three observers) in locating the land-
marks listed above, for the first patient, were less than the voxel dimensions
of the scan data. This patient had CT scans of 1.5 mm slice thickness, and
MR scans of 2 mm slice thickness. In the second case, a patient with a
glomus tumour, the MR and CT slice thicknesses were both 3 mm. All slices
were contiguous. RMS discrepancies of marker location of 1.4 mm for the
first patient and 1.8 mm for the second patient were achieved.
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Figure 5. Combined transaxial MR and CT scans of the head. The CT value is displayed if it
corresponds to bone; otherwise the MR grey value, suitably scaled, is displayed. (a) Patient
with acoustic neuroma [16]. (b) Patient with glomus tumour.

Figure 5 shows an example aligned transaxial slice from each study. Figure
5a shows the patient with the acoustic neuroma, Fig. 5b shows the patient
with the glomus tumour. In these images the CT number is displayed if the
CT number corresponds to bone, otherwise the MR intensity is displayed
suitably scaled.

This technique provides a method of incorporating MR data into stereo-
taxic CT coordinates without the added complication of the patient having
to wear a stereotaxic frame for both the MR and CT scans.
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Figure 6. Example coronal slices of a cadaver brain showing the pericallosal artery (white dot§
of exaggerated radius) after alignment using our ‘key-lock’ algorithm [19].

Object centred representation to achieve registration

Registration of the cortical surface of the brain, derived from MR images,
with 3D vascular data derived from DSA

In an object centred approach entities derived from images from two or more
modalities are identified as belonging to specific anatomical structures or their
sub-parts. Prior information determining the correspondence or adjacency of
these structures is used to build a representation of the object and hence
achieve image registration. As described above, this approach has been
pioneered by Pelizzari et al. using the location of the skin surface in MRI
and PET to achieve registration via their ‘head and hat’ algorithm [8]. We
are investigating two applications of an object centred approach.

In the first we derive the 3D configuration of the cerebral arterial system
from bi-plane x-ray views and match this information to the surface of the
brain derived from MRI in the manner of fitting a key into a lock [18]. We
term this algorithm the ‘key-lock’ algorithm. We generate, from our knowl-
edge of neuro-anatomy, a voxel representation of the likelihood that a blood
vessel exists at a certain location and from the likelihood function generate
a cost function used in an optimisation algorithm. More detail is provided
in [19].

Preliminary results using data derived from a cadaver brain has shown
that a registration accuracy of 1.5 mm should be possible when aligning
segments of the pericallosal artery and middle cerebral artery with the surface
of the brain. Figure 6 shows examples of coronal MR slices of the cadaver
brain with the aligned 3D reconstruction of the pericallosal artery derived
from x-ray images superimposed in white (X-ray images were acquired on a
Siemens Digitron DSA system and reconstructed using SARA [20]).
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Figure 7. Shows the combined gated MR and Tc-99m SestaMIBI image of a horizontal long
axis slice through the apex of the heart. The isotope activity is colour coded as in Fig. 2a.
Alignment was achieved by defining the long axis of the left ventricle in each modality.

Combination of SPECT myocardial perfusion data with ECG
gated MR images

In a second application we are attempting to combine data derived from
gated MR images with SPECT perfusion images of the myocardium. External
markers attached to the skin do not have a fixed geometric relationship to
cardiac structures and point-like anatomical structures are difficult to define,
particularly in SPECT data. We therefore achieve registration by establishing
in each modality the long axis of the left ventricle, which is defined as the
straight line from apex to mid-point of the valve planes. Horizontal axis,
vertical long axis and short axis views are generated relative to this axis.
Resulting images in the two modalities only require translation and rotation
in the imaging plane to achieve registration, which is relatively straightfor-
ward to do interactively.

Figure 7 shows a gated MR image of the horizontal long axis view of the
LV of a patient with an established infarct (TR SE of 800 msec, TE of 20
msec and a gated time delay of 312 msec). Superimposed in color on this
image is the aligned SPECT image of the uptake of Technetium 99m-Sesta
MIBI (Cardiolite - Du Pont) on the same patient (500 MBq of Tc-99m was
injected and the patient was scanned 2 hours post injection, with 60 40 sec
views taken over 180°). Such an image might allow more accurate determina-
tion of a relationship between cardiac wall motion abnormalities, myocardial
thinning and perfusion defects. We estimate that the registration accuracy in
this application is about 5 mm in plane and within one slice thickness (7 mm)
axially.
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Discussion

In summary our experiences in image registration would indicate that skin
markers are sufficiently accurate (approximately 4 mm) for registering
SPECT and MR images of the head provided that the markers are fixed in
position for the duration of both scans. Our current markers are limited to
use with thin contiguous MR (or CT) slices. For slice thicknesses greater
than 5 mm with inter-slice gaps of 2 mm or more we are evaluating the use
of larger spherical markers. Alternatively Elsen and Viergever propose the
use of ‘V’ shaped markers stuck to the skin [7].

For combining MR and PET data, the ‘head and hat’ algorithm of Pelizzari
et al. provides an effective solution [8]. The technique requires that sufficient
overlapping skin surfaces is sampled in each modality and that strong surface
features such as the bridge of the nose are included in each image. The final
registration must be carefully assessed to ensure that a local minima in
optimisation space has not been returned as the final solution by the algo-
rithm. Techniques for surface segmentation and the representation of uncer-
tainty in surface location would improve the algorithm.

For combining MR and CT images of the skull base there are a large
number of anatomical features visible in each modality and these provide
sufficient natural markers to achieve registration. In the upper part of the
brain and in the absence of skull base features a relocatable frame attached
to a dental impression may provide a suitable means of registration when
use of a stereotaxic frame pinned to the skull is inappropriate. The use of
the relocatable frame requires further assessment.

Alternatively we are developing techniques based on identification of
corresponding or adjacent surfaces to achieve registration. We propose that
these techniques will use algorithms very similar to our ‘key lock’ algorithm
for registering 3D blood vessel data derived from DSA with brain surface
data derived from MRI. Important factors in this work are the appropriate
representation of surfaces, the representation of uncertainty in surface lo-
cation and the representation of the most likely position of adjacent struc-
tures. In each application an appropriate optimisation strategy must be de-
vised in order to achieve registration. There is significant work still to be
done in this area before these techniques enter routine clinical practice.

In the long term such object centred approaches will become the favored
method of combining data from multiple modalities. Our aim is that it should
be possible to take the decision to combine images after acquisition and
therefore registration should require no (or at least very little) interference
with normal radiographic procedures. In the future, the processes of regis-
tration and data fusion should be as automated as possible.

Outside the head, where the natural landmarks and rigidity provided by
the skull are absent, an object centred approach is generally the only solution.
We have presented a single example of such an approach to combine MR
and SPECT images of the myocardium.
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The widespread implementation of PACS (Picture Archive and Communi-
cation Systems) is still hampered by the very large volumes of data generated
by routine medical imaging. Object centred representations might provide
useful compact intermediate representations of medical data between the
conventional voxel or pixel representations and the written report.

Most of the work presented in this paper concerns image registration.
Establishing a common coordinate frame for registration opens the possibility
of combining information from the two modalities, i.e. data fusion. We have
demonstrated a simple example of this in our combination of MR and CT
data in the skull base, but there are a large number of possibilities which
require further investigation. For example, computation of blood flow (from
a nuclear medicine study) with volume estimates from a second modality
(such as MR or CT) might be used to calculate blood flow per unit volume.

An important extension of the image registration work is to establish
the transformation between the patient’s frame of reference, at surgery or
radiotherapy, and that of the combined data. Such registration has been
available for several years with the use of stereotaxic frames but could now
be extended to conventional surgery and radiotherapy. Pelizzari has reported
an extension of the use of the ‘Head and Hat’ algorithm to the use of skin
surface coordinates derived from a 3D pointer [21]. A similar technique has
been proposed by the Aachen group [22]. These techniques will enable the
surgeon or therapist to relate information in the combined image data directly
to the patient.

Displays which give the illusion of shaded 3D surfaces in the registered
data sets are likely to prove beneficial in surgical planning. However, the
use of display intensity to give the visual illusion of shading of an illuminated
surface in 3D removes one of the parameters available for visualizing multi-
modal data. Effective display of 3D multi-modal data requires further re-
search. The additional cues of transparency with stereo or movement parallax
will almost certainly be required.

This paper provides an overview of our multi-modal programme at
UMDS, Guy’s Hospital. As we have demonstrated examples of these tech-
niques to our clinical colleagues we have found that the number of possible
clinical applications of multi-modal data fusion has increased dramatically.
We now have projects studying the brain, skull base, spine, wrist and heart,
with other applications proposed in facial surgery, the kidney, liver, neck
and pelvis.

Continued progress in computer science leading to effective image seg-
mentation, object identification, data representation, 3D visualization, inter-
action and simulation, together with workstations of sufficient power and
parallelism to perform these tasks, will provide the necessary technology for
these techniques to enter clinical practice.

Introduction of these techniques into clinical medicine requires extensive
validation of the accuracy of registration and demonstration that there is
clinical benefit in wsing the extra information. This work may stimulate
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further research into protocols for the effective use of technology for diag-
nosis and therapy planning in specific clinical areas, thus ensuring the most
efficient use of finite health care resources.

The last two decades have seen a revolution in medical image acquisition
technology. Future developments will concentrate on the extraction and
presentation of clinically relevant information from medical images. We
predict that development of techniques to combine data from multiple imag-
ing modalities will become the dominant activity in medical imaging research
in the next few years.
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9. Information preserving compression
of medical images

MAX A. VIERGEVER and PAUL ROOS

Summary

A state-of-the-art report on information preserving (or lossless, or error-
free, or reversible) compression of medical images is presented. Reversible
compression consists of two steps, decorrelation and coding. Methods for
intraframe decorrelation of 2D images can be divided into three classes, viz.
transform, predictive, and multiresolution decorrelation. A method from
the latter class, hierarchical interpolation (HINT), provides for optimum
decorrelation. In addition, HINT is free of parameters, easy to implement,
and insensitive to channel errors. For temporal and spatial sequences of 2D
images, 2D HINT applied to each frame individually generally decorrelates
as well as interframe methods which take the temporal or spatial correlation
of the sequence into account. The decorrelation performance of 2D HINT
is best preserved in the coding step by adaptive arithmetic coding, for which
the computation time is quite high, however. A more efficient method,
yielding hardly worse bit rates at much higher speed, is model-based Huffman
coding. The compression rates which may be expected from 2D HINT fol-
lowed by model-based Huffman coding depend strongly on image modality,
spatial resolution, and quantization level. For 8-bit nuclear medicine images,
the coding bit rates found were in the range of 2.5-5 bits per pixel.

1. Introduction

The field of image data compression may rejoice in a vivid interest from the
medical imaging community. This interest has been aroused by the growing
impact of digital image formation methods in radiology (CT, DSA, MRI,
MRA, computed radiography) and nuclear medicine (planar scintigraphy,
SPECT, PET). Film-based methods are slowly but surely losing ground in
both image formation and image archiving. In fact, a filmless nuclear medic-
ine department has already proven viable [1]. Yet, the growing extent of
digital images does not in itself imply a need for data compression, in view
of the advancements in optical archiving and transmission which have at least
kept pace with image formation technology. The attention to digital image
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compression can, therefore, only be explained by an even stronger increasing

demand for efficiency in data storage and communication, a feature which

is not uncommon in rapidly developing technological areas.

The aim of image data compression methods is to represent images ef-
ficiently, i.e. at low bit rates. This would allow data storage at relatively low
cost and data transmission at relatively high speed, both of which are essential
in the design of picture archiving and communication systems. In addition
to reducing the costs of disk space, efficient storage increases the on-line
availability of patient data, which is particularly useful in a fully digital
radiological or nuclear medicine image system. Furthermore, in some acqui-
sition systems, notably those involving temporal image sequences such as
digital angiography, the flow of image data is so large that compression is
required for adequate disk access [2].

Image compression comes in two flavours: (i) irreversible, or lossy, or
noisy, or information reducing compression, and (ii) reversible, or lossless,
or error-free, or information preserving compression. Compression methods
belong to the second class only if the original data can be exactly recon-
structed from the compressed representation. Reversible compression may
be mandatory for two reasons:

— legal regulations. In many countries it is required to keep records of all
original patient data for a number of years; it is not allowed to dispense
with any — even seemingly useless — information contained in the images.

~ postprocessing. Irreversible compression methods are capable of repre-
senting images at considerably reduced storage costs with hardly perceiv-
able degradation. However, the losses thus introduced may be greatly
enhanced by postprocessing operations (as e.g. contour detection) applied
to the images.

An additional advantage of lossless compression methods is that a com-
parison of their performance can be made solely on the basis of their effi-
ciency, as contrasted with lossy compression methods which require a subjec-
tive evaluation to indicate whether or not the coding losses are acceptable.

The only drawback of error-free image compression methods is that they
do not perform so well as concerns their primary task: representing the
images at low bit rates. As we shall show, typical compression ratios for
nuclear medicine images are of the order of 2-3. Lossy compression methods
are still quite satisfactory in preserving image quality with ratios that are five
times as high.

The purpose of the present chapter is to give a state-of-the-art report of
reversible data compression in medical imaging with special attention to
nuclear medicine images. We want to emphasize that restricting the subject
of this paper to error-free compression does not imply that we advise against
information reduction. On the contrary, we are of the opinion that putting
a ban upon information reduction is inconsistent with the absence of regu-
lations on the accuracy of digital image formation. This permits, if not invites,
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incorporating lossy compression in the data acquisition step. For a survey of
irreversible compression methods, we refer to [3-8].

Information preserving methods can achieve image compression by ex-
ploiting the usually high degree of correlation between neighbouring pixels.
In the majority of the methods the pixel values are first decorrelated, after
which the resulting data are encoded using a variable length coder as, e.g.,
Huffman coding or arithmetic coding. An exception is the well-known Lemp-
el-Ziv method in which the decorrelation and the variable length coding are
combined. We shall return to Lempel-Ziv coding at the end of this chapter,
but concentrate on methods which deal with decorrelation and coding separ-
ately.

The organization of the chapter is as follows. In section 2, the decorre-
lation of two-dimensional (2D) images is discussed. Section 3 addresses the
decorrelation of time sequences of 2D images, and Section 4 the decorre-
lation of 3D images. In Section 5 the coding step is considered. Finally, in
Section 6 the conclusions are summarized.

2. Intraframe decorrelation of 2D images

This section discusses the decorrelation of 2D image data. Only single frames
of 2D data are considered, no allowance is made for correlation with other
frames if the image is part of a spatial or temporal image sequence. There-
fore, the term intraframe decorrelation is used, as contrasted with interframe
decorrelation which does take into account the correlation between consecu-
tive frames in a sequence.

The aim of the decorrelation step is to remove the statistical redundancy
in the image. As an illustration, consider Fig. 1a, which shows the histogram
of the grey values of a 512 X 512 coronary angiogram. After decorrelation,
the histogram takes the form of Fig. 1b: strongly peaked, centred around
the value 0. The peakedness of the histogram is exploited by the variable
length coder by assigning short code words to frequently occurring ampli-
tudes, longer code words to less frequent amplitudes.

Before discussing methods for image decorrelation, we first introduce the
terms information and entropy. Suppose we have an image with K grey levels
{f;;i=1,2,...,K} and probability p; of grey value f;. Then the information
contained in the image is defined as

™M =

I=- 2 Logxps (1)

i=1

It

The first order entropy is defined as the average information



134 Max A. Viergever and Paul Roos

Frequency

6000 -
5000 -
4000 -

3000 |

2000 A

1000

T T T T -
0 100 200 300 400 500
— symbol

Frequency
9E+004 -
BE+004
7E+004 -
6E+004 -
SE+004

4E+004

3E+004

2E+004

1E4+004

1

b oe+o000 T T T —
-50 -25 0 25 50

symbol

Figure 1. Grey value histogram of a 512 X 512 coronary angiogram, quantized at 9 bits/pixel.
(a) original image; (b) decorrelated image. The decorrelation method used was 2D DPCM with
¢ =0.95 (see Section 2.2.).
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Figure 2. Schematic representing reversible transform decorrelation. T is the discrete image
transform, Q the scaling and rounding operator (quantizer), Q* an approximation to the inverse
of the scaling part of Q, usually provided by a look-up table; f is the original image, F the
transformed image, and f~ the differential image (or error image). The decorrelated ‘image’
consists of F and ™.

K

H=- '2:1 Pi Lng Pi (2)

It can be shown [9] that, for independent data samples, H is the lower bound
on the average length of the code words obtained by using a variable length
coder. This optimum is achieved if the code length distribution is inversely
proportional to the logarithm of the histogram amplitudes. The efficiency of
the considered decorrelation methods will be judged primarily by the entropy
of the decorrelated image.

Intraframe decorrelation methods can be divided into three classes:
— transform decorrelation methods (2.1.);
— predictive decorrelation methods (2.2.);
— multiresolution decorrelation methods (2.3.).
After having discussed the various methods, we shall compare the decorre-
lation performance of the best three methods in subsection 2.4.

2.1. Transform decorrelation methods

Figure 2 presents the functional scheme of reversible transform decorrelation,
valid for any digital image transform producing noninteger-valued trans-
formed images. Transforms applied in image compression are notably the
Karhunen-Loeve (KL) transform, the (real) discrete Fourier transform
(DFT, RDFT), the discrete Hartley transform (DHT), the discrete cosine
transform (DCT), and the Walsh-Hadamard transform (WHT); see [6] for
a brief description of the methods. In practice, the transform is not applied
to the entire image, but the image is divided into smaller blocks so as to
save CPU time. Customary block sizes are 4 X 4, 8 X 8 or 16 X 16 pixels.
The image transform (T in Fig. 2) produces noninteger-valued coefficients
which have to be quantized (i.e., scaled and rounded) before encoding. This
quantization introduces errors in the reconstruction process. These errors
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Figure 3. Average entropy of a series of 15 512 X 512 angiographic images with a quantization
level of 9 bits/pixel, decorrelated using the DCT, as a function of the scaling coefficient. The
DCT block size was 8 x 8. F is the DCT transformed image (cf. Fig. 1), f~ is the differential
image, ‘sum’ is the sum of F and f~.

can be made arbitrarily small by increasing the quantization accuracy. How-
ever, well before reaching an almost reversible situation, the compression
efficiency will have dropped severely, most likely even below one. The
solution to this problem is sketched in Fig. 2. The reconstruction error
(f ) is transmitted together with the transformed image F, thus ensuring
reversibility. The entropy of the transformed image increases with increasing
quantization accuracy, while the entropy of the error decreases.

Fig. 3 shows the average entropy of a series of 512%, 9-bits coronary
angiograms, transformed using the DCT, as a function of the quantization
accuracy; q = 1 corresponds to equal normalization of F and f ~ . The block-
size of the DCT was 8 X 8. The optimal value of q is achieved when the sum
entropy is minimal; for the images considered here, q = 0.4.

The result portrayed in Fig. 3 is representative of the performance of
noninteger-valued transform methods. The resulting sum entropy of 2.97 for
q = 0.4 is higher than that of methods to be discussed in the sequel. Further-
more, the optimal scaling coefficient is not known a priori, so in general, by
using a preset value of q, the result will be worse. Finally, the coding step
is nontrivial here because two images with relatively low entropy have to be
dealt with. For instance, Huffman coding is inadequate for this purpose
owing to its lower bound of 1 bit/pixel. While other coding methods have
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this problem to a lesser degree, the final compression result (i.e., after the
coding step) may be expected to deviate more from the decorrelation entropy
than in the case of a single decorrelated image of higher entropy.

It is possible to avoid the quantization step in Fig. 2, and hence the need
for storing a differential image £~ , by using an integer-valued discrete image
transform. Such an option is impractical for the (R)DFT, DHT, DCT, and
certainly for the KL transform. Only the WHT allows for a feasible integer-
valued version, as outlined in [10]. In [2] the integer WHT is modified to
provide optimal reversible compression.

The integer WHT does not have two of the three drawbacks of real image
transforms, viz. the presence of a scaling parameter and the necessity to
code a differential image in addition to the transformed image. The decorrel-
ating power of the integer WHT is quite poor, however, despite the improve-
ment mentioned above. In consequence, transform decorrelation is inade-
quate for error-free image compression.

2.2. Predictive decorrelation methods

The second class of decorrelation methods has data prediction as its central
concept. The idea is well illustrated by considering a sequence of integers
which has to be stored. Rather than storing the values as such, the value of
every element of the sequence (except for the very first) is predicted by a
weighted sum of its predecessors. In the simplest version, the value of the
previous element is used as the prediction. The differences between the
estimates and the actual values are stored, with the exception of the first
element which is stored as such. The resulting histogram is similar to that of
Fig. 1b. As an alternative, the prediction of the element values can be based
on statistical properties of the sequence rather than on the previous element
values.

The method outlined in the preceding paragraph is called one-dimensional
differential pulse code modulation (1D DPCM). While this method can be
applied to decorrelate an image by scanning it row by row (or column by
column), a 2D version of the method is more suitable. The prediction in 2D
DPCM can be written as

f,j) = oz, a(p,Q)f(i — p,;j — q) 3)

with a(p,q) € R, and W is the prediction window which defines the previously
coded elements that are used in the estimation. Since the coefficients a(p,q)
are generally real-valued (i.e., noninteger), f(i,j) must be rounded to produce
an integer-valued differential image u = f — f, (Fig. 4).

If the image is assumed to be a homogeneous random field with zero
mean and an exponentially decaying autocovariance function, the variance
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Figure 4. Scheme for reversible DPCM. Left: decorrelation, right: reconstruction. f is the
original image, u the differential image which is stored. R is a rounding operator, the customary
option for which is nearest integer.

of the differential image u is minimum for a predictor of the form (see e.g.,
[4] for a derivation).

fa,j) = —¢* G- 1,i— 1) + of( —j,j) + of(i—j— 1) 4

where ¢ is the correlation coefficient of the image; its value is usually around
0.95. The predictor can be denoted symbolically by

- ¢

®)
0}

A small variation is to use the energy-conserving prediction scheme (Roos

et al. 1988)

2
1 T T ©6)
2-1) 7
in which the sum of the coefficients equals one.

The correlation coefficient ¢ will generally not satisfy the assumption of
being constant. The local variations in image statistics may be taken into
account in the prediction coefficients, as proposed in [12]. It has been found
[11] that this is inefficient for images with a high signal-to-noise ratio, but
may yield improved decorrelation for noisy images. The computational ex-
penses of adaptive DPCM are, however, significantly higher than those of
straightforward DPCM, which makes adaptive DPCM unattractive.

2.3. Multiresolution decorrelation methods

Multiresolution techniques, also called hierarchical techniques, decorrelate
an image at several hierarchically connected scale levels. Three multiresolu-
tion decorrelation methods, the Laplacean pyramid, subband coding, and
the S-transform are briefly discussed. A fourth method, hierarchical interpo-
lation, is reviewed in more detail.

The Laplacean pyramid [13] is a hierarchical data structure based on
splitting the frequencies of the original image into a member of bands (Fig.
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Figure 5. Construction of the lowest level L, of the Laplacean pyramid (left part of the figure)
and reconstruction of the original image (right part). LPF, and LPF, are low-pass filters, Q is
a scaling and rounding operator, Q™ is an approximation to the inverse scaling operator, | 2
and 1 2 represent downsampling and upsampling by a factor of 2, Gy is the original image, G,
is the first low-pass filtered version of Go.

5). The scheme bears a close resemblance to that of transform coding, cf.
Fig. 2. The levels Ly, L;, L,, ... of the Laplacean pyramid serve as differ-
ential images. In addition to this feature, which has proven a disadvantage
(Fig. 3), the Laplacean pyramid suffers from an increase in data samples.
The number of elements of the data structure is 4/3 times that of the original
image. Accordingly, the Laplacean pyramid is unsuited for reversible image
decorrelation.

Subband coding is based on the same frequency band splitting concept as
the Laplacean pyramid. We do not outline the method here; the interested
reader is referred to [14]. The performance of subband coding was found to
be even poorer than that of the Laplacean pyramid.

The S-transform (or, in full, sequential transform) is a multiresolution
extension of the Walsh-Hadamard transform [15]. The method has drawn
attention because of its attractive simplicity (e.g., [16]). Its decorrelating
properties are less attractive, however; the performance is in the same range
as that of the two previous methods. To give a numerical example, the
decorrelation result for the series of 9-bit angiographic images mentioned
in section 2.1 was an average first order entropy of 3.32 bits per pixel for the
Laplacean pyramid, 3.36 for subband coding, and 3.25 for the S-transform, all
with optimal block size and/or scaling coefficient.

Hierarchical interpolation (HINT, proposed in [17] and further elaborated
in [11] has a multilevel decorrelation scheme as shown in Fig. 6. First, a
subsampled (i.e., low-resolution) version of the original image, consisting of
the 4-dot elements, is stored, for example using DPCM. In the second step
the 3—dot pixels are estimated from the four surrounding 4-dot pixels by
linear or median interpolation. The estimates are rounded to the nearest
integer to ensure reversibility and subtracted from the actual pixel value; the
differences are variable length coded and stored. Then the 2—dot pixels can
be estimated from the 3— and 4-dots elements, etcetera. Notice that the
interpolation is in fact a prediction, analogous to DPCM.

The reconstruction is straightforward. The 4-dot elements are first deco-
ded. Upon interpolating these pixels and adding the (decoded) corresponding
differential elements, the 3—dot pixels are recovered. Continuation of this
procedure gives the 2—dot, 1-dot, and open circle elements.

In practice, an 8 X 8 block size is used for HINT rather than the 4 X 4
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Figure 6. Pixel classification scheme for 2D HINT (block size 4 X 4). See the text for further
explanation.

block structure of Fig. 6. The decorrelation efficiency is quite insensitive to
the block size, however. The choice of interpolation method does not influ-
ence the resulting entropy appreciably either. Consequently, HINT is a
parameter-free method.

2.4. Decorrelation results

This subsection presents the results of the best three decorrelation methods,
viz. DPCM with the predictor of eq. 5, normalized DPCM (nDPCM) with
the predictor of eq. 6, and HINT. The methods have been evaluated on a
number of medical images stemming from various modalities, see Table 1.

The main conclusion which can be drawn from Table 1 is that HINT
has the best decorrelation performance. Since HINT is in addition free of
parameters, easy to implement, and insensitive to channel errors, it is the
most appropriate method for intraframe 2D image decorrelation. A second
conclusion is that normalized DPCM with a predictor as given by eq. 6 is
generally better than unnormalized DPCM (eq. 5). This implies that the
assumption underlying the derivation of eq. 5. viz. that the image is a zero-
mean homogeneous random field with an exponentially decaying autocorrel-
ation function, is not justified. An interesting observation is the variation in
the optimum values of the correlation coefficient ¢ and the normalized
correlation coefficient 7; ¢ is around 0.5 for the nuclear medicine images
considered here and significantly higher for the other modalities, while 7 has
a very high value for the angiogram, the only high signal-to-noise ratio image,
and low values for all other images. This parameter dependence of DPCM
and (n)DPCM nicely illustrates the attractiveness of a parameter-free method
like HINT.
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Table 1. Comparison of the decorrelation performance of HINT, DPCM, and nDPCM on
medical images acquired from various modalities

ST

Image type CT Head MR Head Coronary  Liver Bone Lung
Transverse Sagittal Angiogram Scintigram  Scintigram  Scintigram

Dimension 256 X 256 256 X256 512X 512 128 X 128 256 X 256 256 X 256

Quantization 12 12 9 8 8 8
level (bits)

Entropy before 7.64 6.76 7.55 3.66 3.96 2.94
decorrelation
(bits/pixel)

Entropy after  6.73 5.68 2.66 3.01 3.18 2.58
HINT

decorrelation

(bits/pixel)

Entropy after 7.12 5.91 2.76 3.15 3.33 2.65
DPCM
decorrelation

optimal ¢ 0.91 0.70 0.95 0.49 0.49 0.49

Entropy after 6.78 5.75 2.73 3.15 3.26 2.69
nDPCM
decorrelation

optimal 7 0.04 0.10 0.85 0.05 0.04 0.02

3. Interframe decorrelation of 2D image sequences

It seems likely that time series of 2D images can be compressed more
efficiently than the individual frames by utilizing the temporal correlation in
addition to the spatial correlation. Temporal decorrelation methods are
either based on extrapolation (like DPCM in spatial decorrelation) or on
interpolation (like HINT). Furthermore, temporal decorrelation methods
may or may not try to register possible motion artefacts.

An extensive discussion of all interframe decorrelation methods is beyond
the scope of this chapter. A recent comparative study of such methods
[18, 19], showed that (i) motion estimation is not advantageous for image
compression, (ii) interpolation-based methods are superior to extrapolation-
based methods, (iii) interframe compression yields entropies that are gen-
erally not lower than intraframe HINT, while the computational expenses
are higher. The latter conclusion can be explained by the fact that the
temporal decorrelation destroys the spatial correlation of the individual
frames.

If the speed of the decorrelation step is essential, two other methods
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Figure 7. Voxel classification scheme for 3D HINT (block size 2 x 2 x 2). The first step in 3D
HINT is downsampling, in this example by a factor of 2 (large spheres). By 2D interpolation
of the large sphere voxels, estimates for the elements indicated by the mid-size spheres are
obtained, which are subtracted from the actual values. Next, 3D interpolation of the mid-size
and large sphere voxel values gives estimates for the small sphere elements, which again are
subtracted from the actual values. In practice, a 4 X 4 X 4 block size is used.

cor:e into consideration. Unregistered (that is, non motion-compensated)
int:.rpolation gives slightly worse results than 2D HINT at reduced (approxi-
mately 2/3) computational cost, unregistered extrapolation gives significantly
worse — but for many purposes still acceptable — results at significantly lower
(approximately 1/5) cost than 2D HINT.

While these figures may seem attractive, it should be noted that the
computation time of the decorrelation step is generally much smaller than
that of the coding step. A crude estimate is that the coding step requires five
times as much CPU time. Consequently, the factor of 5 gain of unregistered
extrapolation over 2D HINT results in only a marginal improvement in speed
for the complete procedure of decorrelation and coding.

4. Decorrelation of 3D images

3D image compression is still a largely unexploited area of investigation. In
the literature, considerable improvements of 3D over 2D image compression
have been predicted [20], but so far have not been confirmed for either lossy
or lossless coding. We have examined the possible gain of 3D hierarchical
interpolation over its 2D pendant, by a variance analysis of the (linear)
interpolation estimators used in 2D and 3D HINT. The interpolation steps
in 3D HINT are outlined in Fig. 7.

The result of the variance analysis is that only a minor improvement can
be expected of 3D decorrelation [21]. Indeed, preliminary experiments on
multi-slice 3D image data sets showed that 3D decorrelation performs slightly
better than 2D decorrelation applied to the individual slices [22]. A more
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extensive study, however, revealed that this observation is not supported for
all multi-slice images. In fact, for SPECT images we found that more often
than not 3D HINT proved inferior to 2D HINT, see Table 2.

The reason why 3D decorrelation is not consistently better than 2D decor-
relation is that the interslice correlation in a multi-slice medical data set
generally is much lower than the intraslice correlations. This is mainly due
to the large distance between the slices in standard imaging protocols for
CT, MRI, SPECT, and PET. Cubic or near-cubic 3D data acquisition will
not become common practice in medical imaging in the near future, however,
with the possible exception of MRI. The only way to enhance the perfor-
mance of 3D decorrelation methods then is to adapt the decorrelation strat-
egy to the image statistics. In keeping with the results referred to in subsec-
tion 2.2, this might give some improvement for noisy images at the expense
of more CPU time, but will deteriorate the decorrelation of high signal-to-
noise images. In consequence, we advocate decorrelation of multi-slice 3D
data sets by applying 2D HINT to the individual slices.

5. Image coding

The decorrelation step of reversible image compression produces a decorre-
lated image which needs to be coded for storage or transmission. The coding
step should ideally yield a bit rate close to the entropy of the decorrelated
image. We have examined a number of reversible coding methods, all of
which are based on one of the standards — Lempel-Ziv, Huffman, or arithme-
tic coding.

Lempel-Ziv coding [23] maps substrings of input symbols into fixed length
output codes. It detects high usage patterns and symbol repetition rather
than symbol frequency distribution. Consequently, Lempel-Ziv coding is
particulary suited for low entropy signals which have a high probability of
containing high usage patterns; reversibly decorrelated medical images are
not within this class, except perhaps for nuclear medicine images. The pattern
detection ability entails that Lempel-Ziv coding has decorrelating properties.
Nonetheless, the method is generally unsuitable for direct application to the
original, uncorrelated images because the data correlation is utilized only in
one dimension, viz. the coding order of the symbols. The exceptions to this
first rule are images having a low correlation as, again, some nuclear medicine
images.

In summary, Lempel-Ziv coding is neither a promising method for revers-
ible coding of HINT decorrelated images, nor for straightforward com-
pression of 2D medical images. For nuclear medicine images, however,
Lempel-Ziv coding may be suitable in view of the low information content
and the low spatial correlation. This statement is endorsed by the numerical
experiments reported in Table 3.

Huffman coding [24] is a variable length coder in which the length of a
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code word is based on the probability of the symbol (i.e., decorrelated image
value). The method is optimal given the — severe — constraint that an integral
number of bits be assigned to each symbol. The bit rate has a lower bound
of 1 bit/pixel.

The symbol probability can either be measured from the histogram of the
data, estimated beforehand, or determined by an adaptive procedure. The
first option may require a significant number of bits/pixel to store the code
tables, especially for large images, the second option may be highly inaccur-
ate, and the third option is slow.

We have developed a probability model which combines the positive
elements of these options. Based on a histogram calculation, an initial proba-
bility model is constructed which is minimally adapted during the coding.
The procedure also includes a runlength coding preprocessing step to identify
a repetition of zero-valued symbols in the decorrelated image. For further
details we refer to [25]. The results of this model-based Huffman coding are
shown in Table 3.

Arithmetic coding [26, 27] represents the decorrelated image values as a
whole by one real-valued number between 0 and 1. Each symbol is allotted
a subinterval of [0,1) with a size proportional to its probability. The first
symbol thus comprises a subinterval of [0,1), the second symbol a subinterval
of this subinterval, etc. Each symbol coded narrows the interval until the
final interval is obtained which represents the symbol set uniquely; any
number within this interval may be used for storage or transmission.

The performance of arithmetic coding depends, just as Huffman coding,
on the probability model. The combined model outlined above may be used
(and indeed has been used); it yields minute improvements in bit rate over its
Huffman analogue at much higher computational cost. In Table 3, arithmetic
coding with an adaptive probability model has been included, since this
option gives optimum decorrelation results. Because of its huge compu-
tational load, it should be viewed as a reference only.

If we judge the results of Table 3 using the bit rate as sole criterion,
adaptive arithmetic coding is generally the best coding technique for HINT
decorrelated images. Model-based Huffman coding is slightly worse for all
data sets. On the average, the best results are obtained by considering the
entire HINT pyramid as the message to be coded, rather than the individual
levels of the pyramid.

Lempel-Ziv coding of the HINT data is not an attractive option for the
radiological images, nor for the SPECT image; it does quite well for the
other nuclear medicine images, however. Similar results are obtained when
Lempel-Ziv is applied to the original data (shown here only for the 8-bit
images using UNIX compress).

Table 3 does not show the computational speed of the methods. Huffman
coding is the fastest method, Lempel-Ziv coding takes about 1.5 times as
long, while arithmetic coding is on the average 5 times slower than Huffman.
Since model-based Huffman coding approximates the optimum bit rate
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closely for all images, it is the most suitable method for reversible coding of
HINT decorrelated images.

6. Summary of conclusions

The conclusions drawn in this chapter may be summarized as follows:

2D intraframe decorrelation

— Transform decorrelation methods are unsuited for reversible compression.

— DPCM is a good decorrelator, but has a great disadvantage in its depen-
dency on a parameter.

— HINT has the best decorrelation performance, is free of parameters, and
is in addition insensitive to channel errors and easy to implement. Conse-
quently, HINT is the optimum method for lossless image decorrelation.

Interframe decorrelation of image sequences

Interframe decorrelation of temporal image sequences gives no improvement
over intraframe decorrelation of the individual images.

3D decorrelation

3D decorrelation of multi-slice images is not consistently superior to 2D
decorrelation of the individual slices. For SPECT images, 3D decorrelation
is generally worse.

Coding

The most suitable reversible coding method for HINT decorrelated images
is model-based Huffman coding. This method is fast and approximates the
optimum bit rate closely in all cases.

In summary, 2D HINT followed by model-based Huffman coding is an
appropriate compression strategy for all types of medical images. The com-
pression ratios depend strongly on image modality, spatial resolution, and
quantization level. For the 8-bits nuclear medicine images considered in this
paper, the bit rates vary between 2.6 and 4.8 bits/pixel, which amounts to
compression ratios of 1.7-3.0.
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10. Quantitative computer assessment of regional
contractility from ECG-gated planar Tc-99m
SestaMIBI images

FRANS J. Th. WACKERS and PIOTR MANIAWSKI

Summary

Tc-99m SestaMIBI images are of relatively high count density. This makes
it practical to acquire ECG-synchronized planar images for simultaneous
evaluation of myocardial perfusion and contraction. However, interpretation
of these studies by visual inspection of endless loop cine, as commonly is
done for equilibrium radionuclide angiocardiographic (ERNA) studies, is
not straightforward. Because of cross-talk of walls and thickening of the
facing wall, endocardial motion is difficult to assess. In normal hearts cavity
obliteration frequently occurs, which does not agree with perceived motion
of ERNA. On the other hand, epicardial motion is frequently minimal even
in normal subjects.

Accordingly, we developed a new non-geometric method to evaluate and
quantify simultaneously myocardial perfusion and function. This image was
generated by subtracting 15 frames from the end-systolic frame, normalizing
the 15 functional images to the end-systolic image and by summing all func-
tional images, and by comparison to a normal data base. Quantitative Re-
gional Function Index (QRFI) was derived from these profiles. The method
was validated by computer simulation, comparison to regional ejection frac-
tion and semiquantitative wall motion score on ERNA. Computer simulation
demonstrated QRFI measurement to be relatively independent of the pres-
ence of a perfusion defect, but to agree well with simulated contraction.
Good agreement was found between QRFI and assessment of regional left
ventricular function in patients. In conclusion, this new count-based tech-
nique allows reliable simultaneous quantitative assessment of regional my-
ocardial perfusion and function.

Introduction

Tc-99m SestaMIBI is a new myocardial perfusion imaging agent that is now
widely employed for clinical imaging. Favourable dosimetry makes it possible
to administer up to 30mCi per study. Consequently, typical Tc-99m Sesta-

Johan H.C. Reiber & Ernst E. van der Wall (eds.), Cardiovascular Nuclear Medicine and MRI, 153-162.
© 1992 Kluwer Academic Publishers.
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MIBI images are characterized by relatively high count density in comparison
to that usually with Thallium-201 [1,2].

Since the beginning of imaging with TI1-201, it was realized that static
myocardial perfusion images, acquired by either planar of SPECT technique,
display a blurred projection of the distribution of the radiopharmaceutical
within the contracting heart. Therefore, electrocardiographic synchroniz-
ation, or ‘gating’ as used for equilibrium gated blood pool imaging was
proposed as a means to remove the blur of the beating heart and improve
detection of small perfusion defects. This approach was considered the more
attractive since cine display of the contracting perfusion image could provide
simultaneous diagnostic information with regard to regional perfusion and
regional contractile function.

ECG-gated Tc-99m SestaMIBI imaging

The usefulness of ECG-gated TI-201 images has been investigated in the
past, but this approach virtually was abandoned as being too impractical
because of its long acquisition times [3]. The above mentioned high count
density in Tc-99m SestaMIBI images make it feasible to explore the useful-
ness of this approach anew. Standard computer software as employed for
equilibrium radionuclide angiocardiography, can be used for ECG-gating of
perfusion images. After administration of 20-30 mCi of Tc-99m SestaMIBI,
usually 16 frames are acquired per RR-cycle for planar imaging, and 8 frames
per RR-cycle for SPECT imaging.

Analysis of regional wall motion on planar images: endocardium or
epicardium?

Cine display of ECG-gated planar SestaMIBI images shows the contracting
heart. However, on close inspection it becomes clear that interpretation of
these motion pictures is not straightforward. Contracting myocardial per-
fusion images show information different from dynamic display of equilib-
rium radionuclide angiocardiography. Analysis of regional wall motion on
equilibrium gated blood pool studies involves analysis of endocardial move-
ment. On gated SestaMIBI studies both the motion of the endocardial and
epicardial border can be analyzed. However, the ‘endocardial’ border on
planar Tc-99m SestaMIBI images is not a fixed border, but a continuously
changing border during the cardiac cycle. Due to thickening of overlying
facing myocardium the apparent endocardial border may shift up on the gray
scale confluence with the opposite wall (Fig. 1). This may give an exaggerated
impression of motion and visually an overestimation of the degree of contrac-
tion.

In a preliminary evaluation we compared visual analysis of motion of the
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Figure 1. Explanation of overestimation of regional wall motion by analyzing the ‘endocardial’
border on ECG-gated Tc-99m SestaMIBI images. The myocardium has an epicardial outer (a),
edge and an ‘endocardial’ inner (b), edge gradient. During systole, A moves over a constant
background and thus the perceived edge is unchanged. (This is a similar to the endocardial edge
on equilibrium radionuclide angiocardiography). During systole, the B edges move toward each
other and confluence. In addition, there is increased foreground activity by contracting overlying
myocardium (M). Thus, the ‘endocardial’ edges appear to have greater motion. The ‘cavity’
may even obliterate during systole. The perceived edges are dependent upon the setting of the
gray scale.

endocardial and of the epicardial border on gated SestaMIBI studies with
that of the endocardial border on equilibrium radionuclide angiocardiography
(Figs. 2 and 3) [4]. Analysis of the endocardial border alone (thus comparable
to analysis of a gated bloodpool study) showed substantial underestimation
of regional wall motion abnormalities. On the other hand assessment of
regional epicardial motion on the ECG-gated SestaMIBI studies showed
significant agreement in 80 % of segments (Table 1). Therefore, it appeared
that visual analysis of regional wall motion on planar SestaMIBI studies is
best performed from the epicardial border. However, as is obvious from
echocardiography, magnetic resonance imaging, or open chest animal stud-
ies, epicardial motion is usually less and more subtle than endocardial mo-
tion.

Although the epicardial border may be the most appropriate border to
analyze, reliable detection of changes in contraction may be difficult, because
of the small excursion of this border. In particular when visual inspection is
employed, the accuracy and reproducibility of interpretation may be subopti-
mal.

Moreover, this one-dimensional analysis of left ventricular borders does
not take advantage of the three-dimensional count information that poten-
tially can be derived from these dynamic perfusion studies.

Count-Based functional image of regional contraction

The changes that can be observed on dynamic display of ECG-gated Sesta
MIBI studies, are changes in count density during the cardiac cycle that
reflect inward endocardial motion and myocardial thickening. Traditionally
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Figure 2. Analysis of regional wall motion on equilibrium radionuclide angiocardiography in a
patient with an anterior infarction. Regional wall motion is analyzed by inspection of the motion
of the endocardial border in three views: anterior (ANT), left anterior oblique (LAO) and left
lateral (LL). On the anterior view there is akinesis of the anterolateral segment (arrow). On
the LAO view motion appears to be normal since the abnormal segment is seen ‘enface’. On
the LL view the anterior segment is akinetic.

such difference can be displayed in a ‘difference’ image, i.e. an end-systolic
frame minus the end-diastolic frame. However, such an image is relatively
poor in counts (Fig. 4). In particular when the motion is abnormal, changes
may be minimal and indistinguishable from random noise. We developed a
new algorithm for creating a functional image with improved count statistics
and incorporating count changes throughout the entire cardiac cycle [5]. This
functional image of regional myocardial contraction is generated as follows:
the end-systolic frame is identified and each of the remaining 15 frames is
subtracted from this end-systolic image resulting in 15 initial functional im-
ages. Subsequently, each image is normalized on a pixel-by-pixel basis to the
end-systolic image. Finally, all 15 functional images are summed to a final
functional image (Fig. 4).

These functional images can be derived from the left anterior oblique
view and the left lateral view. Because of overlap of the right ventricle, they
are not readily generated from the anterior view. This methodology was
developed and validated for planar ECG-gated perfusion studies. However,
the same algorithm should also be applicable to ECG-gated SPECT images.
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Figure 3. Analysis of regional wall motion from ECG-gated Tc-99m SestaMIBI images in the
same patient as in Fig. 2. The patient received thrombolytic therapy for acute anterior wall
infarction. The perfusion images show near normal perfusion of the anterior wall, indicating
successful reperfusion. Regional wall motion can be analyzed from the epicardial (EPI) and
endocardial (ENDO) border. The excursion of the epicardial border agrees well with endocardial
motion in Fig. 2. However, the endocardial motion incorrectly gives the impression of near
normal motion. The potential mechanism for this is explained in Fig. 1. This patient had
successful reperfusion of the anterior wall. However, because of ‘stunning’, myocardial contrac-
tion was still abnormal.

Table 1. Segment by segment comparison of regional wall motion on equilibrium radionuclide
angiocardiography (ERNA) and ECG-gated Tc-99m SestaMIBI imaging. (209 segments in 19
patients)

G-MIBI
Endocardium Epicardium
NL ABN NL ABN
ERNA NL 94 4 73 25
ABN 63 48 17 94
McNemar Test p < 0.001 p=NS

agreement

68%

80%

Abbr.: NL = normal; ABN = abnormal.
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Figure 4. Generation of a functional image of myocardial contraction. Top: Although a func-
tional image can be created by simple subtraction of the end-diastolic frame from the end-
systolic, the resulting image is relatively poor in counts and has a poor signal-to-noise ratio.
Bottom: iterative substraction of all remaining 15 frames in the RR-cycle from the end-systolic
image, followed by normalization to the end-systolic image and summation results in a functional
image with adequate count density and improved signal-to-noise ratio.

Quantification of functional images

A normal functional image displays an ellipse with more or less homogenous
distribution of counts since endocardial motion and thickening is uniform. On
an abnormal functional image the abnormally contracting area is displayed as
a segmental area with relatively less counts (Fig. 5). It should be emphasized
that because of image normalization, only relative contraction abnormalities
can be identified on functional images. Therefore, global left ventricle dys-
function cannot be recognized or even measured. Although these functional
images can be analyzed by visual inspection, because of the relatively high
count density, quantification of regional contraction is feasible. For quantifi-
cation we employed circumferential count profiles. The functional image is
divided into 36 segments of 10° each, radiating from the centre. The maximal
counts in each segment is displayed as a circumferential profile. The profile
is normalized to the segment with highest counts which is assigned the value
of 100 %. The patient’s profile is displayed simultaneously with a curve
displaying the lower-limit-of-normal regional motion. This curve is derived
from functional images obtained in subjects with a low ( < 3 %) likelihood
of having coronary artery disease. Segments with abnormal function can be
identified as a portion of the circumference profile below the lower-limit-of-
normal curve. The area below the lower-limit-of-normal curve is integrated
and expressed as a percentage of the entire area below the curve (Fig. 5).
This integral is the Quantitative Regional Function Index (QRFI). When
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Figure 5. Example of quantification of a Functional Regional Contraction Image. Top: The Tc-
99m SestaMIBI perfusion image (LAO view) is shown at the left (perfusion). The derived
functional image (function) is shown at the right. The perfusion image shows slightly decreased
uptake in the septum. The functional image shows an abnormal area (arrow) at the septum and
inferoapical segment. A normal functional image displays an ellipse (see Fig. 4). Bottom: The
functional image is quantified as a circumferential count profile (see text). The portion of the
Quantitative Regional Function Index (QRFI) profile below the normal limit curve (arrow)
indicates abnormal contraction. This is expressed quantitatively as an integral. QRFI is abnormal
in the upper septum (US), lower septum (LS), inferoapical (IA) region and inferolateral (IL)
region. The posterolateral (PL) segment is normal. QRFT in each segment as shown. Total
QREFI in this image is 69.
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contraction is normal, QRFT is zero. The higher the value for QRFI, the
more abnormal regional functional abnormality.

Validation of quantitative regional function index

This new quantitative functional index was validated in several ways.

1. Comparison to visual analysis of regional wall motion on equilibrium
radionuclide angiocardiography in the same patient. Regional wall motion
was scored subjectively as ‘normal’, ‘mildly hypokinetic’, ‘severely hypoki-
netic’, and ‘akinetic’. We found a good agreement between the semiquan-
titative regional wall motion score and QRFI. By statistical analysis each
category was significantly different from each other.

2. Comparison to regional left ventricular ejection fraction on equilibrium
radionuclide angiocardiography. A good relationship existed between re-
gional left ventricle ejection fraction and QRFI in the same region. How-
ever, since LVEF is a continuous variable in normally contracting regions
and QRFI is zero, a logarithmic curve fitted these data best.

QRFI, varying contraction abnormality and varying defect severity

By computer simulation we investigated the relationship between varying
degrees of contraction abnormality and varying degrees of defect intensity
and measured QRFI. Over a wide range of simulated abnormal contraction
abnormality QRFI showed a linear relationship. Similarly, QRFI measure-
ments were reliable over a wide range of severities of myocardial perfusion
defect. Thus, QRFI can be measured independent of these variables.

Comments

We demonstrated that it is feasible to quantify regional myocardial contrac-
tion using a newly developed count-based algorithm from ECG-gated Tc-
99m SestaMIBI images. At the present time, our experience with QRFI is
restricted to planar images. However, this algorithm should be readily appli-
cable to ECG-gated tomographic images, provided that sufficient count den-
sity is obtained. Because of cross-talk and overlap of myocardial segments
during contraction, we believe that count-based quantification of regional
motion is a necessity for interpretation of planar images. On ECG-gated
tomographic images the overlap should be less of a problem. However,
partial volume effect and movement of myocardial segments in and out of
the reconstructed plane should be considered as a potential confounding
factor. Importantly, the problem with the ‘shifting endocardial border’, as
observed on planar images, is not present on SPECT images.
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We have successfully applied the presently described method in patients
who received thrombolytic therapy for acute myocardial infarction [6]. In
these patients recovery of regional left ventricular function after successful
thrombolysis could be demonstrated by serial measurements of QRFI. In
patients with successful thrombolysis myocardial perfusion defects became
smaller and QRFI improved significantly over time. On the other hand, in
patients who failed thrombolysis and had occluded infarct arteries, myocard-
ial perfusion defects remained unchanged and no improvement of regional
function as measured by QRFI was noted.

An expected future application of this method is in rest-exercise myocard-
ial perfusion studies with Tc-99m SestaMIBI. It is anticipated that in patients
without prior myocardial infarction, and exercise-induced myocardial is-
chemia, measurement of QRFI potentially provides information with respect
to myocardial viability and therefore, defect reversibility. For example, the
initial perfusion defect reflects myocardial blood flow at peak exercise. How-
ever, since imaging is performed 30 minutes or longer after exercise, my-
ocardial ischemia should no longer be present and regional wall motion
(QREFI) should be normal. In such a patient images obtained after an injec-
tion at rest would show defect reversibility. Therefore, a single (ECG-gated)
image obtained directly after exercise could suffice to predict defect revers-
ibility by analyzing perfusion and function. This approach is at the present
time under investigation by a number of investigators.

In summary, ECG-gated Technetium-99m labelled myocardial perfusion
images can provide simultaneous, quantitative information on myocardial
perfusion and regional myocardial contraction. Our initial clinical experience
suggests that this combined and integrated analysis may be invaluable in
patients with acute and chronic ischemic heart disease.
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11. Myocardial perfusion imaging by single photon
emission computed tomography (SPECT)
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Summary

Single Photon Emission Computed Tomography (SPECT) is superior to the
planar imaging method because it provides a higher image contrast resolution
and allows separation of overlapping myocardial regions. Several com-
puterized methods are now available and are being developed for quantitative
analysis of SPECT myocardial perfusion by TI-201 or the new Tc-99m labeled
myocardial perfusion agents. In patient studies, all short axis and apical
portions of vertical long axis T1-201 SPECT images are quantified by dividing
each myocardial slice into 60 equal sectors and displaying the maximal count
per sector as a linear profile. The best threshold for defining normal limits
was developed in a pilot group of 45 patients. After comparing patients’
profiles with normal limits, abnormal and normal portions of the patients’
profiles are plotted on a 2-dimensional polar map which is divided into
specific coronary artery territories based on a scheme developed in a group
of patients with disease of different coronary arteries. ROC analysis for
defect size showed that the optimal thresholds for a definite perfusion defect
were 12 % for the LAD and LCX and 8 % for the RCA territories. These
criteria were prospectively applied to an additional 138 patients which yielded
respective sensitivity, specificity and normalcy rates for overall detection
of CAD of 96 %, 56 % and 86 % with high sensitivity and specificity for
identification of CAD in individual coronary arteries. The accuracy of this
quantitative SPECT technique was further assessed in a multicenter trial
consisting of 318 patients whose SPECT images were obtained by various
cameras, computers and operators. The results indicated that the quantitative
SPECT method, utilizing standard normal limits developed at Cedars-Sinai
Medical Center, can be applied at other institutions with similar accuracies.
In 66 patients with prior myocardial infarction, new quantitative criteria were
developed by ROC analysis that took into consideration contiguity of defects
with the infarct zone. The new defect thresholds (40 % for LCX, 20 % for
RCA and 12 % for LAD) were 86 % accurate for detection of patients with
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multivessel coronary disease after myocardial infarction. SPECT is superior
to the planar imaging method in detecting patients without prior myocardial
infarction, and those with moderate or single vessel coronary disease.

SPECT is increasingly being used in conjunction with Tc-99m labeled
myocardial perfusion agents. The results of qualitative analysis of SPECT
Tc-99m SestaMIBI studies in a multicenter study have been similar to those
of T1-201 SPECT for detection of perfusion defects and evaluation of the
patterns of defect reversibility. Using an approach similar to that used for
quantitation of TI-201 SPECT studies, a quantitative method has recently
been developed for the interpretation of exercise-rest Tc-99m SestaMIBI
images. Furthermore, methods are being developed for the analysis of same
day rest-stress protocols and for the absolute quantification of myocardial
perfusion by performing attenuation and scatter correction on Tc-99m Sesta-
MIBI myocardial perfusion images. Myocardial perfusion SPECT images are
being quantified with respect to the extent of myocardial perfusion deficit
which holds promise for assessing percent infarcted and jeopardized myocard-
ium as important prognostic indicators in coronary artery disease.

Introduction

Planar TI-201 myocardial perfusion scintigraphy has been widely used for
the detection and evaluation of coronary artery disease. With the planar
imaging method, however, normally and abnormally perfused myocardial
regions frequently overlap one another limiting the ability of the method to
detect, localize and size myocardial perfusion defects. To overcome these
limitations, the technique of Single Photon Emission Computed Tomography
(SPECT) has been developed. With SPECT, multiple planar images of the
myocardium are obtained over 180 or 360 degrees and the image data are
reconstructed to provide multiple slices of the myocardium at desired planes.
This increased angular sampling results in a higher image contrast resolution
and allows separation of overlapping myocardial regions. Over the past
decade, SPECT myocardial perfusion imaging with T1-201 has undergone
several technical developments and its clinical application in patients with
coronary artery disease has been extensively evaluated. Recently, SPECT
application has expanded to its use in conjunction with the new Tc-99m
labeled myocardial perfusion agents. This manuscript will review the current
state and future directions of SPECT imaging of myocardial perfusion with
T1-201 and Tc-99m labeled agents.
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SPECT myocardial perfusion imaging with T1-201
Technical aspects
Imaging protocol

As with planar T1-201 imaging, SPECT technique is generally used in con-
junction with exercise or pharmacological stress testing using coronary vaso-
dilators such as dipyridamole [1-4] or adenosine [5]. The patient is injected
with 3—-4 mCi of TI-201 at least 1 min prior to termination of exercise or
pharmacologic stress. For imaging, a large field-of-view camera which is
especially designed to rotate around the patient is used. The most common
protocol includes the use of an all purpose, parallel hole colimator and a
64 x 64 16-bit matrix. The patient lies on the imaging table in supine position
and images are obtained over a semi-circular 180° arc extending from the
45° RAO to the 45° LPO position, imaging 32 projections each for 40 sec.
Recently, SPECT imaging in the prone position has been advocated for
reducing the inferoseptal attenuation artifact [6]. SPECT imaging does not
begin till at least 10 min after injection of T1-201 in order to diminish the
frequency of the ‘upward creep’ artifact [7]. During this 10-15 min waiting
period, a single 5 min anterior view planar image may be acquired to assist
evaluation of several image patterns that are better assessed by the planar
imaging method; i.e., lung uptake of TI-201 [8-12], transient ischemic di-
lation of the left ventricle [13], and the breast attenuation artifact. Due to
the length of acquisition and the nature of the equipment, SPECT imaging
is technically very demanding and requires more attention to quality control
than planar imaging. An important step in quality control for SPECT acqui-
sition is correction for nonuniformity. For this purpose, a 3 million count
image is obtained weekly from a uniform cobalt 57 flood source. This image
is then used to correct each of the projection images for nonuniformity.
Another important step prior to acquisition is the determination of the
mechanical center of rotation. The center of rotation is then used to align
the detector data with respect to the reconstruction matrix. Failure to correct
for the center of rotation causes misregistration of pixels during the recon-
struction process which leads to artifactual myocardial perfusion defects.
Since patient motion during SPECT imaging is a frequent cause of image
artifacts [14], patients should be instructed to lie still during the entire
acquisition and projection images should be displayed at the end of acqui-
sition in a cine loop format to evaluate whether patient motion has occurred.

Image processing and quantitation protocol
Several methods for image processing and quantitation are now available

[15-18]. In this manuscript, the method developed at Cedars-Sinai Medical
Center [17] will be described as a model to discuss various steps involved in



166 Jamshid Maddahi et al.

Figure 1. TL-201 myocardial perfusion SPECT images reoriented in the short axis (Tomograms
1 through 14), vertical long axis (Tomograms 1 through 6) and horizontal long axis (Tomograms
1 through 8) planes. In each quadrant, the first and third rows represent the initial post exercise
images and the second and fourth rows represent the corresponding redistribution images. A
reversible inferolateral wall defect is noted.

image processing and quantitation that are similar between the different
methods. Raw image data are smoothed using a 9-point weighted averaging
algorithm. The filtered-back projection technique is used to reconstruct im-
ages. A Butterworth filter with a cutoff frequency of 0.2 cycles per pixel and
order 5 is used for filtering of the images prior to reconstruction. Images are
reoriented in planes that are perpendicular and parallel to the long axis of
the left ventricle (Fig. 1). All tomograms are reconstructed at 1 pixel per
slice, which represents a thickness of approximately 6.2 mm. No attenuation
or scatter correction is used. The resulting short axis and vertical long axis
myocardial images are then quantified utilizing the circumferential profile
technique. With this method, the center of the left ventricular cavity and the
radius of search are defined by the operator. From the center, 60 equidistant
radii (6° apart) are then generated. Along each radius, the computer searches
and selects the maximum count value. The values are then normalized to
the highest value found in each slice and are plotted for each angular location
on the myocardial periphery, thereby generating a circumferential count
profile. For proper comparison of stress and redistribution images with the
normal profiles and with one another, an anatomic landmark is defined at
the inferior junction of the right and left ventricles on the short axis slices
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Figure 2. Polar map display of the three coronary artery territories. LAD = the left anterior
descending, LCX = the left circumflex and RCA = the right coronary artery.

to which the 102° angle is assigned. On the vertical long axis slices, the most
apical point is used for alignment and the 90 angle is assigned to it. The
circumferential profiles are then compared to the normal data base to deter-
mine whether a perfusion defect is present. The normal data base consists
of 35 males and 20 females with a less than 5 % likelihood of coronary artery
disease based on Bayesian analysis of their age, sex, symptoms and the
results of their exercise electrocardiograms [19-21]. The myocardium was
divided into five separate myocardial zones in the short axis and long axis
orientation. Gender specific lower limits of normal were then developed for
each zone. Since the distribution of normal profile points around the mean
is not gaussian in all regions of the myocardium, the range approach rather
than standard deviation approach was used to define the lower limit of
normal. The range approach is based on the lowest observed value below
the mean normal profiles. The patient’s circumferential profiles are then
compared to the corresponding normal limit profiles. The results of this
comparison are displayed in a ‘polar map’ format in which the entire myocar-
dium is represented as a disc with the center corresponding to the left
ventricular apex and the periphery to the atrio- ventricular junction (Fig. 2).
In a systematic study, different portions of the polar map were assigned to
the distributions of the left anterior descending (LAD), left circumflex
(LCX), and posterior descending (PDA) coronary arteries. With this ap-
proach, the territory of the LAD is represented by the anterior, anterolateral,
anteroseptal and apical regions of the left ventricle. The territory of the
posterior descending coronary artery is represented by the inferior and infer-
oseptal regions of the left ventricle and the territory of the LCX is repre-
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sented by the posterolateral wall. In order to develop criteria for a definite
perfusion defect, receiver operating characteristic (ROC) curve analysis was
used to identify the best defect size criterion, for each of the coronary
territories, that provided the optimum true positive and false positive tradeoff
for detection of disease. These optimum defect size thresholds were: greater
than or equal to 12 % for the LAD and LCX territories and greater than or
equal to 8 % for the PDA territory (Fig. 2).

Clinical applications of T1-201 SPECT
Detection of coronary artery disease

As with the other tests applied for the detection of coronary artery disease
(CAD), the diagnostic accuracy of the exercise TI-201 SPECT study is ex-
pressed by sensitivity and specificity. These parameters depend on several
factors such as qualitative vs quantitative analysis and exercise vs pharmacol-
ogic stress testing. In addition, several characteristics of the patient popula-
tion under study may affect the sensitivity and specificity such as presence
or absence of myocardial infarction, threshold for defining significant CAD,
referral bias, level of exercise and the severity (percentage stenosis) and
extent (number of diseased vessels) of CAD in the referred population.
Table I summarizes the results of the T1-201 SPECT imaging method using
qualitative analysis of images. In a total of 706 reported patients
[15,18,22,23], the sensitivity is 92 % and specificity is 77 % . The sensitivity
and specificity of quantitatively analyzed T1-201 SPECT images has also been
studied by various investigators. In a prospective study of 138 patients, the
Cedars-Sinai method of quantitation had a sensitivity of 95 %, specificity of
56 % and normalcy rate of 86 % [17]. Normalcy rate is defined as the true
negative rate in a group of patients with a low (< 5 %) likelihood of CAD. In
this study, SPECT had a sensitivity of 100 % in patients with prior myocardial
infarction compared to 90 % in those without prior myocardial infarction.
Similar results were observed when this method was applied at multiple
centers to a total of 318 patients [24]; sensitivity, specificity and normalcy
rates were 94 %, 43 % and 82 % respectively. Based on the results of 1066
reported patients in five published manuscripts [15,17,18,22,24], the average
sensitivity, specificity and normalcy rate of quantitative TI-201 SPECT
method for detection of CAD has been 93 %, 72 % and 83 % respectively
(Table 1). It is of note that the specificity of TI1-201 SPECT appeared to be
lower in the study of DePasquale and colleagues reported in 1988 [15]
compared to the study of Tamaki and colleagues reported in 1984 [22]
both using qualitative image analysis. A similar trend is also noted for the
quantitative SPECT method with a decrease in specificity from 91 % to 47 %
from 1984 [22] to 1989 [24]. The decline of specificity with time is likely to
be due, in part, to an increase in referral bias in the more recent studies.
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Table 1. Sensitivity and specificity of T1-201 SPECT for detection of coronary artery disease

Visual analysis

Year Lead author Sensitivity (%) Specificity (%) Normalcy rate
1984 Tamaki [22] 76/82 (93) 20/22 (91) -

1988 DePasquale [15]  173/179 (97) 21/31 (68) -

1989 Fintel [23] 88/96 (92) * -

1990 Mahmerian [18] 193/221 (87) 57175 (76)

Overall 530/578 (92) 98/128 (77)

*Results of patients with normal coronary arteries and low likelihood of CAD not reported
separately.

Quantitative analysis

Year Lead author Sensitivity (%) Specificity (%) Normalcy rate
1984 Tamaki [22] 80/82 (98) 20/22 (91) -

1988 DePasquale [15]  170/179 (95) 23/31 (74) -

1989 Maddahi [17] 88/92 (96) 10/18 (56) 24/ 28 (86)
21989 Van Train [24] 185/196 (94) 30/46 (43) 62176 (82)
1990 Mahmerian [18]  192/221 (87) 65/75 (83) -

Overall 7151770 (93) 138/192 (72) 86/104 (83)

Normalcy rate has been proposed as an alternative to the biased specificity
[21]. Although the true unbiased specificity of the SPECT technique has not
been determined, it is expected to be higher than the average literature
specificity of 70 % but it may not be as high as the average literature normalcy
rate of 82 %. It is likely that the true specificity of the SPECT technique is
slightly lower than the planar imaging method because of the fact that
SPECT imaging is technically more demanding and has many more sources of
acquisition and processing artifacts than the planar imaging method. Fintel
and colleagues [23] compared the diagnostic performance of planar and
SPECT imaging methods in 136 patients using qualitative image analysis.
They found that T1-201 SPECT was superior to planar imaging in males, in
patients without prior myocardial infarction, those with single vessel disease,
and in patients with 50-69 coronary stenosis.

Detection of disease in individual coronary arteries

The coronary arteries and their branches supply different regions of the left
ventricular myocardium. Based on the known anatomic relationships be-
tween coronary arteries and various myocardial regions and actual study of
patients with single and multivessel CAD who had T1-201 myocardial per-
fusion studies, general guidelines have been developed for assignment of
various myocardial regions to specific coronary arteries. It is therefore pos-
sible to infer disease of a given coronary artery by noting the location of
perfusion defect on TI1-201 SPECT myocardial images. The mean literature
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Figure 3. The mean literature sensitivities and specificities of the quantitative TL-201 SPECT
for identification of disease in the LAD, LCX and RCA territories.

[15,22,18] sensitivities and specificities of the qualitative T1-201 SPECT are
respectively 72 % and 87 % for LAD, 56 % and 96 % for LCX, and 85 %
and 80 % for PDA. The mean literature [15,17,18,22,24] sensitivities and
specificities of the quantitative T1-201 SPECT are respectively 80 % and 83 %
for LAD, 72 % and 84 % for LCX, and 83 % and 84 % for PDA (Fig. 3).

The pooled literature results and direct comparison of SPECT and planar
quantitative imaging methods in the same patient population [25] have shown
that SPECT has a higher sensitivity for detection of disease in the LCX
territory. This improved sensitivity may be related to improved defect con-
trast and decreased defect overlap associated with SPECT imaging. In the
study of Maddahi, et al. [17], the specificity of SPECT for localization of
disease in patients with prior myocardial infarction was 41 % compared to
81 % in those without prior myocardial infarction. This higher false positive
rate in patients with prior myocardial infarction was caused by frequent
extension or ‘tailing’ of the infarct related perfusion defect into the adjacent
myocardial territories that were supplied by normal coronary arteries. In a
subsequent study of 66 patients [26] with prior myocardial infarction, new
quantitative criteria were developed by ROC analysis that took into consider-
ation contiguity of defects with the infarct zone. The new defect thresholds
were defined as 40 % for LCX, 20 % for RCA and 12 % for LAD. These
new criteria significantly improved specificity for detection of disease in the
LCX and RCA territories from 37 % to 87 % and 60 % to 73 % respectively
(Fig. 4). Overall, quantitative T1-201 SPECT was 86 % accurate for detection
of multivessel coronary disease patients with prior myocardial infarction.

Sizing of myocardial perfusion defect

Prognosis in CAD has been shown to be related to the extent of necrotic
and jeopardized myocardium. SPECT has theoretical advantages over planar
imaging for sizing of myocardial perfusion defects because of increased angu-
lar sampling of the myocardium which results in reduced regional overlap



Myocardial perfusion imaging by SPECT 171

Standard Criteria New Criteria

B Sensitivity
Specificity

Figure 4. Comparison of standard versus new criteria for localization of coronary disease in
patients with prior myocardial infarction. The new criteria significantly improved specificity for
detection of disease in the LCX and RCA territories.

and improved contrast of perfusion defects. In an experimental animal study,
Prigent et al. [27] compared SPECT TI-201 myocardial perfusion defect size
with post sacrifice pathologic infarct size in 14 dogs with 6—8 hr closed-chest
coronary occlusion. T1-201 SPECT images were quantified by automatically
generating circumferential profiles which were then compared with normal
limit profiles derived from 6 normal dogs. SPECT and pathologic infarct
sizes correlated highly (r = 0.93, SEE = 9.4 %) on 71 individual myocardial
slices. In order to determine SPECT infarct size as percent of the total left
ventricular myocardium, infarct sizes from each slice were added to one
another after each was multiplied by a coefficient that reflected the contribu-
tion of that slice to the total left ventricular weight. A close correlation was
noted between SPECT and pathology for sizing the total left ventricular
myocardial perfusion defect; r = 0.86, SEE = 4.5 %. In a subsequent study
[28], different methods were compared for assessing the contribution of each
slice to the total left ventricular mass. Prigent et al. [29] also compared
SPECT and planar T1-201 myocardial perfusion imaging for quantifying my-
ocardial infarct size in experimental animals. In this study, SPECT more
closely approximated pathological infarct size than the planar imaging
method.

SPECT myocardial imaging using Tc-99m myocardial perfusion agents

T1-201, despite widespread clinical use, does not have ideal imaging charac-
teristics mainly because it has low energy photons and a long half-life. The
photon energy of T1-201 (68-80 keV) is not well suited for standard gamma
cameras, which perform best at the 140 keV photon peak of Tc-99m. Further-
more, the 73 hr half-life of T1-201 limits the injected dose to 3-4 mCi,
resulting in relatively low count density of the images. In order to circumvent
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these physical limitations of TI-201, two groups of Tc-99m labeled com-
pounds; Tc-99m SestaMIBI [30-34] and Tc-99m-teboroxime [35-40], have
been developed and were recently approved for clinical use.

Clinical results using qualitative analysis of Tc-99m SestaMIBI SPECT

This has been extensively evaluated through the North American multicenter
clinical trial [41] and studies by several investigators [42—44]. In the multi-
center study, 22 centers in the United States and 2 centers in Canada com-
pared Tc-99m SestaMIBI with TI-201 imaging and coronary angiography.
Rest and exercise Tc-99m SestaMIBI SPECT were performed on two sepa-
rate days using an average of 20 mCi for each study. A total of 278 patients
and 6677 myocardial segments were evaluated. The overall image quality of
Tc-99m SestaMIBI was superior to that of TI1-201. With respect to identifying
stress perfusion defects, the concordance between Tc-99m SestaMIBI and
T1-201 SPECT was 92 %. The two tracers were also compared with respect
to identifying different patterns of defect reversibility. This comparison is of
particular interest since the mechanism for stress defects reversibility of Tc-
99m SestaMIBI is different from that of T1-201. TI-201 defect reversibility is
the result of differential washout rate of T1-201 from the normal and viable
but hypoperfused myocardial regions. Tc-99m SestaMIBI, however, does
not redistribute significantly. Therefore, defect reversibility is assessed by
comparing the stress image with that obtained after injection of Tc-99m
SestaMIBI in the resting state. Exact agreement for the pattern of defect
reversibility was 83 % for patients and 89 % for segments. With respect to
detection of CAD, Tc-99m SestaMIBI and TI1-201 sensitivities, specificities
and normalcy rates were respectively 89 % and 90 %; 49 % and 41 %; and
81 % and 82 % . These results from the multicenter study suggest that SPECT
Tc-99m SestaMIBI has superior image quality and is clinically as effective as
T1-201 SPECT for detection of myocardial perfusion defects, assessment of
defect reversibility patterns and evaluation of CAD. It is of note, however,
that in this trial Tc-99m SestaMIBI imaging and processing parameters were
similar to those used for TI-201. Due to differences between the two agents,
research is underway to optimize acquisition parameters for Tc-99m Sesta-
MIBI. This topic is discussed in more detail below. In a recent study [42], Tec-
99m SestaMIBI-SPECT was compared to planar imaging method for detec-
tion of CAD and assessment of disease in individual coronary arteries. The
two methods were not significantly different from one another with respect
to overall detection of CAD. However, sensitivity of Tc-99m SestaMIBI
SPECT for detection of disease in individual coronary arteries was 89 %
which was significantly higher than the 60 % obtained by Tc-99m SestaMIBI
planar studies with a similar specificity of 86 %.
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Figure 5. Sensitivities and specificities of Tc-99m SestaMIBI SPECT quantitative analysis for
overall detection and identification of disease in individual coronary arteries. The latter is
subcategorized to LAD, LCX and RCA territories.

Clinical results using quantitative analysis of Tc-99m SestaMIBI SPECT

As with T1-201, quantitative analysis is an important adjunct to the interpreta-
tion of Tc-99m SestaMIBI myocardial perfusion images. Two computerized
methods have been described for quantitative analysis of Tc-99m SestaMIBI.
Kahn et al. [44] developed a gender specific normal data base from 12
normal volunteers and evaluated their quantitative method in 36 patients with
angiographically documented CAD. The overall sensitivity for detection of
CAD was 95 % . The sensitivity and specificity were 74 % and 83 % for LAD,
91% and 76 % for LCX, and 74 % and 69 % for RCA. Kiat et al. [45]
developed a gender specific normal data base from patients with a low
likelihood of CAD, using a quantitative method similar to that used for
quantitation of T1-201-SPECT studies. In a collaborative study between the
two groups, similar inter-institutional results were observed (Fig. 5) even
though different camera / computer systems were used in the two institutions
and the normal data base developed at Cedars-Sinai was used to analyze
images from both institutions [45].

Quantitation of perfusion defect size

This aspect of Tc-99m SestaMIBI SPECT has been evaluated by several
investigators. Verani et al. [46] studied 13 dogs with permanent coronary
occlusion and showed a high correlation (r = 0.95) between Tc-99m Sesta-
MIBI SPECT and postmortem pathologic defect size as determined by TTC
staining. Gibbons et al. [47] developed and validated a quantitative technique
in a heart phantom in which the SPECT defect size was defined as the areas
enclosed between the count profiles and a 60 % threshold. There was virtually
a one to one relation between the SPECT and true defect size (r = 0.99).
This method was then applied to patients with evolving myocardial infarction
to assess the effect of thrombolytic therapy in reducing the size of myocard-
ium at risk. Bergin et al. [48] showed a high correlation (r = 0.79) between
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Tc-99m SestaMIBI SPECT and the risk area in experimental animals. More
recently, Prigent et al. [49,50] assessed the possibility of sizing both transmu-
ral and nontransmural myocardial perfusion defects by Tc-99m SestaMIBI
SPECT using 128 X 128 image acquisition matrix, a high resolution collimator
and 64 projections over 180°. Defect size was defined as the area enclosed
between the count profile and a threshold which was optimized in a pilot
study. Using this method, there was a high correlation between the Tc-99m
SestaMIBI and TTC infarct size for transmural (r = 0.90) and nontransmural
(r = 0.89) perfusion defects.

New developments

In order to fully utilize the superior characteristics of Tc-99m SestaMIBI,
there is a need to optimize the technical aspects of SPECT imaging for this
agent. Performance may be enhanced through the careful selection of optimal
radiopharmaceutical doses, imaging sequences, acquisition parameters, re-
construction filters, perfusion quantification methods and multidimensional
methods of displaying myocardial perfusion. These aspects are currently
being studied in a collaborative research between the investigators at Emory
University and Cedars-Sinai Medical Center [51]. In order to complete the
rest and stress studies in the same day, a low dose resting study is followed
by a high dose stress study in a few hours [52,53]. The protocols for patient
preparation, acquisition parameters and reconstruction are summarized in
Tables 2 and 3. These protocols are the result of the extensive phantom
studies and preliminary patient results given the existing instrumentation and
recommended dose limits. The group has also developed a hybrid method
for extracting the three-dimensional myocardial count distribution by radial
sampling that is mostly perpendicular to the myocardial wall. This is ac-
complished by spherical coordinate sampling of the apex and cylindrical
coordinate sampling of the rest of the myocardium (Fig. 6). The presence,

Table 2. Patient acquisition protocol for rest-stress Tc-99m SestaMIBI

Rest Exercise
Dose 8-9 mCi 22-25 mCi
Injection to imaging interval 1 hr 30 min
Rest to stress study interval 3—4 hours
Energy window 20 % symmetric Same
Collimator High resolution Same
Orbit 180°, circular Same
Number of projections 64 Same
Matrix 64 X 64 Same
Time/projection 25 sec 20 sec
Total Time 30 min 25 min
ECG gated No Yes
Frames/cycle 1 8

R-to-R window (%) 100 100
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Table 3. Reconstruction protocol for rest-stress Tc-99m SestaMIBI same day studies

Rest Exercise
Decay correction yes yes
Filter (General Electric) 2D Butterworth Same
Cutoff frequency 0.4 cycles/cm 0.52
Power 10 5
Filter (Siemens) 2D Butterworth Same
Cutoff frequency 0.5 Nyquist 0.66
Order 5 2.5
Reconstruction Filter Ramp Same
Short axis slice thickness 12.88 mm 12.88 mm
Short axis slice increment 6.4 mm 6.4 mm

location and extent of myocardial perfusion defects are quantified by compar-
ing the extracted counts with a normal limit data base. New methods for
visualizing the myocardial distribution in multiple dimensions have also been
developed. The methods represent the myocardial distribution in two-dimen-
sional polar maps (Fig. 7) and in three-dimensional and four-dimensional
displays [51]. The three-dimensional rendering of the myocardial count distri-
bution has the advantage of accurately representing the extent and location

Two-Part Three-Dimensional Sampling Scheme

2

= |~

Left Ventnicular Myocardium
Consisting of Stacked Shon-Axis Shices

Samphing In Sphencal Coordinates

Figure 6. Diagrammatic demonstration of the method used for three dimensional sampling of
Tc-99m SestaMIBI SPECT images [reprinted with permission (51)].
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Figure 7. Different polar map displays of stress/rest Tc-99m SestaMIBI SPECT images in a
patient with reversible anteroseptal and apical perfusion defects.

of perfusion defects which are distorted on polar maps. Since no one type
of polar map can accurately represent the volume of perfusion defects and
their distance from the apex, volume-weighted and distance-weighted polar
maps have been developed. This new acquisition, processing, reconstruction,
and image display methods for Tc-99m SestaMIBI should improve image
quality as compared to current T1-201 imaging and early Tc-99m SestaMIBI
studies which utilized T1-201 protocols. Another area of current investigation
is development of algorithms for attenuation and scatter correction with Tc-
99m SestaMIBI SPECT images. A major problem with T1-201 and Tc-99m
SestaMIBI studies is variable attenuation caused by varying distance of my-
ocardial regions from the collimator and variable thickness of tissues in-
terposed between the myocardium and the collimator. These attenuation
patterns are frequently the source of false positive studies. Through the
collaborative effort between the Emory University and Cedars-Sinai Medical
Center investigators, various algorithms are being developed and validated
in phantoms and experimental animals for correcting the effects of attenu-
ation and scatter [54]. Attenuation correction is accomplished by first obtain-
ing a transmission map of the heart and the surrounding structures. An
attenuation correction matrix is then generated from this transmission map
which is applied to the raw data before reconstruction, using the first order
Chang correction method. This approach may ultimately add 10 min to the
acquisition time and another 10 min to the processing time. For scatter
correction, myocardial images are simultaneously obtained on two different
photopeaks; 106 KeV to yield a scatter image that is then used to correct.the
140 KeV ‘on peak’ study. Incorporation of these corrections may ultimately
improve the diagnostic accuracy of Tc-99m SestaMIBI SPECT for detection
of coronary artery disease.



Myocardial perfusion imaging by SPECT 177
SPECT myocardial perfusion imaging by Tc-99m-teboroxime

Tc-99m-teboroxime differs from Tc-99m SestaMIBI because it has a higher
peak myocardial extraction fraction (90 % vs 65 %), much faster myocardial
clearance (T1/2 of 10-15 min vs 5 hr) and the possibility of perfusion defect
redistribution. These differences in physiologic properties of the two agents
necessitates utilization of a different imaging protocol with Tc-99m-teborox-
ime. The total effective imaging time available after injection of teboroxime
is approximately 10 min. The feasibility of SPECT teboroxime imaging with
single headed rotating cameras has been demonstrated by Bellinger et al.,
Drane et al., and Carretta et al. but the results have not yet been published.
The optimal mode of acquisition is continuous rather than step and shoot.
Alternatively, three headed SPECT cameras may be utilized which further
reduces the total acquisition time by 30 % [55]. With Tc-99m-teboroxime,
both rest and stress myocardial perfusion studies may be completed in less
than an hour. In a large multicenter trial [56], 177 patients were studied with
Tc-99m-teboroxime using either planar or SPECT imaging methods and the
results were compared with cardiac catheterization and/or TI-201 imaging.
The overall sensitivity for detection of coronary artery disease was 84 % and
specificity was 91 % . Tc-99m-teboroxime imaging results agreed with T1-201
interpretation in 91 % of the cases. The ability to do complete rest-stress
study in a very short period of time appears to be an advantage of Tc-99m-
teboroxime over TI1-201 or Tc-99m SestaMIBI. With the advent of three
detector SPECT imaging systems, teboroxime may be particularly well suited
to kinetic SPECT imaging, allowing rapid tomographic assessment of initial
uptake and washout of the tracer. Preliminary data have suggested that
compartmental modelling kinetic data with this tracer could permit the
quantification of regional myocardial blood flow [57,58]. The feasibility of
very rapid stress delayed imaging with a single injection of this tracer is
currently being investigated.
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12. Acquisition and processing of tomographic
radionuclide ventriculograms

TRACY L. FABER and JAMES R. CORBETT

Summary

Acquisition and quantification methods for tomographic radionuclide ventric-
ulograms (TRVG) are discussed. The approach takes advantage of the three-
dimensional data to measure left ventricular (LV) volumes and endocardial
motion. The methods were validated using tomograms from normal volun-
teers; LV volumes and motion from the SPECT studies were compared to
values computed from magnetic resonance (MR) images of the same persons.
The clinical usefulness of the methods was evaluated by analyzing the TRVGs
of 21 patients with known infarcts. Regional motion was compared to the
computed normal values to determine areas of abnormally contracting tissue,
and the results were compared to known infarct location. Ejection fractions
computed from the TRVGs were compared to values calculated from planar
radionuclide ventriculograms (RVG) for these 21 patients. The average error
in motion measurements when TRVG and MR values were compared was
~5mm. The correlation between planar and TRVG ejection fractions was
0.94. Automatic analysis found 19 of the 21 abnormalities; the locations
of all detected abnormalities and the known infarcted tissue corresponded
correctly.

Introduction

Gated tomographic radionuclide ventriculograms (TRVG) are the 3-D ana-
logues to standard planar radionuclide ventriculograms (RVG). The advan-
tage of TRVG over planar studies is the ability to completely sample the
cardiac blood pool in three dimensions, and to slice the resulting volume in
any plane while maintaining complete separation of the chambers.
Tomographic acquisition of RVGs was first proposed by Moore et al. in
the early 80s [1]. Since then, various studies have shown TRVG to have
better sensitivity than RVG for detecting regional wall motion abnormalities
in general and to allow better analysis of inferior wall motion abnormalities
in particular [2,3], to permit accurate calculations of global left ventricular
(LV) volumes and ejection fractions (EF) [2-4], and to allow quantitative
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assessment of wall motion comparable to that from contrast ventriculography
[2,5].

However, gated tomographic studies contain large amounts of image data
that are difficult to analyze and integrate. Gated tomographic reconstructions
are typically composed of 64 X 64 X 32 or 128 X 128 X 64 3-D images at 8—
16 frames through the cardiac cycle. For TRVG to become a useful clinical
tool, automatic quantification methods need to be developed that will process
and condense the entire 3-D image data set into meaningful and well-
presented information. The first step in calculating global or regional LV
parameters is the separation of the blood pool from the background. Then
an appropriate model must be applied to quantify LV motion for all points
on the 3-D boundary.

We have previously described a boundary detector that we will present
only superficially in this manuscript [6]. We describe a 3-D motion model
that is not dependent on any coordinate system. A set of normal studies is
processed with these methods, and motion values are compared to those
computed using the same model applied to hand-traced magnetic resonance
(MR) studies of the same patients. Finally, the normal motion values are
used to predict wall motion abnormalities in 21 patients with known LV
myocardial infarcts.

Methods

The surface detector is based on a model of the LV generated from normal
patients. Image intensity gradients are used to revise initial likelihoods of
each voxel’s being on the LV surface. The model is used to modify these
likelihoods and determine the most likely smooth, connected, ‘LV-shaped’
surface for each frame of the gated study. The output is a set of 288 points
for each frame; the points are distributed about the LV as shown in Fig. 1.
Since the boundary detector has been described in [6], it will be discussed
further only to describe its effects on motion quantification.

The surface points were triangulated to create a polygonal solid model of
the LV. The volume could be computed at each frame, and the end-diastolic
(ED) and end-systolic (ES) volumes and EF could be calculated. Using the
ED and ES frames, motion was calculated using a system based on a 3-D
extension of the model known as the ‘centerline’ method [7]. A set of points
midway between those at ED and ES were created; these were connected
into a ‘center surface’. For each point on this central surface, a normal to
that point was constructed. The distance between the ED and ES surfaces
along the central surface normal was considered to be the motion of the
endocardium at that point. This is diagrammed in Fig. 2.

LV endocardial surfaces were displayed using 3—D graphics. Motion val-
ues were color-coded onto the surface, using the color or gray scale of the
user’s choice, so that the location and extent of any abnormality could be
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Figure 1. Coordinate system used to detect endocardial surface. The basal 3/4 of the LV is
detected using a cylindrical coordinate system; the apical 1/4 is detected using a spherical
coordinate system. There are points detected at 24 angles about the LV long axis for each of
twelve contours, which are parallel only within the cylindrical coordinate system. For each angle
at each contour, consecutive pixels from the coordinate system origin out to ~7 cm are investi-
gated for their likelihood of being surface points.

Figure 2. Motion is considered to be perpendicular to a surface halfway between end diastole
and end systole.
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easily visualized. The surfaces could be interactively rotated, even while
displayed in a cine ‘beating’ mode, and viewed from any perspective.

TRVGs were acquired using a 3—headed rotating gamma camera equipped
with a low energy general purpose collimator (PRISM, Ohio Imaging, Picker
Inc, Highland Heights, OH). One hundred and twenty gated projections
were acquired over 360° using the closest elliptical orbit. Temporal discrimi-
nation was achieved by using the electrocardiogram (ECG) to create 16
equally spaced time frames over the cardiac cycle. Each projection was
acquired for a preset time of 25 sec into a 64 X 64 matrix with a pixel
size of 5 mm X 5 mm. Total imaging time was ~ 17 min. Projections were
reconstructed into transverse image sets using filtered backprojection with a
Butterworth filter of cutoff = 0.43 and order = 4. Neither scatter nor
attenuation correction was performed. Only those projections from 45° right
anterior oblique to 45° left posterior oblique, 180° total, were reconstructed.
Short axis sections were created as input into the surface detection software.
Total time required for reconstruction and reformatting was ~ 10 min.

MR images were acquired using a .35Tesla MR device (Toshiba America,
MRI, Inc., South San Francisco, CA). LV short axis images were obtained
using spin-echo acquisitions with a repetition time equal to cardiac cycle
length and an echo time of 30 msec. Using a repeated multislice or rotation
technique [8], images were acquired in each slice at 100 msec intervals
throughout the cardiac cycle, from end diastole, through systole, and into
early diastole. Five time frames and ten slices were acquired; pixel sizes were
1.70 mm X 1.70 mm, and slice thickness was 10.0 mm.

Planar RVGs were acquired using a standard field of view gamma camera
equipped with a low energy general purpose collimator (Picker DynaMo).
Gated equilibrium septal projections were obtained at a temporal resolution
of 16 frames per cardiac cycle; all studies were performed at a spatial resol-
ution of 64 x 64. Standard software was used to interactively outline the LV
boundaries at ED and ES, and a count-based method was used to compute
the ejection fractions.

Four normal volunteers with a low pretest likelihood of coronary artery
disease were studied using both TRVG and MR. The TRVGs were processed
with automatic boundary detection and motion quantification software. MR
boundaries were traced interactively, but motion was calculated using the
same method as for TRVG. Motion values were grouped into nine geometri-
cally defined LV regions, including the apex, and mid-ventricular and basal
anterior, lateral, inferior, and septal regions. The mean and standard devi-
ation of the difference in motion computed from TRVG and MR were
determined for each LV region. The lower limit of normal motion for each
region was considered to be the mean-2 X standard deviation of motion
computed from the normal TRVGs.

Twenty one patients were studied 8 *+ 5 days following an acute myocard-
ial infarction. TRVGs were acquired and processed as described above;
RVGs were also acquired from these patients. Motion quantification was
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Table 1.
TRVG Motion Lower Limit MRI Motion Motion Error

Region % (mm) s (mm) of Normal % (mm) s (mm) (mm)
apical 6.4 2.0 2.4 5.9 2.0 0.5
lateral 9.1 2.0 5.1 10.7 2.1 -1.6
basal lateral 9.2 3.4 2.4 11.2 3.9 -2.0
inferior 7.5 1.7 4.1 7.5 2.0 -0.1
basal inferior 7.4 3.5 0.4 11.7 4.4 —4.3
septal 5.0 1.2 2.6 8.3 23 -3.2
basal septal 7.4 3.5 0.4 7.1 3.0 0.3
anterior 7.4 1.4 4.6 7.6 1.7 -0.1
basal anterior 9.9 2.6 4.7 7.8 3.0 2.1

performed, and EFs were computed for each study. The motion of each LV
surface point was compared to the ‘normal’ value for the region containing
that point. The area and location of any contiguous group of abnormally
moving points was output in a printed report. The existence and location of
the known infarcts were compared to the abnormalities detected by the-
automatic software. In addition, EFs computed from the TRVGs were com-
pared to those calculated from the RVGs.

Results

Normal motion values determined fromt TRVG using the autbmatic software
ranged from an average of 9.9 mm in the basal anterior region to 5.0 mm
in the mid-ventricular septal region. Standard deviations ranged from 4.4
mm in the basal inferior region to 1.2 mm in the septal region. See Table 1
for a list of normal values.

MR motion calculations agreed well with TRVG values. Disagreements
were largest in the basal regions. However, in the apical and mid-ventricular
regions, the average difference between TRVG and MR motion was less
than 0.5 mm. Table 1 displays the the error in motion for all LV regions.

Good correlations between planar and tomographic EF were obtained.
The regression equation was:y = 1.05x — 2.2 %; the correlation was 0.94.
The standard error of the estimate was 4.8 % . Figure 3 shows the data with
the regression line.

Analysis of TRVG revealed motion abnormalities in 19 ‘of the 21 infarct
patient studies; the abnormalities were in the region of infarction as indicated
by ECG. Figure 4 shows ED and ES slices from the TRVG of a normal
volunteer. Motion is coded onto the LV surface using shades of gray as’
displayed in Fig. 5. This color-coding scheme ranges from black, which
indicates motion = —2 mm (dyskinetic) to white, which indicates motion
=6 mm. In this case, the LV is entirely white,.indicating normal motion.
Figure 6 shows ED and ES slices from the TRVG of a patient with a anterior
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Figure 3. Comparison between ejection fractions computed using tomographic vs planar radio-
nuclide ventriculograms. The correlation coefficient is 0.95; the regression equation is y =
1.01x —9.0 %

Figure 4. Tomographic radionuclide ventriculogram acquired from a normal volunteer. End-
diastolic slices are on the left; end-systolic slices are on the right. From top to bottom, the

sections are apical short axis, mid-ventricular short axis, basal short axis, vertical long axis, and
horizontal long axis.
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Figure 5. End-diastolic view of the endocardial surface detected from TRVG in Fig. 4; the view
is approximately anterior. This surface is coded for endocardial motion; the overall white color
of the surface indicates normal motion.

infarct. Note the obvious aneurysm in the apical regions of the horizontal
long axis and short axis slices. Figure 7 shows the LV endocardial surface of
this patient color-coded for motion. The dark gray and black area in the
apical and septal regions corresponds to the aneurysm; the lighter shade of
gray in the anterior and septal regions indicates hypokinesis.

Discussion

Normal motion values are close to those numbers reported in echocardio-
graphic studies [9]. MR and TRVG values agree best in apical and midven-
tricular regions, and differ mainly in basal regions. EF measurements from
TRVG correlate well with those computed from planar studies. The corre-
lation coefficient we have computed is similar to those reported by previous
investigators [2—4]. Finally, wall motion diagnosis found nearly all of the
existing abnormalities in actual patient studies; furthermore, all abnormalities
were found in the proper locations.

Previous studies have compared quantitated wall motion in a single vertical
long axis slice from TRVG to that in contrast ventriculograms [2,5]. One of
these [2] used second derivatives of intensity to define the LV; the other [5]
used interactive tracing. We have attempted to quantify wall motion in the
entire 3-D LV, and have used the second derivative in conjunction with a
model that ensures 3—-D smoothness and connectivity. Of course, the accur-
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Figure 6. TRVG acquired from a patient with an anterior infarct. End-diastolic slices are on
the left; end-systolic slices are on the right. From top to bottom are shown apical, mid-ventricular
and basal short axis, vertical long axis, and horizontal long axis slices.

acy of motion quantification depends upon the accuracy of edge detection.
The boundary detector that we use assumes that the actual LV border
is located at a zero-crossing of the second derivative of image intensity.
Unfortunately, even in a noiseless system, the image intensity and its deriva-
tives are affected by both the system point spread function (PSF) and partial
volume effects caused by sampling. The degradation in boundary location
caused by both of these depends on the shapes of the blood pool components.
Primarily, the effects of the PSF and sampling will cause the LV blood pool
boundaries to be detected outside the true edges in regions where the L'V
blood pool has a small diameter and inside the true edges in regions where
it is separated from other cardiac chambers by thin structures. The result
will be an underestimation of motion, particularly in the septal and valve
plane regions. The negative TRVG motion errors seen in comparison with
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Figure 7. End-systolic view of the endocardial surface detected from the TRVG in Fig. 6. The
endocardium is displayed with an approximately septal view. The dark gray and black r¢ ions
seen in the septal and apical region indicate an aneurysm; lighter gray areas indicate surrou Jing
hypokinetic tissue.

MR in the septal and basal regions illustrate this problem. In addition, the
low intensity derivatives of thin structures, such as the valve planes and
septum, may lead to edge detection errors when high intensity gradient
boundaries nearby are erroneously detected. Once again, this will occur
mostly in basal and septal regions, and explains the positive motion error
seen in the basal septal region.

Current high resolution collimators and image restoration software will
decrease PSF effects and lessen the likelihood of the occurrence of both
errors. Also, multiple detector tomographs, with increased system sensitivity,
allow smaller pixel sizes and/or higher collected counts and should decrease
partial volume effects and/or noise.

Previous studies employed models of motion which assumed contraction
toward a single L'V point, either the center of the slice [2] or the 69 % point
along the LV long axis [5]. The advantages to this approach include the
automatic correction for LV translation and the normalization of motion for
LV size with the computation of values such as % shortening. The disadvan-
tages are the difficulty in correctly determining the long axis and the move-
ment of the LV center point due to wall motion abnormalities rather than
translation. Also, limiting analysis to a single slice not only ignores much of
the data but also requires an assumption that contraction occurs within that
slice.

Because our boundary detector requires the user to identify the LV aortic
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valve plane, both the length of the resulting L'V long axis and the centroid
of the LV are subject to observer error. Thus, motion calculations based on
these variables would be subject to the same problems. By using only local
shape for our model of motion, only the basal portion of the LV, where the
valve plane must be identified, will be affected by user interaction. Although
our implementation of the ‘centerline’ method does not correct for translation
and may cause overestimation of motion abnormalities, corrections for appar-
ent translation caused by motion abnormalities can cause their underestim-
ation.

However, other revisions in our approach to motion quantification should
improve its performance. Currently, the angular sampling detects approxi-
mately every other voxel on the endocardial surface; analysis of more surface
points would improve identification of small abnormalities. Our grouping of
motion into rather arbitrary regions for averaging and analyzing should be
refined. Since motion varies over the LV surface, an experimentally deter-
mined grouping that minimizes variance over each region could improve
analysis. These regions should also be defined so that they do not overlap
more than one coronary artery supply. Finally, more normal studies should
be processed to improve the statistical information.

Conclusion

We have described and validated a method for endocardial motion quantifi-
cation and visualization from tomographic radionuclide ventriculograms. The
clinical use of these methods has been demonstrated in a preliminary manner.

The clinical studies indicate that our technique may be a useful tool for
evaluating endocardial wall motion and the diagnosis of abnormalities. The
addition of more normal studies, with the improvements described above,
should decrease the variance of motion within regions and improve our ability
to discriminate between normal and abnormal studies. Although motion
measurements are quite accurate, we expect them to improve as SPECT
hardware and software improves, making these methods even more reliable.

References

1. Moore ML, Murphy PH, Burdine JA. ECG-gated emission computed tomography of the
cardiac blood pool. Radiology 1980;134:233-5.

2. Gill JB, Moore RH, Tamaki N, et al. Multi-gated blood-pool tomography: a new method
for the assessment of left ventricular function. J Nucl Med 1986;27:1916-24.

3. Corbett JR, Jansen DE, Lewis SE, et al. Tomographic gated blood pool radionuclide
ventriculography: Analysis of wall motion and left ventricular volumes in patients with
coronary artery disease. J Am Coll Cardiol 1985;6:349-58.

4. Stadius ML, Williams DL, Harp G. Left ventricular volume determination using single-
photon emission computed tomography. Am Cardiol 1985;55:1185-91.



Processing of tomographic radionuclide ventriculograms 191

. Barat J-L, Brendel AJ, Colle J-P, et al. Quantitative analysis of left-ventricular function
using gated single photon emission tomography. J Nucl Med 1984;25:1167-74.

. Faber TL, Stokely EM, Corbett JR. Surface detection in dynamic tomographic myocardial
perfusion images by relaxation labeling. SPIE Visual Communications and Image Process-
ing. 1988;Vol 1001:297-300.

. Sheehan FH, Bolson EL, Dodge HT, Mathey DG, Schofer J, Woo HK. Advantages
and applications of the centerline method for characterizing regional ventricular function.
Circulation 1986;74:293-305.

. Crooks LE, Barker B, Chang H, et al. Strategies for magnetic resonance imaging of the
heart. Radiology 1984;153:459-65.

. Feigenbaum H. Echocardiography. 3rd ed. Philadelphia: Lea and Febiger, 1986:550.



PART IV

Cardiovascular clinical applications



13. New perfusion agents in clinical cardiology

SIMON H. BRAAT, PIERRE RIGO and HEIN J.J. WELLENS

Summary

For more than a decade thallium 201 (T1-201) has been used for measurement
of myocardial perfusion and viability although its physical characteristics, i.e.
a photon energy of 68-80 keV and a half-life of 73 hr, are far from ideal.
For a couple of years two groups of tracers, isonitriles and boronic acid
adducts of technetium dioximes (BATO) compounds, both labeled to tech-
netium-99m (Tc-99m), have been available. The uptake of these agents in
the myocardium is proportional to regional blood flow and because of the
Tc-99m label, with a photon energy of 140 keV and a half-life of 6 hr, they
have better physical characteristics. The isonitrile with the best properties
for myocardial imaging is Tc-99m SestaMIBI (Cardiolite). It has transient
hepatic uptake and little or no myocardial redistribution making it to an
ideal single photon emission computed tomography tracer. The commiercially
developed agent of the BATO group is Tc-99m teboroxime (Cardiotec). Its
extraction fraction by the myocardium is higher than that of TI-201 and of
Tc-99m SestaMIBI but its washout is very rapid and flow-related.

Because of the lack of redistribution or of rapid washout, two separate
injections are always necessary with these new tracers to be able to distinguish
ischemia from scar tissue. It is advisable to start with the resting study and
to give the second injection after exercise when a one-day protocol is done.
In clinical trials Tc-99m SestaMIBI and Tc-99m teboroxime have been shown
to be at least as good as TI-201 in detecting coronary artery disease with
planar imaging. Whereas T1-201 redistribution can cause logistic problems if
no camera is available in the coronary care unit, Tc-99m SestaMIBI does
not redistribute and has the potential of overcoming these problems.

In several studies Tc-99m SestaMIBI has proven to be reliable in localizing
and detecting myocardial infarction in the coronary care unit and it is also
able to assess the myocardial area at risk and the effect of treatment with
thrombolytic therapy. Tc-99m SestaMIBI also has been shown to be of value
in the catheterization laboratory in visualizing the size of the myocardium
perfused by the different coronary arteries and in detecting the area at risk
during short episodes of ischemia.

Johan H.C. Reiber & Ernst E. van der Wall (eds.), Cardiovascular Nuclear Medicine and MRI, 195-206.
© 1992 Kluwer Academic Publishers.
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Introduction

Thallium 201 (T1-201) has been used for more than 15 years for measurement
of myocardial perfusion and viability. Its physical characteristics, i.e. a pho-
ton energy of 68-80 keV and a half-life of 73 hr, make it suboptimal for
scintillation camera imaging while radiation dosimetry limits the dose to be
administered. To circumvent these limitations investigators have attempted,
immediately after the introduction of TI-201, to develop a myocardial per-
fusion agent labeled with technetium-99m (Tc-99m). This tracer (photon
energy of 140 keV and a half-life of 6 hr) exhibits much better physical
characteristics for scintillation imaging than T1-201. Success was met in 1982
when a group at the Peter Bent Brigham Hospital reported the development
of Tc-99m isonitriles [1]. These agents demonstrated uptake in the myocard-
ium proportional to regional blood flow. Recently, another group of Tc-99m
labeled tracers, called boronic acid adducts of technetium dioximes (BATO)
compounds, were demonstrated to have high myocardial extraction with
subsequent myocardial concentration also proportional to regional perfusion
[2]. Many Tc-99m labeled isonitriles compounds have been developed, but
only three compounds have been applied clinically. Tc-99m t-butyl-isonitrile
(TBI) was suboptimal for myocardial imaging due to its prominent hepatic
and pulmonary uptake. The persistent liver uptake could obscure defects in
the inferior wall of the left ventricle. The activity of TBI in the lungs acted
as a reservoir of the tracer and with the subsequent washout a significant
amount would be delivered to the myocardium and altered the resulting
perfusion pattern from that corresponding to the initial injection and uptake
of TBI (3-6).

The disadvantage of another isopropyl Tc-99m carboxy-isopropyl- isoni-
trile (CPI) was the progressive hepatic accumulation over time, while the
myocardial uptake was excellent with rapid washout from the myocardium
[7]- The isonitrile with the most favorable biological properties for myocardial
imaging till now is Tc-99m methoxy-isobutyl-isonitrile, also known as RP30,
Cardiolite or Tc-99m SestaMIBI [8]. Tc-99m SestaMIBI shows only minimal
lung uptake and transient hepatic uptake [9]. The combination of transient
early hepatic uptake and minimal myocardial redistribution makes it an ideal
tracer for single photon emission computed tomography [10].

The BATO compounds, which form another class of Tc-99m myocardial
perfusion agents, are neutral lipophilic complexes of boronic acid. The com-
mercially developed agent of this group is Tc-99m teboroxime or Cardiotec
[11,12].

Physiological characteristics of Tc-99m isonitriles

Tc-99m SestaMIBI, which is a lipophilic cationic Tc-99m complex, has the
most favorable myocardial to background ratio of any of the nitriles. The
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uptake and clearance kinetics of this new myocardial agent have been investi-
gated in a number of experimental animal models. Tc-99m SestaMIBI uptake
in the myocardium occurs in proportion to myocardial blood flow [8,13-16].
This uptake is similar to that of T1-201. In animal models a good correlation
was found between microsphere-determined myocardial blood flow and Tc-
99m SestaMIBI distribution in the myocardium at rates up to 2.0 ml/min/g
[8,17].

Like other diffusible indicators, Tc-99m SestaMIBI underestimates my-
ocardial blood flow at higher flow rates. In low flow regions the myocardial
uptake of Tc-99m SestaMIBI was higher compared to the microsphere-
determined regional blood flow. This is explained by an increased extraction
of the agent at low flows. The increased extraction has also been observed
with T1-201. Increased extraction was seen when flow was reduced to 10—
40 % of control [13]. When the flow was even more reduced to 0-10 % <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>